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Zusammenfassung
Trotz steigender Rechenleistung sind die Gitter heutiger Atmosphärenmodelle
oft noch zu grob, um konvektive Prozesse explizit zu repräsentieren. Da diese
einen wichtigen Antrieb der atmosphärischen Dynamik darstellen, werden Kon-
vektionsparametrisierungen eingesetzt, die bereits seit mehreren Jahrzehnten en-
twickelt werden. Aktuelle Anwendungen regionaler Klima- und operationeller
Wettervorhersage-Modelle erreichen jedoch eine räumliche Auflösung, die die Um-
wälzzirkulation hochreichender Konvektion teilweise auf der Gitterskala abbilden
können. Diese so genannte Grauzone hochreichender Konvektion stellt den kon-
ventionellen Parametrisierungsansatz vor Herausforderungen, die in den letzten
beiden Jahrzehnten zunehmende wissenschaftliche Beachtung erlangt haben.

In der vorliegenden Arbeit wird das hybride Massenfluss Konvektionsschema
HYMACS in das ICOsahedral Non-hydrostatic (ICON) Modell implementiert und
ausgiebig getestet. Anders als gängige Konvektionsparametrisierung-Schemata
überlässt HYMACS das kompensatorische Absinken der gitterskaligen Dynamik
und ermöglicht auf diese Weise einen Nettomassentransport. Obwohl das Schema
bereits seit der wegweisenden Arbeit von Kuell et al. (2007) entwickelt wird, wurde
es bisher nur in einigen Fallstudien mit dem COSMO (COnsortium for Small-scale
Modeling) Modell getestet. Das hybride Schema verbesserte in diesen Studien
zwar die Darstellung hochreichender Konvektion in der Grauzone, eine statis-
tisch fundierte Auswertung der Vorzüge von HYMACS wurde jedoch noch nicht
durchgeführt. Zudem erscheint eine Implementierung in ICON attraktiv, da dieses
Modell für ein breites Spektrum räumlicher Auflösungen entwickelt wurde.

Diese Arbeit beginnt mit einer ausführlichen Einführung in die Grundlagen
von HYMACS und dokumentiert die jüngsten Weiterentwicklungen des Schemas.
Zusätzlich zu den notwendigen Anpassungen der Physik-Dynamik-Kopplung mit
ICON aufgrund des alternativen Parametrisierungsansatzes, ergeben sich Prob-
leme in Verbindung mit dem numerischen Filter des Modells. Die operative
anisotrope Divergenzdämpfung verzerrt die dynamische Antwort auf einen para-
metrisierten Nettomassentransport, so dass diese angepasst werden muss. Ver-
schiedene numerische Filteroperatoren werden sowohl in Tests des dynamischen
Kerns auf der Kugel als auch in in Massenauftriebsexperimenten untersucht. Auf
Grundlage dieser Tests wird eine revidierte Filterkonfiguration vorgeschlagen, die
mit HYMACS kompatibel ist und die numerisches Rauschen effizient entfernt.

Mit der überarbeiteten numerischen Filterkonfiguration wird eine Testreihe von
Vorhersagen über drei Sommermonate im mitteleuropäischen Raum durchgeführt,
um die Leistung von HYMACS in ICON zu analysieren. Es wird gezeigt, dass das
hybride Schema den konvektiv bestimmten Tagesgang des Niederschlags besser
erfasst, als das operationelle Schema zur Parametrisierung von Konvektion. Die
modellierte Randverteilung der Niederschlagsmengen und die räumlichen Muster
des Niederschlags werden ebenfalls besser repräsentiert. Während die statistische
Analyse damit die Ergebnisse früherer Fallstudien bestätigt, werden auch Probleme
aufgrund des Nettomassentransports der flachen Konvektion identifiziert. Gleich-
wohl sind die Ergebnisse vielversprechend, so dass diese Arbeit als Ausgangspunkt
für skalenadaptive Weiterentwicklungen von HYMACS in ICON dient.
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Abstract
Despite the increasing computing resources, the grids of contemporary atmospheric
models are often still too coarse to explicitly represent convective processes. Since
these processes are known to be an important driver of atmospheric dynamics, con-
vection parametrization schemes must be deployed which have been developed over
several decades. However, recent applications of regional climate and operational
numerical weather prediction models have reached spatial resolutions where the
overturning circulation of deep convection becomes partly resolved onto grid-scale.
The so-called gray-zone of deep convection imposes challenges to the conventional
parametrization approach which have attained increasing scientific attention in the
last two decades.

The present work implements and tests extensively the HYbrid MAss flux Con-
vection Scheme (HYMACS) in the ICOsahedral Non-hydrostatic (ICON) model.
In contrast to other convection parametrization schemes, HYMACS passes the
compensational subsidence to the grid-scale dynamics, thereby allowing for a net
mass transport. While the scheme has been developed since the pioneering work
of Kuell et al. (2007), it has only been tested in a couple of case studies with
the COSMO (COnsortium for Small-scale Modeling) model. Although the hybrid
scheme improved the representation of convection at gray-zone resolutions in these
studies, a statistically well founded assessment of the merits of HYMACS is still
outstanding. Besides, its implementation into ICON is appealing since the new
hosting model is designed to operate over a broad range of spatial resolutions.

This thesis starts with a in-depth introduction of the theoretical framework
of HYMACS and documents recent developments of the scheme. Apart from
some required adaptions of the physics-dynamics coupling with ICON, problems in
conjunction with the numerical filter in the model’s dynamical core are identified.
The operational anisotropic divergence damping operator distorts the dynamical
flow response to a parametrized net mass transport and therefore has to be revised.
Different numerical filter operators are investigated in dynamical core tests on
the sphere and in mass lifting experiments. Based on these tests, a revised filter
configuration is proposed which is compatible with HYMACS and which efficiently
removes computational noise.

With the revised numerical filter configuration, a series of re-forecasts over Cen-
tral Europe spanning a summery three-monthly period is conducted to analyze
the performance of HYMACS in ICON. It is demonstrated that the hybrid scheme
captures the convectively driven diurnal cycle of precipitation better than the oper-
ational convection parametrization scheme. The modelled marginal distribution of
precipitation amounts and the spatial patterns of precipitation also get improved.
Albeit the statistical analysis confirms the results of former case studies, issues to
the net mass transport of shallow convection are identified as well. Nonetheless,
the merits are encouraging and this work is considered to serve as the basis for
further developments focusing on the scale adaptivity of HYMACS in the modeling
framework of ICON.
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1 Introduction

1.1 Motivation
The beauty and complexity of the Earth’s atmosphere can be illustrated impres-
sively from satellite images taken from space. Figure 1.1 shows exemplary a snap-
shot from the Moderate Resolution Imaging Spectroradiometer (MODIS), a sensor
aboard the Terra satellite launched by the National Aeronautics and Space Ad-
ministration (NASA), on July 11, 2005. Cloud systems on several spatial scales
as a visible manifestation of atmospheric dynamics and processes are visible all
over the globe. Cloud bands spanning more than 1000 km can be attributed to
travelling cyclones in the midlatitudes while cloud clusters with a diameter of a
few 10-100 km due to organized thunderstorms dominate the tropical belt. Besides,
patchy cloud patterns are identified, for instance, over the subtropical ocean where
shallow (strato-)cumulus clouds persist. The horizontal size of these cellular cloud
patterns can be smaller than one kilometer so that individual clouds are barely
identifiable from global satellite images such as Figure 1.1.

Figure 1.1: Satellite image of the Earth on July 11, 2005 in the visible wavelength spectrum
synthesized from the MODIS. Data gaps have been filled by observations from the
GOES weather satellites and the latest version of the NASA Blue Marble. Source:
NASA.

In fact, the horizontal length scale L of atmospheric processes ranges over
more than 10 orders of magnitude from the smallest Kolmogorov microscale (L ≲O(10−3 m)) to the planetary scale (L ≳ O(107 m)). Since the temporal scale of these
processes is correlated with the spatial scale, different phenomena are commonly
classified into spatio-temporal scale regimes (Fig. 1.2). The above mentioned cy-
clones have a characteristic time scale of several days and are therefore part of
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1 Introduction

the macro-β scale following Orlanski (1975). By contrast, the smallest convective
clouds in Figure 1.1 belong to the micro-α scale with a lifetime of one hour or less.

Figure 1.2: Spatio-temporal scale definitions for atmospheric processes based on Orlanski
(1975). For each class, exemplary processes are depicted where moist convective
ones are highlighted in black. The dashed horizontal lines bound the mesoscale
with a time scale between pure buoyancy oscillations and a pendulum day. The
former is related to the Brunt-Väisälä frequency N characterizing the atmospheric
stratification while the latter depends on the Coriolis frequency f . Adopted from
Markowski and Richardson (2011).

The complexity of atmospheric processes does not only arise from the variety
of spatio-temporal scales, but also from pronounced interactions among all scales.
The interactions thereby lead to an energy transfer which can be directed down-
scale, i.e. from large to smaller scales, or vice versa, from small to larger scales
(upward energy propagation). Thus, understanding atmospheric processes and
dynamics not only comprises understanding distinct processes, but also the way
they interact with each other.

An illustrating example for the complexity of atmospheric processes constitutes
moist convection which is of central interest in this study. In general, convection
is linked to Archimedes’ principle stating that a body within a fluid experiences
an upward force equal to the weight of the fluid that the body displaces. The
term moist convection then deals with upward and downward motions of humid
air accompanied by water phase changes. As depicted in Figure 1.2, these motions
may occur over a wide range of spatial scales. Narrow thermals of a few hundred
meters, commonly referred as updrafts, transport air upwards which become vis-
ible as individual convective clouds (cells). Occasionally, such individual cells get
organized on larger scales so that the horizontal length scale may occupy several
kilometers. The upward mass transport induces a overturning circulation whose

2



1.1 Motivation

horizontal extent also varies. While narrow downwards motions (downdrafts) may
partly compensate the updraft mass flux, the overturning circulation commonly
gets closed via subsidence on larger horizontal length scales with L ∼ O(104-105 m)
(Bretherton and Smolarkiewicz, 1989).

The multi-scale nature of moist convection is highly relevant for numerical mod-
els of the atmosphere. These models aim to depict the current atmospheric state
and its evolution with the help of physical laws for fluid motion, mass and enthalpy
encoded in a set of partial differential equations, the Navier-Stokes equations. How-
ever, these equations cannot be solved analytically so that they must be discretized
and filtered in space and time to allow for numerical integration. The basic char-
acteristics of the spatio-temporal filter are defined by the time step and the grid
onto which the state of the atmosphere gets represented. Consequently, depend-
ing on the corresponding spatio-temporal filter scale, the spectrum of atmospheric
dynamics gets separated into resolved and unresolved processes.

Due to the above mentioned multi-scale nature of atmospheric processes in-
cluding scale interactions, unresolved processes are by no means irrelevant. Since
their neglection may induce excessive error growth on all scales, parametrization
schemes are applied in numerical models of the atmosphere (see, e.g., Gross et al.,
2016, for a review). In general, these schemes rely on the concept that the ef-
fect of unresolved processes can be approximated with a function of some resolved
variables once averaging over the truncated scales is performed.

Nowdays, several modern model applications such as operational numerical
weather prediction (NWP) make use of grid spacings ∆x ∼ 1-10 km (Bauer et
al., 2015). Bearing in mind that the effective spatial model resolution typically
ranges between 5-8 ∆x due to the need for numerical filters (Skamarock, 2004),
the (artificial) truncation scale gets placed within the meso-β or meso-γ scale. For
the representation of mesoscale processes such as moist convection, this imposes
a couple of numerical challenges since their characteristic length scales approach
the size of individual grid boxes (Gross et al., 2018). While, for instance, the
overturning circulation of deep convective clouds in thunderstorms becomes partly
represented onto grid-scale (Arakawa and Jung, 2011), substantial parts of the
dynamics are still unresolved as long as ∆x > O(102 m) holds (Bryan et al., 2003).
This is commonly referred as the gray-zone for deep convection whose presence has
led to contradictory opinions regarding the grid spacing that allows for an explicit
representation of deep convection in real modelling applications1.

Several studies point out that switching off the parametrization at grid spacings
of ∆x ∼ 4 km adds a substantial degree of realism to numerical simulations (see,
e.g., Kain et al., 2008; Weisman et al., 2008; Prein et al., 2013). In addition to
a more realistic organization of convective systems, an improved capturing of the
diurnal cycle of precipitation is highlighted. However, other studies also point out
that a grid spacing of ∆x = 4 km is too coarse to yield a proper representation
of deep convection. Malardel and Wedi (2016) argue that a hasty deactivation of
deep convection parametrization at gray-zone resolutions may result in unrealistic
kinetic energy spectra. Their finding is further confirmed by studies noting the
occurrence of excessive updrafts on grid-scale, so-called grid storms, in simulations

1A concise distinction between shallow and deep convection is presented in Section 2.1.
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1 Introduction

with ∆x = 4 km (Deng and Stauffer, 2006; Lean et al., 2008).
Contrarily, some studies even report on benefits of so-called convection-permit-

ting simulations at much coarser spatial resolutions with ∆x ≥ 10 km (e.g. Marsham
et al., 2013; Miyakawa et al., 2014; Pearson et al., 2014; Birch et al., 2015; Ou
et al., 2020). Albeit noticing that their deployed grids are too coarse to represent
properly deep convection, they favor such an approach due to severe deficiencies
of convection parametrization schemes (CPS) in regions where convection acts as
the dominant driver for atmospheric motions such as the tropics. Examples in
this context are an improved simulation of the West African monsoon and the
Madden-Julian Oscillation.

Indeed, theoretical studies indicate that a misrepresentation of convection can
yield to an upscale error propagation process that contaminates the modelled at-
mospheric state on meso-α or macro-β scale in midlatitudes (Zhang et al., 2007;
Bierdel et al., 2017). As illustrated in Figure 1.3, small-scale unbalanced errors
related to convective instability induce an upscale error transition to the balanced
large scales within one day. Subsequently, these errors may further grow to mod-
ulate baroclinic waves in the midlatitudes so that the simulated and observed
atmospheric state start to diverge on all spatial scales.

Figure 1.3: Schematic visualization of the three-staged error growth mechanism in the midlat-
itudes as proposed by Zhang et al. (2007). The colored contours denote the total
differences in total energy between simulation and analysis which propagate upscale
from 3h (left), over 18h (center) until 36h (right) after initialization. The shaded
contours highlight precipitation patterns. From Sun (2017).

Hence, there is theoretical and experimental evidence that the representation
of (deep) moist convection at gray-zone resolution is of great relevance for the
performance of atmospheric models. While it cannot be expected that a universal
threshold for switching to convection-permitting simulations exists at all, address-
ing the physical parametrization of deep convection is argued to be more urgent
than seeking for ad-hoc grid spacing rules (Prein et al., 2015).

1.2 Research questions
The proper representation of moist convection together with a smooth transition
from fully parametrized to explicit, grid-scale convection has attained increasing
research interest over the last years (Arakawa et al., 2016). While there has been
undoubtedly success in improving the scale-adaptivity of CPS (see, e.g., Kwon and
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1.2 Research questions

Hong, 2017; Jeworrek et al., 2019), a couple of questionable assumption still reside
in contemporary schemes. As will be seen in the next chapter, these questionable
assumptions can be traced back to ages where the whole spectrum of convection
could be safely treated as unresolved processes, i.e. at times when the grid spacing
in numerical models of the atmosphere ranged at ∆x ∼ O(102 km).

Among other approaches to relax some fundamental assumptions which will be
briefly outlined later, the so-called hybrid approach was proposed by the study of
Kuell et al. (2007). While classical CPS take the complete overturning circulation
consisting of up- and downdrafts and environmental subsidence into account, the
hybrid approach aims to parametrize the convective draughts only. The rationale
behind the hybrid approach can be given by the typical horizontal length scales
of the respective components of the overturning circulation (cf. Fig. 1.2). While
the narrow up- and downdrafts are still too small to be explicitly represented
at kilometer-scale, the environmental subsidence can spread over the meso-β and
meso-α scale which are considered to be explicitly resolved. Although the basic
idea of this approach appears trivial at first sight, it constitutes a notable change
in the conceptual design of a CPS. Related to the split of the convective circulation
pattern is also a (so far) unique feature of the associated parametrization scheme,
that is the admission of a net mass transport.

The coupling of the HYbrid MAss flux Convection Scheme (HYMACS) into the
regional, non-hydrostatic COSMO (Consortium for Small-Scale Modeling) model
(Baldauf et al., 2011; Doms et al., 2011; Doms and Baldauf, 2015) constitutes
the first practical realization of this approach. Following several idealized studies
to ensure the integrity of the scheme into the modeling framework (Kuell et al.,
2007), HYMACS was tested successfully in several real applications under various
synoptic situations over Europe with the COSMO model using ∆x ≃ 7 km (Kuell
and Bott, 2008, 2009, 2011, 2014, 2019).

While the COSMO model is nowadays still used for scientific purposes, it has
been replaced by the ICOsahedral Non-hydrostatic (ICON) model in the opera-
tional forecasting chain at the German Weather Service (Deutscher Wetterdienst,
DWD) over the last years. The ICON model was jointly developed by the Max
Planck Institute for Meteorology (MPI-M) and DWD and went operational on
20th January 2015. Its development targets an unified modeling system being ap-
propriate for a broad range of applications ranging from large-eddy simulations
(LES) studies (Dipankar et al., 2015) over regional and global NWP applications
to climate studies (Giorgetta et al., 2018). Thus, it is considered to be an excel-
lent modeling framework for HYMACS whose integration is the central aim of this
thesis.

This target thereby comes along with further research questions onto which this
thesis elaborates in the following:

• What are the basic differences between the hybrid and the classical con-
vection parametrization approach apart from the conceptual idea mentioned
above?

• How can HYMACS be integrated into the ICON model and which challenges
must be tackled due to a net, subgrid-scale mass transport?
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1 Introduction

• How does HYMACS perform in ICON in a quasi-operational series of simu-
lations with focus on the representation of convective precipitation compared
to the operational CPS at gray-zone resolutions?

Apart from the technical integration of HYMACS into the new modeling system,
the latter research question is of particular interest. The systematic application in
a quasi-operational set-up allows to reveal strengths and potential weaknesses of
HYMACS and therefore enables us to pinpoint features of the scheme which can
be further improved in the future. Thus, a necessary prerequisite of this thesis is
also to provide a brief summary of other existing approaches which aim to enhance
the scale-adaptivity of convection parametrization schemes with a focus on deep
convection.

1.3 Outline of the thesis
In order to advance on the aims listed above, this thesis is organized as follows:

Chapter 2 starts with a brief survey on the phenomenology of moist convection
in the Earth’s atmosphere and introduces fundamental physical quantities and
relationships which help to understand its nature. With this background informa-
tion, the fundamentals of classical CPS in numerical models of the atmosphere are
sketched followed by a summary on the challenges of representing deep convection
at gray-zone resolutions. The chapter is then closed by a more in detail description
of a particular classical CPS that is used operationally in the ICON model, the
Bechtold-Tiedtke scheme.

The classical parametrization approach and the Bechtold-Tiedtke scheme are
then opposed to HYMACS in Chapter 3. After an introduction of the theoretical
basis of the hybrid approach, a comprehensive overview on HYMACS is provided.
While parts of this overview are taken from the existing literature, undocumented
changes and further developments as part of this study are reported.

Chapter 4 then deals with the implementation of HYMACS into the modeling
framework of ICON. After a general model description, the chapter is dedicated to
the physics-dynamics coupling and the usage of numerical filters in ICON. Revised
filter configurations, which turn out to be necessary with HYMACS, are presented,
and their performance is compared with the help of dynamical core tests. The best
numerical filter is finally used to conduct idealized mass lifting tests demonstrating
the integrity of the hybrid CPS into ICON.

A series of real case simulations with HYMACS in ICON is documented in
Chapter 5. After a description of the experimental design and the model config-
uration, the observational dataset for verification purposes and a climatological
classification of the test series period are presented. Guided by a discussion of
precipitation forecast verification, ICON simulations with HYMACS and the op-
erational Bechtold-Tiedtke scheme are evaluated and compared in detail with each
other. The evaluation is complemented by a in-depth analysis of the obtained re-
sults.

Chapter 6 finally provides a summary of this thesis and picks up the results
from the test series to sketch future development perspectives of HYMACS.
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2 The nature of moist convection
and its parametrization in
numerical atmospheric models

In this chapter, a brief overview on the nature of moist convection in the at-
mosphere and its parametrization in numerical atmospheric models is provided.
After summarizing the phenomenology in Section 2.1, the description becomes
more quantitative in Section 2.2 where special attention is also devoted to the
effects of moist convection on its environment. Understanding these effects is also
key for convection parametrization schemes which are nowadays still applied in at-
mospheric models. While the concept of such parametrization schemes is outlined
in Section 2.3, the challenges of parametrizing deep convection at gray-zone res-
olutions are outlined complemented by recent methods to tackle these challenges
(Sec. 2.4). Finally, the operational Bechtold-Tiedtke scheme used in ICON is pre-
sented as a specific example of a classical parametrization scheme for convection
in numerical weather prediction (NWP) models (Sec. 2.5).

2.1 Phenomenology of moist convection
Although atmospheric moist convection appears over a broad range of different
sizes and shapes, it is common to distinguish so-called deep convection and shallow
convection (see, e.g., Stensrud, 2009). As suggested by the name, deep convection
typically penetrates large parts of the troposphere, thus constituting thermals of
moist air with a depth of several kilometers (4-15 km). The growth of convective
cells occasionally reaches the tropopause and can even penetrate the lower strato-
sphere (see, e.g., Liu and Liu, 2016; Rysman et al., 2016). The horizontal scale
ranges from a few 100 m up to a couple of 10 km with the latter being reached by
intensive thunderstorms (see Fig. 1.2).

By contrast, shallow convection is typically bounded by the inversion separating
the planetary boundary layer (PBL) from the free troposphere. Thus, its vertical
depth ranges from a few 100 m up to 2-3 km. Their horizontal scale is also somehow
smaller with typical sizes in the order of 100 m (see Fig. 1.2).

With congestus clouds topping near the melting level in the tropics, convective
clouds show up with a tri-modal character (Johnson et al., 1999). However, since
congestus clouds usually reach up to height of 5-6 km, they can also be categorized
as deep convective clouds (e.g. Bechtold et al., 2014a).

In addition to the typical depth of moist convection types, it is also convenient to
assume that only deep convective clouds produce precipitation while shallow con-
vection is non-precipitating (Betts, 1973). As a result, deep convection leads to net
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2 The nature of moist convection and its parametrization in atmospheric models

heating and drying of the atmosphere, whereas shallow convective clouds only re-
distribute enthalpy, moisture and momentum (Stensrud, 2009). As seen below, this
implies that the effect of both convection types on the ambient (non-convective)
atmosphere and likewise their role in the climate system differ substantially.

Figure 2.1 shows the annual occurrence frequency of deep and shallow convection
on the globe. Even though their occurrence frequency is inferred from parametrized
convection in the Integrated Forecasting System (IFS) of the European Centre for
Medium-Range Forecasts (ECMWF), the spatial distribution compares well to
satellite observations and can therefore be used for a qualitative assessment on the
occurrence of moist convection in the atmosphere (Bechtold et al., 2014a; ECMWF,
2017). While deep convection frequently develops in the tropical belt, shallow
convective clouds dominate large parts of the subtropical oceans. In midlatitudes,
both types of convection are less dominant, but by no means negligible. Especially
during the summer season, deep and shallow convection are typical processes over
the continent in the presence of strong surface heating.

Figure 2.1: Mean annual occurrence frequency of deep (top) and shallow (bottom) convective
clouds on the globe from the IFS model (model version: Cy40r1, one-year integra-
tion at T159 spectral resolution). Both types of convection are parametrized with
the Bechtold-Tiedtke scheme which will be presented in Section 2.5. From Bechtold
et al. (2014a).

The ubiquity of moist convection manifests itself in the relevance for the energy
and water budget of the Earth. For instance, shallow convection balances the sur-
face fluxes of enthalpy and moisture in the subcloud layer and thereby creates a
diabatic dipole in the cloud layer (e.g. Salzen et al., 2005; Bellenger et al., 2015).
While the transported (detrained) condensate near the cloud top cools and moist-
ens the capping PBL inversion layer, the lower part becomes warmer and drier
due to compensating subsidence. Shallow convection is thereby common in the
descending part of the Hadley circulation in the subtropics and under anticyclonic
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2.1 Phenomenology of moist convection

circulation pattern in the midlatitudes (Houze Jr, 2014). Besides, extensive stra-
tocumulus clouds, a variant of shallow convection in oceanic regions with relatively
low sea surface temperatures due to upwelling of deep water, are known to enhance
noticeably the planetary albedo in the subtropics (Stevens, 2005).

Due to its penetrative nature, the relevance of deep convection in the atmo-
spheric system is even larger. In the absence of baroclinity, it is the main driver of
dynamical processes in the tropics, where the net convective heating largely bal-
ances the radiative cooling of the atmosphere (e.g. Emanuel et al., 1994; Raymond
et al., 2015). In midlatitudes, deep convection is on the one hand often driven
by synoptic forcing (e.g Maddox, 1983; Doswell III et al., 1996), but is on the
other hand also capable to modulate the large-scale flow (Stensrud and Anderson,
2001). The latter is especially true when deep convection becomes organized as
briefly outlined below. Deep convection is therefore known to be the main physical
process generating kinetic energy in the atmosphere (Steinheimer et al., 2008).

The reason for this strong dynamical relevance is related to the adjustment pro-
cess following the vertically extended net heating and drying of the atmosphere.
The feedback to deep convection is accompanied by the emission of gravity waves
which also stabilize the atmosphere in the vicinity of the deep convective cloud
(Bretherton and Smolarkiewicz, 1989). Thus, deep convective clouds have non-
local effects with the radius of influence being bounded by the so-called (first)
baroclinic Rossby radius of deformation LR (Bretherton et al., 2005). In midlat-
itudes, the LR is of O(100 − 1000 km) showing that the effect of deep convection
can spread over the whole mesoscale, even though being a process on the meso-γ
scale. Since LR depends inversely on the Coriolis parameter f , the horizontal scale
of the effects due to deep convection even becomes larger with decreasing latitude
until it affects potentially the whole tropical belt.

While isolated convective drafts are a phenomenon on the meso-γ scale, deep
convection may also get organized in clusters under favorable conditions (see Houze
Jr, 2004, for a comprehensive review). In the tropics, these so called mesoscale
convective systems (MCS) are favored during active phases of the Madden-Julian
oscillation (MJO), while they may form in front of synoptic-scale troughs during
the warm season in the midlatitudes. Vertical wind shear is a prerequisite for
MCS which helps to separate the cold downdraft air from the moist and warm
air feeding the convective updrafts (Rotunno et al., 1988). Thus, those systems
usually constitute of a leading edge with intense updrafts and a large trailing
region with weaker, rather stratiform ascent (see Figure 11 in Houze Jr, 2004).
Owing to the large amounts of lifted moist air and the accompanied strong mid-
tropospheric heating, these systems also give rise to a pronounced geostrophic
adjustment (Paegle, 1978; Chagnon and Bannon, 2005b) in addition to the afore-
mentioned gravity-wave response. The resulting mid-level vortices may then im-
pact on synoptic-scale disturbances of the midlatitudes or tropical wave modes as
part of the MJO (e.g. Tromeur and Rossow, 2010; Ahn et al., 2020), while also
influencing the development of convection (deep and shallow) on large scales (e.g.
Schlemmer and Hohenegger, 2014; Torri et al., 2015).

Thence, moist convection plays a key role in shaping the local and large-scale
circulation suggesting that a proper representation in atmospheric models is of
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2 The nature of moist convection and its parametrization in atmospheric models

high relevance. Due to the transport of large amounts of moisture with convective
clouds and due precipitation, convection is additionally of major relevance for the
hydrological cycle (e.g. Hagemann et al., 2006) which also feedbacks strongly on
the atmospheric dynamics.

Before passing over to a more quantitative view on moist convection in the
next section, the diurnal cycle of convection is presented as another important
feature. In the absence of strong synoptic forcing, precipitation typically peaks
in the late afternoon or evening over continental areas of the tropics and the
summery midlatitudes (Bechtold et al., 2004; Dai et al., 2007). At first glance,
the notable time shift with respect to the diurnal cycle of surface fluxes appears
to be surprising. Due to the strong latent and sensible heat fluxes destabilizing
the atmosphere from the surface, one might expect that convective precipitation
is in phase with the sinusoidal course of solar altitude. However, as outlined by
Chaboureau et al. (2004), most of the added moisture and heat in the PBL is first
balanced by shallow convection which usually already develops in the late morning.
Over noon, the shallow convective clouds start to penetrate the capping inversion
layer, but dry air aloft still inhibits the development of deep convective clouds.
Nonetheless, moistening and heating in the lower part of the free atmosphere helps
to reduce the convective inhibition above the PBL. Since this process takes a few
hours of time, the instability induced by surface fluxes gets not released completely
before the late afternoon/early evening. Indeed, instability of the residual layer
keeps on fueling convection over the first half of the night.

Figure 2.2 exemplary shows the diurnal cycle of precipitation for the summer
months over Germany derived from the RADKLIM dataset (Winterrath et al.,
2017), a rain gauge-adjusted radar product for quantitative precipitation obser-
vation by the Deutscher Wetterdienst (engl.: German Weather Service) (DWD)
(see Sec. 5.2). Although no separation between convective and stratiform precipi-
tation is made, the diurnal cycle as described above with a maximum in the early
evening is visible. This indicates that summery precipitation over Central Europe
is largely convectively driven.

Figure 2.2: Diurnal cycle of domain-averaged hourly precipitation in the summer months June-
August over Germany based on 19 years (2001-2019) of RADKLIM data (YW-
product). The shaded area indicates the interquartile range of spatial variability.
More details on the RADKLIM dataset are provided in Section 5.2.
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2.2 A quantitative view on moist convection

2.2 A quantitative view on moist convection
Basic dynamics of convective air parcels
In the introduction, atmospheric moist convection has been introduced as buoyant
motion of air parcels which are associated with moist air and water phase changes.
A convenient way to access the buoyancy of an air parcel is to consider its vertical
momentum equation

dw

dt
= −1

ρ

Bp
Bz − g, (2.1)

where the acceleration of the vertical motion w is determined by the vertical gra-
dient in pressure p and the gravitational force g.

By splitting up the thermodynamic variables on the right hand side (RHS) into
a hydrostatic basic state and its perturbation denoted by an overbar and a prime

ρ = ρ + ρ′, p = p + p′ with Bp
Bz = −ρg,

one obtains
dw

dt
≈ 1
ρ

Bp′
Bz − ρ

′
ρ
g. (2.2)

Note that double products of perturbations are neglected in the given equation for
the vertical acceleration of the fluid parcel.

The second term on the RHS constitutes the buoyancy acceleration B. This
term can be rewritten by linearizing the ideal gas law

ρ = p

RdTv
(2.3)

to get an expression in terms of the virtual temperature Tv:

B = −gρ′
ρ
= −gT ′v

Tv
. (2.4)

Here, the contribution of the pressure perturbation to the buoyancy has been
neglected since it is commonly much smaller than the contribution due to variations
in the virtual temperature (Stevens, 2005). The virtual temperature

Tv = T (1 + α) = T (1 + (Rv/Rd − 1)qv − ∑
k≠v,d q

k) (2.5)

thereby accounts for the effect of moisture onto density. It is the temperature that
dry air would attain if its pressure and density were equal to that of moist air and
can be conveniently written with the help of the virtual moisture increment α.
The remaining terms constitute the gas constant Rd and Rv for dry air and water
vapor, respectively, where the presence of the latter is expressed in terms of the
specific water vapor content qv. Other specific moisture species also contribute to
the density effect, that are the liquid and frozen cloud condensate (ql and qi) as
well as precipitable hydrometeors in form of rain and snow (qr and qs).
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2 The nature of moist convection and its parametrization in atmospheric models

The most notable effect of moisture on the buoyancy of an air parcel however
comes into play when the air parcel becomes subject to phase changes. This hap-
pens, for instance, when a near surface air parcel experiences forced lifting when
advected over a mountain. While a dry adiabatic displacement may be reversible
(stable case), the situation potentially changes when the air gets saturated and
condensation results into latent heat release. Depending on the atmospheric strat-
ification of the environment, the air parcel may then become positively buoyant
leading to the initiation of a convective updraft. Particularly, it can be shown
from Equation 2.2 that the stability property of a vertically displaced air parcel
depends on the so-called (moist) Brunt-Väisälä frequency N (Nm) whose sign is
given by the vertical change of the ambient (equivalent) potential temperature θ
(θe) profile (see, e.g., Durran and Klemp, 1982):

dry: N2 = 1
θ

Bθ
Bz

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
> 0 ∶ stable= 0 ∶ neutral< 0 ∶ unstable,

saturated: N2
m = 1

θe

Bθe
Bz

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
> 0 ∶ stable= 0 ∶ neutral< 0 ∶ unstable.

(2.6)

Thus, a negative vertical change in θe is a prerequisite for moist convection. It is
noted that θ and θe given by

θ = T (p00

p
)Rd

cp

, θe ≈ θ exp(Lvrvs
cpT
) (2.7)

are conserved for dry and moist adiabatic motions, respectively. Thereby, rvs de-
notes the saturation mixing ratio of water for given temperature, while Lv is the
latent heat of evaporation and cp is the specific heat capacity at constant pressure.
For the reference pressure, p00 = 1000 hPa is typically chosen.

Strongly related to the buoyancy and the concept of convection is the so-called
Convective Available Potential Energy (CAPE). This quantity constitutes the
vertical integral of the buoyancy over the layer where a hypothetical air parcel is
warmer than the environment, that is T ′v = T prclv > T envv = Tv. The upper bound of
this layer is called the level of neutral buoyancy (LNB).

Conversely, the Convective Inhibition (CIN) denotes the energy which is re-
quired to lift the air parcel from the bottom of the unstable layer which is com-
monly referred as the level of free convection (LFC). Due to the crucial role of
moist processes, this level is typically located above the lifting condensation level
(LCL).

Formally, CAPE and CIN are given by

CAPE = z(LNB)
∫

z(LFC)
B dz = g z(LNB)

∫
z(LFC)

T prclv − T envv

T envv

dz = p(LFC)
∫

p(LNB)
Rd(T prclv − T envv )d ln p,

(2.8)

CIN = − z(LFC)
∫
z0

B dz = g z(LFC)
∫
z0

T envv − T prclv

T envv

dz = p0∫
p(LFC)

Rd(T envv − T prclv )d ln p,

(2.9)
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2.2 A quantitative view on moist convection

where z0 and p0 denote the height and pressure of the departure level, respectively.

However, the pure concept of CAPE and CIN is too simplistic in reality since
it assumes adiabatic ascent of the convective air parcel without any mixing (see
Zhang, 2009, for an analysis on CAPE in the convection framework). This can
be readily seen from the following consideration: Let the averaged excess of the
air parcel’s virtual temperature with respect to the environment be 3 K across a
cloud layer of 10 km depth. With wc = √2CAPE, one would attain a value of
wc = 50 m/s which is unrealistic large even for strong deep convection1.

Indeed, the engulfment of environmental air is an important process during con-
vective motions. Turbulent mixing across the lateral boundaries, i.e. entrainment
of environmental air and detrainment of cloudy air, dilute the parcel properties.
Especially when dry air gets involved, convection can be effectively suppressed due
to evaporative cooling (see Fig. 3 and 4 in Zhang, 2009). Thus, turbulent entrain-
ment and detrainment as well as organized entrainment occurring preferably near
the cloud base and top (Heus et al., 2008; De Rooy et al., 2013) are considered to
be crucial for the development of convection.

Large-scale effects of moist convection

With the basic dynamics of convection in mind, we now turn our attention to the
effects of convection. While it is difficult to observe individual convective clouds
since they are highly variable in space and time, the effects of a convective clouds
collectives on large-scale, the ensemble effect, can be observed with a network of
radiosonde stations. A couple of field campaigns have been undertaken in the past
to quantify these effects. Among others, the GARP Atlantic Tropical Experiment
(GATE) (Polavarapu and Austin, 1979) and the Barbados Oceano-graphic and
Meteorological Experiment (BOMEX) (Holland, 1970) constitute prominent field
campaigns that have been frequently used for convection monitoring.

The framework for describing the effect of convection on large-scale can be traced
back to the study by Yanai et al. (1973) which is revisited in the following. The
starting point constitutes the thermodynamic equations of dry static energy s =
cpT + gz and water vapor expressed in terms of the specific humidity qv. For dry,
hydrostatic motions, s is approximately conserved. Adding Lvqv, the resulting
moist static energy hm is nearly conserved for moist adiabatic motions.

Assuming a region of horizontal area A that is large enough to contain an en-
semble of cumulus clouds, the terms in the budget equations undergo a Reynolds
averaging procedure in space which is defined by

ψ = ψ + ψ′ with ψ = 1
A ∫Aψ dA. (2.10)

1The mentioned relationship can be derived from Equation 2.2, 2.4 and 2.8.
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After applying the Reynolds averaging rules and some rearrangement, one obtains

Bs
Bt + vh ⋅ ∇hs + ω Bs

Bp = QR +Lv(cv − ev) − Bω′s′
Bp ,

Bqv
Bt + vh ⋅ ∇hqv + ωBqv

Bp = −(cv − ev) − Bω′qv ′
Bp ,

(2.11)

where ω = dp/dt is the generalized vertical velocity in pressure coordinates, QR

denotes the radiative heating rate and cv and ev represent the condensation and
evaporation rate, respectively. Note that contributions to horizontal eddy fluxes
have been omitted2.

The terms on the left hand side (LHS) of Equation 2.11 are denoted as large-
scale terms which can be observed with the help of a radiosonde network. The
terms on the RHS are considered to be dominated by convective processes in the
area of interest in addition to net radiative fluxes. Yanai et al. (1973) used these
terms to define the apparent heat source Q1 and the apparent moisture sink Q2 to
describe the large-scale effect of convection:

Q1 = Lv(cv − ev) − Bω′s′
Bp +QR,

Q2 = Lv(cv − ev) +Lv Bω′qv ′
Bp .

(2.12)

Figure 2.3 shows typical profiles of Q1 and Q2 together with QR for tropical deep
convection and shallow convection in the trade wind region. In addition to the
vertical extension of the apparent sources, the large-scale effect of both convection
types differs substantially from each other.

Apart from the near-surface layer, deep convection is associated with strong dry-
ing and warming throughout the troposphere. While the heating attains its max-
imum in the middle troposphere, the strongest drying effect is located at around
800 hPa. The shift between both is related to the quick reduction in saturation
water vapor content with decreasing temperature at higher altitudes. While this
places the maximum of condensation near cloud base, the maximum ofQ1 indicates
that the convective transport is strongest at mid-tropospheric levels.

By contrast, the apparent heat source in case of shallow convection is weaker
in amplitude and constitutes a dipole-structure. While there is heating in the
subcloud-layer due to surface fluxes and upward turbulent transports, the upper
cloud layer at about 800 hPa is marked by cooling. This cooling is induced by
strong moistening due to detrained cloud condensate accompanied by evaporation.

While it has become more common over the last two decades to obtain similar
profiles with the help of cloud resolving models or large-eddy simulations (LES),
especially for quantifying the large-scale effect of MCS (e.g. Xu et al., 2002; Lang
et al., 2003; Liu and Moncrieff, 2007), these profiles have been widely used to tune
and adjust convection parametrization schemes in NWP and climate models (e.g.

2As noted in ECMWF (2017), Equation 2.11 for the dry static energy is not exact since the
production of kinetic energy is excluded. While a better approximation is available in terms
of θ from the first law of thermodynamics, this equation is used for convenience.
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Figure 2.3: Vertical profiles of observed apparent sources for deep (a) and shallow (b) convection
during GATE phase III and during BOMEX, respectively. The plots are adopted
from (a) Yanai et al. (1973) and (b) Ciesielski et al. (1999), where the latter makes
use of data from Nitta and Esbensen (1974). Note that the values of the y-axis in
(b) displays the pressure difference with respect to the surface pressure, whereas
(a) makes use of pressure levels.

Tiedtke, 1989; Kain and Fritsch, 1990; Bechtold et al., 2001). The principles in
the design of such parametrization schemes are reviewed subsequently.

2.3 Parametrization of moist convection in
atmospheric models

In general, the task of a convection parametrization schemes in numerical atmo-
spheric models is to estimate the effect of convective clouds that are too small to
be resolved explicitly on the model’s grid-scale quantities. Given a set of simpli-
fying assumption in order to make the problem traceable, the convective effect is
calculated as a function of grid-scale variables provided by the hosting model.

With the general task of a CPS in mind, the parametrization approach can be
further decomposed into three steps (e.g ECMWF, 2017):

i) Initiate convection at the correct position in space and time, commonly de-
scribed by certain trigger conditions/functions.

ii) Compute a vertical profile of the convective transport which redistributes
air mass accompanied by (latent) heating/cooling and moistening. This is
performed with the help of a cloud model which may also involve convective
momentum transport.

iii) Estimate the strength of the convective overturning circulation in order to ob-
tain a closed set of parametrization equations. Commonly, this closure prob-
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lem constitutes a link function relating the cloud-base mass flux to available
grid-scale quantities which are considered to drive the convective intensity.

In light of the complex dynamical and thermodynamic processes associated with
moist convection, it is not surprising that a vast number of different CPS have
been developed over the last decades (e.g Arakawa and Schubert, 1974; Betts,
1986; Tiedtke, 1989; Kain and Fritsch, 1990; Bechtold et al., 2001, and many oth-
ers). The differences pertain all above mentioned sub-steps of the parametrization
procedure.

For instance, the cloud model may involve different assumptions on the impor-
tant mixing of the draughts with the environment. Likewise, the complexity of the
incorporated microphysical processes, especially concerning the ice phase, varies
remarkably between individual schemes. The specific formulations of the trig-
ger function and the closure usually reflects the modeler’s understanding on the
processes dominating the initiation of convection and its strength. Thus, various
conceptual approaches exist for the trigger functions and the closure assumption,
both further reasoning the diversity of existing CPS.

While even a review on the most common approaches is beyond the scope of this
work, see e.g. Suhas and Zhang (2014) and Yano et al. (2013) for a comprehensive
overview on trigger functions and closure assumptions, respectively, we proceed
with the basic framework to determine the effect of convection on the grid-scale
quantities of an arbitrary hosting NWP or climate model. This framework already
involves a couple of simplifications in order to make the approach computationally
feasible. The majority of these simplifications have been well justified in former
days when the horizontal grid spacing of numerical atmospheric models was in the
order of O(100 km) in the late 70s and 80s. However, with the ever increasing
computational power and the associated decreasing grid spacing in the models,
some of them have become more and more questionable. These simplifications are
briefly reviewed and highlighted subsequently and may be seen as a complement
to review studies such as Arakawa (2004) and Gross et al. (2018).

A fundamental assumption in practically all (deterministic) CPS is that the col-
lective effects of an ensemble of convective clouds on the grid-scale quantities is
targeted. In light of this, it is common practise to tackle the parametrization prob-
lem with the help of the mass flux approach together with the Reynolds averaging
procedure (see Eq. 2.10). With the assumption that the horizontal area covered
by a grid box Ag is large enough to contain an ensemble of convective clouds,
the area-averaged quantity of interest ψ is assigned to the grid-scale quantity of
the model. Although this becomes evidently questionable with increasing resolu-
tion of numerical models, this procedure as described, for instance, in Arakawa
and Schubert (1974), Anthes (1977) or Tiedtke (1989) still serves as the basis for
contemporary CPS.

The starting point of the mass flux approach constitutes the quasi- Boussinesq
form of the continuity equation, where the density ρ is assumed to vary in vertical
direction only. After Reynolds averaging, this equation reads

∇ ⋅ (ρvh) + B
Bz (ρw) = 0. (2.13)
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The net vertical mass flux ρw can be splitted into a convective part, the convective
mass flux per unit area mc, and an environmental part me:

ρw =mc +me. (2.14)

The sign of these three terms does not necessarily be equal. Indeed, mc is positive
and typically exceeds the net vertical mass flux in a convective regime, while
environmental subsidence me < 0 occurs.

With the application of the Reynolds averaging procedure, the convective flux
of the dry static energy can also be related to its net vertical flux:

ρw′s′ = ρws − ρw s=mcsc +mese − ρw s. (2.15)

Here, sc and se correspond to the (averaged) dry static energy of all convective
clouds and of the environment, respectively.

This equation can then be further decomposed to contributions of individual
convective clouds in the ensemble (see Fig. 2.4 for an illustration). Assigning
individual clouds with a subscript i, Equation 2.15 can be written as

ρw′s′ = ∑
i

ρσi [wi(si − s) −we(si − se)]
with mc = ∑

i

ρσiwi

and s = (1 − σc)se +∑
i

σisi where ∑
i

σi = σc.
(2.16)

Here, σi (σc) corresponds to the fractional area of individual (all) convective clouds.
Apart from the Reynolds averaging procedure in a quasi-Boussinesq flow, no fur-
ther approximation is involved so far.

Figure 2.4: Ensemble of cumulus clouds in a grid box with area Ag. The individual clouds with
fractional coverage σi are highlighted in dark gray. While these clouds carry the
generic property ψi (e.g. wi), the environmental, non-convective air is characterized
by ψe.

However, in order to arrive at the conventional mass flux formulation, the fol-
lowing simplifications are made on top:
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i) It is assumed that the fractional area covered by cumulus clouds is small,
that is: ∑

i

σi = σc << 1 ⇒ (1 − σc) ≈ 1. (2.17)

As result of the small-area approximation, environmental and grid-scale
quantities are set equal to each other. However, the vertical wind in the
convective drafts wi is assumed to be much larger than its environmental
complement we.

ii) The individual clouds are assumed to be in steady-state. Thus, no (at least)
explicit temporal dependencies are taken into account and the CPS becomes
diagnostic.

iii) The bulk mass flux approach is used. This means that the individual con-
vective clouds are collocated together and represented by a representative
plume with only one value for each relevant thermodynamic quantity.

iv) Internal variability of the clouds is neglected which is commonly called the
top hat-approximation. Note that this assumption is also related to the
preceding bulk approach.

With these approximations, Equation 2.16 reduces to

ρw′s′ ≈ ρσcwc(sc − s) =mc(sc − s) (2.18)

where the convective quantities have to be parametrized by the CPS while s is
obtained from the model. Note that it is straightforward to derive analogous
equations for other quantities of interest, such as qv for the apparent moisture
sink, but also for the horizontal momentum ρvh.

The large-scale effect of cumulus convection on the dry static energy s is then
obtained by inserting Equation 2.18 in the formula for Q1 (see Eq. 2.12). After
subtracting the radiative contribution, one obtains3

Bs
Bt ∣

conv

≡ Q1 −QR = −1
ρ

B
Bz (mc[sc − s]) +Lv(cv − ev), (2.19)

Bmc

Bz = ϵ − δ, (2.20)
B
Bz (mcsc) = ϵs − δsc +Lv(cv − ev), (2.21)

where the two latter equations complement the equation system for the dry static
energy. Here, ϵ and δ denote the fractional entrainment and detrainment rates
per unit length (in m−1), respectively. Note that both equations are subject to the
cloud model of the CPS, while the first equation is used to couple the CPS with a
hosting model.

3The transformation of the vertical coordinate from the p into the z-system is straightforward
and therefore omitted here.
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For interpretation purposes, the Eqs. 2.19–2.21 can be combined to yield
Bs
Bt ∣

conv

=mc
Bs
Bz + δ(sc − s). (2.22)

Thus, convection affects the static energy on grid-scale by compensating subsidence
(first term) and detrainment of convective air mass (second term). The latent
heating terms are not explicitly part of Equation 2.22, but they crucially modulate
the dry static energy within the convective drafts.

A conceptual illustration of the conventional convection parametrization ap-
proach is depicted in Figure 2.5. The representative plume consists of a paramet-
rized up- and downdraft which interact with the grid-scale environment by tur-
bulent mixing and organized inflow/outflow. The parametrized dynamics of the
convective plume that are represented by gray arrows also involve environmental
subsidence.

It is noted that the conventional mass flux approach constitutes a locally closed
mass system which can be considered as a direct consequence of the quasi-Boussi-
nesq approximation used in Arakawa and Schubert (1974). In case that the mass
flux approach is derived in the p-coordinates involving the hydrostatic approxima-
tion (see, e.g., Betts, 1986), Reynolds averaging directly yields a closed equation
system with respect to mass. Thus, this property is considered to be inherent for
the conventional cumulus parametrization approach.

Figure 2.5: Illustration of a representative convective plume and handling of the related dynam-
ics with the conventional mass flux approach. Parametrized (grid-scale) dynamics
are indicated by gray (black) arrows, while microphysical processes are symboli-
cally sketched by the cloud and the falling precipitation below cloud base. Note
that ambient grid-scale subsidence is common, but not necessary.

2.4 Parametrization challenges of the convective
gray-zone

As already mentioned in the preceding text, fundamental assumptions in the con-
ventional convection parametrization approach become questionable with increas-
ing spatio-temporal resolution of atmospheric models.
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2 The nature of moist convection and its parametrization in atmospheric models

Nowadays, the spatial resolution of many operational NWP and regional climate
models have entered the so-called gray-zone of deep convection (e.g. Prein et al.,
2015). With grid spacings in the order of ∆x ∼ 2−10 km, deep convection is neither
a completely subgrid-scale nor a grid-scale process. This results into a potential
competition between explicitly and parametrized moist convection which imposes
a couple of challenges in contemporary CPS in light of the basic simplifications
mentioned above (Gross et al., 2018). In analogy, there also exists a gray-zone of
shallow convection. However, due to its smaller vertical and horizontal extent, it
still constitutes a subgrid-scale process with ∆x ∼ 2− 10 km to a good approxima-
tion4. Thus, the parametrization of deep convection attains considerable attention
for applications in operational NWP and climate models at present.

Instead of rebuilding parametrization schemes, existing CPS have commonly
been modified and tuned steadily to relax questionable simplifications. While
most of the relaxation techniques can be traced back to the approximations listed
in the previous section, even more subtle conceptual problems arise at gray-zone
resolutions. Some of the tackled challenges are outlined briefly in the following.

It is well known that the grid boxes in many atmospheric models are too small
to occupy a sufficiently large ensemble of convective clouds (Arakawa and Jung,
2011). As a consequence, the modeled variability in convective precipitation is
typically too small at higher resolutions compared to observations (Stephens et
al., 2010). As argued by Plant and Craig (2008), a possible way to mitigate this
deficiency is to introduce a stochastic closure assumption in place of a deterministic
one. By varying randomly the strength of the parametrized convection, consistent
variability can be achieved across a broad range of grid spacings (Keane et al.,
2014) which is also considered to beneficial for representing low-frequency features
in the tropics (e.g. Horinouchi et al., 2003).

Other approaches to mitigate the subsampling problem are more heuristic and
may include tuning the entrainment and detrainment rates. While mixing with the
environment crucially affects the updraft air, empirical approaches exist to imitate
this process for an ensemble of convective plumes (see, e.g, Bechtold et al., 2008
and the appendix of Bechtold et al., 2014b). In order to hamper the parametrized
convective activity at resolutions where the separation between grid- and subgrid-
scale convective dynamics becomes blurry, larger values of the tuneable mixing
parameters are typically chosen.

The steady-state assumption is also apparently questionable at higher spatio-
temporal resolutions. In general, a diagnostic scheme is barely able to represent
the evolution of convective clouds such as the transition of shallow convection to
deep cumulus clouds (see, e.g., Gerard and Geleyn, 2005; Rio et al., 2019). When
a convective grid column is triggered, the convection and its effects are instanta-
neously established without any explicit evolution of the characteristic life cycle.
Likewise, the advection of convective cells with the mean flow as well as propa-

4It is noted that some modern limited area models are already operating with grid spacings
smaller than 2 km. So these models have crossed the gray-zone of deep convection, but
entered the gray-zone of shallow convection and PBL turbulence. Even though there are
shared problems, they are not targeted in this thesis. An overview can however be obtained
from Wyngaard (2004) and Boutle et al. (2014)
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2.4 Parametrization challenges of the convective gray-zone

gating cold pools which favor the triggering of secondary cells are hardly captured
with such approaches. However, these processes are crucial for representing the
diurnal cycle of convection (see, e.g., Rio et al., 2009; Grandpeix and Lafore, 2010;
Rio et al., 2013) and its mesoscale organization (e.g. Torri et al., 2015). Especially
the latter process is of particular importance since modelling errors can upscale
onto synoptic scales (see Sec. 1.1).

In light of this, so-called prognostic CPS have been developed in the last two
decades which introduce explicit temporal dependencies commonly referred as con-
vective memory in the parametrization schemes (see, e.g., Gerard and Geleyn,
2005; Park, 2014). Although being appealing, this approach come at the price
of high computational costs of a prognostic scheme which currently often thwarts
their application in operational NWP models.

Over the recent years, an approach by Arakawa and Wu (2013) tackling explic-
itly the small-area approximation has attained a lot of attention. Their unified
parametrization framework eliminates this assumption from the beginning and
turns the convective area fraction σc to a key parameter ensuring a smooth transi-
tion to explicit representation of deep convection with increasing resolution. With
the help of idealized cloud-resolving model simulations, they demonstrate that the
σc-dependency of the convective transport is given by a quadratic function and
also suggest a flexible closure for σc which does not explicitly depend on the grid
spacing. However, in practical applications the closure for the convective area frac-
tion often comprises at least a partial explicit dependency on the grid spacing (e.g.
Grell, Freitas, et al., 2014; Han et al., 2017; Kwon and Hong, 2017). Regardless
of the specific approach to determine σc, the unified parametrization framework
inhabits an important property by definition, that is a full representation of con-
vective processes on grid-scale in the cloud-resolving limit.

The desired smooth transition towards an explicit representation of convection
at high resolutions does not only affect the convective transport, but also the
handling of the microphysical effects in convective clouds. Over the recent years
and decades, the complexity of microphysical schemes computing the formation
and evolution of condensed water species on grid-scale has been drastically ex-
panded (see, e.g., Morrison and Gettelman, 2008; Seifert, 2008). These schemes
are nowadays capable to simulate complex interactions between different water
species such as accretion, aggregation and riming. By contrast, the microphysical
processes in CPS are rather crudely handled although some effort has been made to
refine cloud microphysical processes in parametrized convective clouds (e.g. Fowler
and Randall, 2002; Del Genio et al., 2005; Song and Zhang, 2011). In order to
avoid spurious competition between grid-scale and convective precipitation/ cloud
formation, Wu and Arakawa (2014) suggest a unified microphysical scheme.

Another questionable assumption with decreasing grid spacing in atmospheric
models pertains the locally closed mass system of the classical parametrization
framework. Tackling this conceptual limitation is of central interest in this thesis
and will be discussed extensively in the first part of the next chapter. However,
before passing over to the so-called hybrid parametrization approach, the Bechtold-
Tiedtke scheme will be introduced in the final section of this chapter.
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2 The nature of moist convection and its parametrization in atmospheric models

2.5 Description of the Bechtold-Tiedtke scheme
The CPS used operationally in the ICOsahedral Non-hydrostatic (ICON) model
was adopted from the Integrated Forecasting System of the European Centre for
Medium-Range Forecasts. The scheme is based on the work by Tiedtke (1989)
and has been continuously developed in the IFS model over the last three decades.
After first updates by Gregory et al. (2000) and Jakob and Siebesma (2003), fur-
ther substantial changes by Peter Bechtold and his colleagues (Bechtold et al.,
2004; Bechtold et al., 2008, 2014b) were integrated in order to make the scheme
applicable in the IFS model with a grid spacing of ∆x ∼ 10 km. The basic features
of the resulting Bechtold-Tiedtke scheme are rendered in the following. While a
detailed description of the scheme in the IFS model can be obtained from Bechtold
(2017), some ICON-specific details will be given in Section 5.1.

2.5.1 The cloud model of the Bechtold-Tiedtke scheme
The Bechtold-Tiedtke scheme makes use of the bulk mass flux approach and
comprises a diagnostic entraining/detraining plume cloud model. The two ba-
sic types of moist convection, that are shallow and deep convection, are subject
to the parametrization scheme which computes the effect of convection on the
grid-scale variables of the hosting atmospheric model with the help of the conven-
tional Reynolds averaging procedure presented in Section 2.3. In addition to the
convective forcing on the dry static energy s and the specific water vapor content
qv, convective momentum transport as well as detrainment of liquid and frozen
condensate in terms of ql,r and qi,s are computed. Apart from a decomposition
into up- and downdrafts, the associated equations are formulated in analogy to
Equation 2.19.

As a first step in the parametrization algorithm, each grid column is checked
for the occurrence of shallow convection. A test parcel is formed in the surface
layer and receives a temperature and moisture perturbation which depends on the
underlying surface fluxes. This test parcel is then lifted under strong entrainment
(further details on volume mixing are given below) up to the LCL. During its
subcloud ascent, the vertical updraft wind wu is calculated from the updraft kinetic
energy Ku which is computed by

BKu

Bz = − eumu

(1 + βcd)2Ku − g

ft(1 + γ)B; wu = √2Ku. (2.23)

Here, the entrainment rate of the updraft eu = mu/ρϵu is now given in s−1.
The first term involving β = 1.875 and the drag coefficient cd = 0.506 accounts
for the dilution due to entrained air, while ft = 2 is set to reduce the buoyancy
effect in highly turbulent flow. A further correction to the buoyant acceleration is
included with the virtual mass coefficient γ = 0.5 to mimic non-hydrostatic pressure
perturbations (Kuo and Raymond, 1980).

In case that wu(z(LCL)) is positive, the ascent is continued until the kinetic
updraft energy is exhausted at the cloud top level (CTL). If the (hydrostatic)
pressure difference between CTL and LCL ∆pcl is smaller than 200 hPa, shallow
convection is allowed to occur.
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2.5 Description of the Bechtold-Tiedtke scheme

Afterwards, the conditions for penetrative convection are checked, where two
different subtypes of deep convection are possible. The first subtype is called
surface-based deep convection which roots in the first 60 hPa above surface and
involves a 30 hPa mixed layer. Fixed temperature and moisture perturbations are
added to the weakly entraining plume and again a check on wu at LCL decides
if convection is allowed to occur. Furthermore, the cloud depth ∆pcl now has
to exceed the threshold of 200 hPa. If the minimum cloud depth for penetrative
convection is not attained, the test is repeated from elevated departure levels.

When the departure level is placed above the first 60 hPa of the model atmo-
sphere, the occurrence of midlevel convection is tested. This second subtype of
penetrative convection is initiated with air from individual model layers instead
of being formed from mixed layers. Additionally, the closure assumption for mi-
dlevel convection differs from surface-based deep convection as outlined below. In
case that a penetrative convective test parcel is found in the first 300 hPa of the
atmosphere, this solution replaces the shallow convection profile from the first step.

Parametrization of the convective updraft

During ascent, the thermodynamic properties and the mass flux of the updraft
(denoted with the subscript u) are computed with the help of the following equation
system of the cloud model. The updraft mass flux per unit area mu and the dry
static energy of updraft air su are given by

−gBmu

Bp = eu − du, (2.24)

−g B
Bp(musu) = eusu − dus +Lvcu +LfGl→i

u , (2.25)

where cvu denotes the updraft condensation rate, du the updraft detrainment rate
and Lf stands for the latent heat of fusion.

The specific moisture species which coexist in all phases (qv, ql and qi) including
precipitable hydrometeors (qr and qs) are computed with the help of

−g B
Bp(muq

v
u) = euqv − duqvu − cvu, (2.26)

−g B
Bp(muq

l,i
u ) = −duql,iu + cvu −G(l,i)→(r,s)u ∓Gl→i

u , (2.27)

−g B
Bp(muq

r,s
u ) = −duqr,su +G(l,i)→(r,s)u − Fu→d. (2.28)

In the cloud model equations, the overbar indicates grid-scale quantities. Addition-
ally, G(l,i)→(r,s)u denotes the conversion of cloud condensate to precipitation, while
Gl→i
u denotes the freezing rate. The term Fu→d represents the fallout of precipitable

hydrometeors from the updraft.
The involved microphysical processes (condensation, freezing, precipitation for-

mation) are thereby parametrized in a strongly simplified way: The condensation
rate cvu is obtained from a saturation adjustment procedure which removes su-
persaturation of the updraft air during its ascent. The glaciation of cloud water
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2 The nature of moist convection and its parametrization in atmospheric models

depends on the updraft temperature, where the fraction of the frozen phase is
assumed to increase quadratically between the freezing point and −38○C. The con-
version of cloud condensate to precipitation is parametrized following Sundqvist
(1978):

G
(l,i)→(r,s)
u = mu

ρ

cpr
0.75wu

ql,iu

⎡⎢⎢⎢⎢⎣1 − exp
⎧⎪⎪⎨⎪⎪⎩−(

ql,iu
qlcrit
)2⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎦ . (2.29)

Here, cpr = 1.5 × 10−3 s−1 denotes the auto-conversion coefficient, while qlcrit = 5 ×
10−4 kg kg−1 is the critical cloud water content. The effect that less coalescence-
collision and aggregation takes place with decreasing residence time of the updraft
air in a specific model layer is imitated by setting the conversion process inversely
proportional on wu. The related maximum value of wu is set to 10 m s−1.

The updraft velocity also affects the fallout of precipitable hydrometeors which
transfers rain and snow from the up- to the downdraft. As can be seen from

Fu→d = g

∆pmu
Vt
wu
qr,su with Vt = 21.18 (qr,su )0.2 , (2.30)

the transfer again decreases with increasing wu since more hydrometeors can then
be carried with the updraft air. The terminal velocity Vt is depending on the
specific precipitation content in order to mimic the effect of larger hydrometeors
that attain higher falling speed.

In addition to the convective transport of dry static energy and moisture, hor-
izontal momentum transport is part of the CPS. The cloud model equation is
formulated in analogy to the other relevant quantities, but without the occurrence
of internal source terms:

−g B
Bp(muvh,u) = e⋆uvh,u − d⋆uvh. (2.31)

However, the horizontal momentum is known to be affected by horizontal pressure
gradient forces across the draughts which acts to push the in-cloud profile towards
the ambient horizontal wind shear (Gregory et al., 1997). This effect is implicitly
considered by increasing the entrainment and detrainment rate which are therefore
denoted with a star in Equation 2.31.

Apart from the artificially increased mixing rates for the horizontal momentum
in the updraft, the updraft entrainment and detrainment rates depend on the
ambient relative humidity RH and on the type of convection. The entrainment
rate which is applied for positively buoyant updraft air is given by

eu = ϵ1
mu

ρ
(1.3 −RH)( qvsat(T )

qvsat(T (z(LCL))))
3

, (2.32)

where the saturation specific water vapor content qvsat is a function of the ambi-
ent temperature. By taking the ratio against the saturation water vapor content
at the LCL, the entrainment rate typically decreases with height. This effect is
further enforced due to the exponent so that convective clouds entrain preferably
near cloud base. The second term on the RHS thereby favors dilution in dry envi-
ronmental situations. With the two scaling terms on the RHS exhibiting a strong
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2.5 Description of the Bechtold-Tiedtke scheme

height and ambient moisture dependence, the effects of a cumulus cloud ensemble
is mimicked (Bechtold et al., 2014b). The resulting entrainment profiles are con-
sidered to resemble the entrainment rate profiles obtained by the LES study by
Derbyshire et al. (2011). While the base fractional entrainment rate ϵ1 attains a
value in the order of 1 × 10−3 m−1 for penetrative convection (with higher values
for increasing horizontal resolution, cf. Bechtold et al. (2008) and Bechtold et al.
(2014b)), its value is doubled for shallow convective clouds, i.e ϵshal1 = 2ϵdeep1 .

The detrainment rate in the Bechtold-Tiedtke scheme also depends on the en-
vironmental moisture profile and can be written for shallow and penetrative con-
vective clouds as

du = δ1
mu

ρ
(1.6 −RH). (2.33)

For penetrative convection, a constant base fractional detrainment rate δdeep1 =
0.75 × 10−4 m−1 is set. Due to the absent decreasing scaling factor with height (cf.
Eq. 2.32), detrainment may become dominant in the upper parts of penetrative
convective clouds. However for shallow convection, the detrainment rate is directly
proportional to the entrainment rate such that dshalu = eshalu is imposed.

Above the LNB, entrainment is assumed to be zero, while organized detrainment
occurs to dissolve the updraft plume. In order to do so, the decrease in updraft
mass flux is set proportional to the change in kinetic updraft energy with height.
Together with Equation 2.23, the organized detrainment rate du,org reads

du,org = g

∆pmu
1√
Ku(z)

Ku(z+∆z)
(1 − Ku(z)

Ku(z +∆z)) , (2.34)

where ∆p and ∆z denote the layer depth in pressure and height coordinates,
respectively. Thus, overshooting tops aloft the equilibrium level are enabled, where
the depth of organized updraft detrainment layer crucially depends on the ambient
atmospheric stratification.

Parametrization of the convective downdraft

Convective downdrafts are associated with negatively buoyant air masses that are
fueled with precipitation provided by the updraft. In the Bechtold-Tiedtke scheme,
no explicit distinction between shallow and penetrative convection is made in with
respect to precipitation formation. This means, that even shallow convective
clouds form precipitation, albeit its formation is limited due to the small verti-
cal extent and the stronger mixing with the environment which effectively dries
the updraft air. The rationale for this is supported by observations of slightly pre-
cipitating shallow convection over the subtropical ocean (e.g Rauber et al., 2007).
Thence, every type of convection is assumed to form a convective downdraft origi-
nating at the so-called level of free sinking (LFS). This level constitutes the highest
model layer where a mixture of updraft and environmental air becomes negatively
buoyant due to evaporation and melting of cloud condensate and precipitation
particles. The downdraft mass flux md is then set proportional to the updraft
mass flux at the cloud base mu(z(LCL)) which is given by the closure assumption
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(see below):

∣md(z(LFS))∣ = λumu(z(LCL)) with λu = 0.3; md(z(LFS)) < 0. (2.35)

The thermodynamical properties and the dynamics of the downdraft air are com-
puted in analogy to updraft except that evaporation and melting instead of con-
densation and freezing drive the downdraft. For instance, the equation for the
specific humidity is given by

−g B
Bp(mdq

v
d) = edqv − ddqvd + evd, (2.36)

where evd denotes the downdraft evaporation rate. Within the convective cloud,
i.e. above the LCL, evd is specified with the help of saturation adjustment which
retains saturation during descent.

Below the cloud base, an empirical evaporation profile is imposed where evap-
oration increases with decreasing height as well as drier environment. Besides, it
is generally stronger over land compared to water surfaces. Simultaneously, linear
organized detrainment is enforced over the lowest 50 hPa of the subcloud layer.

2.5.2 Closure assumptions
In order to determine the convective mass flux, different closure assumptions are
applied for the three types of convection in the Bechtold-Tiedtke scheme.

For near-surface rooted deep convection, the closure follows the concept of quasi-
equilibrium that has been introduced by Arakawa and Schubert (1974) and which
is widely used in contemporary CPS (see, e.g., Yano et al., 2013, for a review).
In short, this concept states that the stabilizing effect of convection on the atmo-
spheric stratification is in quasi-equilibrium with the forcing due to mean advection
and other processes than convection. In the Bechtold-Tiedtke scheme, a density-
weighted form of convective available potential energy PCAPE is used to quantify
stabilization and destabilization. Based on the definition of CAPE in Equation 2.8
and using the hydrostatic approximation, PCAPE is given by

PCAPE = p(LCL)
∫

p(CTL)
Tv,u − Tv

Tv
dp, (2.37)

where Tv,u now corresponds to the virtual temperature in an entraining updraft
plume. It is also noted that the integral of the (density-weighted) buoyancy over
the whole convective cloud is considered.

An explicit relation to the mass flux at cloud base is then obtained by taking
the local time derivative of PCAPE and splitting up the resulting tendency into
a forcing and convective term:

B
BtPCAPE = B

BtPCAPE∣frc + B
BtPCAPE∣conv. (2.38)

The (net) forcing on PCAPE constitutes advective processes, radiative cooling
of the atmosphere and production of PCAPE due to PBL processes other than
convection such as surface enthalpy fluxes directed into the atmosphere.
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2.5 Description of the Bechtold-Tiedtke scheme

The convective PCAPE-tendency can be expressed in two ways, that is with
the help of a relaxation term and with the help of the assumption that convection
balances the forcing predominately through environmental subsidence. While the
former leads to the introduction of a convective time-scale τc over which PCAPE is
relaxed towards a reference value PCAPEref , the latter involves the net convective
mass flux mc =mu +md as shown in Gregory et al. (2000):

B
BtPCAPE∣cu,1 = −PCAPE − PCAPErefτc

, (2.39)

− B
BtPCAPE∣frc ≈ B

BtPCAPE∣cu,2 = −g
z(CTL)
∫

z(LCL)
mc

Tv
(BTv

Bz + g

cpd
) dz. (2.40)

Equating out both expressions for the convective tendency, the final cloud base
mass flux is obtained by

mu (z(LCL)) =m⋆u(z(LCL))PCAPE − PCAPErefτc

⎧⎪⎪⎪⎨⎪⎪⎪⎩g
z(CTL)
∫

z(LCL)
m⋆
Tv
(BTv

Bz + g

cpd
) dz
⎫⎪⎪⎪⎬⎪⎪⎪⎭
−1

.

(2.41)
Here, m⋆(z) denotes the normalized mass flux profile which is obtained by probing
the computations in the cloud model with an initial value of the mass flux at cloud
base m⋆c(z(LCL)). It is related to the total convective mass flux mc by the closure
factor which reads

m(z) = mc(z(LCL))
m⋆c(z(LCL))m⋆(z).

Albeit being widely used in contemporary CPS, the original quasi-equilibrium as-
sumption with PCAPEref = const. is known to be improper over the continental
tropics and midlatitudes. As argued in Zhang (2002) and Donner and Phillips
(2003), the reason for this can be attributed to the strong boundary-layer control
on CAPE over land where destabilization is largely driven by surface fluxes. As a
result, CPS schemes using quasi-equilibrium in their closure assumption typically
produce a daily cycle in precipitation that follows the daily cycle of solar irradia-
tion, even when the observed diurnal cycle shows a maximum in the later afternoon
or evening ( e.g. Bechtold et al., 2004; Dai, 2006; Brockhaus et al., 2008).

In the Bechtold-Tiedtke scheme, the rapidly varying boundary-layer forcing is
explicitly taken into account by adapting PCAPEref in a dynamical manner.
Using

PCAPEref = PCAPEPBL = τPBL
T ⋆

p(zsfc)
∫

p(LCL)
BTv
Bt ∣

PBL

dp, (2.42)

where BTv/Bt∣PBL comprises the virtual temperature tendency due to PBL pro-
cesses other than convection (i.e. mean advection, turbulence and radiation), only
the free-tropospheric part of PCAPE is used in Equation 2.39 as long as the sub-
cloud layer in the PBL is heated. Thus, the classical quasi-equilibrium assumption
is effectively relaxed until the PBL reaches an equilibrium. As demonstrated in
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Bechtold et al. (2014b), this approach improves remarkably the representation of
the diurnal cycle in the global IFS model (see their Fig. 5).

The remaining quantities in Equation 2.42 constitute the temperature scale T ⋆
and the characteristic PBL time scale τPBL. With T ⋆ = 1K, the overall scaling is
performed via τPBL for which different time scales are chosen over continental and
maritime regions:

τPBL = ⎧⎪⎪⎨⎪⎪⎩
τc land
z(LCL)−zsfc

uP BL
water.

From similarity theory, this means that the τPBL over water is set to the horizontal
advective time scale depending on the average wind speed in the PBL uPBL. Over
land, it is assumed that the PBL gets adjusted through the heat transports of the
convective draughts. The associated turnover time scale τc is thereby chosen to
be dependant on the model’s grid spacing via f(∆x) in order to enhance the scale
adaptivity of the scheme:

τc = τc,0 Dcl

wDu
f(∆x).

Here, Dcl denotes the depth of the convective cloud over which the updraft velocity
is averaged to yield wDu .

For penetrative convection rooted aloft the 50 hPa surface layer, the convective
mass flux is set proportional to the grid-scale vertical velocity w at cloud base

mu (z(LCL)) = ρw∣z=z(LCL). (2.43)

Thus, it is assumed that midlevel convection is accompanied by grid-scale hori-
zontal convergence below the convective cloud-base. Additionally, the atmosphere
must be sufficiently moist with RH > 80 % at the cloud base.

For shallow convective clouds (∆pcl < 200 hPa), a balance between PBL forcing
due to non-convective and convective processes in the subcloud layer is assumed.
However, instead of using PCAPE as a diagnostic quantity for convective in-
tensity, the moist static energy hm = s + Lvqv is chosen. Assuming that shallow
convection vents the subcloud layer while being fueled by processes other than
convection, one arrives at

p(zsfc)
∫

p(z(LCL))
Bhm
Bt ∣

conv

dp = − p(zsfc)
∫

p(z(LCL))
Bhm
Bt ∣

noconv

dp. (2.44)

With vanishing convective mass fluxes at the surface, the cloud base mass flux is
then given by

mu(z(LCL)) = 1
g (hm,u(z(LCL)) − hm(z(LCL)))

p(zsfc)
∫

p(z(LCL))
Bhm
Bt ∣

noconv

dp. (2.45)

The term Bhm/Bt∣noconv comprises tendencies of grid-scale moist static energy due
to mean advection, radiation, turbulence and surface fluxes.

All together, the different closure assumptions used in the Bechtold-Tiedtke
scheme are designed to provide convective fluxes that adapt flexibly to different
synoptic and boundary conditions.

28



3 The HYbrid MAss flux
Convection Scheme (HYMACS)

In the previous chapter, the conventional convection parametrization approach
in atmospheric models has been outlined. It has been seen that this framework
assumes a locally closed mass budget by definition (Arakawa and Jung, 2011).
Thus, the mass transport due to convective up- and downdrafts is always balanced
by subsidence in the convective grid column.

As already mentioned, HYMACS deviates from the classical approach by allow-
ing for a net mass transfer due to convective motions. The qualitative motivation
for this has already been formulated in Kain and Fritsch (1993) in the context of
mesoscale modeling. With the ever decreasing grid spacing in numerical weather
prediction (NWP) and climate models, they noted that the assumption of com-
pensating subsidence confined to the single grid column becomes more and more
questionable. Whilst the small convective drafts can still be safely considered to
constitute a subgrid-scale dynamical process, its counterpart, the compensational
subsidence, typically occupies a wide range of spatial scales up to the Rossby de-
formation radius. The latter is in the order of a few 100 km in the midlatitudes
(Bretherton et al., 2005).

This point of view is also supported by Gross et al. (2018). In their review, they
coarsened mass fluxes from a convection-permitting model (with ∆x = 2.2 km) onto
a 24-km grid and noted that the compensational (dry) mass flux is uncorrelated
with updraft mass flux (see their Fig. 3). Hence, the basic assumption of a locally
closed system with respect to mass in a convective column is already violated with
this rather coarse grid spacing.

Treating the environmental subsidence in an improper manner may result in
unrealistic effects which have the potential to degrade noticeably the model per-
formance. As argued by Ong et al. (2017), the forced local compensation of the
convective mass flux concentrates artificially the apparent heat source and mois-
ture sink in the vertical grid column (cf. Secs. 2.2 and 2.3). With decreasing size
of the horizontal grid box area, this may result in an unrealistic strong secondary
circulation which is known be crucial for the development of tropical cyclones
(Rotunno and Emanuel, 1987; Houze Jr, 2010) and mesoscale convective systems
(MCS) in midlatitudes (Houze Jr, 2004).

To break up the conceptual limitations of the classical convection parametriza-
tion framework, an alternative view on the problem of representing convection be-
comes necessary. Picking up the ideas presented in the pioneering work by Kuell
et al. (2007), the hybrid approach was elucidated with some detail in Langguth
et al. (2020). The following section recapitulates its conceptual idea while focusing
on a comparison with the classical approach. Afterwards, details on HYMACS as
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3 The HYbrid MAss flux Convection Scheme (HYMACS)

a specific convection parametrization schemes (CPS) realizing the hybrid approach
are presented. This overview sums up the descriptions given in Kuell and Bott
(2008, 2009, 2011) and is complemented by undocumented changes to HYMACS
as well as new developments that have been introduced in the scope of this thesis.

3.1 The hybrid approach
We start by considering an arbitrary fluid volume (see, e.g., Zdunkowski and Bott,
2003, for a comprehensive overview on fluid volumes) which consists of a an en-
vironmental (non-convective) part and an ensemble of convective clouds such as
illustrated in Figure 3.1. This fluid volume moves with its barycentric velocity vb
through space and time, whereas ṽc and ve are designated to the convective and
non-convective part, respectively. Supposing that ṽc constitutes a superposition
of the relative velocity vc with the environmental velocity ve, i.e. ṽc = ve +vc, the
barycentric velocity is given by

ρvb = ρeve + ρc(ve + vc)= ρve + Jc.
(3.1)

Here, ρe and ρc denote the partial densities of both volume parts under consid-
eration which sum up to the total density ρ. For the subsequent discussion, it
is postulated that only the environmental velocity ve is explicitly resolved by an
atmospheric model. While its product with ρ is then the resolvable environmental
mass flux, the convective mass flux per unit area Jc = ρcvc is of particular interest
in our case1.

Figure 3.1: Fluid volume which consists of an environmental part (light gray area) and a con-
vective part. The convective part may consist of an ensemble of individual clouds
(dark gray areas). The fluid volume moves with its barycentric velocity vb through
space and time, while the environmental part (with partial density ρe) and the
convective part (with partial density ρc) move with ve and vc, respectively.

The significance of Jc can be readily deduced from the continuity equation which
can be decomposed with Equation 3.1 as follows

0 = Bρ
Bt +∇ ⋅ (ρvb) = Bρ

Bt +∇ ⋅ (ρve) + ∇ ⋅ Jc. (3.2)

1Note that Jc must be distinguished from the convective mass flux mc introduced in Equa-
tion 2.14 since it involves the partial density ρc instead of the the full density ρ.
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It is seen that a local change in density can be realized by both, mass flux diver-
gence of the environmental flow (second term on the right hand side (RHS)) and
divergence of the convective mass flux (third term). Since the latter is not part of
the explicit model dynamics, this term has to be parametrized.

Equation 3.2 constitutes the most general form of the hybrid approach. The sub-
sequent consideration further particularizes this form with focus on the application
in a modeling framework. Therein, it is commonly assumed that the convective
transport is dominated by motions in the vertical direction, i.e. wc >> uc. As
pointed out by Wu and Arakawa (2014), this assumption is well justified even
at gray-zone resolutions. Consequently, the convective fluxes are confined to the
grid column and can be related to the area-integrated mass fluxes of the up- and
downdraft regions Mu,d (in kg/s):

Bρ
Bt ∣

conv

= −∇ ⋅ Jc = − 1
Ag
(BMu

Bz + BMd

Bz ) . (3.3)

In the absence of mass loss due to precipitation, the total mass within the grid
column covering a horizontal area Ag is conserved. However, mass can be redis-
tributed which results in a local convective density tendency.

Lateral mixing, which can be either turbulent or organized, guides the mass
fluxes of the convective drafts. Letting Eu,d and Du,d (in kg/s) denote the area-
integrated entrainment and detrainment rates over a layer with depth ∆z, Equa-
tion 3.3 can be discretized as

Bρ
Bt ∣

conv

= − 1
Ag∆z

(Eu,d −Du,d). (3.4)

Here, it is again emphasized that only the motions of the small-scale up- and down-
drafts are parametrized with the hybrid approach. The compensating subsidence
is passed completely to the grid-scale dynamics as illustrated in Figure 3.2.

Formally, this means that the hybrid approach cannot be derived in analogy to
the classical approach. With the quasi-Boussinesq form of the continuity equation
as proposed by Arakawa and Schubert (1974), where ρ only varies with the height
z, this difference is obvious.

However, the uniqueness of the net mass transfer can be further highlighted
with the help of the Hesselberg averaging procedure which is a common approach
to separate turbulent fluxes in modern nonhydrostatic models (Gassmann and
Herzog, 2008; Thuburn et al., 2018).

The Hesselberg averaged form of the continuity equation is given by

Bρ
Bt +∇ ⋅ (v̂bρ) = 0, (3.5)

where the symbol ̂ denotes a density weighted-averaging operator

ψ̂ = ρψ
ρ

with ψ = ψ̂ + ψ′′. (3.6)
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Figure 3.2: Illustration of a representative convective plume and the handling of the related
dynamics with the hybrid mass flux approach. In contrast to Figure 2.5, the com-
pensational subsidence is completely part of the grid-scale dynamics (black arrows).
The only parametrized dynamics (gray arrows) are the convective fluxes of the
drafts which undergo organized and turbulent mixing.

With the Hesselberg averaging framework, ψ̂ and ρ constitute the grid-scale quan-
tities. While the turbulent mass-flux term ρv′′ vanishes per definition with Equa-
tion 3.6, convective motions can be separated from the resolved dynamics by ap-
plying the postulated decomposition of the barycentric velocity v̂b in Equation 3.1:

Bρ
Bt +∇ ⋅ (ρve + ρcvc) = Bρ

Bt +∇ ⋅ (ρv̂e) + ∇ ⋅ Jc = 0. (3.7)

Here, the divergence term ∇ ⋅ (ρv̂e) is part of the grid-scale dynamics, whereas a
subgrid-scale, convective term enters the continuity equation. By establishing this
term, turbulent and convective fluxes are formally distinguished with the hybrid
approach which allows us to attach an explicit three dimensional character to the
convective overturning circulation. The formal separation can thereby be reasoned
with the inherently anisotropic and penetrative nature of cumulus convection as
also noted in Arakawa (2004).

Besides, the effect of net lateral mixing as seen from Equation 3.4 resembles
the multifluid framework suggested by Thuburn et al. (2018) (see their Eq. 44).
However, as pointed out by Weller and McIntyre (2019), a strict realization of
the multifluid approach based on conditional averaging the Euler equations would
not result in a parametrization scheme, but a complete new model. The hybrid
approach can therefore be seen as a pragmatic extension of the classical CPS
framework allowing the resolved dynamics to control the environmental subsidence.

For convenience, the Hesselberg and Reynolds averaging operators as seen in
Equation 3.7 are omitted in the remainder of this section and we proceed with the
formalism introduced in the Equations 3.2–3.42:

2This implies that ρ, ψ and ve denote grid-scale variables corresponding to ρ, ψ̂ and v̂e, re-
spectively.
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Just like classical CPS, the convective effect on the atmospheric state in terms
of the generic specific quantity ψ is also subject to the hybrid scheme. Thus, an
expression of the respective convective tendency Bψ

Bt ∣conv must be derived.
In analogy to the proceedings above, the balance equation of any conserved

quantity Ψ in the fluid volume

B
Bt(ρψ) + ∇ ⋅ (ρvψ) = −∇ ⋅Fψ +Qψ (3.8)

is the starting point, where ρψ stands for the density of Ψ.
Here, the terms on the RHS denote changes due to the convergence of non-

convective fluxes −∇ ⋅ Fψ (e.g. radiation or diffusion fluxes) or internal sources
Qψ (e.g. condensation or latent heat release). Although these terms are of great
interest for moist convection as well, we first focus on the effects of the subgrid-
scale transport and abbreviate both terms with Sψ subsequently.

In analogy to the steps described above for deriving the convective density ten-
dency (Eqs. 3.2– 3.4), the balance equation of Ψ can be decomposed to assess the
effect of convective transports:

B
Bt(ρψ) + ∇ ⋅ (ρveψ) + ∇ ⋅ Jψc = Sψ

with B
Bt(ρψ)∣conv = −∇ ⋅ Jψc = − 1

Ag∆z
(Eu,dψ −Du,dψu,d) . (3.9)

Thus, the divergence of the convective flux Jψc is again guided by entrainment and
detrainment which are now weighted with ψ and ψu,d, respectively. Here, ψu,d
denotes the specific content of Ψ within the parametrized up- and downdrafts.

A careful remark should be left at this stage on the entrainment term in the
second line of Equation 3.9: Instead of using its environmental value ψe, the grid-
scale value ψ ≙ ψ̂ is used here. The significance of this approximation can be
deduced by rewriting the density of Ψ of the fluid volume:

ρψ = ρeψe + ρcψc. (3.10)

After using ρe = ρ − ρc and rearranging the terms on the RHS of Equation 3.10,
one obtains

ψ = ψe + ρc
ρ
(ψc − ψe). (3.11)

Given that the difference between the convective and environmental values of ψ
cannot be neglected, the approximation ψ ≈ ψe only holds if the partial density
ρc is much smaller than ρ. In the modeling framework where the specific value
of Ψ of the fluid volume is assigned to the grid-scale value ψ, this is equivalent
to the small-area approximation which is also applied in the conventional mass
flux approach. Thus, its validity can be questioned analogously when representing
convection at gray-zone resolutions (Arakawa and Wu, 2013).

Converting the flux form given in Equation 3.9 to the convective ψ tendency
sheds further light on the effect of a net mass transfer with the hybrid approach.
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Expansion of the first divergence term in Equation 3.9 to include the continuity
equation results after some algebraic steps in

ρ
Bψ
Bt = −ρve ⋅ ∇ψ −∇ ⋅ Jψc + ψ∇ ⋅ Jc + Sψ
= −ρve ⋅ ∇ψ + B

Bt(ρψ)∣conv − ψBρ
Bt ∣

conv

+ Sψ. (3.12)

This shows that in addition to non-convective fluxes and internal sources aggre-
gated in Sψ, a local change in ψ can be realized by

i) advection of ψ with the environmental flow, i.e. grid-scale advection,

ii) divergence of the convective flux of ψ and

iii) convective mass flux divergence.

Thus, the net mass transfer also affects explicitly the convective ψ-tendency with
the hybrid approach.

Following Kuell et al. (2007), the final discretized form of the convective ψ-
tendency reads

Bψ
Bt ∣

conv

= − 1
Ag∆zρñ⋆

(Eu,dψ −Du,dψu,d) + [ ρn
ρñ⋆ − 1] ψn∆t , (3.13)

where ρñ⋆ denotes the updated density due to the parametrized net mass transfer
from time-level n with

ρñ
⋆ = ρn +∆tBρBt ∣

conv

. (3.14)

As demonstrated in the appendix of Langguth et al. (2020), the discretized convec-
tive ψ-tendency is conservative so that the vertical integral within the convective
grid column does not change when Sψ = 0. The convective contributions Sψ (e.g.
latent heat release) are subject to the cloud model of the hybrid CPS.

Finally, it is worth mentioning that the presented hybrid approach constitutes a
general framework. Its basic concept, the parametrized net mass transfer, can be
applied to existing classical CPS. The studies by Ong et al. (2017) and Malardel
and Bechtold (2019) are two specific examples where the Kain-Fritsch scheme in
the Weather Research and Forecasting (WRF) model and the Bechtold-Tiedtke
scheme in the Integrated Forecasting System (IFS) model have been adopted to
allow for a net mass transfer.

However, due to the convective density tendencies, the coupling of an hybrid
CPS to a hosting model is by no means trivial. Indeed, subtle challenges arise since
the model-specific physics-dynamics interface is usually not designed to take local
mass sources and sinks into account. Details on the physics-dynamics coupling in
the particular case of the ICON model are given in Chapter 4 after providing an
in-depth description of HYMACS in the subsequent sections.
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3.2 Overview on HYMACS
Apart from the unconventional handling of the environmental subsidence, the for-
mulation of HYMACS has taken up several ideas from other CPS which are well-
established in the modeling community. Namely, this includes the Tiedtke scheme
(Tiedtke, 1989), the Kain-Fritsch scheme (Kain and Fritsch, 1993) and the Bech-
told scheme (Bechtold et al., 2001).

Thus, just like a classical CPS, HYMACS consists of three parts which are
designed to fulfill the parametrization targets listed in Section 2.3, that are a cloud
model, a set of trigger functions and a closure assumption. All three components
are described in the following, while also some explicit comparisons to the Bechtold-
Tiedtke scheme, presented in Section 2.5, are drawn.

3.2.1 The cloud model of HYMACS
Analogously to the Bechtold-Tiedtke scheme, HYMACS is based on the bulk mass
flux approach and makes use of a diagnostic entraining/detraining plume cloud
model. However, in addition to the purely diagnostic nature of such a scheme, a
simplified approach to involve convective memory is available on a quadrilateral
grid that is briefly sketched at end of the cloud model description.

In order to describe the thermodynamic properties of the parametrized drafts,
the liquid water static energy hil given by

hil = s −Lvql −Lfqi with s = h + gz = cpT + gz (3.15)

is used in HYMACS. The merit of hil is that it is conserved in the presence of phase
changes. It is therefore a convenient quantity for parametrizing moist convection
and is also chosen, for example, in Bechtold et al. (2001).

However, the scheme provides convective tendencies of enthalpy h to the host-
ing model which can be computed from Equation 3.15 given that the liquid and
frozen cloud condensate content are known. The other thermodynamic variables
in HYMACS, that are the specific moisture quantities qv, ql, qi, qr and qs as well
as momentum in terms of vh, are also used in the Bechtold-Tiedtke scheme.

The parametrization procedure in the hybrid CPS again starts with a check
of each grid column for the occurrence of shallow convection. Starting from the
surface layer, a test parcel is lifted up to the lifting condensation level (LCL)
provided that the ambient flow is convergent. During its dry ascent, organized
entrainment in accordance with the closure assumption (see Sec. 3.2.3) takes place
which dilutes the updraft air. In contrast to the Bechtold-Tiedtke scheme, no
kinetic energy computation of the updraft plume is performed in the subcloud
layer. Instead, the kinematic computation is initialized at the LCL with an updraft
velocity of wu(z(LCL)) = wu,0 = 1m/s. The kinetic energy of the layers above is
then computed iteratively with the help of

∆Ku = −Ku [( Mu

Mu +Eu)
2 − 1] + g

1 + γB∆z, (3.16)

where γ = 0.5 accounts for non-hydrostatic pressure perturbations in the buoyancy
term (second term on the RHS). The dilution due to entrained air (first term on
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the RHS) is formulated in a simpler way than in the Bechtold-Tiedtke scheme
(compare Eq. 2.23) and assumes that the entrained air has zero momentum.

At the LCL, the updraft air does not have to be positively buoyant with respect
to the grid-scale environment. The sufficient condition for further convective ascent
is that the plume’s air becomes warmer than the ambient air before the initial
updraft energy gets exhausted. A trigger contribution (see Sec. 3.2.2) is added to
boost the potential candidate for a convective updraft.

Given that the level of free convection (LFC) is reached with Ku > 0, the as-
cent is continued until the kinetic energy becomes negative at the cloud top level
(CTL). When the cloud depth is smaller than the minimum cloud depth for deep
convection Ddeep

cl,min , which will be defined in Section 3.3, shallow convection is as-
sumed to take place. In case that the threshold is exceeded, the updraft procedure
is repeated which now incorporates precipitation processes and the formation of a
convective downdraft. While further details on the microphysics of the cloud model
will be outlined shortly, this constitutes a remarkable difference to the Bechtold-
Tiedtke scheme: Shallow convection is assumed to be non-precipitating without
the formation downdrafts in HYMACS in analogy to many other classical CPS
(Tiedtke, 1989; Kain and Fritsch, 1990; Bechtold et al., 2001; Kain, 2004).

When the first test parcel rooting in the surface layer does not yield a successfully
triggered updraft plume, the check is repeated for subsequent model layers. For
computational efficiency, the source layer is shifted upwards by the half-value thick-
ness of a characteristic source layer ∆psrc until the source layer would be placed
above the 700 hPa-level. Following Bechtold et al. (2001), a value of ∆psrc = 60 hPa
is chosen in HYMACS.

Parametrization of the convective updraft

The equation system for the thermodynamic properties of the updraft air in HY-
MACS is in general similar to the cloud model equations used in the Bechtold-
Tiedtke scheme. However, in addition to the formulation in z- instead of p-
coordinates, the parametrization of the microphysical processes and the mixing
differ in some details that are outlined subsequently.

The interaction of the updraft fluxes with the environment in terms of the
intensive quantities ψ ∈ (h, qv, ql, qi) is given in analogy to Equation 3.9 by

B
Bz (Muψu) = 1

∆z (Euψ −Duψu), (3.17)

where the area-integrated updraft mass flux Mu is guided by the layer-integrated
entrainment and detrainment rates Eu and Du, respectively (see Eq. 3.9). Note
that the overbar is used again to denote grid-scale variables following the notation
established in Section 2.3.

While entrainment and detrainment in the Bechtold-Tiedtke scheme crucially
depend on the ambient moisture profile and also differ for shallow and penetrative
convection, HYMACS applies a formulation in analogy to Tiedtke (1989):

Eu = Eturb
u +Eorg

u =µturbu Mu∆z −∇h ⋅ (ρvh)Ag∆z, (3.18)
Du =Dturb

u =µturbu Mu∆z. (3.19)
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The turbulent mixing parameter µturbu is held constant with a value of 1×10−3 m−1

between the LCL and the level of neutral buoyancy (LNB). Thus, no distinction
between the different types of convection is made. In addition to turbulent mixing,
organized entrainment takes place when grid-scale convergence is present.

Within the convective cloud, the kinematics of the updraft air are driven by
condensation and freezing. In analogy to the Bechtold-Tiedtke scheme, super-
saturation is removed with a saturation adjustment that follows the mixing pro-
cess. Gradual glaciation is assumed to depend linearly on the updraft tempera-
ture −5○C ≤ Tu ≤ −35○C. This is in contrast to the quadratic dependence in the
Bechtold-Tiedtke scheme and also differs from Kuell et al. (2007) where a sinusoidal
temperature dependency of the ice phase was chosen. Several sensitivity tests with
the simplified temperature dependency however showed only minor effects on the
performance of HYMACS (Kuell, personal communication).

For penetrative convective clouds, the microphysical computation becomes ex-
tended. The conversion of cloud condensate to precipitable hydrometeors in the
updraft follows the simple parametrization approach given by Ogura and Cho
(1973) which also involves a dependency on the inverse of the updraft velocity wu
such as the formulation by Sundqvist (1978):

∆(Muq
(r,s)
u ) =Muq

(l,i)
u (1 − exp(−cpr∆z/wu). (3.20)

In HYMACS, a value of cpr = 0.04 s−1 for the autoconversion factor is chosen which
is similar to the value used by Bechtold et al. (2001).

The formed precipitation is thereby directly removed from the updraft air and
transferred to the convective downdraft (see below). Additionally, some further
updraft air is split off to supply the downdraft where the transferred fraction µu→d
is set proportional to the formed precipitation amount ∆qpru

µu→d = ∆qpru
∆qpru + qvu + qlu + qiu with ∆qpru =∆qru +∆qsu. (3.21)

Thus, for precipitating penetrative convection, the detrainment rate for the updraft
(cf. Eq. 3.18) is extended due to a mass transfer to the downdraft

Du =Dturb
u +Du→d = µturbu Mu∆z + µu→dMu∆z +Mu∆qpru , (3.22)

where the latter term accounts for the instantaneous fallout of precipitating hy-
drometeors. It is noted that the intensive variables of the updraft remain un-
changed when mass is solely transferred to the downdraft.

The transport of convective momentum using Equation 3.9 is also subject to
HYMACS. Unlike in the Bechtold-Tiedtke scheme, an explicit (net) source term is
involved accounting for the horizontal pressure force that acts across the draughts.
Following Gregory et al. (1997), the source term can be approximated by

B
Bz (Muvh,(u)) ∣

source

= cmMu
Bvh
Bz (3.23)

with a parameter value of cm = 0.7. The convective momentum source is also part
of the parametrized downdraft which will be described below.
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Above the LNB, organized entrainment as well as turbulent mixing are turned
off, while organized detrainment dissolves the updraft plume up to the cloud top.
In former versions of HYMACS, the organized detrainment took place at the CTL
only. In this study, this approach has been revised to yield a more physically based
detrainment profile. Further details will be given in Section 3.3.

Parametrization of the convective downdraft

In case that a deep convective cell is detected, HYMACS parametrizes a convective
downdraft fueled by evaporative cooling and melting of precipitation. While the
Bechtold-Tiedtke scheme explicitly relates the downdraft mass flux to the updraft
mass flux at LCL (see Eq. 2.35), the downwards directed, buoyancy-driven density
flow is solely controlled by the precipitation formation in the updraft with HY-
MACS. Starting from the LNB, equal amounts of updraft and environmental air
supply the downdraft according to the generated precipitation fraction given by
Equation 3.21. The latter increases the net convective mass flux and thus, can be
regarded as an organized entrainment process. When the (generally) subsaturated
mixture becomes negatively buoyant, the air enters the model layer underneath
where further organized entrainment is then accompanied by turbulent mixing.
Thus, the total area-integrated entrainment and detrainment rates of the down-
draft read

Ed = Eturb
d +Eu→d +Eorg

d =µturbd Md∆z +Mu∆qpru + 2µu→dMu∆z, (3.24)
Dd =Dturb

d =µturbd Md∆z, (3.25)

where µturbd = 2 × 10−4 m−1 is set.
In analogy to the updraft, the kinematics of the downdraft are computed with

the help of Equation 3.16, where the kinetic energy of the downdraft Kd is initial-
ized with wd,0 = −1m/s. When the initial air mixture of the downdraft does not
become negatively buoyant or when its kinetic energy gets exhausted at interme-
diate levels, the downdraft is dissolved via organized detrainment. The involved
precipitating hyrdometeors are converted back to cloud condensate and a new
downdraft is initiated in the model layer below.

The important cooling by evaporation and sublimation is thereby achieved by
imposing a simple linear profile of the relative humidity RHd between the CTL
and the LCL:

RHd(z) = 1 − 0.05 z(CTL) − z
z(CTL) − z(LCL) . (3.26)

Thus, in contrast to the Bechtold-Tiedtke scheme, downdraft air becomes already
subsaturated above the cloud base of the convective updraft. Below the LCL, a
stronger linear decrease with 0.05 km−1 is set in HYMACS which enhances evapo-
rative cooling in the subcloud layer.

Additionally, melting of frozen precipitation and condensate occurs when the
temperature in the downdraft air exceeds the freezing point Tf = 273.16 K. The
proportion of the ice phase is assumed to decrease linearly up to Tf→l = 274.16 K.

Similarly to the Bechtold-Tiedtke scheme, organized detrainment is enforced
in the subcloud layer for which a maximum detrainment layer depth of 60 hPa
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is chosen in HYMACS. In the downdraft detrainment layer, turbulent mixing is
switched off and the downdraft mass flux decreases linearly towards the surface
where the sedimentation mass flux constitutes a Dirichlet boundary condition.

Non-local effects with HYMACS

As already mentioned in Section 2.4, the interaction of convective cells in different
grid columns of the model is limited in classical CPS since it can only be realized
via grid-scale variables. Subgrid-scale effects such as the propagation of cold-pools
due to convective downdrafts are largely averaged out onto grid-scale variables
and thus, triggering of secondary cells are hardly represented with parametrized
convection. Likewise, the evolution of the convective cells cannot be captured with
a purely diagnostic scheme.

While different sophisticated approaches for involving both processes in CPS
have been undertaken, a simplified and efficient approach was implemented in
HYMACS with the study of Kuell and Bott (2011). Therein, a cell aging effect and
a gust front parametrization are proposed allowing for horizontal communication
over neighbouring grid boxes and for the incorporation of convective memory.

The cell aging effect adds a temporal property to the state of a convective grid
column which affects the turbulent mixing of the updraft (see Eq. 3.17) and the
precipitation formation in case of penetrative convection (see Eq. 3.20). Both
processes are assumed to favor precipitating convection with on-going duration of
convective activity, that is a temporal decrease in turbulent mixing and a tempo-
ral increase in the efficiency of cloud condensate to precipitation conversion (see
Eqs. 2.12–2.14 in Kuell and Bott, 2011). By parametrizing a propagation vector,
the cell age is allowed to be inherited to neighbouring convective grid columns.

The gust front parametrization adds a trigger contribution (see Sec. 3.2.2) to
neighbouring grid cells in order to mimic the effect of downdraft induced cold pool
propagation. By doing so, it can be interpreted as a cellular automaton which
may enhance advective effects as well as convective organization along mesoscale
squall-lines (Bengtsson et al., 2013).

Albeit being appealing especially for representing convection at gray-zone reso-
lutions, the parametrization of the non-local effects as developed in Kuell and Bott
(2011) is limited to quadrilateral grids. In case that the hosting model makes use
of a irregular grid structure, the propagation and decision rules associated with the
non-local effects have to be revised. Depending on the underlying grid geometry,
non-trivial neighbouring relations have to be considered whose implementation
may not be straightforward3.

Staggering and discretization in HYMACS

For convenience, details on the spatial discretization and the staggering of the
variables used in HYMACS have been omitted or just stated implicitly so far. In
the following paragraph, this is made more explicit:

3This is especially true for highly scalable modeling frameworks where the computations are
distributed over a large number of processing units.
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Modern atmospheric models often make use of a so-called the Arakawa C-grid
staggering which places scalar quantities at the center of a grid box and vector
quantities such as the normal wind vector components or fluxes on the corre-
sponding grid box faces. Thus, in a vertical grid column, there exist ke full levels
denoted by k lying between ke+ 1 half-levels which can be denoted by k + 1/2 and
k − 1/2, respectively. Besides, some models (such as the COSMO and the ICON
model) number the model levels in a top-down manner, meaning that the first
(last) half-level coincides with the model top (the Earth’s surface).

The spatial discretization of HYMACS is aligned with such a staggering ap-
proach. Thus, the convective fluxes are staggered on the half-levels while the
mixing with the environment takes place at full levels. By doing so, vertical inter-
polation of the grid-scale quantities and the convective tendencies, which are given
on full levels with a finite difference method as well, is avoided. Since the thermo-
dynamic quantities of HYMACS are formulated in terms of conservative quantities
(e.g. the liquid water static energy hil), the convective tendencies on the full levels
(e.g. in terms of the enthalpy h) can be computed in a straightforward manner.

An exception holds for the buoyancy calculation which has to be done on the
half-levels. For this purpose, the grid-scale virtual temperature Tv has to be inter-
polated from full to half levels. Note that the virtual temperature of the drafts’
air mass Tv,(u,d) can be conveniently computed from the liquid water static energy
hil (see Eq. 3.15). For consistency, the interpolation procedure should be adopted,
if possible, from the hosting model. It is furthermore noted that the characteristic
cloud levels such as the LCL, LFC, and CTL are also defined on the half-levels
since they are derived from buoyancy checks or flux characteristics.

Similar consistency arguments hold for the grid-scale horizontal wind vector.
HYMACS requires the horizontal wind vector centered in the grid box and provides
a convective tendency at the same position. Thus, an interpolation step is required
for the input of HYMACS, while a back interpolation needs to be performed for the
respective convective tendencies. For this, it is also advised to follow the approach
used in the hosting model for consistency.

An illustration of the staggering together with the sequential order of the (dia-
batic) processes is depicted in Figure 3.3. In the updraft, the algorithm applies a
bottom-to-top procedure which starts with precipitation formation and the up-to-
downdraft mass transfer in case of penetrative convection. Afterwards, the mixing
with the environment is computed which is followed by the saturation adjustment
and the parametrization of the momentum source. The buoyancy check which is
used to identify key levels of the convective cell such as the LFC is performed at
the upper interface level of the layer at hand.

Conversely, the downdraft follows a top-to-bottom procedure which starts with
the environmental mixing and the subsequent saturation adjustment. For consis-
tency with the sequential order in the updraft, the up-to-downdraft as well as the
precipitation mass transfer are performed afterwards. Finally, the convective mo-
mentum source is computed and the buoyancy check is performed to decide if the
downdraft mass flux is propagated to the model layer below or if it is dissolved.
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3.2 Overview on HYMACS

Figure 3.3: Illustration of the computational order of parametrized processes and variable stag-
gering in HYMACS. The updraft procedure runs in down-top direction as indicated
by the left arrow, while the downdraft procedure is organized in top-down direction
as indicated by the right arrow. The precipitation formation as well the related up-
to-downdraft transfer only occur for deep convection and are therefore gray-shaded.
The specific moisture quantity qk symbolizes water vapor qv as well as cloud water
qc and ice qi. Further details are given in the text.

3.2.2 Trigger functions
For the buoyancy check in the updraft procedure trigger contributions are of par-
ticular interest. The aim of these trigger contributions is to approximate processes
that lead to convection in the nature even though these processes are either poorly
represented or completely unresolved on grid-scale.

The first contribution to the virtual temperature increment added at the LCL is
adopted from Fritsch and Chappell (1980). The Fritsch-Chappell trigger accounts
for the observation that convection is favored under the presence of background
low-level convergence. For continuity reasons, this is related to grid-scale lifting
whose favoring effect is considered to be strongest near surface. The corresponding
virtual temperature increment ∆T FCv,u is obtained by scaling the difference between
the grid-scale vertical wind at LCL w(z(LCL)) and a reference vertical velocity
w0 following

∆T FCv,u = 3
√
kFC(w(z(LCL)) − c(z))

with c(z) = ⎧⎪⎪⎨⎪⎪⎩
w0(z(LCL)/2000 m), for z(LCL) ≤ 2000 m
w0, for z(LCL) > 2000 m,

(3.27)

where the disposal parameters w0 = 0.02 m/s and kFC = 100 K3s/m are chosen.
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3 The HYbrid MAss flux Convection Scheme (HYMACS)

Note, that the sign of ∆T FCv,u is solely determined by w(z(LCL)). Thus, convection
gets suppressed in the presence of grid-scale subsidence or neutral vertical velocity.

In order to account for the subgrid-scale dynamics of the planetary boundary
layer (PBL), Kuell and Bott (2008) added a trigger contribution dependant on
the TKE. Based on the idea that strong turbulence occurring at daytime in the
presence of strong surface enthalpy fluxes favors convection, they formulated the
related virtual temperature increment ∆T TKEv,u as

∆T TKEv,u = T ⋆⋆ 3
√
vTKE − T0 with vTKE = √2TKE. (3.28)

Here, TKE denotes the mean TKE in a surface-based layer with a depth of ∆psrc =
60 hPa. For the parameters, T ⋆⋆ = 3 K(m/s)−1/3 and T0 = 2 K are chosen. These
values differ from the original values proposed in Kuell and Bott (2008) and have
been chosen to enhance the sensitivity to the subcloud turbulence.

Additionally, HYMACS involves a gust front trigger contribution resulting from
parametrized convective downdrafts in the neighbouring grid columns. The trigger
bonus depends on the shear of the horizontal wind over the downdraft detrainment
layer and on the cold pool velocity contributions from neighboring grid columns
c = ∑i ci. While further details on the compuatation of c can be found in Kuell
and Bott (2011), the resulting virtual temperature increment ∆TGFv,u is given by

∆TGFv,u = η 3
√
γGF ∣c∣, (3.29)

where γGF = 200 K3s/m constitutes an empirical scaling factor. Again, it is worth
mentioning that the original gust front proposed in Kuell and Bott (2011) is limited
to hosting models using a quadrilateral grid structure.

3.2.3 Closure assumption
While the Bechtold-Tiedtke scheme makes use of different closure assumptions for
surface-based deep convection, midlevel and shallow convection, HYMACS applies
a single closure assumption for all types of parametrized moist convection. Besides,
HYMACS can be classified as a pure low-level control scheme where the strength of
convection is determined by the process controlling convective activation (Mapes,
1997). Thus, rather the process leading to the release of CAPE is taken into
account than constraining the amount of convection to the changes in CAPE.
The latter approach which is pursued for surface-based deep convection in the
Bechtold-Tiedtke scheme is referred to the class of deep-layer control schemes.

Aligned with the Fritsch-Chappell trigger contribution (see Eq. 3.27) and the
in-cloud organized entrainment (see Eq. 3.19), the updraft mass flux at LCL is
determined by the subcloud grid-scale mass convergence

Mu(z(LCL)) = −Ag
z(LCL)
∫

z(DEP )
∇h ⋅ (ρvh)dz with Mu(z(LCL)) !> 0, (3.30)
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where z(DEP ) denotes the height of the departure layer. Since grid-scale lifting is
linked to horizontal mass flux convergence by continuity, the initiated convection is
scaled to absorb its causing process. For the same reason, the closure assumption
of HYMACS is similar to the closure assumption for midlevel convection in the
Bechtold-Tiedtke scheme (cf. Eq. 2.43).

It is also noted that the organized entrainment rate of the updraft (see Eq. 3.17)
is consistent with the closure assumption which allows the cloudy plume to increase
the mass flux in analogy to the subcloud part.

The chosen closure assumption thereby also eases the numerical procedure since
an interactive computation of the mass flux is possible. The mass flux is solely
determined by grid-scale mass convergence up to the LNB so that no closure factor
for the convective fluxes is required.

3.3 Updates on HYMACS

Within the scope of this work, some updates in the cloud model of HYMACS have
been undertaken. The updates constitute the introduction of a pre-trigger crite-
rion, a variable minimum cloud depth for penetrative convective clouds and the
revision of the organized detrainment near the CTL. In the following, these modifi-
cations are documented and reasoned with physical intuition while also references
to similar approaches in other CPS are included.

Pre-trigger criterion

As described above, the cloud model of HYMACS performs a buoyancy check
and solves a simplified equation for the vertical velocity of the drafts’ air masses
in order to parametrize their kinematics. However, no explicit buoyancy check
was present in the source layer of the updraft underneath the LCL in previous
HYMACS versions. Irrespective of the subcloud stratification, the homogeneous
mixture of entrained air from several layers received the trigger contributions which
then might become positively buoyant even in the presence of strongly stable layers
below cloud base.

Further investigation on the origin of the updraft air reveals that the required
lifting energy for air from the lowest source layer occasionally attained unrealistic
high values. Especially at night when the near-surface atmosphere is typically
stable, high CIN values exceeding 100 J/kg are not uncommon as demonstrated
exemplary from a COSMO simulation (see Fig. 3.4).

Although convection is likely to occur in these situations (note that the buoyancy
check above the LCL is accomplished), the source layer is expected to be placed
at higher levels. Thus, a pre-trigger criterion is introduced which re-initiates the
updraft procedure with the next source layer candidate if convective inhibition
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Figure 3.4: Histogram of subcloud CIN − TKE from an exemplary COSMO simulation with
HYMACS (initialization: 2018-05-27, 00 UTC (02 CEST)). At 2018-05-27, 03 UTC
(05 CEST), 4734 convective grid columns in a domain with 350x230 grid points in
zonal and meridional direction are parametrized. 306 (6.5 %) of these show up with
CIN − TKE ≥ 100 J/kg (last bar).

relaxed by the subcloud averaged TKE is too large:

CINu,subcl − TKEsubcl

!≤ CINcrit

with CINu,subcl = −
z(LCL)
∫

z(DEP )
B dz.

(3.31)

The physical reasoning for involving the subcloud turbulence is thereby similar
to the TKE-trigger (see Eq. 3.28). The critical CIN threshold CINcrit is set to
10 J/kg to lessen the dominance of the lowest cloud layer which determines the
subcloud convective inhibition CINu,subcl in Equation 3.31. Donner et al. (2001)
use the same threshold for a similar requirement on convective initiation.

Variable minimum cloud depth for deep convection

In HYMACS, the cloud depth of the parametrized updraft ∆zcl determines if deep
convection with surface precipitation or shallow convection occurs. In previous
version of HYMACS, a fixed threshold for the cloud depth to distinguish between
both types of convection has been used with Ddeep

cl,min = 3000 m. However, as stated
by Kain (2004), this threshold appears to be inadequate for convective clouds where
the ice phase plays a dominant role. A notable example constitutes the lake-effect
snow during cold air outbreaks. Although the vertical growth of convective clouds
is usually bounded by a boundary layer inversion, the rather shallow convective
clouds may produce large amounts of snow and graupel (see, e.g., Niziol et al., 1995;
Barthold and Kristovich, 2011). In order to account for the favor of precipitation
formation under active ice phase processes, Kain (2004) suggest to let the minimum
cloud depth for precipitating vary depending on the grid-scale temperature at the
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parametrized LCL. Their empirical formula

Ddeep
cl,min =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2000 m for T (z(LCL)) < 0○C
2000 m + kDT (z(LCL)) for 0○C ≤ T (z(LCL)) ≤ 20○C
4000 m else

(3.32)

with kD = 100 m/○C is also applied with HYMACS in this thesis.

Organized detrainment near cloud top

The organized detrainment near the convective cloud top is considered to consti-
tute an important process with HYMACS since its associated positive mass forcing
induces compensational subsidence as well as grid-scale divergence (see Ch. 4 and
Kuell et al. (2007)).

In former HYMACS versions, the dissolution of the updraft mass flux was as-
sumed to occur exclusively in the model layer right below the CTL. Even though
upper tropospheric layers in atmospheric models are typically much deeper than
the layers near the cloud base, the overshooting beyond LNB may comprise more
than one layer. Thus, in light of the top-hat approximation, the physical real-
ism of organized detrainment confined to a single layer is questionable. Likewise,
strong density tendencies in the presence of strong updrafts may jeopardize nu-
merical stability, especially with increasing vertical resolution of the underlying
model grid.

Inspired by the approach used in the Bechtold-Tiedtke scheme for organized
detrainment (cf. Eq. 2.34), a revised procedure is pursued in this study. The
analytical derivation is based on the conservation law of an arbitrary quantity ψ
in a Boussinesq flow (ρ = const.) and follows De Rooy et al. (2013):

Bψ
Bt +∇ ⋅ (vψ) = Sψρ . (3.33)

Similarly to the hybrid approach4, we consider a horizontal area of interest A which
consists of a cloudy and an environmental area Ac and Ae (cf. Fig. 3.1) After
integrating Equation 3.33 horizontally over the time and height varying convective
area Ac and dividing by A to yield the fractional cloud cover σc, we arrive at

B
Bt(σcψc) + 1

A

¿

Γ

(vb − vh,Γ) ⋅ dr + B
Bz (σcwc) = σcSψ,cρ . (3.34)

Here, the Leibniz rule and the Gauss theorem have been applied to derive Equa-
tion 3.34, where Sψ,c denotes the source term of the convective part only.

The second term denotes the flux of ψ over the interface Γ between the cloudy
and cloud-free area resulting from the difference between the barycentric velocity
and the velocity vector at the interface vh,Γ. Its horizontal component can therefore
be interpreted as the net effect of entrainment and detrainment on the cloudy air

4Note that the density ρ is allowed to vary in the hybrid approach.
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properties. With ψ = 1 and the assumption of steady-state conditions, one obtains
after multiplying with ρ:

mu(ϵu − δu) = − B
Bz (ρσcwc), (3.35)

where ϵ and δ denote the fractional entrainment and detrainment rates, respec-
tively, and mu constitutes the updraft mass flux per unit area.

In case that only organized detrainment occurs above the LNB , i.e. ϵu = 0 and
δu = δorgu , Equation 3.35 reduces to

δorgu = − 1
wc

Bwc
Bz . (3.36)

Thus, the organized detrainment profile can be determined by the buoyancy-driven
deceleration above the LNB scaled by the inverse of wc.

To come up with a formulation of the layer-integrated detrainment rate at full
levelsDorg

u (k), the computation is related to the mass flux at the LNBMu(z(LNB)).
Since Mu(z(LNB)) enters a region where organized detrainment leads to the dis-
solution of the convective updraft, the detrained updraft fraction rorgu (k) can be
obtained which yields

Dorg
u (k) = rorgu (k)Mu(z(LNB)) with rorgu (k) = δorgu (k)∑kCT L,fl

k=kLNB,fl
δorgu (k) . (3.37)

Here, kLNB,fl and kCTL,fl denote the full-levels right above the LNB and right
below the CTL, respectively. Since the detrained fraction rorgu (k) is computed
from Equation 3.36, a flexible scheme for the dissolution of the updraft plume
near the clout top is established.
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4 Coupling HYMACS into the
ICON model

The following chapter deals with the coupling HYMACS into ICON, the opera-
tional numerical weather prediction (NWP) model used at DWD since January
2015. While Kuell et al. (2007) have already implemented the scheme into the
regional COSMO model, its implementation into ICON (model version 2.3.0 is
used throughout this study) requires adaptions due to the different set of model
equations and the associated implications on the physics-dynamics coupling. Fur-
thermore, new challenges related to the grid geometry of the hosting model entail
a careful reconfiguration of ICON’s numerical filter for horizontal momentum.

Subsequently, a compact description of the ICON model is provided in Sec-
tion 4.1 before details on the physics-dynamics coupling of HYMACS are outlined
in Section 4.2. Section 4.3 demonstrates that the numerical filter used in the
model’s equation of horizontal motion leads to a distorted grid-scale dynamical
response to subgrid-scale mass sources and sinks. Approaches to adopt the nu-
merical filter while retaining an effective suppression of numerical modes inherent
from the model’s grid geometry are discussed in Section 4.4. Different alternative
filter configurations are tested and compared in Section 4.5 in the scope of bench-
mark tests for dynamical cores. The best suited numerical filter is then applied in
various mass lifting experiments to ensure the compatibility of a subgrid net mass
transport with ICON’s dynamical core (Sec. 4.6). Finally, a discussion wraps up
the implementation of HYMACS into the new hosting model.

It is noted that this chapter largely reproduces work that was previously pub-
lished in Langguth et al. (2020).

4.1 Model description of ICON
The ICON grid
As suggested by the acronym of the modeling framework ICON, the horizontal
model grid is based on a spherical icosahedron which constitutes of 20 triangles
with equilateral edges. Finer grids are then generated by refining these native
triangle faces in a two-step subdivison procedure.

In the first step, each edge of the native triangles is divided into nr equal arcs.
The root division is then completed by connecting pairs of section endpoints with
great circle arcs so that new n2

r triangles are formed. It’s worth to note that the
newly formed triangles are not equilateral anymore which is also related to the
observation that their vertices are now shared by six triangles. By contrast, the
vertices of the native triangles are shared by five cells only.
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4 Coupling HYMACS into the ICON model

The application of successive kb bisections on the triangle edges finalizes the
mesh refinement procedure. Thereby, each bisection step forms four new trian-
gles from each parent grid cell. The resulting so-called RnrBkb grid can then be
characterized by

nc = 20n2
r4kb ; ne = 30n2

r4kb ; nv = 10n2
r4kb + 2 (4.1)

cells, edges and vertices, respectively.
The spherical grid creation process finally undergoes a so-called spring dynamics

optimization following Tomita et al. (2002). The spring dynamics minimize the
distortion of the triangles which was introduced during the root division step.

In addition to the relatively homogeneous grid structure, the triangular grid
based on a spherical icosahedron also allows for straightforward nesting. By per-
forming a further bisection step, a regionally refined grid can be constructed as
illustrated exemplary in Figure 4.1. Since the bisected parent cell results into
four new quasi equilateral child cells, the child-to-parent feedback (upscaling from
higher to lower resolution grid) becomes relatively straightforward. Due to this,
ICON’s grid structure eases the possibilities for efficient two-way nesting applica-
tions (see Prill et al., 2020, for more details).

Figure 4.1: Exemplary illustration of a global triangular grid on the sphere with a regional nest
centered over Western Germany. With a global R02B02-grid (∆xICON ≈ 631 km),
the regional nest is a R02B03-grid (∆xICON ≈ 316.5 km) whose cell vertices coincide
with the cell vertices and the cell edge midpoints of the parent grid cells.

In particular, this option is exploited operationally at DWD. While a R03B07-
grid is used for global modeling of the atmosphere (ICON-global), a R03B08-nest
is placed over Europe (ICON-EUnest). Expressing the grid spacing ∆xICON by
the square root of the averaged triangular cell area Ac on the sphere with radius
rE = 6371 km and using the relations from Equation 4.1, one obtains

∆xICON = √Ac = √4πr2
E/nc =

√
π

5
rE
nr2kb

. (4.2)

The above mentioned ICON grids have therefore a grid spacing of approximately
13 km and 6.5 km, respectively.
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However, the triangular grid structure also comes along with some subtle down-
sides. The first systematic difficulty is related to the above mentioned grid dis-
tortion which cannot be completely removed on a spherical grid. As pointed out
by Wan (2009) and Wan et al. (2013), the triangle distortion is most noticeable
near the vertices of the native icosahedron which is prone to induce truncation
errors and undesired numerical modes. Another weakness of the triangular grid is
related to the representation of the horizontal wind vector. As discussed in detail
by Gassmann (2013), alternating divergence patterns are favored on ICON’s grid.
Thus, as further elaborated in Section 4.4, a careful selection of efficient numerical
filters is required.

In vertical direction, terrain-following height based coordinates are chosen which
gradually change into levels of constant height with increasing altitude. More
specifically, a variation of the hybrid Gal-Chen coordinate is used, where the sig-
nature of small-scale topographic features decays quicker than the signature of
larger-scale features. The resulting Smooth LEvel VErtical (SLEVE) coordinate
was developed by Schaeer et al. (2002) and Leuenberger et al. (2010) and is used
operationally in ICON.

The model equations, the dynamical core and tracer advection

To predict the development of the atmosphere, the equation system for the prog-
nostic variables suggested by Gassmann and Herzog (2008) is solved numerically in
ICON. For this, it is assumed that atmospheric air constitutes a two-component
system of dry air and water, where the latter can coexist in its three different
phases, that are vapor (v), liquid and ice. Furthermore, a distinction between cloud
and precipitable hydrometeors, i.e. cloud water/ice (l,i) and rain/snow/graupel
(r,s,g), is made.

Using C-staggering on the above mentioned triangular grid (see Fig. 4.2a), the
prognostic variables in ICON are the horizontal wind vector component normal
to the triangle edges vn, the vertical velocity w, the total density ρ, the Exner
pressure π and the specific masses of the moisture tracers qk with k ∈ {v, l, i, r, s, g}.
After applying a density-weighted averaging procedure following Hesselberg (1926)
together with the shallow atmosphere approximation, the model equation system
reads as

Bvn
Bt + BKh

Bn + (ζ + f)vt +wBvn
Bz = −cpdθv Bπ

Bn − Fs(vn) + Fd(v), (4.3)
Bw
Bt + vh ⋅ ∇w +wBw

Bz = −cpdθv Bπ
Bz − g + Fd(w), (4.4)

Bρ
Bt +∇ ⋅ (ρv) = ∑

k∈{r,s,g}σ
conv
k , (4.5)

Bπ
Bt + Rd

cvd

π

ρθv
∇ ⋅ (ρvθv) = Qπ,dia + Fd(θv), (4.6)

B(ρqk)
Bt +∇ ⋅ (ρvqk) = Fs(qk) + Ik, (4.7)
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where the Hesselberg averaging operators are omitted for convenience1. Thus,
the dynamical core of ICON solves the hydro-thermodynamical equations of a
compressible, non-hydrostatic flow.

The following description focuses on the aspects that are most relevant for the
coupling of HYMACS in ICON. If not stated differently, this description largely
draws on literature that is dedicated to document the development of the ICON
model, that are namely Wan et al. (2013), Zaengl et al. (2015), and Prill et al.
(2020). Likewise, not all terms appearing in ICON’s equation system (cf. Eqs. 4.3–
4.7) are mentioned explicitly in the text. However, remaining symbols are listed
in Table 4.1 along with a short description for the sake of completeness.

Of particular interest for this study are the forcing terms due to subgrid-scale
transport processes on the right hand side of the Equations 4.3–4.7. These are
the tendencies due to turbulent and convective fluxes of momentum and moisture
tracers Fs(vn) and Fs(qk), respectively, the mass sink due to parametrized con-
vective precipitation σconvk with k ∈ {r, s, g} and the diabatic heating effect on the
Exner pressure Qdia,π.

The latter term is part of Equation 4.6 which is based on the first law of ther-
modynamics expressed as a function of the virtual potential temperature θv. The
formulation in terms of the Exner pressure π in ICON is achieved by exploiting
various expressions for the relation between θv and π:

π = ( p
p00
) Rd

cpd = (Rd

p00
ρθv)Rd/cvd = Tv

θv

with θv = Tv (p00

p
) Rd

cpd

(4.8)

In ICON, p00 = 1000 hPa is chosen while the specific heat capacities are set to
cpd = 1004.64 J/(kg K) and cvd = 716.6 J/(kg K), respectively. The relations in
Equation 4.8 are not only used to reformulate the first law of thermodynamics,
but are also helpful when converting the tendencies from different physical pro-
cesses to the diabatic term Qdia,π. While more details on this term are provided

1Furthermore, forcing terms on vn, ρ, θv and qv due to the incremental analysis update method
are omitted from the set of equations. These terms are only applied over a limited time
window at the beginning of a model run when the model is started from an uninitialized
analysis product. However, some details on these terms are provided in Appendix A.2.

Table 4.1: Description for the remaining symbols which occur in the prognostic system
(Eqs. 4.3–4.7).

Symbol Description
B

Bn horizontal derivative in edge-normal direction
vt tangential wind component; (vn, vt,w) form a

right-handed system
Kh = 1

2 (v2
n + v2

t ) horizontal kinetic energy
ζ = k ⋅ ∇ × v relative vorticity

f Coriolis parameter
Ik source/sinks due to phase changes
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Figure 4.2: (a) Position of ICON’s prognostic variables on a triangular C-grid in horizontal
and vertical plane. In the horizontal plane, an upper-tip and a lower-tip triangle
are illustrated with their corresponding orientation factor fu,lo . The basis vectors
of the trivariate coordinate system ji including their representation in Cartesian
coordinates ii are given as well. (b) Exemplary stencil used for discretizing the
Laplacian operator (see Eq. 4.11 and 4.32) acting on vn1 . The vn1,i(⋆) wind vector
components on the vertices and cell centers are obtained with a radial basic function
(RBF) vector reconstruction (Rípodas et al., 2009).

in Section 4.2, it is worth noting that Qdia,π also involves processes other than
unresolved transports such as phase changes due to microphysical processes.

The numerous numerical filter terms Fd(ψ) with ψ ∈ {v,w, θ} in ICON’s equa-
tion system ensure a high level of numerical stability in the dynamical core and
yield a good performance in various benchmark tests for dynamical cores.

The numerical filter in the vertical wind equation (Eq. 4.4) and in the first law of
thermodynamics (Eq. 4.6) comprises a Smagorinsky and a purely numerical fourth-
order background diffusion, respectively. Details on their role and discretization
are presented in Zaengl et al. (2015) and are therefore skipped here.

However, the numerical filter Fd(v) employed in the prognostic equation of the
edge-normal wind velocity vn is of special interest in this study. While a more
detailed discussion on its necessity follows in Section 4.4, the involved terms are
briefly introduced here.

In ICON, Fd(v) comprises two filter methods, that are horizontal diffusion and
a quasi 3D divergence damping term

Fd(v) = Fd1(vh) + Fd2(v). (4.9)

The horizontal diffusion operator is thereby twofold and constitutes a combination
of a Smagorinsky and a fourth-order background (purely numerical) diffusion so
that Fd1(vh) can be further decomposed to:

Fd1(vh) = Fsmag(vh) + Fdiff(vh) = 4Kh(vh)∇̃2(vn) − k4∇̃2 {∇̃2(vn)} . (4.10)
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The discrete Laplace operator acting on vn in both filters is designed to match the
edge point of operation with a conventional centered difference approach:

∇̃2(vn) = vn,2 − vn,1 − 2vn
d2
tv

+ vn,4 − vn,3 − 2vn
d2
nv

. (4.11)

This discretization is second-order accurate on equilateral triangles and requires
a horizontal wind vector reconstruction by means of radial basis functions (RBF)
to obtain vn,i at the neighbouring triangle vertices (Rípodas et al., 2009). An
illustration of the stencil used for computing the Laplacian is given in Figure 4.2b.

The vector reconstruction on the vertices is also used to calculate the deforma-
tion of the horizontal flow that drives the Smagorinsky diffusion via Kh in Equa-
tion 4.10. While further details on Fsmag can be found in Zaengl et al. (2015), it is
worth mentioning that the fourth-order background diffusion Fdiff is not applied
to ensure numerical stability in ICON. Although acting as a scale-selective damp-
ing mechanism on kinetic energy near the smallest resolvable scale, it is rather
tuned to yield a beneficial impact on the model dynamics over orography. Thus,
the associated damping coefficient k4, defined in terms of an „e-folding time to
time step ratio“ τvn , is typically chosen to be small. Besides, the both diffusion
types are applied with a reduced calling frequency with respect to the temporal
integration in the dynamical core (see below).

The fourth-order anisotropic divergence damping given by

Fd2(v) = Fdiv,4o(v) = −fd,4oAc2∇n [div {∇n (Dh + Bw
Bz )}]

with Dh = div(vh), (4.12)

is crucial for stabilizing the ICON’s dynamical core and constitutes the second
filter method in Equation 4.9. It acts on the three-dimensional divergence field
and is called anisotropic since it is applied for horizontal momentum only. With a
typical value range between 0.001 and 0.004 for the divergence damping coefficient
fd,4o, numerical stability was found to be warranted with ICON. In operational
mode, the upper bound of this value range is chosen to optimize the simulation
results.

The spatial discretization of the divergence operator div makes use of the Gauss
theorem and reads as

div(F) = 1
Ac

3∑
i=1 (Fnlef l,uo ) . (4.13)

Here, Fn denotes the normal component of the generic flux vector F over the trian-
gle edges of length le. In order to distinguish between inward and outward directed
fluxes of upper and lower triangles (see Fig. 4.2a), an orientation factor f l,uo is in-
troduced. The gradient in normal direction ∇n is computed with a finite difference
approach between two cell center values adjacent to the edge of operation.

Equation 4.13 is conceptually applied to any divergence term in ICON. However,
in order to ensure efficient reduction of small-scale noise in vn, no velocity averaging
is performed in scope of the divergence damping (see Eq. 4.12). Such an averaging

52



4.1 Model description of ICON

procedure is otherwise involved to obtain a higher discretization accuracy of the
flux vector F as described in the appendix of Zaengl et al. (2015).

A final remark on ICON’s model equations pertains the mass conservation: By
solving the continuity equation explicitly, mass conversation is ensured provided
that the mass flux divergence term is properly handled in Equation 4.5. However,
due to a simplified boundary condition at the surface neglecting sedimentation and
evaporative fluxes, total instead of dry air is conserved in ICON. In other words,
mass loss (gain) due to precipitation (evaporation) is not taken into account and
it is assumed that a fictitious flux of dry air compensates sedimentation (evapo-
ration). In agreement with the simplified boundary condition at the surface, the
mass sink term due to parametrized convective precipitation σconvk in the continuity
equation of moist air (cf. Eq. 4.5) is set to zero.

The temporal integration of the model equation system except from the moisture
tracers (cf. Eqs. 4.3–4.6) is performed with a predictor-corrector scheme in the
dynamical core. Apart from the terms related to the propagation of sound waves
in vertical direction, i.e. terms involving the vertical derivative of w and the Exner
pressure π, such an integration procedure is still explicit in time while retaining
a higher accuracy than a simple Euler forward scheme. However, the time step
of the dynamical core is limited by the fastest modes in the system. In a fully
compressible atmosphere, sound waves constitute the fastest mode which leads to
the maximum recommended time step ∆tdyn given by

∆tdyn = 1.8 × 10−3 s
m∆xICON . (4.14)

Based on the average distance between two cell centers2 and using the speed of
sound cs,0 = 330 m/s, this corresponds to a Courant number of about 0.68. Us-
ing Equation 4.14 also ensures numerical stability in the presence of high wind
speeds exceeding 250 m/s at spatial resolutions resolving breaking gravity waves
in the stratosphere. More details on the predictor-corrector scheme including a
description of the implicit vertical wind solver are given in Appendix A.3.

The continuity equation of the moisture tracers (cf. Eq. 4.7) can be integrated
with a less restrictive constraint on the time step. This is related to the fact that
fast sound or gravity wave modes are not relevant for the tracer transport. Given
that the wind and density field are prescribed, a reduced calling frequency of the
tracer transport scheme with ∆ttr can be chosen. In ICON, a multiple of the
dynamics time step is chosen, that is, ∆ttr = n∆tdyn with a default value of n = 5.

A Flux Form Semi-Lagrangian scheme with directional splitting is used for the
tracer transport. While a detailed description is provided in Prill et al. (2020),
tracer-mass consistency has to be ensured when a reduced calling frequency of
the transport scheme is exploited to save computational costs. In addition to the
basic physics-dynamics coupling in ICON, this aspect requires special attention
with HYMACS as outlined in the upcoming section.

2The distance between two cell centers equals to
4√3
√

3
2 ∆xICON ≈ 1.14∆xICON on a plane.
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4.2 Physics-dynamics coupling of HYMACS

4.2.1 Overview on the basic physics-dynamics coupling in
ICON

In analogy to the tracer transport, fast modes such as sound and gravity waves
are of minor relevance for the processes which are subject to physical parametriza-
tions. Thus, the parametrization schemes are not called at every dynamical time
step, but at maximum with a frequency of ∆tphy = ∆ttr. Likewise, although their
effect on the atmospheric states excites fast modes such as the generation of grav-
ity waves due to diabatic heating, they are fed with a filtered atmospheric state.
Particularly, the above mentioned diffusion filters, the Smagorinsky and the back-
ground diffusion Fd1(vh), Fd(w) and Fd(θv), are applied to the atmospheric state
before it enters the computation of the physical processes.

For efficiency reasons, a further distinction between slow and fast physical pro-
cesses is made in ICON. While the former constitutes processes whose time scale is
longer than the physical time step ∆tphy, the latter are considered to have a shorter
time scale. Saturation adjustment and microphysical processes are examples for
fast-physics processes, whereas, for instance, radiation interaction and convection
belong to the group of slow physics.

The numerical treatment of the two different groups differs substantially from
each other: Parametrizations of fast-physics processes are called sequentially at
every physical time step ∆tphy =∆ti,fast and directly act on the atmospheric state.
This so-called sequential-update split means that each process passes a new state
to the subsequent parametrization since its effect is taken into account instanta-
neously. While this implies that the sequence order matters, saturation adjustment
is applied twice at the beginning and at the end of the chained of fast-physics pro-
cesses to ensure an adjusted final state with respect to moisture. In between, the
surface transfer, the land-surface, the turbulent vertical diffusion and the micro-
physics scheme are called.

The slow processes do not update the atmospheric state in place, but provide
tendencies to the dynamical core. Besides, they are not explicitly depending on
each other since they are fed with the atmospheric state from the dynamical core
which has already been updated by the (moisture) tracer advection, the numerical
diffusion and the fast-physics processes. Such a method is also known as the
parallel split approach. Due to the rather long characteristic time scales, the
respective parametrization schemes are called with a (further) reduced frequency
∆ti,slow = ni∆tphy. The calculated tendencies are then held constant over this time
period. Since different integer prefactors ni can be chosen, indirect dependencies
may occur. In ICON, the radiation scheme is always called together with the
convection scheme (Prill et al., 2020), although nrad is typically greater than nconv.
Thus, nrad has to be a multipler of nconv, where the latter is usually chosen to yield
∆tconv,slow ≈ 1 − 10 minutes. In addition to convection and radiation, the subgrid-
scale cloud cover scheme as well as the non-orographic and orographic gravity wave
drag are treated as slow-physics processes.

A schematic overview on the time-stepping in ICON is given in Figure 4.3. Note
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4.2 Physics-dynamics coupling of HYMACS

that the numerical diffusion applied at each physical time step ∆tphy is included in
the overview, while the divergence damping acting at every dynamical time step
∆tdyn is omitted for convenience.

Figure 4.3: Illustration of ICON’s time-stepping approach. The +++ -symbols denote operators
which update the atmospheric state in place, while the ●●● -symbols represent forcing
terms that are integrated into the dynamical core (see tendencies in the box).
Updates and forcing of the moisture species are highlighted in blue. The moisture
tendencies from the slow physics update the tracer field in place after the advection,
whereas they are also part of the forcing on the Exner pressure π. The convective
density tendency highlighted in bold is exclusively provided by HYMACS.

As pointed out in Zaengl et al. (2015), a remarkable difference in ICON com-
pared to many other NWP models pertains its isochoric coupling strategy. Due
to the explicit usage of the continuity equation in the model equation set (see
Eq. 4.5), the density ρ is kept constant in the physics-dynamics interface. By con-
trast, physical parametrizations inherited from other models usually assume an
isobaric (p = const.) coupling. As a consequence, the tendencies from slow-physics
processes, e.g. from parametrized radiative flux divergences, are adopted by re-
scaling them with cvd/cpd. After re-scaling, the final transformation to the Exner
pressure tendency reads

Bπ
Bt ∣

i,slow

= Rd

cpd

1
θv

⎛⎝(1 + α)BTBt ∣i,slow + T
Bα
Bt ∣

i,slow

⎞⎠ (4.15)

where also changes to the virtual moisture increment α must be taken into ac-
count. Since several slow physics processes are part of the total forcing Qdia,π

in Equation 4.6, summation of individual Exner pressure tendencies is performed
with

Qdia,π = Nslow∑
i

Bπ
Bt ∣

i,slow

, (4.16)
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where Nslow is the number of all slow-physics processes parametrized.
Also related to the usage of the full air density ρ as one of the prognostic equa-

tions is that a hydrostatically integrated pressure instead of the non-hydrostatic
pressure enters some parametrization schemes. In these schemes, the air pressure
is used to calculate the air mass of a model layer (e.g. in the operational Bechtold-
Tiedtke convection scheme). However, with a non-hydrostatic dynamical core the
pressure is not a proxy for the air mass since the hydrostatic relation −∆p = gρ∆z
is not valid anymore. Notably, the pressure may even decrease in the presence of
strong diabatic heating near the surface as pointed out in Prill et al. (2020).

Furthermore, the physical parametrization schemes usually work on mass points.
Thus, when providing a horizontal momentum tendency, the interpolation to the
edge midpoints followed by a projection of vh onto vn, the respective prognostic
variable in ICON, may be inaccurate. A pragmatic way to reduce the interpolation
errors was found by interpolating the velocity increments rather than the full
velocities (Zaengl et al., 2015).

4.2.2 Coupling details of HYMACS
In terms of the time-split approach, the coupling of HYMACS does not differ from
the coupling of the operationally used Bechtold-Tiedtke scheme. Thus, convection
with HYMACS is a slow-physics process which effects the grid-scale atmospheric
state by providing tendencies to the dynamical core.

As stated in Section 3.2, HYMACS computes convective tendencies of density,
enthalpy, momentum and of the specific moisture quantities. The latter does not
comprise precipitating hydrometeors which are formed only in case of parametrized
deep convection. Since no detrainment of precipitation particles from the down-
draft takes place, they are treated in an isolated manner in HYMACS.

The inclusion of the convective momentum and moisture tendencies is straight-
forward. The pre-existing interface routines of the ICON model3 can be used, given
that the net mass transfer effect is already considered by using Equation 3.13.

As the total density ρ is one of the model’s prognostic variables, the imple-
mentation of the convective density tendency is also fairly uncomplicated, albeit
a corresponding term is not involved in ICON’s original interface routine due to
the isochoric coupling approach. The net mass transfer effect is directly passed
to the dynamical core and added as a forcing term in the continuity equation by
employing

Bρ
Bt +∇ ⋅ (ρv) = Bρ

Bt ∣
conv

, (4.17)

where the term on the right hand side (RHS) is given by Equation 3.4. Here, it is
worth noting that v denotes the (Hesselberg averaged) grid-scale wind-vector only.
Following the notation used in Section 3.1, this corresponds to the environmental
velocity vector ve.

Furthermore, it is noted that the mass loss due to precipitation is naturally
taken into account with HYMACS. However, since moist air is conserved with

3The physics-dynamics interface module is part of the mo_nh_interface_nwp.f90-routine in
ICON’s model source code.
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ICON (see Sec. 4.1), this mass loss has to be compensated for consistency. Thus,
a fictitious flux of dry air is added to the mass flux divergence of the downdraft in
the lowest model layer which counteracts the convective sedimentation.

For the convective forcing in the prognostic equation of the Exner pressure π (see
Eq. 4.6), the transformation equation for the isochoric physics-dynamics coupling
as stated in Equation 4.15 does not apply anymore. Instead, a re-derivation based
on the first law of thermodynamics expressed in terms of the enthalpy is required
to account for the net mass fluxes with the hybrid scheme:

cp
d

dt
(ρT ) − cpT dρ

dt
− dp
dt
= Qdia,h

= Qdia,h∣noconv + ρBh
Bt ∣

conv

.
(4.18)

Here, the diabatic forcing Qdia,h is splitted into a non-convective (due to phase
changes, radiation etc.) and a convective part that is provided by HYMACS.

While a step-by-step derivation is presented in Appendix B of Langguth et al.
(2020), Equation 4.18 can be rewritten to yield a formula for the local tendency
of the Exner pressure π:

Bπ
Bt = −cpdπ∇ ⋅ (ρvθ) + Rd

cvd
π( 1

1 + αS(α)∣noconv + 1
1 + α Bα

Bt ∣
conv

+ 1
ρcpdT

Qdia,h∣noconv + 1
h

Bh
Bt ∣

conv

+ 1
ρ

Bρ
Bt ∣

conv

). (4.19)

In this equation, the convective tendencies of the moisture species qk are gathered
in a convective tendency of the virtual moisture increment α which reads

Bα
Bt ∣

conv

= (Rv

Rd

− 1) Bqv
Bt ∣

conv

− ∑
k≠{v,d}

Bqk
Bt ∣

conv

. (4.20)

Changes in the α due to non-convective transports and phase changes are part of
the short cut term S(α)∣

noconv
.

By collecting the convective tendencies in Equation 4.19, the Exner pressure
tendency Qdia,π∣conv is given by

Qdia,π∣conv ≡ Bπ
Bt ∣

conv

= Rd

cvd
π ( 1

1 + α Bα
Bt ∣

conv

+ 1
ρ

Bρ
Bt ∣

conv

+ 1
h

Bh
Bt ∣

conv

) , (4.21)

where all terms are provided by the hybrid scheme (see Sec. 3.2).
This expression is thereby easily transferred to Equation 4.15 describing the

diabatic forcing of other parametrization schemes in ICON. Setting the density
tendency to zero and replacing h = cpdT , the same transformation relation is re-
covered, given that the above mentioned rescaling with cvd/cpd is performed.

It is also noteworthy that each summand of the convective Exner pressure ten-
dency has a prefactor of grid-scale variables. As shown and discussed in Ap-
pendix A.1, this enables a partly implicit formulation of the diabatic forcing which
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was found to enhance the numerical stability. By evaluating the grid-scale vari-
ables in Equation 4.21 after the update due to convection at the intermediate time
level ñ⋆, the forcing on the Exner pressure π can be written as

Bπ
Bt ∣

conv

= A⋆π
Aπ

πn

with Aπ = cvd −Rd∆tdyn ( 1
hñ⋆

Bh
Bt ∣

conv

+ 1
1 + αñ⋆ Bα

Bt ∣
conv

+ 1
ρñ⋆

Bρ
Bt ∣

conv

)
and A⋆π = cvd −Aπ∆tdyn

.

(4.22)

A final remark on the coupling of HYMACS pertains the moisture transport
scheme. In agreement with the basic isochoric physics-dynamics coupling ap-
proach, it is assumed that mass fluxes occur on grid-scale only. However, not
accounting for the net mass transfer with HYMACS in the coupling of the Semi-
Lagrangian transport scheme breaks up the so-called consistency with continuity
which in turn then induces inconsistencies in the temporal integration of the LHS
of Equation 4.7. As a result, strong buoyancy effects may occur which result
in intense grid-scale lifting (w >> 10 m/s) and excessive grid-scale precipitation.
However, for the sake of brevity, details on handling the net mass transport con-
sistently with the moisture tracer transport scheme is put to the Appendix A.2
and we proceed with stating that a proper adaption was performed in this study.

4.3 Dynamical flow distortion in the mass lifting
experiment

With the adopted physics-dynamics coupling of HYMACS in ICON, it becomes
necessary to check that the expected response due to a net mass transport is
reproduced in the new hosting model.

From the literature, it is well known that the effect of a local mass source
and sink on the atmospheric state is manifold and therefore was addressed in
idealized frameworks in some studies. Oftentimes, the geostrophic adjustment due
to a subgrid-scale net mass transport was of particular interest (e.g. Gill, 1981;
Shutts, 1994, 1995) and was identified as playing an important role in shaping
the dynamics of mesoscale convective systems (e.g. Gray et al., 1998; Gray, 1999).
Excited inertia-gravity waves as a response to local mass sources are also known
to be crucial for stabilizing the environment of convective cells up to the Rossby
deformation radius (Bretherton and Smolarkiewicz, 1989; Chagnon and Bannon,
2005a). Finally, a distinct flow response with forced divergence (convergence)
around a local mass source (sink) is expected due to continuity.

In order to ensure compatibility with the hosting model, Kuell et al. (2007)
performed idealized dry mass lifting experiments with HYMACS in COSMO and
investigated the simulated dynamical flow response in detail. This approach is
taken up here by employing an analogous set-up of the ICON model while the
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4.3 Dynamical flow distortion in the mass lifting experiment

experiments are also repeated with the COSMO model (version 5.1) for compari-
son purposes. As it turns out subsequently, this sanity check is mandatory since
an adopted physics-dynamics coupling is not necessarily sufficient to ensure the
compatibility of HYMACS in a new hosting model.

4.3.1 The set-up of the mass lifting experiment
For the mass lifting experiment proposed by Kuell et al. (2007), a dry, polytropic
atmosphere at rest is set up. A constant lapse rate Γ = −BT /Bz is chosen which
can be varied to analyze the dynamical flow response under differing atmospheric
stratification. For the standard case, Γ = 6 K/km is chosen. Thus, the background
atmosphere is stably stratified.

In the central grid column of the model domain, the net mass transfer due to a
convective cell is imitated. Using an equidistant vertical grid with a layer depth of
∆z = 300m, a mass sink is placed at the lowest model layer. The counterpart of the
organized entrainment layer is placed at higher altitudes with a top height of 9 km.
According to the typical life cycle of a deep convective cell, mass is convected for
one hour at a mass flux rate which overturns a 60 hPa deep layer over this period.
In order to isolate the effect of the subgrid-scale mass transfer, the entrained air at
high altitudes gets the same temperature as the environment. Thus, the enthalpy
tendency vanishes and potential energy is added to the system.

A planar model grid neglecting the curvature of the Earth with double-periodic
boundary conditions, i.e. a so-called Torus grid, is applied. The Coriolis force is
set to zero so that no geostrophic adjustment accompanies the forcing.

Following Kuell et al. (2007), a horizontal grid spacing of ∆xcos = 0.0625 ≈
6.95 km is used in the reference COSMO simulation. Hence, a grid spacing at
convective gray-zone resolution is chosen at which the application of HYMACS is
considered to be beneficial4. Due to the triangular grid, an equivalent set-up is
not possible in ICON. However, in order to ensure reasonable comparability, the
grid cell area is equalized between the two models translating to an edge length
lE = 10.5 km of the triangular cells in ICON. The total domain size is about 375 km
in both horizontal directions which allows us to neglect inference effects of emitted
fast waves on the Torus grid. The Rayleigh sponge between 14 km altitude and
the model top at 20.7 km damps reflection of vertically propagating gravity waves.

4.3.2 Results from the COSMO reference simulation
To get an overview of the expected dynamical flow response, Figure 4.4 displays
the results of the COSMO simulation. Despite a revised dynamical core and some
changes in the configuration of the numerical filter, they are in good agreement
with Kuell et al. (2007) which confirm their usability as a reference simulation.

As seen from Figure 4.4(a,b), the initiation of the mass transfer results in the
emission of grid-scale gravity waves which become visible as oscillations in the

4The specific value of ∆xcos corresponds to the grid spacing used by the COSMO-EU configu-
ration/ LM model which was operational at DWD until end of November 2016.
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(a) (b) (c)

Figure 4.4: Dynamical flow response in the mass lifting experiment with COSMO. (a) Time
series of the grid-scale vertical wind w in the convective grid column. (b) Time
series of w on a horizontal plane in x-direction at z = 4500 m. (c) Vertical cross-
section through the convective cell in x-direction after 30 min. of mass transfer.
The color shading shows the amplitude of the radial component of the plotted wind
vectors. The vertical lines in (a, b) highlight the end of the mass transfer. The
results may be compared with Figure 2a in Kuell et al. (2007). From Langguth
et al. (2020).

vertical wind field. The gravity waves are radiated from the mass source and sink
in horizontal and vertical direction interfering at a height of 5 km as seen from the
local amplitude maximum of the vertical wind (Fig. 4.4a). In horizontal direction,
a vertical wind signal with an amplitude of at least 0.01 m/s is invoked up to a
distance of 20 km.

Following the initial gravity wave period, the flow pattern becomes rather sta-
tionary. After about 20-30 minutes, the flow pattern is characterized by continuous,
three dimensional grid-scale mass-flux divergence (convergence) which counteracts
the local mass source and sinks (see Fig. 4.4c). Thus, in addition to the horizontal
outflow (inflow) extending vertically over several grid levels, a strong dipole in
the vertical wind field is established. The absolute value of w at the edges of the
entrainment/detrainment layer attain values of approximately 0.1m/s.

After switching off the subgrid mass transfer, the imposed perturbation again
leads to the emission of gravity waves with opposing sign in the vertical wind field
compared to onset of the mass transport. However, due to the missing forcing,
not only the gravity wave activity starts to fade away, but also the continuous
inflow (outflow) around the former mass source (sink) decays. Thence, the system
is restored to a new equilibrium with vanishing horizontal pressure gradients and
a hydrostatic stratification. Note that the center of mass is placed higher due to
the supply of potential energy during the forcing period.

4.3.3 Results from the ICON simulation with the operational
numerical filter

When the mass lifting experiment is performed with the operational filter configu-
ration in the horizontal momentum equation in ICON, the dynamical flow response
severely differs from the aforementioned reference simulation with COSMO. As
seen in Figure 4.5a, the grid-scale flow response is clearly distorted with a sharp
gradient of the horizontal wind in vertical direction around the forcing layers.
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While outflow (inflow) still counteracts the subgrid-scale mass source (sink), the
horizontal flow pattern becomes even convergent (divergent) in the mass source
(sink) layer (see Fig. 4.5b).

(b)(a)

Figure 4.5: Distorted dynamical flow response with the operational numerical filter configura-
tion in ICON. (a) Vertical cross-section through the convective cell in x-direction
after 30 min. of mass transfer as Figure 4.4c. Every second wind vector results
from an interpolation due to ICON’s triangular grid. (b) Time series of the mass
flux through the lateral boundaries of the organized detrainment box. Here, out-
flow (inflow), that is mass flux divergence (convergence), takes place for positive
(negative) values. Redrawn from Langguth et al. (2020).

The reason for the unphysical evolution of the grid-scale fluxes can be at-
tributed to the anisotropic fourth-order divergence damping term appearing in
Equation 4.12. As mentioned above, the local mass source and sink induce a
dipole in the vertical wind field which leads to a strong contribution of the Bw/Bz
term in Equation 4.12. Although an analogous contribution is expected from the
horizontal divergence, it is only the horizontal flow which gets affected by the di-
vergence damping. Interpreting the divergence damping term as a hyper-viscosity
for the horizontal wind, the horizontal outflow (inflow) in the vicinity of the mass
source (sink) gets hampered. In turn, the compensating mass fluxes in vertical di-
rection are favored which further fosters the effect on vn. Thence, the flow response
to a net mass transfer becomes crucially dependant on the damping coefficient fd4,o
as verified by sensitivity experiments (not shown).

It is worth noting that the same flow distortion can be reproduced with COSMO
when the operational second-order divergence damping is applied. While the ex-
periments in Kuell et al. (2007) have been performed with deactivated divergence
damping so that numerical diffusion becomes the only filter acting on the hor-
izontal wind, isotropic divergence damping is applied in the COSMO reference
simulation presented in this study. The term isotropic thereby means that the
vertical wind also gets explicitly affected by the divergence damping. As discussed
in Gassmann and Herzog (2007), this approach is appealing since the gravity wave
modes remain unaffected in this case. In conjunction with HYMACS, one may
even claim that this is the only way to achieve a proper representation of the
dynamical flow response to local mass sources and sinks, at least when the full
three-dimensional divergence is used for damping (see below).

The option for applying an isotropic divergence damping was made available
with the new fast wave solver in COSMO version 4.24. Details on its implemen-
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tation and a discussion on its high stability properties in the dynamical core of
COSMO can be found in Baldauf (2013).

While Skamarock and Klemp (1992) and Baldauf (2010) highlight the role of the
divergence damping in warranting numerical stability in dynamical cores exploiting
a time-split approach, the application of the (anisotropic) divergence damping in
ICON is strongly related to the triangular grid geometry. Before seeking for a
revised numerical filter configuration, further clarification on this topic is provided
in the following section.

4.4 On the role of numerical filters in ICON
Despite the appealing option for straightforward nesting, the triangular grid comes
along with a subtle, but systematic problem in properly representing horizontal
vector quantities such as vh. As already noted during the development of the hy-
drostatic dynamical ICON core, this issue translates into a checkerboard pattern
of the divergence field, that is an alternating sign of the divergence between two
adjacent grid cells (Wan, 2009). Such noise pattern at lowest grid-scale can poten-
tially conceal real physical processes and may also jeopardize numerical stability.
Thus, it is mandatory to minimize their excitement or, if possible, to avoid them
completely.

Special attention to the checkerboard pattern on triangular grids has been ded-
icated in several studies over the last decade (Danilov, 2010; Gassmann, 2011;
Wolfram and Fringer, 2013). As commonly argued, the issue stems from the im-
possibility of properly handling the additional degree of freedom of the mass field
with respect to the velocity field on a triangular C-grid. To seek for an alterna-
tive approach to mitigate the checkerboard problem while also avoiding the severe
flow distortion due to a net subgrid mass transfer, an overview on this issue is
given. The description largely draws on the comprehensive analysis provided in
Gassmann (2011).

Using a triangular C-grid staggering as shown in Figure 4.2a, it is convenient to
investigate the vector representation of the horizontal wind vh and all involving
differentiation operators (i.e. divergence, gradient and Laplace operator) in terms
of a trivariate coordinate system with coordinate lines x1, x2 and x3. Hence, vh
can be represented either by using common Cartesian basis vectors ii or by using
the basis vectors ji of the planar trivariate coordinate system

vh = ui1 + vi2 = vn1j1 + vn2j2 + vn3j3. (4.23)

It is easily seen that the basis vectors ji are linear dependent5 since ∑i ji = 0.
The linear dependency of the basis vectors results in a linear dependency of the
velocity components vni

which are defined by projection of vh onto the respective
basis vector ji:

vn1 + vn2 + vn3 = vh ⋅ (j1 + j2 + j3) = 0. (4.24)

5Note that the linear dependency holds for representations of any arbitrary vector.
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A similar constraint holds for the gradient components of any arbitrary scalar ψ:
Bψ
Bx1
+ Bψ

Bx2
+ Bψ

Bx3
= 0. (4.25)

The above given laws in continuous space must also be satisfied by their discretized
counterparts. Even though Gassmann (2011) remarks that the constraint for the
staggered normal wind components vni

does not have to be fulfilled at the edge
midpoints, she states that the discrete analog to Equation 4.24 has to be met after
applying an averaging operation:

ṽn1
1 + ṽn2

2 + ṽn3
3 = 0. (4.26)

Following Thuburn (2008), the tilde averaging operator is defined by

ṽn1
1 = 1

3 (vn1
1 + 2vn1

23) , (4.27)

where (⋅)i denotes an arithmetic average between two adjacent values in xi-direction.

Together with the definition of this averaging operator, Equation 4.26 can be
translated to a constraint for the horizontal divergence of the six triangles sharing
a vertex (and a constraint for the relative vorticity on its dual hexagonal C-grid).
Whenever this constraint is violated, a checkerboard pattern occurs with alternat-
ing signs in the divergence of adjacent upper-tip and lower-tip triangles.

A direct consequence is that all the terms involved in the prognostic momentum
equation also have to obey the given laws. Unfortunately, this principle is not
realizable with C-staggering on a triangular grid. More specifically, as shown in
Gassmann (2011), the edge-normal gradient of the Exner pressure (see Eq. 4.3)
cannot be constrained without employing an effective D-grid staggering. However,
staggered D-grids are known to suffer from a poor representation of the group
velocity during geostrophic adjustment (Schoenstadt, 1980) and are therefore gen-
erally avoided in atmospheric modelling. It is also worth to mention that averaging
of the divergence terms in ICON’s prognostic equation system (see Sec. 4.1) only
veils the checkerboard pattern.

However, the operational anisotropic fourth-order divergence damping (here-
inafter OP4DD) has proven to be an efficient numerical filter so that computational
modes are considered to be well controlled in ICON. This can be readily seen from
the results of various dynamical core tests such as the Jablonowski-Williamson or
the Schaer mountain test (Zaengl et al., 2015) or from real case applications (e.g.
Crueger et al., 2018). Nowadays, the operational ICON model at DWD belongs
to the worlds’ leading global NWP models (see Fig. 14-18 in Haiden et al., 2019).

Due to the incompatibility of the anisotropic divergence damping with local
mass sources and sinks (see Sec. 4.3.3), the central task is to construct a numerical
filter achieving the following properties besides the compatibility with HYMACS:

i) Efficient mitigation of the checkerboard pattern in the divergence field and

ii) comparable behaviour of the dynamical core with the alternative filter com-
pared to the well-tested operational configuration in benchmark tests.
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4 Coupling HYMACS into the ICON model

An intuitive modification of the operational numerical filter in light of the previ-
ous discussion is the omission of the vertical divergence term from the fourth-order
divergence damping (cf. Eq. 4.12):

F ′div,4o(vh) = −f ′d,4oAc2∇n [div {∇n(Dh)}] . (4.28)

Note that a distinction between the coefficient fd,4o of the OP4DD-operator acting
on the 3D divergence and the revised one, f ′d,4o, is made since they can be chosen
differently from each other.

It can be expected that the revised numerical filter given by Equation 4.28
still provides efficient control on the checkerboard mode since its actual require-
ment stems from the horizontal grid geometry. This filter method is thereby well
established in dynamical cores of other atmospheric models. For instance, the
Community Atmosphere Model 5 (CAM 5; Lauritzen et al., 2012) and the GFDL
Finite-Volume Cubed-Sphere Dynamical Core (FV3; see Lin et al., 2017; Ullrich
et al., 2017) make use of a fourth-order divergence damping acting on Dh. The
latter is implemented within the operational Global Forecast System (GFS) at
the US’ National Weather Service (NWS) since the 12th June 2019. Nonetheless,
omitting the vertical divergence may result into damping effects on gravity wave
modes. Skamarock and Klemp (1992) argue that gravity waves are almost non-
divergent which motivates the inclusion of the full 3D-divergence in the numerical
filter. Considering the scale-selective property of a relative high order filter, es-
pecially short gravity waves (relative to grid-scale) might be affected due to the
application of Equation 4.28.

According to the results of the COSMO reference simulation (see above), the
application of a second-order, isotropic divergence damping is an appealing candi-
date. Technically, this means that the corresponding damping Fdiv,2o(v) does not
only enter ICON’s prognostic equation for vn, but also the w-equation:

Fdiv,2o(v) = F vn

div,2o(v) + Fw
div,2o(v) = fd,2oAc {∇n (Dh + Bw

Bz ) + B
Bz (Dh + Bw

Bz )} .
(4.29)

The first summand in the bracket corresponding to F vn

div,2o(v) enters the horizontal
momentum equation like the fourth-order divergence damping terms (cf. Eq. 4.3).
However, the second summand equating to Fw

div,2o(v) has to be included into the
implicit scheme used for solving the vertical wind equation in ICON (cf. Eq. 4.4)
since the vertical derivative of w pertains a term related to the vertical propagation
of sound waves. A description of the extended implicit vertical wind solver in ICON
is given in Appendix A.3.

While the neutral impact on gravity waves is a clear advantage of this filter
technique, its effect on the inherent checkerboard pattern is expected to be limited
due to the weaker scale selectivity of a lower-ordered scheme (see, e.g., Whitehead
et al., 2011). Thus, the isotropic, second-order divergence damping is not tested as
a stand-alone filter in this study, but rather combined with the revised fourth-order
divergence damping mentioned above (named NEWCDD subsequently):

Fd2,new = F ′div,4o(vh) + Fdiv,2o(v). (4.30)
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Thus, the main objective of Fdiv,2o is to allow for a slightly reduced strength of the
anisotropic fourth-order divergence damping acting on Dh, while retaining a high
efficiency in removing checkerboard noise. This is considered beneficial due to the
potentially degrading impact on gravity waves mentioned above.

Instead of divergence damping, hyper-diffusion is another common technique
to reduce undesired computational modes. However, when such an approach is
pursued, the application of the diffusion operator6 should not only be applied at
every physical time step ∆tphy, but has to be integrated into the dynamical core.
This means that Fd2(v) is dropped from Fd(v) in Equation 4.9, while

Fdiff(vh) = −k4∇̃2 {∇̃2(vn)} (4.31)

then operates at every dynamical time step ∆tdyn. As seen subsequently, different
discretizations of the Laplacian are possible to yield efficient diffusion operators.

The first one is similar to Equation 4.11, but applies a modified computation
in edge-normal direction. Since the distance between the neighbouring vertices in
normal direction is quite large compared to the distance in tangential direction
(
√

3le compared to tan(π/6)le), a more localized Laplace operator can be consid-
ered appealing with a symmetric discretization in both horizontal directions. By
placing vn,3/4 at the cell centers instead of the adjacent vertices in normal direction,
the discretized Laplace operator ∇̃2 becomes

∇̃2(vn) = vn,2 − vn,1 − 2vn
d2
tv

+ vn,4⋆ − vn,3⋆ − 2vn
d′2nv . (4.32)

Here, vn,3⋆/4⋆ denote the normal wind vector components at the cell center positions
whose distance reduces now to d′nv = tan(π/6)le.

It is noted that the computational costs increase substantially with such an ap-
proach since the related RBF vector reconstruction needs to be performed at each
dynamical core time step. On top of that, an additional vector reconstruction is
required due to placing vn,3⋆/4⋆ at the cell centers. Despite the high computational
burden, this method (hereinafter NEWDIFF) is tested in this study.

Another approach is rooted back to the development phase of ICON’s hydro-
static dynamical core (Wan, 2009) where an identity for the vector Laplacian is
exploited: ∇2vh = ∇(∇ × vh) − ∇ × (∇ × vh)

discretization⇒ ∇̃2(vn) = ∇n(Dh) − ∇t(ζ). (4.33)

The curl operator used for discretizing the relative vorticity ζ = i3 ⋅∇×vh = curl(vh)
is calculated with the help of the Stokes theorem placing this quantity on the trian-
gles’ vertices. Its tangential derivative ∇tζ is then discretized as a centered differ-
ence along the edge between two adjacent vertices. The usefulness of this hyper-
diffusion approach (named OLDDIFF subsequently) by applying Equation 4.33
twice (cf. Eq. 4.11) was discussed in detail by Wan (2009) in context of a trun-
cation error analysis on a planar, triangular grid. Despite the non-convergence of

6Note that diffusion is used as a synonym for numerical diffusion in the following if not stated
differently.
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the discretized fourth-order diffusion operator against the analytical counterpart,
the leading error of the discrete Laplace operator given by

∇̃2 {∇̃2(vn)} =∇n [div {∇n(Dh)}] − ∇t [curl {∇n(Dh)}]+ ∇n [div {∇t(ζ)}] − ∇t [curl {∇t(ζ)}] (4.34)

is found to reduce efficiently checkerboard noise. It is noteworthy that the first term
in Equation 4.34 corresponds to the (horizontal) fourth-order divergence damping
term (cf. Eq. 4.12 and 4.28). Besides, as seen from Equation 2.48 in Wan (2009),
this term results into a term mitigating for the checkerboard noise steming from
the deficiencies of vector representations on a triangular grid with C-staggering.

In the following sections, the presented filters for mitigating the checkerboard
problem are tested and compared in the Jablonowski-Williamson test cases and
in the mass lifting experiment. Table 4.2 provides further details on the different
filter configurations in the dynamical core of ICON.

While appropriate values for fd,4o and analogously f ′d,4o can be deduced from
Zaengl et al. (2015), the parameter values for the diffusion operators require some
further explanations. In Wan et al. (2013), a small „e-folding time to timestep“-
ratio was applied (τvn = 1) which was well founded by a truncation error analysis of
the unaveraged divergence terms occurring in the equation system of their hydro-
static dynamical core. Although the small value of τvn (meaning strong diffusivity)
proves to ensure numerical stability, it was argued that the diffusivity in the model
might be too strong.

Within this study, higher values for τvn are sufficient, since the divergence terms
of the mass and energy fluxes are averaged in the ICON’s dynamical core. Although
this does not solve the checkerboard problem, its effects are alleviated by avoiding
the direct emergence of 2∆x-noise in the mass and Exner pressure field.

Finally, it is noted that all configuration parameters for the numerical filters are
determined empirically. While idealized experiments may help to ascertain their
value range, the exact values remain rather uncertain. Thus, the listed parameters
should not be understood as fixed values. They have rather been chosen to obtain
optimal results in the following two sections or to allow for explicit comparison
purposes. For instance, τvn for the diffusion operators were set to yield similar
results compared to the NEWCDD configuration in the mass lifting experiments
on the Torus gird (see Sec. 4.6), while the resulting performance on a spherical
grid is of particular interest for comparison in the next section.

4.5 Repeating the Jablonowski-Williamson test
cases with ICON

The deterministic test cases Jablonowski and Williamson (2006a) have been widely
employed in recent years and can therefore be considered as a benchmark test for
dynamical cores. For instance, they were part of the Dynamical Core Model In-
tercomparison Project (DCMIP) (see Ullrich et al., 2017) and were performed
repeatedly during the development phase of ICON’s dynamical core as well (Wan,
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Table 4.2: Overview of the different filter configurations in ICON’s dynamical core including
their acronyms.

Acronym Filter configuration
OP4DD operational anisotropic fourth-order divergence

damping with fd,4o = 0.004 (see Eq. 4.12)
NEWCDD combined anisotropic fourth-order and isotropic

second-order divergence damping with f ′d,4o =
0.0017 and fd,2o = 0.002 (see Eq. 4.30)

OLDDIFF hyper-diffusion (see Eq. 4.10) using the Laplace
discretization of Equation 4.33 with τvn = 13.0

NEWDIFF hyper-diffusion (see Eq. 4.10) using the Laplace
discretization of Equation 4.32 with τvn = 20.0

2009; Wan et al., 2013; Zaengl et al., 2015). Since the experimental set-up is de-
signed to reveal potential discretization deficiencies on the sphere, the Jablonowski-
Williamson (JW) test cases are redone here to check the different numerical filter
methods outlined in the previous section. The effects of orography and physical
forcing are excluded, thus the integrity check of HYMACS is split off at this stage.

The initial global atmospheric state in the JW test cases is in hydrostatic and
geostrophic balance with a near-surface meridional temperature gradient of 80 K
between the poles and the equator (see Jablonowski and Williamson, 2006b, for
a detailed description). Thus, as long as no initial disturbance is superimposed,
the balanced state should be preserved. In practise, the maintenance of the initial
atmospheric state is challenging for global models with irregular grid structures.
Discretization errors easily break up the zonally symmetric, geostrophic equilib-
rium which are then prone to induce the development of Rossby waves due to the
strong baroclinity.

The ability of the model to mitigate numerical discretization errors can therefore
be accessed by measuring the time until the balanced state gets broken. This is
tested with the first part of the JW test cases, the steady-state test.

The second part, the baroclinic wave test, ensures that the numerical filters still
allow for the onset of baroclinic development processes. The imposed Gaussian-
shaped initial wind perturbation in the Northern Hemisphere grows slowly at the
beginning, but results into a rapid cyclogenesis and the development of a baroclinic
wave train after 7 to 10 days. Although the process cannot be described analyt-
ically as the initial state, this test also reveals potential (resolution dependant)
phase speed errors.

4.5.1 The steady-state test
A convenient way to access the degradation of the balanced state is to measure
the l2-error of the surface pressure psfc(t) with respect to its initial value psfc(t0) =
1000 hPa. The respective l2-error is given by

l2(psfc(t, t0)) = { 1
4π ∫

π
2

−π
2
∫ 2π

0
(psfc(t) − psfc(t0))2 cos(φ)dλdφ}1/2

(4.35)

67



4 Coupling HYMACS into the ICON model

and thus quantifies the averaged root-squared surface pressure deviation over the
sphere, where λ and φ denote the longitude and latitude, respectively. Follow-
ing Lauritzen et al. (2010), the initial state is considered to be broken when
l2(psfc(t, t0)) exceeds a value of 0.5 hPa7.

Figure 4.6 illustrates the time series of the l2-error of psfc for the different nu-
merical filter configurations listed in Table 4.2. It is seen that the numerical filters
based on divergence damping clearly outperform against the diffusional filters. The
balanced initial state is maintained for more than 16 days with the OP4DD- and
NEWCDD-configurations, while the l2-error starts to grow exponentially much ear-
lier with the OLDDIFF- and NEWDIFF-operators. The high-frequent, but small
oscillations in the stable phase can be attributed to gravity waves which arise from
inaccuracies of the initial atmospheric state in the model. While an exact spec-
ification is possible for hydrostatic models, an iterative technique is required for
non-hydrostatic models with a height-based vertical coordinate (Jablonowski and
Williamson, 2006a).

Figure 4.6: Time series of the l2-error of surface pressure for different numerical filter configu-
rations used in ICON’s dynamical core in the JW steady-state test. The lead time
when the initial state is considered to be broken (l2(psfc(t, t0)) > 0.5 hPa) is given
for each filter configuration listed in Table 4.2. The dashed black curve illustrates
l2(psfc(t, t0)) for the REDOP experiment where the initial state gets broken after
16.1 days. Redrawn from Langguth et al. (2020).

The reason for the much better performance of the divergence damping filters
can be explained as follows: As seen in Section 4.4, the problem of representing the
horizontal wind vector on a triangular C-grid translates itself into a checkerboard
pattern of the divergence field. Thus, the effectiveness of the divergence damping
operator appears quite intuitive. Indeed, it has also been shown by the truncation
error analysis in Wan (2009) that the divergence damping operator corresponding
to the first term in Equation 4.34 of the OLDDIFF-operator tends to compensate
the discretization error on a planar triangular grid. By contrast, the mitigation ef-
fect is just a by-product in the full OLDDIFF-operator. Even though a somewhat
weaker diffusion coefficient k4 can be chosen in ICON’s non-hydrostatic dynam-
ical core, where the divergence terms in the continuity equation and in the first

7As pointed out in Lauritzen et al. (2010) the threshold is somehow arbitrarily defined. However,
the conclusions are robust for a broad range of values between 0.3 hPa and 8 hPa.
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law of thermodynamics are averaged over a four cell-stencil, the central problem
mentioned by Wan et al. (2013) remains: The strength of the diffusion must be
chosen relatively strong to control reliably the checkerboard pattern.

On top of that, the terms in Equation 4.34 that do not contribute to outweighing
the 2∆x-noise introduce additional discretization errors with distorted grid cells
on the sphere. In the steady-state JW tests, this is noticed by disturbances de-
veloping most likely near the edges of the native icosahedron (not shown), where
cell distortion remains strongest despite the spring dynamics optimization Tomita
et al. (2002). The discretization of the Laplacian in the NEWDIFF-operator does
not explicitly comprise a correction term and therefore even performs worse.

In summary, the fourth-order divergence damping term acting on Dh can be con-
sidered as a specialized filter whose major contribution to mitigating the checker-
board noise can be verified in the steady-state test. The temporarily reduced
maintenance of the balanced initial state with the NEWCDD-operator can be
attributed to the the smaller divergence camping coefficient f ′d,4o. Performing
a sensitivity test of the operational divergence damping acting on the full 3D-
divergence with the same damping coefficient (REDOP), i.e. fd,4o = 0.0017 instead
of fd,4o = 0.004, leads to a further reduction by about 12 hours compared to the
NEWCDD configuration. Thus, the isotropic, second-order divergence contributes
less effectively to the removal of the checkerboard noise, but its application pays
off due its neutral effect on gravity waves. The NEWCDD configuration therefore
can be understood as a compromise between reducing efficiently computational
noise and damping gravity waves, where Fdiv,2o(v) puts some extra weight on the
former (desired) effect.

4.5.2 The baroclinic wave test
The merit of the NEWCDD-operator compared to the two diffusional operators,
OLDDIFF and NEWDIFF, is further confirmed by the baroclinic wave test. Fig-
ure 4.7 illustrates the sea level pressure and the 850 hPa relative vorticity on the
northern hemisphere after 9 days (a-d) and 11 days (e-h) from the experiments
with the OP4DD and NEWCDD configuration, respectively.

After 9 days, the initial perturbation has triggered a well-defined baroclinic wave
train. The rightmost cyclone has already undergone a rapid intensification phase,
while two further cyclones are present further west. Besides, another cyclogenesis
due to the downstream mechanism becomes visible near (50○N, 100○W). The sea
level pressure difference between the NEWCDD- and OP4DD-simulation ∣∆psfc∣
is smaller than 0.5 hPa everywhere and the vorticity structures keep on resembling
each other.

Two days later, both simulations are still hard to distinguish although small
areas with ∣∆psfc∣ > 0.5 hPa arise within the baroclinic wave train. However, ∣∆psfc∣
still seldomly exceeds a value of 1 hPa. There are only two systematical differences
detectable, one along the cold front of the mature low at (52○N, 125○W) and the
other south of the western cyclone near (49○N, 168○W). Both features are related
to frontal waves which are slightly displaced. Besides, the eastern frontal wave is
a bit stronger (about 2.5 hPa) with the OP4DD-configuration.
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(a)

(c)

(e)

(b)

(d)

(f)

(g) (h)

Figure 4.7: (a, c, e, g) Surface pressure and (b, d, f, h) relative vorticity at 850 hPa (both
color shading) after (a–d) 9 days and (e–h) 11 days. The results with the OP4DD-
configuration are displayed in (a, b) and (e, f). The results with the NEWCDD-
configuration are shown in (c, d) and (g, h) along with the surface pressure difference
relative to the OP4DD-simulation (black contours every 0.5 hPa). Dashed (solid)
contour lines are used for negative (positive) differences, i.e. surface pressure is
lower (higher) than in the reference simulation. From Langguth et al. (2020).

Nevertheless, the simulations only diverge slowly from each other and keep on
resembling for a longer time. Redefining the l2-error in Equation 4.35 for the
NEWCDD-simulation with respect to the OP4DD-simulation, the globally aver-
aged sea level pressure difference remains below 1 hPa until day 15 (not shown).
By contrast, the simulations using the OLDDIFF and NEWDIFF filter configura-
tions diverge much stronger and quicker from the operational one. As can be seen
from Figure 4.8, ∣∆psfc∣ is already much larger than 0.5 hPa after 9 days for large
areas within the baroclinic wave train. The dipole structure close to the center of
the second cyclone is indicative for a displacement. Analogously, differences with
respect to the OPCDD-configuration in terms of the 850 hPa-vorticity structures
are apparent for the eastern low. Additionally, wavenumber-five disturbances start
to show up apart from the baroclinic wave train. As pointed out in Zaengl et al.
(2015), this indicates an increased grid imprinting on the simulation.
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(a) (b)

Figure 4.8: As Figure 4.7(c,d), but for the ICON simulation with the OLDDIFF-configuration.

Putting all together, it is stated that the diffusion filters are clearly inferior to
the OP4DD- and the NEWCDD- configurations. Hence, no further elaboration on
the OLDDIFF- and NEWDIFF-configurations is undertaken subsequently.

4.5.3 Convergence of the solution
Another important aspect of the JW test cases is to access the sensitivity of the
results against changes in the horizontal resolution.

In terms of the steady state test, the maintenance of the geostrophic balanced
state generally becomes shorter (longer) for decreasing (increasing) horizontal res-
olution due to the dependency of the discretization error on the grid spacing. For
the operational filter configuration of ICON’s dynamical core, the initial state is
maintained about 2-2.5 days longer with each bisection step in the grid generation
procedure reducing the grid spacing from 160 km (R02B04-grid) to 20 km (R02B07-
grid) (see Fig. 2 in Zaengl et al., 2015). With the revised NEWCDD configuration,
this behaviour is generally reproduced as shown in Figure 4.9. However, starting
with a marginally better performance at low resolution (R02B04 and R02B05),
the increase in duration of maintaining the balanced state gets somehow weaker at
higher resolutions. While lacking an intuitive explanation, the practical relevance
of this behaviour is probably limited.

Figure 4.9: As Figure 4.6, but only using the NEWCDD-configuration at different grid res-
olutions. The JW-tests comprise a R02B04- (∆xICON ≈ 160 km), a R02B05-
(∆xICON ≈ 80 km), a R02B06- (∆xICON ≈ 40 km) and a R02B07-grid (∆xICON ≈
20 km).
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For the baroclinic wave test, a resolution-depending difference between the
NEWCDD- and OP4DD-configuration cannot be diagnosed at least for a con-
siderable time period over which the baroclinic wave train evolves. In analogy to
the R02B07-simulation, the sea level pressure differences are minor for the lower
resolution runs after 9 days when cyclogenetic processes are already quite advanced
(Fig. 4.10). There are only small areas north of the middle and eastern cyclone
in the R02B04-simulation where ∣∆psfc∣ slightly exceeds 0.5 hPa (see Fig. 4.10e).
Anyway, this low-resolution simulation also suffers from a noticeable phase lag of
the middle and left cyclone compared to the other simulations. This is an unde-
sired, but shared property of the NEWCDD- and the OP4DD-simulation. Using
the phase error metric which minimizes the l2-error with respect to the R02B07-
simulation via zonal shifting following Jablonowski and Williamson (2006a), a
phase lag of 5○ is analyzed for both simulations. Thus, the revised divergence
damping does not lead to a performance degradation in this regard.

(c)

(a)

(e)

(b)

(d)

f)

Figure 4.10: As Figure 4.7, but for simulations with the NEWCDD-configuration at different
spatial resolutions. The used model grids are R02B06 (a, b), R02B05 (c, d) and
R02B04 (e, f) which correspond to grid spacings of 40, 80 and 160 km, respectively.

Apart from that, the coarsening 850 hPa-vorticity structures with larger grid
spacing are visually indistinguishable for the operational and the revised filter
configuration. Thus, it can be concluded that the NEWCDD-configuration con-
stitutes a proper alternative to the OP4DD-configuration while being compatible
with the net mass transfer introduced by HYMACS. The latter property will be
demonstrated in the following section in the scope of the mass lifting experiment
with varying set-ups.
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4.6 Mass lifting experiments with a revised
numerical filter

After finding and approving the adopted variant of the divergence damping in
the JBW test cases, the NEWCDD configuration is tested within the scope of
the mass lifting experiment in the upcoming section. In addition to the standard
mass lifting test as described in Section 4.3, variations of the experimental setup
are conducted in order to investigate the compatibility of the revised numerical
filter with HYMACS. In light of the triangular grid and the nature of divergence
damping, special attention is directed on the emission of gravity waves and the
occurrence of checkerboard noise.

4.6.1 The standard test
Results with ICON’s revised filter configuration

As can be seen from Figure 4.11, the NEWCDD-configuration removes the severe
flow distortion which was diagnosed with the operational filter configuration (cf.
Fig. 4.5). The dynamical response to the net mass transfer with HYMACS is now
very similar to the COSMO reference simulation (cf. Fig. 4.4). Thus, the grid-scale
gravity waves after initiating (terminating) the mass transfer are present as well
as the continuous divergent (convergent) flow pattern around the forcing layers.

(b)(a) (c)

Figure 4.11: As Figure 4.4, but for results of the mass lifting experiment (standard test)
obtained with ICON using the NEWCDD-configuration. From Langguth et al.
(2020).

Although being small, closer inspection of the NEWCDD simulation also reveals
some differences compared to the COSMO reference simulation which deserve fur-
ther consideration.

At first, a weak cross-circulation can be seen around the entrainment and de-
trainment layer in the ICON simulation. As opposed to the pronounced divergence
around the mass source, the flow pattern becomes slightly convergent about 2000 m
above and below the organized detrainment layer (see Fig. 4.11c). An analogous
flow pattern with reversed sign is visible above the mass sink. This cross-circulation
pattern is also present in the COSMO simulation, but its amplitude is somehow
weaker so that it gets concealed with the chosen contour levels. However, sensitiv-
ity tests reveal a sensitivity to the strength of the diffusion on horizontal wind in
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the COSMO model. A similar strength of the circulation pattern can be attained
by reducing the diffusivity (not shown) which suggests that the diagnosed differ-
ence crucially depends on details of the numerical filter configuration. Besides,
the cross-circulation is also obtained in the analytical study of Shutts (1994) who
examined the response to mass forcing in a non-rotational, unsheared flow (see
their Fig. 2). Hence, the cross-circulation is considered to be a real feature of the
dynamical flow response.

Secondly, the vertical wind oscillation is a bit weaker with NEWCDD in ICON
compared to the COSMO reference simulation. This is most pronounced between
the entrainment and detrainment layer where the interference of vertically prop-
agating gravity waves leads to local maximum in z-direction (compare Fig. 4.4a
and Fig. 4.11a). About 10 min after switching on the mass transfer, w ≈0.075 m/s
is reached in COSMO, whereas a maximum of 0.052 m/s is obtained with ICON.

The amplitude of the vertical wind oscillation depends not only on the strength
of the vertical wind diffusion, but also on the configuration of the divergence
damping. Since the damping coefficient f ′d,4o was argued to damp gravity waves in
Section 4.4, reducing its value is expected to yield a larger agreement between both
models. However, this comes at the price of less efficient damping of the inherent
checkerboard noise in ICON. While this potential issue is addressed quantitatively
subsequently, it is noted that the vertical wind signal in the vicinity of the convec-
tive grid column is only marginally smaller with ICON. Thus, it is hypothesized
that the presented divergence damping configuration of NEWCDD still largely
retains gravity waves.

Diagnosis of checkerboard noise

With kinetic energy spectra being fundamental in theoretical studies of geophysical
flows and in turbulence theory, they can also be used for evaluating the mass
lifting experiments with focus on numerical noise. Even though the kinetic energy
spectrum is not expected to follow a well defined shape such as the k−5/3 power-
law observable for real atmospheric motions at mesoscale (Nastrom et al., 1984),
a comparison between the simulations with the COSMO and the ICON model
is appealing in the given context. This is related to the fact that the vector
representation on a quadrilateral grid is not overspecified so that the COSMO
model does not inherit checkerboard noise from the grid geometry. Thus, the
checkerboard noise in the ICON model might be identified by a bump near the
shortest resolvable wavelength λ = 2∆x′ICON where ∆x′ICON corresponds to the
effective, spectral grid spacing.

On COSMO’s quadrilateral grid, the one-dimensional wavenumber spectra of
horizontal kinetic energy from the staggered zonal and meridional wind compo-
nents is straightforward (see Errico, 1985; Bierdel et al., 2012, for details). Owing
to the underlying triangular mesh, interpolation onto a quadrilateral grid is re-
quired for ICON as a preliminary step. Additionally, an a priori estimation of the
above mentioned spectral resolution ∆xICON , especially with regard to the focus
on the small-scale checkerboard noise, is mandatory. Following the discussion in
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the appendix of Dipankar et al. (2015),

∆x′ICON = 0.87le (4.36)

is applied where le denotes the edge length of the triangles. The finer cell-area
based grid spacing which reads

∆xICON = (31/4le)/2 ≈ 0.66∆x′ICON (4.37)

on the planar triangular grid is not well suited. The resulting degree of freedom
per grid cell would be reduced in this case which in turn leads to alias effects
near the Nyquist limit. The effective grid spacing ∆x′ICON from Equation 4.36 is
thereby slightly larger than an estimate where the degree of freedom during the
transition from the triangular to a quadrilateral grid is held constant. According
to Dipankar et al. (2015), the increase in ∆x′ICON accounts for interpolation errors.

Since the dynamical flow is forced by the net mass transfer, it is natural to
anchor the regular target grid at the circumcenter of the convective grid column.
The wind vector components in Cartesian coordinates are reconstructed with the
help of a RBF vector reconstruction using a nine-point stencil with a Gaussian
kernel following Rípodas et al. (2009). Due to the decreasing density with height,
the evolving flow pattern is strongest at the detrainment layer. The flow pattern
is also pronounced in the adjacent layers so that the energy spectra are obtained
by averaging over three model layers in the following.

Figure 4.12: Kinetic energy spectra at different times in the standard mass lifting experiment
obtained with ICON (black curves) and COSMO (gray curve). (a) Spectra after
30 min of continued mass transfer. The solid curves represent the NEWCDD-
configuration and the COSMO reference simulation, respectively. The dashed
curve shows the spectrum for a ICON simulation without divergence damping. (b)
Spectra at the end of the forcing phase (solid curves) and 30 min after terminating
the mass transfer (dotted curves). The dashed curve shows the spectrum using
the OLDDIFF-operator after 60 min. The finer spectral resolution of the COSMO
simulations is due to the quardilateral grid. Redrawn from Langguth et al. (2020).

Figure 4.12a shows the obtained kinetic energy spectra after 30 min of con-
tinued forcing in the COSMO simulation and in the ICON simulation with the
NEWCDD-configuration. The shape of both spectra is practically identical and
differences are small for all wavenumbers. The maximum of spectral kinetic energy
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at λ ≈ 40 km shows that the divergent wind pattern extends over several grid boxes
as can be confirmed visually from Figure 4.4c and Figure 4.11c, respectively. The
strong decrease of spectral kinetic energy at shorter wavelengths indicates that the
numerical filter in the present ICON-configuration efficiently suppresses checker-
board noise. Its smoothing effect can be readily seen from the spectrum of a
control experiment with deactivated divergence damping (NOCDD). Ther, a clear
bump near the shortest resolvable wavelength λ = 2∆x′ICON ≈ 18 km demonstrates
that the dynamical response is polluted with numerical noise.

The similarity between the energy spectra from the COSMO and ICON simula-
tions persists qualitatively until the end of the forcing phase, that is after 60 min of
continued mass transfer with HYMACS (see the solid curves in Fig. 4.12b). While
the maximum of the spectral kinetic energy gets upscaled to larger wavelengths,
it still falls off quickly near the shortest resolvable waves. It is therefore confirmed
that the NEWCDD-configuration keeps on controlling the inherent checkerboard
noise in ICON, even though a weak kink becomes visible. Note that this kink
is also visible in the simulation using the OLDDIFF-configuration (dotted line in
Fig. 4.12b).

However, the differences between the COSMO and the ICON simulation start to
grow with deactivated forcing (Fig. 4.12b). After another period of emitted gravity
waves due to the abrupt stop of the mass transfer, the induced flow pattern around
the convective grid column starts to fade away. The transition to a new equilibrium
with an atmosphere at rest is largely controlled by the numerical filters which
dissipate kinetic energy chiefly near the smallest resolvable spatial scales. This
can be readily seen from the kinetic energy spectrum of the COSMO simulation
30 min after switching off the mass transfer. While the kinetic energy on large
scales (λ ≳ O(102 km)) has only seen a small decrease, the spectral energy has
already been reduced by several orders near the 2∆xCOS-limit (see the light gray
dotted line in Fig. 4.12b). The decrease in spectral energy in the ICON simulation
is similar up to a wavelength of 4∆x′ICON , whereas a clear bump becomes visible
near the shortest resolvable scales in ICON. Thus, the checkerboard noise becomes
noticeable in the dissipation phase implying a stronger grid imprinting.

The signature of the bump thereby depends on the strength of the second-order
and fourth-order divergence damping. As seen in experiments where fd,2o and
f ′d,4o are varied, the tail of the energy spectrum is sensitive to the strength of
the fourth-order divergence damping, while the spectral energy at wavelengths
8∆x′ICON ≲ λ ≲ 4∆x′ICON mainly depends on the second-order divergence damp-
ing (not shown). This observation agrees well with other studies investigating
the effect of divergence damping and its order-dependent, scale selective nature
(e.g. Skamarock, 2011; Whitehead et al., 2011). Again, it is emphasized that a
stronger anisotropic fourth-order divergence damping of course removes the inher-
ent checkerboard noise more efficiently, but also increases the damping of internal
gravity waves. The isotropic divergence damping acts less efficiently near the
shortest resolvable waves, but can be argued to prevent upscaling of numerical
noise.
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4.6.2 Further mass lifting experiments
To further investigate the noise suppression capability of the NEWCDD-configura-
tion, the experimental setup of the mass lifting test is modified subsequently. These
additional experiments give insight into the dynamical flow response under various
situations and therefore serve as a tool to demonstrate that a proper integrity of
HYMACS in the new hosting model is achieved.

In addition to varying the atmospheric stratification and the grid spacing in the
upcoming experiments, a simple temporal evolution of the idealized convective cell
is imposed following the test strategy proposed in Kuell et al. (2007). Instead of
an abrupt (de-)activation of the mass transfer, the mass flux and the height of the
detrainment layer undergo a linear increase (decrease) over the 10 min. This has a
minor impact on the stationary flow pattern, but mainly affects the gravity wave
emission. The gradual increase of mass flux weakens the amplitude of the vertical
wind oscillation as also pointed out by Chagnon and Bannon (2005a), while the
vertical growth of the cell restrengthens the gravity wave signal. Even though
the cell aging effect is not implemented in the current HYMACS version coupled
to ICON (see Sec. 3.2), the imitation of a convective life cycle is adopted in the
following for comparison purposes with Kuell et al. (2007).

Varying the atmospheric background stratification

From theoretical studies, it is known that the properties of gravity waves depend on
the atmospheric background stratification which can be described in terms of the
Brunt-Väisälä frequency N . It can be shown that the frequency of the associated
oscillation in a fluid with constant atmospheric stratification is proportional to N ,
whereas their amplitude is proportional to its inverse 1/N (see, e.g., Bretherton
and Smolarkiewicz, 1989; Holton and Hakim, 2013).

In the setup of the mass lifting experiment rather the lapse rate of the back-
ground atmosphere Γ than N is held constant, although both quantities are related
to each other by

N2 = g
θ

Bθ
Bz = g (− 1

T
Γ − Rd

cpd

B ln p
Bz ) . (4.38)

Nevertheless, it is expected that the frequency of the vertical wind oscillation be-
comes smaller while the amplitude gets larger with increasing lapse rate Γ (smaller
N) and vice versa. Besides, the results can again be compared to the results ob-
tained with the COSMO model as shown in Kuell et al. (2007).

The simulation results obtained with a lapse rate of Γ = 4 K/km and Γ = 8 K/km
are consistent with the expectation (see Fig. 4.13). The half-life period of the
vertical wind oscillation gets increased from 11 min to 14 min for the less stable
stratification corresponding to an increase of about 25 %. This increase in life cycle
time agrees well with the results using the COSMO model as reported in Kuell
et al. (2007).

While the vertical wind signal is stronger in the simulation with Γ = 8 K/km,
the horizontal divergence pattern gets strengthened with Γ = 4 K/km. The par-
titioning from vertical to horizontal divergence also implies a dependence of the
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(c)(b)(a)

(d) (e) (f)

Figure 4.13: As Figure 4.11, but for mass lifting experiments with varying atmospheric strat-
ification and temporal evolution of the mass transfer. (a-c) for Γ = 4 K/km and
(d-f) for Γ = 8 K/km. From Langguth et al. (2020).

checkerboard noise on the atmospheric stratification. As can be seen from Fig-
ure 4.14, the kink in the kinetic energy spectrum practically becomes invisible in
the simulation with a less stable background stratification. By contrast, a small
checkerboard signature becomes already visible in a more stable atmosphere after
30 min.

Figure 4.14: As Figure 4.12a, but for varying stratification of the background atmosphere with
the NEWCDD-configuration. From Langguth et al. (2020).

Before this result is further discussed in the closing section of this chapter, an-
other important aspect of the dynamical flow response is investigated subsequently.

78



4.6 Mass lifting experiments with a revised numerical filter

Independence of the dynamical response from the grid spacing

Since HYMACS should be applicable for model simulations across the mesoscale,
its dynamical flow response should not crucially depend on the grid spacing of the
hosting model given that the forcing is equivalent. For this purpose, Kuell et al.
(2007) performed an experiment with a quadratic 56 × 56 km cluster of idealized
convective columns with varying grid spacings. In order to conduct an analogous
experiment, an equilateral cluster is chosen in ICON whose edge length of 84 km
yields the same cluster area as in the COSMO model. This cluster then consists
of 4 convective columns in the simulation with the coarsest model grid. Three
further simulations with finer grid spacings are obtained with the application of
successive bisection steps. Since the cluster area as well as the total mass flux is
held constant in all simulations, the cluster consists of 4, 16, 64 and 256 grid cells
with an edge length lE of 42 km, 21 km, 10.5 km and 5.25 km (∆xICON of 28 km,
14 km, 7 km and 3.5 km), respectively.

(a)

(c) (d)

(b)

Figure 4.15: Vertical cross-section of the radial wind component through a convective cluster.
For comparison, the wind is averaged onto a grid with an edge length of 84 km,
while the underlying native grid lengths are (a) lE = 5.25 km, (b) lE = 10.5 km, (c)
lE = 21 km and (d) lE = 42 km, respectively. From Langguth et al. (2020).

Apart from small-scale structures of the highly resolved simulations (not shown),
the divergent flow patterns look similar for all simulations after 30 min of mass
forcing. To demonstrate this similarity, Figure 4.15 shows a cross-section of the
radial wind through the circumcenter of the cluster after coarsening onto a common
triangular grid with an edge length of 84 km. The differences are generally minor
compared to the overall amplitude of the wind although the flow pattern looks a
bit smoother for the simulation with the coarsest grid spacing. This finding again
agrees well with the results from the COSMO model (Kuell et al., 2007). Thus,
the desired independence from the grid spacing is largely confirmed.
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4.7 Intermediate summary and discussion
In the preceding sections of this chapter, it has been demonstrated that the cou-
pling of HYMACS into the ICON model has to be done with care. Due to
the subgrid-scale net mass transfer with the hybrid convection parametrization
schemes (CPS) not only the physics-dynamics coupling differs from other existing
parametrization schemes, but also subtle requirements on the numerical filtering
in the dynamical core are imposed. Since the mass forcing induces a divergent flow
pattern in all spatial directions, anisotropic divergence damping based on the full
3D divergence leads to severe flow distortion. Such a filter technique is therefore
considered to be inapplicable with HYMACS.

Unfortunately, the operational filter in ICON relies on such an approach so that
an alternative method has to be found. First, this alternative has to be compatible
with the local mass sources and sinks implying that any dependency of the damping
term for horizontal momentum on the vertical divergence must be avoided as long
as no equivalent damping term is imposed on the vertical wind. Second, the filter
must efficiently suppress computational modes on a planar, triangular grid, also
for slightly distorted spherical grids.

Various idealized tests suggest that the NEWCDD-configuration serves these
purposes. By combining the fourth-order divergence damping based on horizontal
divergence with an isotropic, second-order divergence damping, the grid imprint
is minimized as demonstrated in the Jablonowski-Williamson test cases on the
sphere. Any tested filter configuration based on diffusion is inferior since the
mitigation of the checkerboard pattern is just a by-product. The NEWCDD-
configuration is found to suppress efficiently checkerboard noise under various sit-
uations when subgrid net mass transfer occurs with HYMACS. Given that the
fourth-order divergence damping is carefully calibrated, gravity waves as a re-
sponse to the mass forcing are also retained.

However, with the damping coefficients used throughout the experiments in
this chapter (see Tab. 4.2), two situations have been identified where a stronger
signature of checkerboard noise becomes noticeable; these are the dissipation phase
subsequent to the continued mass lifting (Fig. 4.12b) and lingered forcing in an
unconditionally stable background atmosphere with a lapse rate of Γ = 4 K/km
(Fig. 4.14).

The first situation is considered to be rather academic. In real case applications
with full physics coupling, it is very unlikely that neither small-scale nor large-scale
forcing are present when convection has taken place. Thus, the developing upturn
in the energy spectrum is expected to be of minor relevance even though it will be
rather concealed in a system with more kinetic energy on all scales.

By contrast, the latter case may also become noticeable in real case applications.
While the atmosphere is conditionally unstable by definition between the level
of free convection (LFC) and level of neutral buoyancy (LNB), stably stratified
conditions are present near the cloud top level (CTL). A typical example is deep
convection topped close to the tropopause which is not unusual in the summery
midlatitudes (Liu and Liu, 2016). However, it is also noted that the assumption of
vanishing enthalpy tendencies in the organized detrainment layer is not realistic,
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since the updraft air is colder than the environment above the LNB.
While retaining the idealized framework of the mass lifting experiments, the

COLDUP experiment is designed to provide further access to the potential emer-
gence of checkerboard noise near the CTL (Langguth et al., 2020). In this exper-
imental set up, a transition zone where the lapse rate gradually decreases from
Γ = 8 K/km to Γ = 4 K/km is placed right below the forced detrainment layer. The
detrained air at CTL is then assumed to be colder than the environment by 2 K.
Additionally, organized entrainment at mid-level layers is imposed as motivated
by mass flux profiles in Kuell et al. (2007) (see their Fig. 6) and Kain and Fritsch
(1990) (see their Fig. 5).

(a)
(b)

Figure 4.16: Diagnosis of the dynamical flow response in the COLDUP experiment. (a) Cross-
section of the grid-scale flow through the convective grid column analogous to
Figure 4.5. (b) Kinetic energy spectra after 30 min (solid curve) and 60 min (dotted
curve) of mass forcing.

The dynamical flow pattern after 30 min and the kinetic energy spectrum at the
end of the forcing phase (after 60 min) is illustrated in Figure 4.16. Due to the
negative buoyancy of the entrained air with respect to the environment, grid-scale
subsidence is induced. The horizontal outflow then takes place at lower levels so
that the strongest flow pattern is induced at model layers 28-30 in this case. In
these layers, the atmospheric stratification is reduced compared to the detrainment
layer above. Thus, the kink in the energy spectrum is still absent after 60 minutes
of lingered forcing indicating that the above mentioned signature of checkerboard
noise is again less relevant in more realistic applications.

It can be argued that the statement also holds for cloud tops which really reach
or even cross the tropopause8 since the entrained air then becomes even colder
with respect to the environment. Besides, the spreading of the organized detrain-
ment flux in the cloud model of HYMACS (see Sec. 3.3) is expected to lessen the
proneness to relevant checkerboard noise.

Finally, it should be emphasized that the mentioned divergence damping coef-
ficients f ′d,4o and fd,2o of the NEWCDD- configuration are understood as a first
guideline. Especially, for simulations with full physics forcing and in the presence
of real topography, higher values are probably suitable in order to suppress reli-
ably checkerboard noise. However, albeit being the important regulating skew for

8The tropopause is commonly defined by elevated layers with Γ ≤ 2 K/km.
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removing checkerboard noise, the fourth-order divergence damping based on hor-
izontal divergence should be increased carefully. With substantially higher values
than presented, say f ′d4,o > 0.0025, checkerboard noise is quite strongly controlled,
but gravity waves get damped noticeably as well.
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In order to access the performance of HYMACS coupled to the ICON model in real
case applications, a continuous series of model simulations over a three-monthly
period from May until July 2017 was performed. This is the first time that HY-
MACS is evaluated systematically in a quasi-operational framework. Previous
studies by Kuell and Bott (2008, 2009, 2011, 2014, 2019) with HYMACS coupled
to the COnsortium for Small-scale Modeling (COSMO) model indicate potential
improvements compared to classical convection parametrization schemes (CPS)
in representing precipitation in terms of the spatial patterns, coupling with the
grid-scale flow and the diurnal cycle. However, their studies comprise only a small
number of case studies which has been selected by focusing on rainy days.

The studies by Ong et al. (2017) and Malardel and Bechtold (2019) who im-
plemented a hybrid version of the Kain-Fritsch and the Bechtold-Tiedtke scheme,
respectively, also either focused on idealized simulations or performed single case
studies. Thus, it still has not been verified if the above mentioned advantages of
HYMACS against classical CPS constitute a systematic feature. This test series
is therefore considered to bridge the gap between experimental and profound evi-
dence that simulations at gray-zone resolutions benefit from the hybrid approach.

The remainder of this chapter is organized as follows: Section 5.1 deals with the
experimental design and gives an overview on the model configuration used for the
simulations of the test series. In addition to outlining the numerical representa-
tion of convection with different CPS in ICON, details on the model domain, the
configuration of the dynamical core and the set-up of the model’s physics package
are described. Section 5.2 then presents some detail on the observational data
set against which the simulations is evaluated, before synoptic and climatological
aspects of the investigated time period are given in Section 5.3. After outlining
a proper strategy to evaluate precipitation in NWP models (see Sec. 5.4), the
simulations with the hybrid scheme are analyzed statistically in Section 5.5. The
evaluation also comprises a systematic comparison between the ICON simulations
with HYMACS and the those with the operational Bechtold-Tiedtke scheme. Fi-
nally, a summary is provided in Section 5.6. Thereby, the elaborated systematic
characteristics of both schemes are further explored and reasoned from a physical-
dynamical point of view.

5.1 Model configuration and experimental design
In the following, the evaluation focuses on two branches of simulations that only
differ in terms of the used CPS from each other. The branch of the reference
simulations makes use of the operational Bechtold-Tiedtke scheme and will be
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abbreviated by ICON-BT throughout this chapter. The branch of the target
simulations applying HYMACS is denoted by ICON-HYM hereinafter.

Like in the idealized experiments described of the previous chapter, ICON ver-
sion 2.3.0. equipped with HYMACS is used to perform the simulations of the
test series. This model version was operational at DWD from 06/06/2018 until
16/07/2018 and apart from the required modifications due to our chosen exper-
imental set-up described below, the model was set up as close as possible to the
operational configuration1.

Following the case studies performed in Kuell and Bott (2009, 2011, 2019), we
choose Central Europe as the target domain for verification. During its develop-
ment in the COSMO model over the last decade, HYMACS has been tuned for
this region while it has neither been tested in regions with a considerably differ-
ent convective regime such as the tropics nor at global scale. In order to obtain
some basic similarities with previous applications of HYMACS, ICON’s limited
area mode (ICON-LAM) is used in this study. In contrast to the operational
model set-up with a two-way coupled regional R03B08-nest (∆xICON,nest ≈ 6.5 km)
over Europe (ICON-EUnest) as part of the global model domain on a R03B07-
grid (ICON-global; ∆xICON,glob ≈ 13 km), the simulations are driven by exter-
nally supplied boundary data. However, the limited-area grid used here has been
generated by bisecting the operationally applied global R03B07-grid so that the
model domain coincides with the ICON-EUnest in terms of grid spacing (i.e.
∆xICON,LAM =∆xICON,nest ≈ 6.5 km) and grid box location.

Figure 5.1 depicts the model domain in comparison with the (operational)
ICON-EUnest. With an area of 2300x1800 km in zonal and meridional direction,
respectively, the simulation domain is indeed smaller than ICON-EUnest, but it is
considered to be large enough to allow for a development of mesoscale flow patterns
over its central parts. The model simulations start at 00 UTC on each consecutive
day in the period of the test series and comprise an integration time of 48 hours.

Along the lateral boundaries, the modelled atmospheric state is relaxed towards
the prescribed boundary data which are supplied hourly from the initialized analy-
sis product of ICON-EUnest. The horizontal width of the nudging zone comprises
eight cell rows and relaxation is applied as forcing terms for the model’s prog-
nostic variables vn, θv, ρ and qv following the technique proposed by Davies (1976,
1983). The outermost four cell rows constitute the lateral boundary zone where
the atmospheric state is completely prescribed from the boundary data.

In vertical direction, 60 levels with a minimum depth of 20 m near the surface
and a maximum depth of 400 m in the lower stratosphere are used following the
operational grid configuration of the ICON-EUnest. In order to avoid spurious re-
flection of vertically propagating waves, a Rayleigh sponge layer is applied starting
at a height of 14.5 km. Thus, the vertical wind is damped towards zero over the
uppermost 8 km following the method proposed by Klemp et al. (2008) whereby
damping increases with height to realize a zero-flux condition at model top. The

1Changes to the operational forecasting system with ICON at ICON are docu-
mented on https://www.dwd.de/DE/fachnutzer/forschung_lehre/numerische_
wettervorhersage/nwv_aenderungen/_functions/DownloadBox_modellaenderungen/
nwv_aenderungen_icon_gesamt.html?nn=16102&lsbId=479218.
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Figure 5.1: Topographic height of the surface in the operational ICON-EUnest and the ICON-
LAM model domain. The model domain of ICON-LAM as used in this study is
highlighted.

height of the Rayleigh sponge layer is placed well above the tropopause to avoid
damping of relevant flow features near the cloud tops of very deep convective
cells. However, it can be located at lower altitudes compared to the recommenda-
tion given in Kuell et al. (2007) since the mass conservation violation mentioned
therein does not arise in a modeling system with an explicit formulation of the
continuity equation (see Sec. 4.1).

Following the results of Chapter 4, a notable, but necessary difference compared
to the operational model configuration pertains the divergence damping. Here,
we rely on the new combined divergence damping (NEWCDD)-configuration with
slightly increased damping coefficients of fd,2o = 0.0025 and f ′d,4o = 0.0022 (cf.
Tab. 4.2). This was found empirically to suppress checkerboard noise and to
yield best results in real-world model with full physical forcing. Note, that the
alternative divergence damping is also applied in the reference simulations with
the Bechtold-Tiedtke scheme to ensure that any differences to ICON-HYM can be
attributed to the choice of the CPS. The configuration of the numerical diffusion
follows again the operational set-up, where an e-folding time to time step ratio of
τw = 16.0 is used for the vertical wind (see Eq. 4.4). For horizontal momentum and
temperature diffusion, τvn = τT = 24.0 are chosen (see Eq. 4.3 and 4.6), whereas the
latter is combined with a Smagorinsky diffusion equipped with a scaling factor of
fs = 0.025 (see Eq. 4.10).

Apart from the usage of HYMACS for representing convection, the configuration
of the ICON’s NWP physics package is again inherited from the operational set-
up. In particular, this includes the parametrization of radiative processes with
the Rapid Radiative Transfer Model (Mlawer et al., 1997; Barker et al., 2003), a
five categorical single-moment scheme to model bulk microphysical processes on
grid-scale (Seifert, 2008; Doms et al., 2011) and a 2nd-order TKE-based turbulence
scheme (Raschendorfer, 2001) for describing turbulence fluxes in the troposphere
(TURBDIFF) and surface-to-atmosphere exchanges (TURBTRAN). Additionally,
a diagnostic cloud cover scheme developed by Koehler et al. at DWD (Prill et al.,
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2019) is used as well as the Lott and Miller scheme (Lott and Miller, 1997) to
account for subgrid-scale ororaphic drag.

The configuration of all the above mentioned physical parametrization is un-
changed with respect to the ICON-EUnest. This means that no further tuning of
disposal parameters is undertaken with HYMACS to optimize the model’s perfor-
mance. Note, that especially the configuration of the turbulence scheme is known
to interact strongly with the CPS (see, e.g., Zampieri et al., 2005; Flaounas et al.,
2011) which was optimized with the Bechtold-Tiedtke scheme in ICON.

The only differences in the configuration of the physical parametrization pertain
the non-orographic gravity wave drag (Orr et al., 2010) and the usage of the land-
soil model TERRA (Schrodin and Heise, 2002; Heise et al., 2006).

The former scheme is deactivated since the effect of the parametrized non-
orographically forced gravity waves is most relevant in the stratosphere and meso-
pause, where only the former is partially included in the model domain extending
up to a height of 22.5 km. In addition, a Rayleigh sponge layer is applied in the
lower stratosphere (see above) so that stratospheric dynamics are not supposed
to be represented explicitly in the limited area domain. Large-scale effects of the
stratosphere-troposphere coupling are considered to be of minor relevance for the
lead time of our simulations and are furthermore incorporated implicitly by the
lateral boundary conditions of the relative small model domain (see above).

While the operational land-soil model TERRA makes use of a tile approach with
up to four different surface types within a single grid cell, only the dominant land
surface type is regarded in the simulations at hand for pragmatic reasons. Even
though a tiled approach allows for an improved calculation of cell-averaged surface
fluxes when the subgrid land surface type is highly variable, it is not likely that
the untiled approach crucially distorts the comparison between ICON-HYM and
ICON-BT. However it is noted that potential improvements in triggering (deep)
convection may be possible using the tiled approach in conjunction with both CPS.

A final note pertains the configuration of the Bechtold-Tiedtke scheme. Al-
though the implemented scheme constitutes a spin-off of the CPS used opera-
tionally in the IFS model (see Sec. 2.5), there exists a remarkable difference in
the configuration of the closure for deep convection in the ICON version at hand.
The correction technique towards nonequilibrium convection (see Eq. 2.42) is only
applied in the tropics (for 25○N < φ < 25○S) in ICON version 2.3.0. While this
approach is beneficial for representing the diurnal cycle of precipitation (Bechtold
et al., 2014b), its application in midlatitudes turned out to degrade the overall
performance of this ICON version in operational applications (Guenther Zaengl
(ICON), personal communication, 09/05/2020). The associated consequences will
be further discussed in the last chapter of this thesis.

5.2 Observational data - The RADKLIM dataset
To evaluate model simulations, a high-quality observational product is required
whose spatio-temporal properties match the properties of the model data. Point
measurements at station sites are problematic for evaluating modelled precipitation
since especially convective precipitation occupies high variance on spatial scales
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withO(102-103 m). Since these scales are not captured on grid-scale with mesoscale
models, representativeness errors are induced (e.g. Lochbihler et al., 2017).

By contrast, precipitation quantities derived from radar observations are more
suitable for the two following reasons. First, instead of observing precipitation at
a specific location, weather radars can detect precipitation patterns over a larger
radial domain which extends up to a distance of 150 km from the radar station
site. Second, the precipitation intensity derived from a backscattered microwave
signal reflects the properties of a larger atmospheric volume such as the gridded
data of a numerical model.

However, radar data also suffer from systematic observation errors such as noise,
clutter and beam-blocking (see, e.g., Wagner et al., 2018). Therefore, a sophis-
ticated calibration procedure is mandatory to retrieve a high-quality observation
product allowing for quantitative evaluation. Following Rossa et al. (2008), it is
advisable to deploy such a product for verifying precipitation forecasts.

The „RADar KLIMatologie“ (engl.: Radar climatology) (RADKLIM) dataset
provided by DWD is considered to be a product fulfilling the above mentioned
requirement (Winterrath et al., 2017). It provides precipitation rates at a temporal
resolution of 5 minutes (YW product) as well as hourly precipitation amounts (RW
product) obtained from the German radar network. The radar network covers
all parts of Germany and also includes some areas of the neighbouring countries
providing continuous observational data since 1st January 2001.

The RADKLIM dataset is based on the RADar OnLine AdjustmeNt (RADOLAN)
procedure which processes the reflectively data obtained by 17 ground-based C-
Band radar stations of the German radar network to quantitative precipitation
products. This procedure went operational in June 2006 and constitutes a synthe-
sis between radar and rain gauge observations based on a weighted adjustment dif-
ference and factor method (Bartels et al., 2004). Several correction algorithms are
applied to the raw data such as the elimination of clutter pixels due to backscat-
tered signals of non-meteorological targets (e.g. insects, birds or solid objects),
compensation of orographic shading effects and smoothing with gradient filters.
The correction procedure has been continuously refined over the last years result-
ing in steady data quality enhancement, but also in an inconsistent dataset.

In order to arrive at a consistent dataset, the data from the German radar net-
work back to the year 2001 were reanalyzed using a consistent data procedure.
Climatological processing algorithms are involved in this procedure which com-
prise improved detection and correction of clutter and spoke artefacts as well as a
correction approach accounting for signal reduction with increasing distance and
altitude (Winterrath et al., 2017). It is noted, that such techniques are based on
longer time series which are therefore barely feasible in an online approach such as
the RADOLAN procedure. The study by Kreklow et al. (2020) confirms the ben-
efits of the sophisticated reanalysis procedure, pointing out that the RADKLIM
dataset shows up with much less artefacts in the precipitation product than the
operational RADOLAN dataset. Despite a persisting negative bias in the pre-
cipitation totals which can be diagnosed from comparison with independent rain
gauge observations, the RADKLIM data is considered to serve as a reliable dataset
for evaluation.
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Due to the considerably higher spatial resolution of the RADKLIM data on a po-
lar stereographic grid with a grid spacing of 1 km, aggregation onto ICON’s coarser
triangular grid is mandatory for verification purposes. The aggregation is per-
formed with the help of the Climate Data Operators (CDO) software (Schulzweida,
2019) which offers a first order conservative remapping method provided by YAC’s
(Yet Another Coupler) interpolation stack (Hanke et al., 2016). In contrast to sim-
plified interpolation methods such as bi-linear interpolation this ensures that the
area-integrated precipitation amount remains (approximately) unchanged after ag-
gregation on the coarser target grid.

A final note pertains the validity timestamp of the precipitation products. The
hourly product of the RADKLIM dataset as well as its RADOLAN counterpart,
both called RW, are not valid at every full hour, but at minute 50. Thus, there
is a time shift between the hourly precipitation product from the radar dataset
with respect to the (typical) model output being valid at every full hour. While
this time shift may be ignored for long accumulation periods, e.g. for monthly
precipitation amounts, this is not true for evaluation on a subdaily time scale.
Thus, we make use of the YW product which is available every 5 minutes and
accumulate the precipitation rates to hourly amounts in this study. Note that the
YW product is quasi-adjusted on the RW product reasoning such a procedure.

On spatial scales, the aggregated and remapped YW product is limited to the
domain of the RW product as depicted in Figure 5.2. This confines the data more
or less to the German territory and is motivated by the fact that edge regions of
the observational domain are excluded where the beam height reaches several kilo-
meters (see Fig. 1 in Pejcic et al., 2020). Besides, temporary failure of individual
radar station may be compensated due to overlapping observation radii.

Figure 5.2: Sub-domain of the ICON-LAM model domain for which verification against RAD-
KLIM observations is performed. The topographic height of the surface from the
model is plotted with the verification domain highlighted. The red line separates
the two subregions GER-North and GER-South that are introduced later in the
evaluation.
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5.3 Synoptic and climatological classification
An overview on the climatological classification of the months May to July 2017
is provided by Figure 5.3 which illustrates monthly averages and deviations with
respect to the climatological reference period 1961-1990 in terms of precipitation,
temperature and sunshine duration. In addition to this overview, further insight
is provided in the following complemented by an analysis of the synoptic-scale
circulation patterns, both reasoning the choice of the test period in this thesis.

Figure 5.3: Overview on the monthly precipitation, temperature and sunshine duration with
deviations relative to the climatological reference period 1961-1990 for May (left),
June (center), July (right) 2017. Data source: DWD

The month May 2017 was fairly dry compared to the climatological reference
period. Based on around 2000 station sites of the German observational network
operated by DWD, averaged precipitation summed up to 55 mm which is about
20 % below the climatological mean (72 mm). However, large regional differences in
terms of monthly precipitation are present (see Fig. 5.4a). Within a nearly 200 km
broad, meridional zone from the Hamburg region to Northern Bavarian, monthly
precipitation accumulated to 60-100 mm, while near the Alps and some parts of
Baden-Wuerttemberg and Hesse registered more than 100 mm precipitation with
local maxima exceeding 200 mm. By contrast, large parts of Eastern and North-
western Germany generally recorded low monthly precipitation amounts, barely
getting more than 40 mm rain. The dominance of convective precipitation in the
latter regions can readily be seen from a high spatial variance in the monthly
rainfall amount.

On a sub-monthly scale, four distinct rainy periods can be identified. The first
period lasted until the end of the first decade and was dominated by a pronounced
trough which cut off over Central Europe at the turn of the month. Downstream
of an evolving ridge over the Eastern Atlantic, continuous rain along an occlusion
front initially affected mainly Southern Germany and lead to 20-50 mm precipita-
tion within the first two days of May 2017 in wide parts of Bavaria and eastern
Baden-Wuerttemberg. The following days, showery weather triggered by cold air at
high altitudes was observed over all parts of Germany, before cyclogenetic processes
due to another cut-off low over Southwestern Europe again affected predominately
Southern Germany.

The second rainy period between the 11th and 15th May was caused by several
short wave troughs at the eastern flank of a broad low west of Great Britain. Cold
air at high altitudes again triggered deep convection including some organization
due to dynamic forcing associated with the travelling short wave troughs.
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The last two periods had a clear summery character since warm and moist air
originating from the Mediterranean region was involved. Large-scale lifting of such
air masses in front of a sharp trough over Western Europe induced the development
of a mesoscale convective system in the afternoon of the 19th May over Thuringia
which also leads to heavy rain in the broad, meridional zone from the Hamburg
region to Northern Bavarian mentioned above. Thunderstorms were also observed
in Bavaria, while more continuous rain affected large parts of Western Germany.
Strong deep convection with a smaller degree of organization was observed over
the last days of May when a trough extending to the Iberian Peninsula induced
advection of an unstable, summery air mass. Apart from these two rainy peri-
ods, the second half of May 2017 was dominated by a longer period with sunny
and summery weather, thus resulting in a positive deviation of temperature and
sunshine duration (+2.1 K and +14 %, respectively).

Warm conditions also persist throughout June whose averaged 2m-temperature
of 18.0○C (2.6 K against the reference period 1961-1990) resulted in the fourth
warmest June in Germany since 1881 when routine observations started. An
extended period of anticyclonic circulation pattern over Central Europe accom-
panied by above-average temperature was present in the middle of the month.
Nevertheless, except from Western Germany, 60-100 mm rain was observed over
many regions which places this month close to the climatological mean in terms of
precipitation (Fig. 5.4b). Above-average precipitation amounts exceeding 150 mm
in some regions were again recorded near the Alps as well as in the north-eastern
parts of Germany.

Figure 5.4: Accumulated monthly precipitation of May (left), June (center) and July (right)
2017 based on the RW product of the RADKLIM dataset.

The monthly rain pattern can be mainly attributed to two rainy periods at the
beginning and by the end of the month. In the first decade, a broad long-wave
trough extended southwards over the Eastern Atlantic and induced frequent cyclo-
genesis along its frontal zone. The travelling lows induced several air mass changes
over Central Europe which lead to frontal and convective precipitation. The most
rainy day in this period was the 3rd June when a low-level short wave formed over
Germany in a moist and warm air mass affected by large scale lifting. Within
a broad zone which extended from Southwestern Germany up to Brandenburg
20-40 mm rain in 24 hours was recorded at many station sites, while convective
systems travelling from the Alpine region induced heavy rain over Bavaria with
up to 105 mm/24h near Bayreuth.
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Starting from the 27th June, the second rainy period was initiated by a strong
trough which was established over Southwestern Europe. On its eastern flank,
regions with synoptic-scale lifting induced the development of surface lows with
large scale rain areas, but also deep convection within an unstable, moist air mass.
Especially, the low which formed in the lee of the Eastern Alps in the night to the
29th June and moved to the north afterwards was accompanied by long lasting,
intensive rain over Northeastern Germany. In the region between Hamburg and
Berlin 50-100 mm rain was recorded in 24 hours with local extremes of up to
196.9 mm/24h at the airport Berlin-Tegel. Apart from these two periods, strong
convective rain events were observed on the 15th and 22nd June when short-wave
troughs passed over Northern Germany.

The last month of the test series, July 2017, brought above-average precipitation
amounts to nearly all parts of Germany (Fig. 5.4c). Especially during the second
half of the month, cyclonic circulation patterns persisted over Central Europe
accompanied by prevalent strong deep convection and continuous rain. Averaged
over all station sites of DWD’s national observation network, 130 mm precipitation
was registered throughout this month which corresponds to an excess over the
climatological mean (78 mm) by more than 60 %. Despite the rainy weather, above-
average temperatures with respect to the reference period 1961-1990 were recorded
(+1.2 K), where the southern parts show up with a stronger positive deviation than
Northern Germany (e.g. +0.7 K for Lower Saxony, but +1.5 K in Bavaria). The
monthly sunshine duration was close to average with a tendency to above-average
cloudiness over the low mountain range of Central Germany.

Again focusing on a sub-monthly, one can identify two rainy periods similar to
the previous month June. However, it is noted that the periods showed up with
a longer duration and are associated with stronger precipitation events compared
to the previous month.

The first rainy period starts in the second half of the first decade. After a
few days where a surface anticyclone dominated Germany except from the most
northern part, the frontal zone of the polar jet was located over Northern Europe.
South of this zonally oriented polar jet along which rather shallow disturbances
travel eastwards, moist and warm air gets slowly advected from the Mediterranean.
Through interaction of weak synoptic disturbances with a moist air mass, more
or less organized deep convection has been observed for several days of Central
and Southern Germany. A short-wave trough located over Great Britain pushed
this air mass further north around the 10th July before moving across Northern
Germany, thus inducing showers and thunderstorms over all Central Europe.

The third decade was then dominated by a cut-off low which formed on 19th

July near Ireland and then approaches slowly, but steadily Central Europe. On
the eastern flank of the cut-off low, several squall-lines developed and moved over
Germany with local heavy rain events (e.g. 42 mm/h in Berlin Tegel on 22nd July,
16 CEST). The convective weather pattern persisted until the cut-off low was
located right over Germany around the 25th July. Strong large-scale lifting then
led to continuous and partially intensive rain over all Germany with main focus
on the Central Germany. Up to 300 mm rain were recorded within 72 hours in
the Harz region marking a major precipitation event. The last days of July were
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then affected by a new trough complex located to the west inducing again frequent
thunderstorms over Central Europe.

In summary, the chosen period consists of three months with varying hydrologi-
cal characteristics from rather dry to wet conditions. All typical kinds of precipita-
tion ranging from frontal rain over organized deep convection to scattered air mass
convection were observed in the test period. Thus, the test period is considered
to comprise all precipitation phenomena that are common for a summery period
over Central Europe. Even though this period does not cover a complete summer
season, but includes the late spring month May, it was decided to exclude August
2017 since this month was wetter than average similar to July. Besides, it is noted
that May 2017 was dominated by summery weather resulting in a monthly aver-
aged temperature of 14.2○C which is fairly close to the monthly average of June in
the reference period 1961-1990 (15.4○C).

5.4 On the verification of precipitation forecasts
In addition to developing physical parametrization schemes and dynamical cores
of NWP models, forecast evaluation is crucial for accessing and monitoring their
performance. More elaborated statistical methods to score weather predictions has
supported the continuous achievements in numerical modeling over the last decades
(see, e.g., Bauer et al., 2015) and therefore, verification is nowadays considered
to be a prerequisite in the field of model development (Wilks, 2011). In the
following subsections, an outline on the basics of forecast verification is presented
complemented by an overview on evaluation techniques for precipitation forecasts
used in this study.

5.4.1 Basics of forecast verification
Since the atmosphere constitutes a high dimensional, non-linear system and since
various model parameters are inherently uncertain (e.g. Lorenz, 1965), verification
is regarded as a comparison between two stochastic systems. Formally, this means
that two random variables become subject to the verification, that are the model
forecast M = {(m,fM(m));m ∈ P} and the observation O = {(o, fO(o)); o ∈ Q}.
Here, m and o represent a set of model forecast and observation realisations,
fM(m) and fO(o) denote the respective probability density function (PDF), while
P and Q constitute the corresponding sample spaces. Following the framework of
Murphy and Winkler (1987), the joint random variable X = (M,O) is of particular
interest for verification which can be further formalized as

X = {((m,o), fX(m,o)); (m,o) ∈ P ×Q}. (5.1)

Thus, the joint distribution fX(m,o) describes the association between the fore-
casts and the observations. The degree of correspondence between both can then
be quantified using so-called score functions S(m,o) which assign a single value
As to the forecast system at hand.
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If a forecasting system is compared against a reference forecasting system, its
skill is of particular interest (Wilks, 2011). Defining skill as the relative improve-
ment over the reference, the corresponding two scores As and Aref are combined
to a skill score Askill with the help of

Askill = As −As,ref
As,per −As,ref . (5.2)

Here, Aper represents the best possible score which would be reached by an hy-
pothetically perfect forecasting system. In case of As = As,per, Askill would attain
its maximum value Askill = 1, while Askill = 0 holds when both systems show up
with the same performance. However, in case that the competing forecasting sys-
tem is superior (inferior) to its reference, positive (negative) values of Askill are
obtained. It is noted that this holds for positively (larger values of As are better)
and negatively (smaller values of As are better) oriented scores.

While forecast verification can be undertaken for continuous quantities x, it is
also common to turn these quantities into categorical events by applying specific
thresholds tx. In the simplest case, the verification then deals with categorical
forecasts of dichotomous events so that the sample space of the observations SO
and of the observations SO reduce to:

M = {m ∈ SM = {(m0,m0)},{p(m0),1 − p(m0)}},
O = {o ∈ SO = {(o0, o0)},{p(o0),1 − p(o0)}}. (5.3)

Here, the probabilities for the event occurrence p(m0) and p(o0) are sufficient to
describe the statistics of the forecasts and the observations individually. Their
complements, denoted by bars in Equation 5.3, are easily obtained by subtracting
p(m0) and p(o0) from 1, respectively. Introducing the binary event indicators Im,x
and Io,x for the model forecasts and the observations

Im,x = ⎧⎪⎪⎨⎪⎪⎩
1 if xm ≥ tx,
0 else,

, Io,x = ⎧⎪⎪⎨⎪⎪⎩
1 if xo ≥ tx,
0 else,

(5.4)

the multinomial joint random variable X is then written as:

X = {((m,o), p(m,o)); (m,o) = (Im,x, Io,x) ∈ {(1,1), (1,0), (0,1), (0,0)}}. (5.5)

With only four possible outcomes, the joint distribution can be conveniently
summarized in classical 2x2 contingency tables. Each cell of the relative 2x2 con-
tingency table in Table 5.1 represents the maximum likelihood estimator for the
probability of the jth category pj. The maximum likelihood estimator can be
obtained by dividing the number of forecast-observation pairs of the respective
category Φj with the total number of realizations N . Then, p1 = p(m0, o0) corre-
sponds to the relative occurrence of hits, p2 = p(m0, o0) is related to false alarms,
while p3 = p(m0, o0) and p4(m0, o0) refer to misses and correct rejections, respec-
tively. The marginal probabilities for the event occurrence p(m0) and p(o0) as well
as their complements are also displayed in the last column and last row of the 2x2
contingency table, respectively.
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Observation
o0 o0

Fore- m0 p1 = Φ1/N p2 = Φ2/N p(m0) = p1 + p2

cast m0 p3 = Φ3/N p4 = Φ4/N p(m0) = p3 + p4

p(o0) = p1 + p3 p(o0) = p2 + p4 ∑i pi = 1
Table 5.1: The classical, relative 2x2 contingency table where the inner elements constitute the

joint probability of all four outcomes for dichotomous events. The equation for each
joint probability is the maximum likelihood estimator for the respective category.
The lower row and the most-right column denote the marginal probabilities of the
observation and the forecast, respectively.

Based on the simple contingency table, several scalar attributes and scores can be
formulated to access the quality of model forecasts. Additionally, scores for higher
dimensional contingency tables (see, e.g., Rodwell et al., 2010) as well as scores
for verifying forecasts of continuous variables have been developed so that a great
plethora of different forecast verification measures exists. While their properties
and their application in geoscience have gained a lot of attention in the literature
(see, e.g., Wilks, 2011; Jolliffe and Stephenson, 2012, for comprehensive overviews),
we now turn to the specific problem of evaluating precipitation forecasts.

5.4.2 Techniques to evaluate precipitation forecasts
The nature of precipitation processes and the related statistical properties compli-
cate the verification of (quantitative) precipitation forecasts (e.g. Gilleland et al.,
2009; Rodwell et al., 2010).

Subsequently, the basic issues and pitfalls are examined. Since theses challenges
hold for categorical as well as for continuous precipitation forecasts, both predic-
tion types are subject to the discussion. The aim is to provide reasoning on the
evaluation strategy that is chosen for evaluating the test series at hand. However,
for a comprehensive description on the verification problem of precipitation, the
references presented herein should be consulted.

One issue in the context of scoring precipitation forecasts can be related to
the highly non-Gaussian shape of the PDF of precipitation accumulations. In
Germany, for instance, no precipitation or negligible precipitation amounts on a
sub-daily time scale clearly dominate the spectrum. In terms of three-hourly pre-
cipitation P3h, more than 80 % of the periods are dry (i.e. P3h < 0.1 mm/3h), while
weak precipitation amounts with P3h < 1 mm/3h still comprise roughly 10 % of the
observations (Wahl et al., 2017). Even though the PDF continues to drop quickly
for higher accumulation amounts, it still exhibits a fairly long tail. Thus, the
underlying PDF is commonly best described by a right-skewed Gamma function
(Wilks, 2011; Martinez-Villalobos and Neelin, 2019).

The effect of the non-Gaussian nature of accumulated precipitation can easily
be accessed in terms of classical metrics for continuous variables. Widely applied
verification metrics in this context are the Mean Absolute Error (MAE) as well
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as the Mean Squared Error (MSE)

MAE = 1
N

N∑
i=1 ∣mi − oi∣, MSE = 1

N

N∑
i=1(mi − oi)2, (5.6 a,b)

where N denotes the number of forecast-observation pairs (Murphy, 1988).
Especially the MSE is sensitive to large errors, since differences between obser-

vation and prediction are squared. Large values are easily obtained in the presence
of strong precipitation events (e.g. P3h > 10 mm/3h) in both, the simulations and
the observations. Although these events are rare, the corresponding contributions
may become dominant in terms of the continuous error metric. Consequently, a
model that does not produce any strong precipitation amounts may be honoured
compared to another model which produces such amounts, but fails to exactly
match these events in space and time (see below). Contrarily, erroneous forecasts
of weak precipitation events during dry periods only contribute slightly to the
MAE and MSE.

To adopt to the statistical characteristics of precipitation accumulations, Ward
and Folland (1991) propose to evaluate the error in the probability space as op-
posed to the measurement space. The Linear Error in Probability Space (LEPS)

LEPS (m,o) = 1
N

N∑
i=1 ∣FO(mi) − FO(oi)∣ (5.7)

constitutes the mean error in terms of the cumulative density function (CDF) of
the observations FO (cf. Eq. 5.6a) which is related to the corresponding PDF by
differentiation

fO(x) = dFO(x)
dx

.

Using the LEPS, deviations between observed and modelled precipitation amounts
are weighted according to the slope of the observed PDF. Thus, errors in predict-
ing weak precipitation amounts as well as mismatches in capturing dry periods
become more relevant, whereas deviations at the tail of the PDF only contribute
slightly to the error metric. A model that produces no large precipitation amounts
is not honoured anymore and gets penalized when it operates inaccurately on the
left tail of the PDF as opposed to the MAE and MSE.

Together with the generic expression in Equation 5.2, a skill score of the LEPS
can be constructed. With LEPSper = 0, LEPSskill reads

LEPSskill = 1 − LEPS (m1, o)
LEPS (m2, o) , (5.8)

which can be used to directly compare the performance of two competing forecast-
ing systems m1 and m2 such as ICON-HYM and ICON-BT.

In analogy to verifying continuous precipitation amounts, the evaluation of pre-
cipitation events with the help of the 2x2 contingency table is commonly adopted
to the statistical nature of precipitation. This is also related to the attempt to
score forecasts with a single scalar, even though the dimensionality of this cate-
gorical forecast problem is three. The aim of the summarizing score function is to
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focus on relevant properties of the forecast-observation pairs which are then used
for comparison purposes between different forecast products.

However, sorting out the relevant properties of categorical precipitation fore-
casts is a somehow ambiguous process so that different (skill) scores are typically
applied. The Heidke Skill Score and the Equitable Threat Score are widely used
methods that both try to account for correct forecasts (hits or/and correct re-
jections) by chance. Note that especially random forecasts of dry events (e.g.
P3h < 0.1 mm/3h) may attain seemingly good scoring results if yes and no fore-
casts are equally credited (cf. Example 7.1 in Wilks, 2011).

In addition to the statistical characteristics of precipitation, the complex and
chaotic nature of precipitation processes complicates the forecast verification. In-
deed, point-to-point verification is considered to be an unsuitable approach at
convective gray-zone resolutions for two reasons (see also Rossa et al., 2008, for a
discussion).

First, the spatial resolution of the NWP model is still too coarse to explicitly
resolve individual convective cells. The required necessity for parametrization
(see Sec. 2.3) involves naturally some degree of uncertainty so that it cannot be
expected that such a modeling approach yields a perfect match in space and time
between forecasts and observations.

Second, errors on mesoscale grow significantly quicker than errors on larger scales
(e.g. Lorenz, 1969). Even if the larger-scale atmospheric state is well captured,
scoring model simulations at mesoscale are prone to large errors when point-to-
point comparisons to the observations are performed (Mass et al., 2002). This is
related to the fact that small spatial (and/or temporal) displacements of precip-
itation patterns get penalized twice, once for missing their correct location and
once for placing them at a location where they are not supposed to be. In the
verification community, this is commonly described as the double penalty problem.

Thus, it is common practise to relax the requirement for exact matching on
spatio-temporal scale. The so-called fuzzy verification framework with the basic
assumption that a forecast is still useful despite some displacement (Ebert, 2009)
is well established in this context. The degree of displacement is controlled by
defining a local neighbourhood which can be a circular (squared) region with radius
rs (edge length ls) surrounding the location of interest. Temporal neighborhoods
can be defined and added as well, e.g. a time window of three hours for hourly
precipitation amounts. Since the appropriate (spatial and/or temporal) scale s is
unknown, the neighborhood size may be allowed to vary. By doing so, valuable
information on the forecast quality on different scales is obtained.

For precipitation, several different fuzzy techniques have been introduced (see
Ebert, 2008, for a review). One of the most intuitive approaches comprises a
simple upscaling technique where the observations and forecasts are averaged to
coarser scales. On this coarser scale, continuous and categorical scores can then
be applied for verification (e.g. Yates et al., 2006). To serve its purpose, the
neighborhood scale must at least exceed the effective model resolution (typically 6-
8 ∆x) to avoid accounting for random displacements. Hence, a neighborhood scale
of 50 − 100 km is regarded as a reasonable choice for contemporary atmospheric
models with ∆x ≲ 10 km.
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In Theis et al. (2005), the fuzzy verification method was extended to take up
a probabilistic interpretation by estimating the probability of a predicted event
within the predefined neighborhood. This is done by first converting the gridded
continuous precipitation amounts to a field of binary events based on an user-
defined threshold (see Eq. 5.4). The respective threshold tP can thereby be var-
ied such as the spatio-temporal scale s. The corresponding forecast probability⟨p(m0)⟩s is then estimated by the fraction of event grid boxes within the local
neighbourhood, that is

⟨p(m0)⟩s = 1
n

n∑
j=1 (Im,x)j . (5.9)

Here, ⟨⋅⟩s indicates the neighbourhood region which comprises n grid boxes covered
by the radius r or the edge length l on a spatial scale.

The probabilistic interpretation enables the application of common probabilistic
scores such as the Brier Score (BS) or its subvariant, the Fractions Brier Score
(FBS).
The BS is a proper scoring rule (Broecker, 2009) that is analogous to the MSE,
but operates on the squared difference between the forecast probability and the
discrete event:

BS = 1
N

N∑
i=1 [(⟨p(m0)⟩s)i − (Io,x)i]2 . (5.10)

This approach was applied in the study of Theis et al. (2005) to generate a prob-
abilistic pseudo-ensemble from deterministic precipitation forecasts.

The study of Roberts and Lean (2008) modified the probabilistic point of view
by replacing the discrete observation at grid point i with the observed fraction of
events in the neighborhood. Combining the resulting FBS given by

FBS = 1
N

N∑
i=1 [ (⟨p(m0)⟩s)i − (⟨p(o0)⟩s)i ]2 (5.11)

with the highest attainable Fractional Skill Score value FBSworst, the Fractional
Skill Score (FSS) is obtained:

FSS = 1 − FBS

FBSworst
(5.12)

with FBSworst = 1
N

N∑
i=1 (⟨p(m0)⟩s)2i + (⟨p(o0)⟩s)2i . (5.13)

The FSS has some convenient properties which ease its interpretation as stated
in Roberts (2008), Roberts and Lean (2008), and Skok and Roberts (2016):

i) A value of FSS = 0 indicates a complete mismatch between forecast and
observation given the neighborhood scale s. This value is always obtained
when either no events are predicted while some occur or vice versa.

ii) With increasing neighborhood size the obtained FSS-value becomes larger
and asymptotes to 1 in case of an unbiased forecast.
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iii) A random forecast with ⟨p(m0)⟩s=0 = fo yields FSS = f0 in case of a single-
pixel neighborhood (s = 0). Here, fo denotes the fractional area coverage
of observed precipitation events and thus, the FSS increases with the areal
coverage of events in the target domain.

iv) A forecast can be considered useful when it attains a higher FSS than a
random forecast on a neighborhood domain consisting of n = 1/fo grid points.
As shown in Skok and Roberts (2016), the corresponding threshold FSSuseful
is given by

FSS ≥ FSSuseful = 0.5 + fo2 ( 1
2 − fo) (5.14)

provided that the model forecast is unbiased.

Due to its intuitive interpretation, the FSS has become one of the standard metrics
for precipitation verification.

Besides, other techniques than the fuzzy verification framework have been devel-
oped. Among others, these comprise object-based techniques which aim to identify
and compare precipitation features from the forecast and the observation field as
well as scale decomposition methods. Recent examples in this context are the
displacement-amplitude score introduced by Keil and Craig (2009) or verification
techniques based on shift-invariant wavelet-transformations (see, e.g., Buschow
and Friederichs, 2020, 2021). However, the subsequent evaluation relies on stan-
dard verification techniques as introduced above.

While the joint distribution of forecasts and observations is of particular in-
terest in forecast verification, investigation of the marginal distribution provides
additional useful insight. This is due to the fact that the joint distribution can
be factorized into a conditional and marginal distribution following Murphy and
Winkler (1987).
In context of the task at hand, histograms of precipitation rates as well as the
predicted diurnal cycle of area-averaged precipitation amounts and intensities are
commonly compared against observations (see, e.g. Lean et al., 2008; Bechtold
et al., 2014b; Wahl et al., 2017). This allows us to distill shifts in the diurnal cycle
and systematic deficiencies in modeling the PDF of precipitation.

To measure the latter quantitatively, the integrated quadratic distance IQD can
be applied (Thorarinsdottir et al., 2013) as a proper divergence function. With

IQD(FP,o, FP,m) = ∫ ∞
−∞ (FP,o(x) − FP,m(x))2 dx, (5.15)

this scoring rule is negatively oriented similar to the MSE. The lower the value
of IQD, the higher is the similarity between the modelled and observed PDF of
accumulated precipitation amounts.

From a categorical forecasting point of view, the systematic bias b of predicted
precipitation events is also of particular interest. The systematic, or unconditioned
bias, is related to the (relative) 2x2 contingency table introduced in Table 5.1 and
evaluates the quotient between the probability of observed and modelled events:

b = p(m0)
p(o0) = p1 + p2

p3 + p4
. (5.16)
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While the optimal value of b is 1, b > 1 means that a model tends to produce too
many precipitation events. Contrarily, underestimating these events yields b < 1.

It is noted that the analysis of the marginal distribution of precipitation must
also be conducted in consideration of the double penalty problem. Thus, the
spatio-temporal scale has to be chosen large enough when the mentioned tools are
applied.

5.5 Evaluation of the simulation test series
Following the previous discussion, a careful assessment of the strengths and weak-
nesses of the model simulations as presented in Section 5.1 is performed. The
aim is to reveal potential added value when HYMACS instead of the conventional
Bechtold-Tiedtke scheme is used to represent deep convection at gray-zone resolu-
tions. Likewise, drawbacks of the hybrid CPS can be worked out.

Although the model simulations differ with respect to the applied convection
scheme, the atmospheric state is the same at initialization time. Thus, it can-
not be expected that larger systematic differences already develop during the first
integration hours. Spin-up effects resulting from the differing CPS of the driv-
ing model may also degrade the performance of ICON-HYM with respect to the
reference simulations during the initial time period. Since the initialization of
the model simulations takes place at 00 UTC (02 CEST) and spin-up effects are
noticeable for at least 6 hours after initialization (e.g. Zhao and Zhang, 2018),
considerable parts of the diurnal cycle on the first simulation day should not be
used for quantitative comparison. Therefore, the subsequent evaluation focuses on
the second simulation day which starts 22 hours after initialization and ends at
forecast hour 46.

Apart from the pitfalls of the first simulation hours, this time window has the
advantage that mesoscale structures originating from convective processes during
the first day may affect the evaluation period. Since those convective mesoscale
structure have to be largely captured by the respective CPS in a free forecast,
differences between both schemes at hand are enhanced while the atmospheric
state at coarser spatial scales remains close to each other (cf. Fig. 1.3 in Sec. 1.1).

The subsequent evaluation is structured as follows: At first, monthly precipita-
tion patterns accumulated from the second simulation day are analyzed and com-
pared qualitatively against radar observations. This gives some initial insight into
the dependency of the simulated precipitation from the convection parametrization
including its mesoscale effects on the atmospheric dynamics.

A detailed frequency analysis of daily and hourly precipitation then sheds light
on the statistical properties of precipitation in the summer season at hand. The
simulated and observed marginal distributions of precipitation sums are analyzed
with the help of histograms and the differences between both are scored by applying
the IQD-function (see Eq. 5.15). Thus, a first quantitative assessment of the
systematic strengths and deficiencies of the respective CPS is undertaken.

The subsequent investigation of the diurnal cycle provides further insight with
focus on the sub-daily variations. Area-averaged hourly precipitation rates as well
as precipitation intensities are evaluated along with subdaily variations in the
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underlying PDF of precipitation events in terms of the IQD. Simultaneously, a
regional distinction in the evaluation procedure is established.

The last two subsections deal with the analysis of the joint distribution of (re-)
forecasts and observations. Starting on a coarse spatial scale by evaluating the
area-integrated precipitation amounts over Northern and Southern Germany, the
problem of double penalty is circumvented. The performance of the two forecasting
systems ICON-HYM and ICON-BT is then accessed in terms of the LEPS skill
score given by Equation 5.8.

Afterwards, the evaluation of the model simulations in terms of the Fractions
Skill Score (FSS) gives access to the model performance at varying spatial scales
(see Eq. 5.13). It is worth noting that the FSS is calculated on ICON’s native
triangular grid. Besides, the neighborhood scale is not expressed in terms of the
number of grid squares like in Roberts and Lean (2008), but defined by a neighbor-
hood radius rs. The radius is thereby chosen to be a multiple of the grid spacing
∆xICON . An example with rs = 2∆xICON is illustrated in Figure 5.5.

Figure 5.5: Exemplary neighborhood around a grid point on a planar triangular grid with
rs = 2∆xICON . The center of the neighborhood coincides with the circumcenter of
the triangle highlighted in red. The circumcenters of the triangular cells inside the
neighborhood are marked in blue.

Although a profound number of daily (re-)forecasts is evaluated in this study
(N0 = 92), sampling uncertainty has to be taken into account. This is especially
true when scores are calculated to judge if one forecasting system outperforms the
other.

A common method to quantify the sampling uncertainty is based on the non-
parametric bootstrapping technique which repeatedly resamples the underlying
data with replacement to generate permuted score values (see, e.g., Efron and
Tibshirani, 1994; Lahiri, 2013, for comprehensive overviews). However, the simula-
tions during the test series are autocorrelated so that the so-called non-overlapping
block bootstrapping procedure is applied in this thesis. Instead of resampling from
individual data points in the collection of simulations, the test period is subdivided
into continuous blocks of length LB that are used for resampling.

The block length LB thereby has to chosen with care to produce reliable un-
certainty estimates. In general, it depends on the degree of autocorrelation of the
underlying data (Wilks, 1997). For precipitation verification in the midlatitudes,
LB is typically set to the approximate length of a synoptic period which is in the
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order of one week (e.g Wahl, 2015). Specifically, LB is set to seven days for daily
and to five days for subdaily precipitation amounts in this study which translates
to 13 and 18 different blocks over the test period, respectively. Based on these
blocks, 1000 bootstraps are performed from which the 90 % confidence interval is
estimated in the subsequent evaluation.

For estimating the uncertainty of the FSS, the block bootstrapping is combined
with a spatial bootstrapping technique. Similar to the blocks, the triangular cells
in the neighborhood are resampled (with replacement) when iterating over all
grid boxes of the verification domain. This approach results in 1000 additional
permuted FSS-values for each realization.

5.5.1 Monthly precipitation
The evaluation of the ICON simulations with HYMACS and the Bechtold-Tiedtke
scheme starts with a qualitative assessment on the modelled monthly precipitation
within the test period.

Figure 5.6 illustrates the differences between the modelled and observed monthly
precipitation from May to July 2017 for ICON-HYM (left column) and ICON-BT
(center column). As mentioned above, the (hourly) precipitation is accumulated
over the second simulation day of all model runs within the respective months.
The observed accumulated precipitation (OBS) are based on the YW product of
the RADKLIM dataset and are presented in the rightmost column.

Despite the rather long accumulation time, it cannot be expected that precip-
itation patterns close to the meso-γ scale are adequately captured by the model
simulations. Especially in regions where convection dominates the monthly pre-
cipitation pattern, e.g. in Thuringia and Rhineland-Palatinate in May (Fig. 5.6a),
the double-penalty problem becomes obvious. In these regions, strongly varying
differences between observed and simulated monthly precipitation are due to small
displacement errors and should not be overemphasized.

However, deficiencies on larger-scales can be identified as well. For instance, the
high monthly precipitation amounts between Hamburg and Berlin are largely un-
derestimated with ICON-HYM and ICON-BT in June (Fig. 5.6b). This indicates
that the cyclone leading to intensive continuous rain over Northeastern Germany
by the end of June (see Sec. 5.3) was not accurately captured by the ICON sim-
ulations in general. Another example pertains the large (under-)overestimation
of precipitation in (Central) Eastern Germany in July (Fig. 5.6c) which can be
attributed to the cut-off low around 25th July. Due to evaluating the second sim-
ulation day, mesoscale flow structures depending on the differing representation
of (deep) convection also become present in the monthly precipitation pattern
of the model simulations. Thus, there does not only exist considerable differences
between the observation and the simulations, but also between the competing sim-
ulations. One of this remarkable difference can be seen in the difference plots for
May where ICON-BT underestimates strongly the monthly precipitation near and
south off Hamburg. The simulations with HYMACS show a much less systematic
difference pattern in this region. This indicates that the convective mesoscale sys-
tems affecting parts of Central Germany by end of the second decade are better
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represented with the hybrid CPS.
While there are also examples where ICON-BT performs better than ICON-

HYM (e.g. over North Rhine-Westphalia in July), the difference patterns at
smaller scales appear to be more organized with HYMACS. In regions with a
dominant contribution of convection to the monthly precipitation amount, shower
streets can be identified as aligned areas with alternating sign in the precipitation
difference. Such features are natural to high-resolution simulations and indicate
a pronounced coupling of the simulated convective precipitation pattern to the
environmental dynamics. Although increasing the differences in a point-to-point
evaluation as a manifestation of the double penalty problem, this is considered to
be a beneficial feature of HYMACS.
(a)

(b)

(c)

Figure 5.6: Differences of modelled monthly precipitation (left column: ICON-HYM - OBS,
center column: ICON-BT - OBS) on the second simulation day compared to the
RADKLIM observations for (a) May, (b) June and (c) July. The OBS is derived
from the YW product and was remapped onto ICON’s native grid. The accumu-
lation periods coincide with model simulation times, i.e. the 1st May is excluded
from the monthly precipitation in May 2017. The regions with missing data close to
the western border are due to radar failures at the station sites Essen and Freiburg
leading to a temporal data coverage of less than 95 % in July 2017.
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5.5.2 Frequency analysis of hourly and daily precipitation
Now, we turn our attention to the marginal distribution of precipitation in the test
period by analyzing the frequency of precipitation events on a daily and hourly
scale.

The green bars in Figure 5.7 show the observed relative frequency for different
classes of daily precipitation over all Germany. Nearly half of the observations
(48.31 %) belong to the category dry day which is defined for 24 h precipitation
amounts P24h below 0.1 mm in this study. Weak rain days (0.1 mm/24h ≤ P24h <
2 mm/24h) constitute the dominant class for wet days, while the frequency quickly
decreases for higher precipitation amounts. The classes belonging to moderately
rainy days (5 mm/24h ≤ P24h < 30 mm/24h) occur at a frequency in the order of 1-
10 %, whereas higher daily precipitation amounts are rare. Note that the decrease
in the frequency for higher precipitation accumulations is stretched in Figure 5.7
due to the increasing class size. In fact, the frequency distribution corresponds to
a right-skewed Gamma distribution which is common for precipitation data (see
Sec. 5.4.2).
(a) (b)

Figure 5.7: Relative frequency distribution of daily precipitation for all months of the test
series May-July. The model data is evaluated on the second simulation day and
only where corresponding radar observations (remapped onto ICON’s triangular
grid) are available.

The model simulations with HYMACS capture the frequency distribution quite
well, although the occurrence of dry days is slightly overestimated (51.38 %). This
slight overestimation can mainly be attributed to lower than observed frequencies
for the weak and moderate precipitation classes. However, stronger daily precipi-
tation events (with P24h > 30 mm/24h) tend to occur too often with HYMACS.

By contrast, the simulations with the operational Bechtold-Tiedtke scheme show
up with a high tendency for weakly rainy days. Nearly 40 % of the events belong
to the respective classes (0.1 mm/24h ≤ P24h < 2 mm/24h and 2 mm/24h ≤ P24h <
5 mm/24h) which is considerably more than observed. Strong precipitation events
are however even rarer than in the observations, but cannot outweigh the overesti-
mation of weak precipitation events. Thus, contrary to HYMACS, the chance for
dry days is reduced compared to the observations.

Quantifying the similarity between the frequencies of observed and simulated
daily precipitation amounts with the help of the IQD metric (see Eq. 5.15) con-
firms that the PDF of daily precipitation is better captured with ICON-HYM.
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With IQD = 0.0282 mm/24h(+0.0360/−0.0081 mm/24h), ICON-BT attains a con-
siderably higher value than the competing simulations with HYMACS whose eval-
uation yields IQD = 0.0052 mm/24h(+0.0043/−0.0037 mm/24h). Albeit the rela-
tively large 90 % confidence interval indicating uncertainty due to the moderate
sample size, the better representation of the marginal distribution of daily precip-
itation can be traced back to a better representation of weak precipitation events
with ICON-HYM compared to ICON-BT. Yet, also the PDF of daily precipita-
tion with HYMACS is still significantly different from the observed one since the
99 % significance level yields IQD ∼ O(10−4) which is one order smaller than the
obtained IQD with ICON-HYM.

Analysis of the monthly relative frequency distribution of daily precipitation
events reveals that the tendency of the operational Bechtold-Tiedtke scheme to
produce too much light precipitation is most pronounced for May 2017. While
the radar observations as well as the simulations with HYMACS show up with
a frequency of dry days close to 60 % (58.20 % in OBS and 59.28 % in ICON-
HYM), ICON-BT simulates many weak precipitation events with an outstanding
maximum in the weakest precipitation class of this month (see Fig. 5.8a).

Contrarily, the proneness of HYMACS for strong precipitation events can be
attributed to the wettest month of the test series, July 2017 (see Fig. 5.8b). Espe-
cially, daily precipitation in the class 30 -50 mm/24h occur much more frequently
in this month than in the observations (nearly 2 % compared to around 1.3 %).
However, the differences in the strong daily precipitation classes are rather small
with some tendency towards underestimation in May and June, manifesting the
general likeliness to more dry days in the simulations with HYMACS.

(a) (b)

Figure 5.8: Clipped relative frequency distributions of daily precipitation for the months May
(a) and July (b). While for May precipitation classes with P24h < 20 mm/24h are
displayed, the classes with daily precipitation amounts exceeding 20 mm are shown
for July.

To further analyze the characteristics of accumulated precipitation amounts in
the model simulations and in the observations, the frequency analysis is conducted
for hourly precipitation P1h in the following. The respective frequencies of different
precipitation classes for the period May-July are displayed in Figure 5.9. The
characteristic property of the ICON-BT to produce too many weak precipitation
events is again obvious, whereas the frequencies for the precipitation classes with
P1h < 2 mm/h only differ slightly between ICON-HYM and OBS. No precipitation
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events, again classified as events with P1h < 0.1 mm/h, occur in roughly 90 % of the
cases in the observation and in the simulations with HYMACS, whereas ICON-BT
underestimates these events by nearly 4 %. This result is analogous to the analysis
of daily precipitation and indicates that the systematic overestimation of weak
precipitation can be directly linked to short-lived convective precipitation events
with the Bechtold-Tiedtke scheme.

(a) (b)

Figure 5.9: As Figure 5.7, but for hourly precipitation.

The simulations of ICON-BT also underestimate clearly moderate and strong
precipitation events, while ICON-HYM now shows up with a notable overesti-
mation of events with P1h ≥ 10 mm/h. The latter seems to outweigh the slight
underestimation of hourly precipitation rates between 2 mm/h and 7.5 mm/h with
HYMACS. Apart from a varying amplitude of the respective frequency classes,
the described characteristic of hourly precipitation can be diagnosed for all three
months separately (not shown).

The IQD for all hourly precipitation events confirms quantitatively that the sim-
ulated probability distribution with ICON-HYM is closer to the the observed one.
With the hybrid CPS, ICON only attains a value of IQD = 0.0011 mm/1h(+0.0056/
-0.0002 mm/1h), whereas ICON-BT shows up with a significant higher value of
IQD = 0.0112 mm/1h(+0.0056/-0.0084 mm/1h). Thus, the relative difference in
IQD between both model configurations is on average larger for hourly precipi-
tation than for daily precipitation. This confirms that changing the model’s CPS
mainly affects short-term precipitation events since these are naturally linked to
convection.

Putting the results of the frequency analysis together, a first hypothesis can be
made on the underlying dynamic-physical reasons. The tendency of the Bechtold-
Tiedtke scheme to produce too many precipitation events along with an underes-
timation of their intensity may indicate that convective instability is released too
early. Opposed to that, the modest overestimation of strong precipitation events
aligned with producing too less moderate precipitation events with HYMACS may
be explained by a too strong convective suppression during noon. A more detailed
analysis of the diurnal cycle of precipitation is therefore conducted next.
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5.5.3 Diurnal cycle of precipitation
The daily cycle of precipitation is evaluated in terms of the hourly precipitation
amounts as well as the intensity of precipitation events that are both averaged in
space and time. The former includes no-rain events, whereas events with P1h <
0.1 mm/h are filtered out for the intensity. However, due to occasional maintenance
of some radar stations, some areas have observational gaps during the test period
(see also Fig. 5.4). In order to avoid contributions from areas with frequently
missing observations, grid points with less than 95 % data coverage for a specific
daytime are disregarded.

Analysis for all Germany

Figure 5.10 illustrates the daily cycle of averaged hourly precipitation accumula-
tions over Germany. The observations from May to July show a clear diurnal cycle
in mean precipitation (black curve in Fig. 5.10a). During the first half of the day,
the precipitation activity is reduced and reaches a weak minimum at local noon2.
From 11 CEST onward, the averaged precipitation rate starts to increase with
steepest slope in the early afternoon and reaches its maximum between 17 and 20
CEST. In the evening hours and during the first half of the night, the precipitation
activity again drops towards the baseline activity of the morning hours.

The overall shape of the mean diurnal cycle of precipitation is reproduced quite
well with ICON-HYM (red curve in Fig. 5.10a). Until early noon, there are only
minor differences in the averaged precipitation activity. However, the midday
minimum is somehow stronger compared to the observation due to a stronger
decline in mean precipitation between 8 and 12 CEST. The increase during the
afternoon hours is slightly delayed and results in an overestimation of the maximum
precipitation activity shifted by 1-2 hours towards the evening. A steeper than
observed decline in averaged precipitation follows for the last hours of the day.

The differences compared to the observations are considerably larger with ICON-
BT (blue curve in Fig. 5.10a). The precipitation activity increases between mid-
night and the morning hours and then remains at higher level close to 0.13 mm/h.
Albeit being weak in the observations, a midday minimum is absent in the sim-
ulations with the operational Bechtold-Tiedtke scheme and the daily maximum
of mean precipitation occurs too early by at least two hours. Thus, while the
precipitation activity keeps on being high during the early evening in the observa-
tions, the mean precipitation already drops quite quickly with ICON-BT before it
reaches its daily minimum at around 22 CEST.

The daily cycle in the precipitation intensity is less pronounced, but resembles
the temporal course of mean precipitation in general (black curve in Fig. 5.10b).
Between morning and noon, the median of the precipitation intensity is close to
1.1 mm/h and then increases towards 1.3 mm/h in the evening hours. The increase
in intensity is less continuous than the increase in the overall mean precipitation
rate and its maximum is also slightly shifted to the late evening, while the decrease
continues throughout the night and early morning hours. As can be seen from the

2Monthly evaluation of the mean precipitation reveals that the midday minimum is clearly
visible in July, but absent in the two remaining months.
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shaded area illustrating the interquartile range, the spatial variability is large in the
observations and points out to considerable regional dependencies of the rainfall
intensity (see below).

In analogy to the mean precipitation rate, ICON-HYM reproduces the general
shape of the daily cycle, but overestimates its amplitude (red curve in Fig. 5.10b).
The minimum median intensity drops to 0.9 mm/h at local noon, while the max-
imum reaches up to 1.35 mm/h at 21 CEST. The subsequent decrease at night is
therefore also steeper than in the observations.

However, the differences are even larger in terms of the intensity with ICON-
BT compared to the mean precipitation (blue curve in Fig. 5.10b). A phase shift
of about 10 hours is analyzed with a maximum at the end of the night/early
morning and a minimum during the evening hours. In addition to the strong phase
shift, the precipitation intensity and its spatial variability are considerably smaller
compared to the observations. Thus, the tendency of the Bechtold-Tiedtke scheme
to produce too frequent, but too weak precipitation events can be diagnosed over
all day times. This characteristic feature is also reflected in the frequency bias
b which is always greater than 1 with ICON-BT and even exceeds a value of 1.5
around noon between 10 and 15 CEST. All in all, the diurnal cycle of precipitation
is therefore poorly represented with the classical CPS in the test series at hand.

Contrarily, the frequency bias of ICON-HYM is generally much closer to 1 show-
ing that the hybrid CPS is better calibrated. Nonetheless, systematic weaknesses
can be identified for HYMACS as well. While b remains close to 1 at noon, a
noticeable underestimation (b < 1) builds up in the afternoon hours. Due to the
convectively driven daily cycle of precipitation, this indicates that convective cells
are likely to be suppressed at this day times with HYMACS. The consequence of
this behaviour has already been noted above, that is a delayed diurnal and slightly
stronger maximum in mean precipitation and intensity. Likewise, the higher 25th
percentile of precipitation intensity in the evening hours can be reasoned.

(a) (b)

Figure 5.10: (a) Diurnal cycle of mean precipitation and (b) precipitation intensity for all Ger-
many between May and July 2017. The latter is calculated from events with
P1h ≥ 0.1 mm/h (right). The shaded areas in (b) show the interquartile range of
spatial variability for the precipitation intensity. For mean precipitation, the vari-
ability is omitted for illustration purposes. Besides, hourly values of the frequency
bias are given in (b) for ICON-HYM (red) and ICON-BT (blue).
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Regional differences in diurnal cycle

So far, the evaluation has been performed collectively for all Germany. How-
ever, the topographical and climatological characteristics of Germany are diverse.
The North German Lowlands occupy a maritime character in its western part,
whereas Central and Southern Germany are dominated by low mountain range
areas bordered by the Alps to the south. Since mountains play a crucial role for
precipitation patterns in general ranging from orographic (stratiform) precipita-
tion to triggering of deep convection (e.g. Fuhrer and Schaer, 2005; Wulfmeyer
et al., 2008; Kirshbaum et al., 2018), spatial separation of the investigation area
enables a more detailed analysis.

In the following, the investigation area is separated along the northern edge of
the low mountain range to serve this purpose. The border between both regions
is illustrated by the red line in Figure 5.2 separating the region GER-North with
typically less than 100 -150 m elevation in the north from an elevated and often
highly diverse topographical region GER-South to the south3.

As indicated by the black curves in Figure 5.11(a,b), the observed diurnal cycle
of mean precipitation for GER-North and GER-South differ quite remarkably from
each other: While the precipitation activity reaches its daily minimum during the
second half of the night and then increases continuously until the evening in GER-
North, a midday minimum in mean precipitation is clearly visible for GER-South.
Besides, the daily maximum occurs already in the late afternoon/early evening
while nightly rain remains at a moderate level until early morning in GER-South.

The diurnal cycle of precipitation intensity also differ for both regions as revealed
by the black curves in Figure 5.11(c-d). Such as the mean precipitation rate, the
intensity is weakest in Southern Germany between morning and noon and then
increases during the afternoon hours. However, the intensity remains high and even
keeps on slightly increasing in the late evening and at night, indicating that the
area of precipitation reduces after sunset. For GER-North, the peak in intensity
coincides roughly with the peak of mean precipitation. However, it is noted that
the prior increase mainly occurs in the afternoon hours, indicating that the increase
in mean precipitation between morning and noon is realized by an increase in the
precipitating area.

The ICON-simulations with the two different CPS also reveal different regional
characteristics: Apart from the delay for the daily maximum of precipitation,
ICON-HYM captures the diurnal cycle in mean and intensity reasonably well for
GER-South (red curves in Fig. 5.11(a,c)). The moderate underestimation in mean
precipitation between midnight and noon can be attributed to an underestimation
of the intensity since the frequency bias is close to 1. In the afternoon hours, this
underestimation can rather be traced back to a negative frequency bias which also
tends to outweigh the slightly too strong precipitation intensity in the evening.

With ICON-BT, the differences in the diurnal cycle compared to the observa-
tions are large for mean precipitation and intensity over GER-South (blue curves
in Fig. 5.11(a,c)). Between the morning and the afternoon, the mean precipitation

3GER-North covers around 45 % (3942 grid points) of the complete German region (9018 grid
points).
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(a) (b)

(c) (d)

(e) (f)

Figure 5.11: Diurnal cycle of precipitation in South (left column) and North (right column)
Germany. (a,b) Mean precipitation analogous to Figure 5.10a. (c,d) Precipitation
intensity analogous to Figure 5.10b. (e,f) Integrated quadratic distance (IQD) for
3h precipitation amounts. The vertical bar illustrates the 95 % confidence interval
estimated via block bootstrapping. The 99 % significance level attains values ofO(10−4-10−5) and is therefore omitted.

is relatively high and only shows up with a very weak midday minimum. The
intensity, which is strongly underestimated for the whole day, decreases during
this period, thus indicating that the Bechtold-Tiedtke scheme produces too many
precipitation events. Consequently, a large frequency bias up to b = 1.88 is reached
during noon. In the afternoon and early evening, mean precipitation again drops
too early which can be attributed to a strong decrease in the precipitation area.
Even though the frequency bias approaches 1 in the evening, the intensity of pre-
cipitation events keeps on being severely underestimated. Likewise, the spatial
variability is much smaller than in the observations.
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A closer look on the diurnal cycle of precipitation intensity can be obtained
by repeating the IQD-analysis (see Sec. 5.5.2) on a sub-daily scale. The IQD-
values of ICON-HYM and ICON-BT for 3h accumulations of precipitation P3h in
GER-South are displayed in Figure 5.11e. Generally, the similarity between the
observed and simulated frequency of P3h is higher with ICON-HYM compared to
ICON-BT. This is especially true in the late evening as well as between midnight
and the morning hours when ICON-HYM attains IQD << 0.01 mm/3h. However,
the PDF is also better captured when HYMACS underestimates the frequency of
precipitation events and tends to overestimate between 15 and 21 CEST. Thus,
the negative bias and the tendency towards too strong precipitation events of
ICON-HYM in this period are still less severe than the strong underestimation of
precipitation intensity with ICON-BT in this period.

Interestingly, both CPS yield similar values of the IQD between 9 and 15 CEST.
Around noon, the similarity between the observed and modelled PDF of P3h al-
ready starts to decrease with ICON-HYM. Simultaneously, the IQD with the
Bechtold-Tiedtke scheme reaches its daily minimum since the underestimation in
precipitation intensity is moderate in this period despite the strong frequency bias.
Nevertheless, the analysis confirms that the marginal distribution of precipitation
is consistently better captured with HYMACS for practically all daytimes in GER-
South.

The diurnal cycle of precipitation is generally also better represented with ICON-
HYM over the flat region of Northern Germany (Fig. 5.11(b,d)). The precipitation
intensities fit again much better with the observations and also the daily maximum
in precipitation activity in the evening is reproduced apart from a slight temporal
delay.

However, the regional analysis also reveals some weaknesses with the hybrid
scheme. In addition to the tendency of producing too strong precipitation events
in the evening (note again the high values for the 25th percentile), the hourly
area-averaged precipitation is clearly overestimated around the daily precipitation
peak. Besides, there is a local minimum around noon that is not covered by the
observations. Indeed, the shape of the area-averaged hourly precipitation even fits
better for ICON-BT in this period although the following peak occurs again too
early. Thus, HYMACS outperforms ICON-BT to a lesser extent in terms of the
diurnal cycle of precipitation in GER-North. With the Bechtold-Tiedtke schemes,
the precipitation intensity and the amplitude of diurnal cycle are still generally
underestimated, but ICON-HYM now also overestimates noticeably the latter one.

In terms of the IQD for three hourly precipitation (Fig. 5.11f), smaller differ-
ences with respect to the observation are again consistently obtained with the
hybrid CPS over the course of the day. While ICON-HYM still outperforms
ICON-BT around noon in GER-North, the gap between both model configura-
tions shrinks in the evening hours. This is consistent with the result obtained
above in the sense that the strong overestimation of the diurnal peak in precip-
itation with HYMACS outweighs the systematic feature of too frequent and too
weak precipitation events with the Bechtold Tiedtke scheme.

All in all, the regional analysis provides further details on the characteristics of
the diurnal cycle of precipitation with both CPS at hand. A positive frequency
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bias, a too early peak in the diurnal cycle of precipitation and a systematic un-
derestimation of the precipitation intensity are consistently found for both regions
with ICON-BT. ICON-HYM performs generally better than the operational CPS,
but exhibits a regional dependency. While the diurnal cycle of precipitation is
only slightly shifted towards the evening over the mountainous parts of Germany,
larger discrepancies are found in the lowlands of Northern Germany. There, a
local minimum around midday followed by an overestimated precipitation peak in
the evening hours further indicates that the convective suppression over noon is
too strong with HYMACS. As a consequence, more near-surface instability can
accumulate which is then released towards the end of the day by more intensive
than observed convection.

Since the latter feature is partly concealed by the analysis for all Germany, the
regions GER-North and GER-South will be investigated separately in the subse-
quent evaluation focusing on the joint distribution of simulation and observation.

5.5.4 Verification of area-integrated precipitation forecasts
The verification of area-integrated precipitation forecasts for the regions GER-
South and GER-North is evaluated in terms of the Linear Error in Probability
Space (see Eq. 5.7). Both subdomains are considered to be large enough so that
spatial integration in the respective region is sufficient to relax the double penalty
problem.

The required cumulative probability distribution from the observations CDFo is
thereby estimated from the full available RADKLIM data set for each month of the
test series. Despite the rather short time series providing 19 years of precipitation
data (2001-2019), this data set is considered to represent the statistical nature of
precipitation apart from extreme events (Winterrath et al., 2019) with sufficient
accuracy. Note that extreme events do not substantially affect the shape of the
CDF since these events are rare by definition.

For comparison between the two competing model configurations ICON-HYM
and ICON-BT, Figure 5.12 illustrates the LEPS skill score (see Eq. 5.8) for daily
precipitation and for 3h precipitation as a function of daytime for the mountainous
region GER-South. The line in the boxplots represents the unpermuted LEPSskill
of the precipitation forecasts. The sample uncertainty estimated via 5-day block
bootstrapping is illustrated by the box and whiskers which denote the interquartile
and interdecile range from 1000 bootstrapping steps.

While ICON-HYM outperforms ICON-BT in terms of daily precipitation accu-
mulations, the situation is less clear on a sub-daily time scale. Over night and in
the morning hours, the skill of the simulations with HYMACS tends to be positive,
even though sampling uncertainty is quite large.

However, despite the clear overestimation of 3h precipitation with ICON-BT
and the smaller deviations in temporally averaged precipitation of ICON-HYM
with respect to the observations (cf. Fig. 5.11a), LEPSskill is already smaller than
zero at early noon (between 09 and 12 CEST). By evaluating each month of the
test series separately, it is seen that the poorer performance of HYMACS is caused
by a too pronounced decline of precipitation during midday in June (not shown).
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Thus, the change in sign of skill might be attributed to the too strong convective
inhibition with HYMACS in this daytime period mentioned earlier.

Around 15 CEST, the area-integrated precipitation with ICON-BT reaches its
daily maximum while the increase in precipitation activity still lags behind ICON-
HYM. The skill of HYMACS remains slightly negative (LEPSskill ≈ −0.05) until
the strong underestimation of P3h with the Bechtold-Tiedtke scheme becomes ef-
fective in the evening hours. For the last six hours of the day, ICON-HYM sig-
nificantly outperforms ICON-BT (LEPSskill ≈ 0.19). As indicated by the smaller
sample uncertainty range, this signal is robust for the test period at hand.

Figure 5.12: LEPS skill score for area-integrated precipitation in GER-South taking the fore-
casts with the Bechtold-Tiedtke scheme as a reference. The leftmost column illus-
trates LEPSskill of daily precipitation, whereas the rest accounts for three hourly
precipitation evaluated on different daytimes. The horizontal line in the boxes
indicates the unpermuted LEPSskill over the whole test period, whereas the box
and whiskers illustrate the interquartile and interdecile range of the sampling un-
certainty estimated via 5-day block bootstrapping with 1000 bootstrapping steps.

By contrast, ICON-HYM only outperforms ICON-BT between 21 and 24 CEST
in the second half of the day in Northern Germany (Fig. 5.13). Before this small
time window, LEPSskill is significantly negative which can be attributed to strong
overestimation of the daily maximum and a delayed increase in the area-integrated
precipitation during the afternoon with the hybrid CPS. Aggregated over a large
domain, this effect overcompensates the too early drop in precipitation activity
with ICON-BT as diagnosed previously.

Interestingly, ICON-BT shows up with a comparatively high LEPS compared
to ICON-HYM at early noon (between 09 and 12 CEST) for GER-North when the
modelled averaged precipitation rate is fairly close to the observed one. Detailed
analysis reveals that this feature can be related to days when Northern Germany
was located between a trough over southern Scandinavia and a high pressure sys-
tem to the southwest (e.g 23rd-26th May and 10th-15th June). At these times, cold
air masses are advected at low levels which then lead to boundary layer instability
due to solar heating. While this causes only shallow convection in the observa-
tions, the Bechtold-Tiedtke scheme tends to produce weak rain showers in these
situations. Thus, ICON-HYM then outperforms ICON-BT despite the unobserved
drop in the area-averaged precipitation rate.

During night and in the morning, ICON-BT has some tendency to perform
slightly better than ICON-HYM. However, due to the sampling uncertainty, the
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differences are rather minor. Lastly, despite the variable skill of HYMACS on a
sub-daily scale in GER-North, its capability to predict daily precipitation is again
noticeably better compared to ICON-BT.

Figure 5.13: As Figure 5.12, but for the region GER-North.

All in all, the validation results in both regions for the area-integrated precipi-
tation scored with the LEPS skill score are aligned with the previously obtained
results. Especially, in the (late) evening hours, ICON-HYM outperforms ICON-BT
due to the systematic underestimation of precipitation activity with the classical
CPS. However, the weakness of HYMACS to produce too less precipitation at mid-
day and in the afternoon is emphasized with the LEPS-analysis. Even when the
averaged precipitation rate is close to the observations as for ICON-HYM between
15 and 18 CEST in GER-North, the explicit pairing of forecasts and observations
reveals stronger deficiencies compared to ICON-BT. This further points out to
the hypothesis that a too strong convective suppression might be a systematic
property with HYMACS.

Nonetheless, upscaling the precipitation forecasts on large domains such as GER-
North and GER-South largely conceals spatial patterns on mesoscale. The subse-
quent evaluation therefore focuses on further evaluating both model configurations
on finer spatial scales by using the Fractions Skill Score as a scale-dependant ver-
ification technique.

5.5.5 Verification of spatial precipitation patterns
Figure 5.14 illustrates the averaged Fractions Skill Score (see Eq. 5.13) of hourly
precipitation rates for the region GER-South with ICON-HYM. The x-axis corre-
sponds to the radius defining the neighborhood size rs which varies between 13 km
(rs = 2∆xICON) and 104 km (rs = 16∆xICON)4. The y-axis corresponds to the
daytime so that the diurnal cycle of the FSS across various spatial scales can be
analyzed. Different hourly precipitation thresholds tP,1h of 0.1 mm/h, 0.5 mm/h,
1 mm/h, 2 mm/h, 5 mm/h and 10 mm/h have been chosen to define the binary
events (cf. Eq. 5.4). While the lower thresholds typically include stratiform precip-
itation events, higher thresholds can be used to focus on convective precipitation.

4The FSS is calculated for each simulation over a range of neighborhood scale with a stride
length of 13 km = 2∆xICON .
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(a) (b)

(c) (d)

(e) (f)

Figure 5.14: Temporally averaged FSS from ICON-HYM simulations (color shading) for dif-
ferent neighborhood scales (x-axis) and over daytime (y-axis) obtained for GER-
South. Different absolute thresholds for defining the binary events are applied,
that are (a) tP,1h = 0.1 mm/h, (b) tP,1h = 0.5 mm/h, (c) tP,1h = 1 mm/h, (d)
tP,1h = 2 mm/h, (e) tP,1h = 5 mm/h and (f) tP,1h = 10 mm/h. Solid (dotted) con-
tour lines denote that the FSS with ICON-HYM is higher (lower) than with
ICON-BT. Hatched areas with dots highlight spatio-temporal scales where the
sign of the difference is robust within a 90 % confidence interval. The confidence
interval was estimated by combining local bootstrapping with 5-day block boot-
strapping.

For small threshold values (tP,1h ≤ 0.5 mm/h), FSS-values of about 0.5 are
already obtained for small neighborhood scales with rs < 50 km (see Fig. 5.14a,b).
Thus, ICON-HYM is capable to serve useful forecasts for precipitation events close
to ICON’s effective spatial model resolution which was found at about 6 ∆xICON ≃
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39 km in Zaengl et al. (2015). For increasing neighborhood radii, the skill for
predicting weak precipitation events continuously grows reaching values of 0.7 to
0.8 for the largest analyzed neighborhood sizes. While the skill remains nearly
constant on the second simulation day until the late afternoon, a drop in forecast
quality becomes apparent in the evening hours.

The additionally plotted solid and dashed contour lines in blue and red denote
the FSS-difference between ICON-HYM and ICON-BT. Solid lines denote positive
differences indicating that the simulations with HYMACS has more skill on aver-
age than the simulations with the Bechtold-Tiedtke scheme, whereas dashed lines
represent the opposite case. The hatched area highlights spatio-temporal scales
where the sign of the FSS-difference is robust over a 90 % confidence interval.

It is seen that differences are mostly minor on small spatial scales for weak
precipitation events in Southern Germany (see Fig. 5.14a,b) with some indication
of superiority of ICON-BT between midnight and early morning as well as before
midnight. Over noon, ICON-HYM tends to outperform. On larger spatial scales,
the FSS-differences show a relative gain of skill for ICON-HYM. Especially over
noon, ICON-HYM clearly outperforms ICON-BT, while better results are also
obtained in the morning hours and for tP,1h = 0.5 mm/h in the evening hours. This
pattern can be largely attributed to the previously analyzed systematic biases in
the simulations with the Bechtold-Tiedtke scheme. These are an overestimation of
weak precipitation events at local noon and an underestimation when the diurnal
cycle of precipitation reaches its maximum.

The latter characteristic feature becomes more evident for higher precipitation
thresholds, which more and more exclude stratiform precipitation events. While
the forecast skill degrades quite quickly (Fig. 5.14c-e), the FSS remains signifi-
cantly larger with the hybrid CPS in the evening hours, but also at night. Al-
though ICON-HYM attains FSS-value slightly below 0.5 for tP,1h = 5 mm/h and,
strictly speaking, fails to provide a useful forecast at a neighborhood scale with
rs ≈ 100 km, it performs much better than ICON-BT.

Precipitation events with P1h ≳ 10 mm/h are very rare and are barely captured
by none of the ICON simulations at all (see Fig. 5.14f). Nevertheless, some skill
is obtained by ICON-HYM in the early morning where such strong precipitation
events is most likely linked to mesoscale convective systems that persisted through-
out the night. However, the relevance of the results based on such a threshold
should not be over-interpreted. In addition to the scarcity of these events which
is manifested in a large sampling uncertainty (not shown), it is also likely that the
averaged displacement error approaches the scale of the domain size. As pointed
out by Skok and Roberts (2016), this spatial error must not dominate to allow for
a meaningful assessment on the forecast quality in terms of the FSS.

The mean Fractions Skill Score for GER-North with ICON-HYM is displayed in
Figure 5.15. In general, the results are comparable to GER-South. For weak pre-
cipitation (tP,1h ≤ 1 mm/h), the FSS-differences between ICON-HYM and ICON-
BT are minor for most parts of the day (see Fig. 5.15a-c). Stronger, positive
differences between local noon and afternoon with some robustness between 13
and 16 CEST can again be attributed to the strong overestimation of weak pre-
cipitation events with ICON-BT. While the diurnal cycle of precipitation already
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peaks too early with the Bechtold-Tiedtke scheme, the simulations with HYMACS
clearly overestimate the maximum in the evening hours. Consequently, the differ-
ences in FSS range between slight negative and weakly positive values towards
the end of the day.

The most notable benefit from the hybrid scheme is obtained for 2 mm/h ≤ tP,1h ≤
5 mm/h in the morning hours and in the early afternoon. While the forecast of
events with a minimum precipitation rate of 2 mm/h is still useful with ICON-BT
in the morning hours (albeit the FSS is clearly smaller), only forecasts with the
hybrid scheme are useful at neighborhood scales rs < 100 km in the early afternoon
(see Fig. 5.15d). For tP,1h = 5 mm/h (Fig. 5.15e), HYMACS exclusively provides
useful forecasts in the morning, in the afternoon and in the late evening. For
higher thresholds, the FSS-value again tracks low for most daytimes in all ICON
simulations.

As argued in Roberts (2008), using absolute thresholds for performing the FSS-
calculation involve the models’ biases. This is also seen in the results presented
above: ICON-HYM outperforms ICON-BT at these times when the conventional
CPS produces too many weak precipitation events (especially in the afternoon)
and when stronger precipitation events are targeted in general.

To remove the bias effect and to focus exclusively on the spatial accuracy, thresh-
olds can be defined based on percentiles. In the following, four different percentiles
are used for the evaluation, that are the 90th, the 95th, the 97.5th and the 99th
percentile, respectively. It is noted that lower percentile values are possible in prin-
ciple, but reduce significantly the number of simulation dates that can be used for
evaluation. For instance, only 18-23 out of 91 days in the test period show up with
85 th percentiles that are non-zero in the observations of the region GER-South
between 01 and 15 CEST. Besides, the analysis is rather focused on localized,
convective precipitation events with higher percentiles since they correspond to
higher absolute threshold values.

The bias-corrected mean FSS-values for GER-South based on the four different
percentiles are illustrated in Figure 5.16. For the 90th percentile, the precipitation
forecasts become useful at a neighborhood scale of rs ≃ 40 km (Figure 5.16a).
Apart from the first five hours of the second simulation day, the FSS-differences
between ICON-HYM and ICON-BT are mostly small and the sign of the FSS-
difference is seldom robust over a 90 % confidence interval. Thus, the performance
of both models in capturing widespread precipitation events (at minimum 10 %
of the target domain are covered with precipitation for the 90th percentile) is
comparable. The widespread character with the 90th percentile threshold is also
reflected in the corresponding averaged absolute threshold which vary between
0.83 mm/h (03 CEST) and 1.17 mm/h (18 CEST).

Interestingly, larger positive FSS-differences are obtained between midnight
and the early morning hours of the second simulation day. With HYMACS, the
FSS is up to 0.05 higher than with the Bechtold-Tiedtke scheme, especially on
neighborhood scales of 50 km ≤ rs ≤ 100 km. Closer inspection of the results indi-
cate that this signal can be attributed to slightly improved representation of weak
to modest nightly rain events with some convective character as a remedy of the
previous day.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.15: As Figure 5.14, but for region GER-North.

Starting with the results from the 95th percentile (Fig. 5.16b,c), some improve-
ment in the spatial precipitation pattern is attained with ICON-HYM in the late
afternoon and in the morning hours. With corresponding absolute thresholds be-
tween 1.23 mm/h (13 CEST) and 1.70 mm/h (19 CEST) for the 95 th percentile
and 1.60 mm/h (11 CEST) and 2.62 mm/h (19 CEST) for the 97.5th percentile, the
evaluation focuses more and more on localized, convective precipitation. Thus, not
only the bias of convective precipitation is removed at this daytime, but also the
spatial patterns tends to be better captured compared to ICON-BT even though
the FSS-differences are not always robust.

From early noon until early afternoon, but also in the late evening, the FSS-
differences vary around zero indicating that ICON-HYM does not yield an im-
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(a) (b)

(c) (d)

Figure 5.16: As Figure 5.14, but for bias-corrected FSS-analysis. Thresholding is based on
different percentiles, that are (a) the 90th percentile, (b) the 95th percentile, (c)
the 97.5th percentile, and (d) the 99th percentile.

provement. The aforementioned relative gain of HYMACS in the late evening for
higher absolute thresholds can therefore be completely attributed to the system-
atic underestimation of stronger precipitation events with the Bechtold-Tiedtke
scheme.

Based on the 99th percentile (see Fig. 5.16), whose corresponding absolute values
vary between 2.04 mm/h (11 CEST) and 3.84 mm/h (18 CEST) on average, ICON-
HYM continues to occasionally outperform on neighborhood scales larger than
rs > 50km. The slightly negative FSS-differences on smaller scales are of minor
relevance, since the low FSS-values are indicative for unskilled predictions for
localized precipitation events at these scales in general. The neighborhood scale
boundary for useful predictions is indeed located around rs ≃ 100 km.

Furthermore, the frequency bias of ICON-BT starts to reach and exceed a value
of 2 for these events. Thus, the obtained results must be considered with care
since the strong underprediction in ICON-BT begins to dominate at all spatial
scales hampering an exclusive investigation and comparison of spatial precipitation
patterns (Roberts, 2008).

The ability of the ICON simulations to represent precipitation patterns for dif-
ferent neighborhood scales in Northern Germany is summarized in Figure 5.17.

For the 90th percentile with associated observed absolute threshold values be-
tween 0.52 mm/h (02 CEST) and 1.02 mm/h (21 CEST), skilful predictions can
again be obtained on spatial scales with rs ≥ 40 km (Fig. 5.17a). For most of the
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day, differences between both simulations are small with some tendency of ICON-
BT to yield better results in the early morning and around midday. Although this
signal is not robust within a 90 % confidence interval, this shows that the above
mentioned superiority of ICON-HYM based on absolute thresholds between 13 and
16 CEST is attributed to the strong bias with the Bechtold-Tiedtke scheme. In
addition to the general tendency to produce too many weak precipitation events,
the diurnal cycle of precipitation attains its maximum at this time in ICON-BT.

Larger and more robust positive FSS-differences are obtained for the evening
hours (from around 19 CEST onwards). Despite the too intense and delayed max-
imum of daily precipitation, the spatial precipitation patterns are better captured
at this period with ICON-HYM. This feature also persists for higher percentiles
for the 95th and 97.5th percentile (Fig. 5.17b,c), while the results obtained for the
99th percentile (Fig. 5.17d) has to be interpreted again with care (see above).

Together with the results obtained for the region GER-South, it is concluded
that HYMACS at least slightly improves the representation of precipitation pat-
terns and fosters ICON’s capability to produce useful precipitation forecasts when
convection dominates. The shift of the performance gain with HYMACS towards
the afternoon for the southern parts of the Germany can be reasoned with the ear-
lier precipitation peak of the diurnal cycle in this region (compare Fig. 5.11a,b).
At earlier daytimes, convection is less dominant and hence, the FSS-differences
are either insignificant or rather unstructured (apart from the early morning hours
for region GER-South).

(a) (b)

(c) (d)

Figure 5.17: As Figure 5.16, but for region GER-North.
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5.6 Understanding and discussing the results
The preceding evaluation and comparison of the simulations with HYMACS and
the Bechtold-Tiedtke scheme has revealed several benefits of the hybrid approach
compared to the classical CPS. Namely, these comprise a more realistic PDF of
daily and hourly precipitation amounts, a better representation of the diurnal cycle
of precipitation and improvements in capturing precipitation patterns. Besides,
the strong overestimation of precipitation events gets removed with HYMACS in
ICON.

However, the systematical evaluation also uncovered that the simulations with
HYMACS tend to suppress convection too effectively from noon to the afternoon.
As opposed to ICON-BT, a slight underestimation of precipitation events is diag-
nosed in this period with HYMACS followed by a delayed diurnal peak in precipi-
tation activity in the evening. This weakness is most pronounced in the Lowlands
of Northern Germany, where ICON-BT clearly outperforms ICON-HYM between
12 and 21 CEST in terms of area-aggregated precipitation amounts.

In the following, further analysis is therefore conducted to understand the be-
haviour of both schemes. Since the above mentioned deficiency of ICON-HYM is
strongest in Northern Germany, the investigation focuses on this region.

Investigating the diurnal cycle of precipitation with parametrized deep
convection

Due to the dominance of convection on the diurnal cycle of summery precipitation,
it is natural to examine CAPE as a quantity measuring the amount of buoyant
energy which can be released by deep convection. Even though CAPE itself
does not correlate well with precipitation rates as argued in Barkiđija and Fuchs
(2013), it allows us to access how HYMACS and the Bechtold-Tiedtke scheme act
on the convective instability of PBL air over the course of the day. To lessen the
dominance of the near-surface air directly affected by enthalpy input due to solar
irradiation, mean-layer CAPE (CAPE-ML) is evaluated. For the computation
of CAPE-ML, a parcel is formed by mixing air from the first 50 hPa above the
surface before Equation 2.8 is applied.

The diurnal cycle of CAPE-ML in GER-North is illustrated in Figure 5.18.
Until the morning hours, the differences between ICON-HYM and ICON-BT are
minor. From about 9 CEST onward, CAPE-ML begins to diverge between both
model configurations when solar irradiation starts to destabilize the PBL. While
the curve has a parabolic shape with a maximum of about 135 J/kg at 17 CEST
in the simulations with HYMACS, the growth of CAPE-ML is clearly flatter over
noon in ICON-BT. The daily maximum only reaches a value of 95 J/kg and is
shifted towards the evening. Additionally, the spatial variability of CAPE-ML is
considerably smaller until the afternoon hours. Both indicates that destabilization
is extensively outweighed by convective processes when solar forcing is strongest.

During the evening, the differences are quickly reduced showing that the higher
level of convective instability is efficiently removed in the simulations with ICON-
HYM. Together with the distinct pick in precipitation in the evening hours, the
adjustment is likely to be realized via deep convection.
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Figure 5.18: Diurnal cycle of averaged mean-layer CAPE in Northern Germany in all simula-
tions of the test series with ICON-HYM and ICON-BT. The solid line indicates
the median of CAPE-ML over the domain, whereas the shaded areas illustrate
the interquartile range of the spatial variability.

The considerably differing diurnal cycle can be linked to the activity of the
respective operating parametrization schemes. The diurnal cycle of convective cells
in the region of interest is shown in Figure 5.19. Lightly shaded bars denote the
number of all convective cells while bold bars are used to illustrate the occurrence
of deep convective cells.

It is seen that the total number of convective cells follows the diurnal cycle of
solar radiation apart from a small temporal shift towards the afternoon. While the
shape of the corresponding diurnal cycle is similar, the number of parametrized
convective cells with ICON-BT is twice as high as with ICON-HYM (note the
different scales of the y-axis in Fig. 5.19). Thus, ventilation of the heated PBL
occurs more widespread with the Bechtold-Tiedtke scheme while more convective
clouds also induce a cooling effect due to reduced solar irradiation.

However, shallow convection is not necessarily the key driver in reducing atmo-
spheric instability since higher tropospheric layers remain more or less unaffected
(cf. Sec. 2.1). This circumstance is explicitly reflected in the Bechtold-Tiedtke
scheme, where shallow convection is not handled with a CAPE-based closure as-
sumption contrarily to penetrative convection (see Sec. 2.5). Thus, the further
increase with ICON-BT compared to ICON-HYM in the number of deep convec-
tive cells and the notable temporal shift in its diurnal cycle is of high relevance.

With the Bechtold-Tiedtke scheme, the number of deep (precipitating) convec-
tive cells is about four times higher and the activity increases continuously from the
morning hours until 15 CEST. By contrast, the number of these cells remains low
until noon with HYMACS and peaks later in the evening. The reduced growth of
convective instability in ICON-BT is therefore largely attributable to parametrized
deep convection developing earlier and much more widespread.

The more widespread occurrence of deep convection cells also explains the re-
duced spatial variability in CAPE-ML mentioned above. The spatial variability
gets just increased lately in the early evening hours when the activity of deep con-
vection already starts to drop. Thereby, the diurnal reduction of solar heating is
outweighed leading to the delayed, but still weak daily maximum of CAPE-ML
at 19-20 CEST with ICON-BT.

The rather flat diurnal cycle of CAPE as well as the too early peak in precip-
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Figure 5.19: Diurnal cycle of the number of parametrized convective grid columns with (a)
the HYMACS and (b) the Bechtold-Tiedtke scheme in Northern Germany for all
simulations of the test series. The lightly shaded bars comprise all convective
columns while bold bars denote deep convective columns only.

itation activity have already been recognized in earlier studies and motivated the
introduction of the modified CAPE closure to represent nonequilibrium convec-
tion (see Sec. 2.5 and Bechtold et al. (2014b)). However, the revised closure was
not applied operationally in ICON version 2.3.0 used for the simulations in this
test series. Therefore, strong convective adjustment already takes place with the
Bechtold-Tiedtke scheme once the atmospheric conditions start to favor penetra-
tive convection. It can therefore be expected that an activation of the modified
CAPE closure yields an improvement in the representation of the diurnal cycle of
precipitation with the classical CPS. It is noted that this change in the operational
ICON model was carried out with model version 2.3.2 in late summer 2018. Thus,
newer model versions probably show up with an improved representation of the
diurnal cycle of precipitation.

Yet, the opposing characteristics of HYMACS in ICON deserve further expla-
nations. Due to the special feature of the hybrid scheme to allow for a net mass
transfer, a more detailed investigation of the diurnal cycle of the parametrized and
grid-scale mass fluxes is appealing.

Figure 5.20 shows the domain-averaged net vertical mass fluxes at level 43 in
Northern Germany. In the lowlands of GER-North this corresponds to an approx-
imated height of 2000 m above surface placing the level of interest close to the top
of a well-mixed convective PBL.

While the amplitude of the vertical mass fluxes is small with the Bechtold-
Tiedtke scheme since the convective overturning is closed locally by definition, the
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simulations with HYMACS have a pronounced diurnal cycle. Until the morning,
grid-scale mass fluxes are minor and the aggregated convective mass flux with
HYMACS is similar to the total mass flux in ICON-BT. However, with increasing
convective activity, the parametrized upward transport grows and reaches its maxi-
mum in the late afternoon hours. Until 15 CEST, the vertical mass transport with
HYMACS is clearly dominated by shallow convection, whereas deep convective
clouds constitutes for 20 % of the convective mass transport. The parametrized
upward transport by shallow convection is thereby largely balanced by grid-scale
subsidence so that the net vertical mass flux tends to be smaller than in the sim-
ulation with the Bechtold-Tiedtke scheme. Note that there is a local temporal
minimum at 15 CEST, where the parametrized upward mass flux is completely
balanced by grid-scale subsidence.

Figure 5.20: Diurnal cycle of area-integrated vertical mass fluxes in GER-North for all simu-
lations in the test series. The mass flux is evaluated at model level 43 which is
placed about 2000 m above surface. Positive (negative) values denote an upward
(downward) mass transport.

The strong grid-scale subsidence close to the top of the PBL in the afternoon
hours implies divergence at near-surface levels due to continuity. Since deep con-
vection at these daytimes is mostly surface-based and since the engulfment of
heated air below cloud base is crucially linked to grid-scale convergence with HY-
MACS (see Eq. 3.30), shallow convection effectively suppresses the development of
stronger convective activity until the afternoon. While this process is considered
to be partly realistic, it can be hypothesized that the strength of the stabiliza-
tion process is overestimated. The missing adjustment through deep convection
allows the PBL air to continue heating and therefore results in a further increase
of CAPE until afternoon (cf. Fig. 5.18).

Towards evening, the activity of deep convection grows and reaches its maximum
around 20 CEST. The maximum in the total convective mass transports precedes
the maximum of the mass transport by deep convection showing that the domi-
nance of shallow convection diminishes in the afternoon. Simultaneously, there is
also a noticeable decrease in the mass flux due to grid-scale subsidence. Closer
inspection reveals that the reduced grid-scale mass flux directed downwards can
be attributed to local, intense upward fluxes on grid-scale (not shown). In other
words, the convective instability gets partly removed via explicitly resolved pro-
cesses.
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To a certain degree, this effect is desirable at convective gray-zone resolutions.
However, due to the analyzed overestimation in the amplitude of the diurnal cycle
of precipitation, it is expected that the transfer of convective processes onto grid-
scale is also too strong.

The better performance of ICON-HYM in Southern Germany also fits into the
line of arguments: While shallow convection still induces grid-scale divergence
near surface thereby suppressing penetrative convection, its effect gets outweighed
due to the presence of heterogeneous topography. Local thermally induced wind
systems such as mountain-valley circulations come along with local convergences
which help to trigger deep convection (see e.g Kirshbaum et al., 2018). Thus, the
strength of the diurnal maximum of precipitation activity can still be captured rea-
sonably with HYMACS. Nevertheless, the overestimated minimum around noon
and the moderate shift of the maximum of precipitation activity towards the
evening indicate that the above mentioned process is present in this region as
well.

Is parametrization of deep convection still rewarding at ∆xICON = 6.5 km?

In order to complete the comparison on the performance of a classical and a hybrid
CPS at gray-zone resolutions, a third branch of simulations has been conducted in
this thesis. Albeit a grid spacing of ∆xICON = 6.5 km is unequivocally too coarse
for a proper representation of deep convection, several studies point out benefits
in the reproducing precipitation statistics when the parametrization of penetrative
convection is deactivated (see, e.g., Marsham et al., 2013; Argüeso et al., 2020; Ou
et al., 2020). To probe this behaviour, a reduced version of the Bechtold-Tiedtke
scheme has been tested as well.

In the respective model configuration, abbreviated by ICON-BTshallow in the fol-
lowing, parametrization is turned off when the depth of the parametrized convec-
tive clouds exceeds 130 hPa. Thus, penetrative convection can only be released on
grid-scale. In addition to the this ad-hoc switch, turbulent and organized entrain-
ment rates along the parametrized plume are enhanced compared to ICON-BT.

In terms of the marginal distribution of hourly and daily precipitation, the
simulations with ICON-BTshallow share many similarities with ICON-HYM. The
relative frequency distribution of hourly precipitation is shown in Figure 5.21. It
is seen that the overestimation of weak precipitation events is removed while more
strong precipitation events are produced. Thus, the underlying PDF is better
represented with unparametrized deep convection close to the lower edge of gray-
zone resolutions.

However, weaknesses of the simulations with HYMACS diagnosed above tend
to be reinforced with ICON-BTshallow, especially in the mountainous region GER-
South. There, the diurnal peak in precipitation is strongly delayed and occurs just
before midnight while another peak is visible in the morning hours (see Fig. 5.22a).
By contrast, the precipitation activity is clearly underestimated over daytime
which is also manifested in a pronounced negative frequency bias in the after-
noon (b ≈ 0.7). Likewise, a tendency towards stronger than observed precipitation
events in the evening and over night is simulated (see Fig. 5.22b).

Due to these weaknesses, ICON-HYM mostly outperforms ICON-BTshallow in
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(a) (b)

Figure 5.21: Relative frequency distribution of hourly precipitation for all Germany. In contrast
to Figure 5.9, the frequency distribution for the simulations with the reduced
Bechtold-Tiedtke scheme (ICON-BTshallow) is displayed (blue bars).

(a) (b)

Figure 5.22: Diurnal cycle of mean precipitation (a) and of precipitation intensity (b) for GER-
South. In contrast to Figure 5.11(c,d), the blue line (values) shows the results for
ICON-BTshallow.

terms of the area-integrated precipitation in the GER-South. Apart from a time
period around local noon, LEPSskill is positive and indicates a significant im-
provement for the second half of the day (Fig. 5.23). Thus, the simulations with a
hybrid CPS yield the best results for the mountainous region in this test period.

Figure 5.23: LEPS skill score for area-integrated precipitation for GER-South analogous to
Figure 5.12, but taking the forecasts with ICON-BTshallow as a reference.

In the Lowlands of Northern Germany, the benefits from the hybrid approach
largely vanish. The diurnal cycles of precipitation resemble each other with a
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smaller overestimation of the evening peak while the negative frequency is still
slightly stronger with ICON-BTshallow (not shown). In terms of the area-integrated
precipitation, LEPSskill strongly varies over the day with advantages for the re-
duced classical scheme from midnight to morning and in the late afternoon. Similar
to the comparison with the full Bechtold-Tiedtke scheme, ICON-HYM outperforms
around noon and in the late evening while daily precipitation is significantly better
predicted (not shown).

In terms of the spatial precipitation patterns, the results from the bias-corrected
Fractions Skill Score analysis indicate a similar level of forecast quality with ICON-
HYM and ICON-BTshallow for both regions. Daytimes and scales with significant
FSS-differences are usually sparse for all analyzed percentiles. For localized pre-
cipitation, e.g., the 97.5 th percentile (Fig. 5.24), slight benefits for the hybrid
approach are revealed in the early afternoon and in the morning in GER-North
while the reduced Bechtold-Tiedtke scheme tends to outperform over the first hours
of the second simulation day in GER-South.

(a) (b)

Figure 5.24: Contour plots of the averaged FSS with thresholding based on the 97.5 th per-
centile from ICON-HYM simulations at different neighborhood scales (x-axis) and
over daytime (y-axis) for GER-South (a) and GER-North (b). The solid and dot-
ted lines denote the relative difference with respect to the simulations with the
reduced Bechtold-Tiedtke scheme. Analogous to Figure 5.14–5.17, the hatched
areas denote spatio-temporal scales where the sign of difference is robust within a
90 % confidence interval.

Despite the small differences, this is a remarkable result. Since the representa-
tion of the spatial precipitation pattern at mesoscale can be related to the cou-
pling with the environmental flow, the comparable performance in terms of the
FSS indicates that the simulations with HYMACS attain a similar coupling as the
simulations with explicit deep convection.
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6.1 Summary and discussion
Due to the ever increasing computational power, the spatio-temporal resolution
of contemporary NWP and climate models has become finer and finer over the
last decades. With a grid spacing in the range of 2-10 km in operational model
applications, these models have entered the gray-zone of deep convection where
the separation between (explicit) grid-scale and (parametrized) subgrid-scale dy-
namics becomes blurry. To improve the representation of convection at gray-zone
resolutions, the hybrid convection parametrization scheme HYMACS has been de-
veloped starting from the study of Kuell et al. (2007). In this thesis, this scheme
was implemented successfully and tested extensively into the modeling framework
of ICON, the current operational model of the Deutscher Wetterdienst (engl.: Ger-
man Weather Service) (DWD).

After introducing the nature of moist convection, the study reviewed the classical
and the hybrid approach for its parametrization and presents recent challenges in
this domain (see Ch. 2 and Sec. 3.1). While the classical approach relies on the
Reynolds averaging procedure in a quasi-Boussinesq flow, the hybrid ansatz relies
on principles of fluid volumes with a decomposition of the barycentric velocity.
The resulting separation between grid-scale and subgrid-scale motions breaks up
the conventional assumption that the parametrized convective motion constitutes
a locally closed system with respect to mass. Thus, the allowed net mass transfer
constitutes an outstanding feature of the hybrid approach which is expected to
yield a more realistic representation of convection when the transition between
explicit and parametrized convective dynamics becomes blurry.

A detailed description of HYMACS as a realization of the hybrid approach
followed the survey on representing convection in numerical models (Sec. 3.2).
Thereby, the cloud model, the trigger function and the closure assumption of
HYMACS were compared with the Bechtold-Tiedtke scheme, the operational con-
vection parametrization schemes (CPS) in ICON. Besides, updates to the scheme
which have been integrated during this study were documented (Sec. 3.3).

Afterwards, the ICON model and the coupling of HYMACS was described in
Chapter 4. While the physics-dynamics coupling shares similarities with the cou-
pling of a conventional CPS, the following key aspects have to be considered:

i) With a net mass transport, the physics-dynamics coupling can neither be
performed at constant density nor at constant pressure. The mass forcing
does not only affect the tendencies in HYMACS, but also enters the transfor-
mation of these tendencies to the prognostic variables of the hosting model.
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ii) The mass forcing must also be considered to warrant moisture tracer consis-
tency when a reduced calling frequency is exploited for the transport scheme.

iii) The vertical divergence should not be used to numerically filter the horizontal
momentum as long as no equivalent term is applied to the vertical wind.

Especially the last aspect attained a lot of attention in this thesis since the
numerical filter leads to a severe distortion of the grid-scale dynamical flow re-
sponse in ICON (see Fig. 4.5). After a careful re-investigation on the requirement
for numerical filters on triangular grids, a revised configuration was proposed in
this study (Sec. 4.4). The revised filter combines an isotropic second-order di-
vergence damping with an anisotropic fourth-order divergence damping where the
anisotropic part only accounts for the horizontal velocity field as opposed to the
operational filter. The proposed filter can be viewed as a compromise that aims
to maximize the desired mitigation of numerical noise while the effect on physical
modes, namely the gravity waves, is minimized.

The suitability of the revised numerical filter was then tested in the Jablonowski-
Williamson benchmark test cases and in the mass lifting experiments (see Secs. 4.5–
4.6). It was found that the suppression of computational modes was efficient and
thus, the revised filter approach applied when HYMACS was coupled with ICON.

In Chapter 5 of this thesis, ICON-HYMACS was then tested systematically in
real case applications by conducting a series of re-forecasts between Mai and July
2017. The test series comprised 92 simulations where HYMACS competes against
the operational Bechtold-Tiedtke scheme at gray-zone resolution (∆xICON ≃ 6.5 km)
in a limited area application of ICON over Central Europe.
A statistical evaluation revealed the following merits with HYMACS (cf. Sec. 5.5):

i) The marginal distribution of daily and hourly precipitation amounts is better
represented. Particularly, the overestimation of weak precipitation events is
largely removed compared to the operational Bechtold-Tiedtke scheme.

ii) The diurnal cycle of mean precipitation is better captured. The too early
onset at noon during summertime does not occur and also the diurnal cycle
in precipitation intensity is better represented.

iii) The simulated spatial precipitation patterns also become slightly improved
as revealed by a bias-corrected FSS-analysis. This is especially true when
convection dominates, e.g. in the afternoon and evening.

Since other physical parametrizations than convection in ICON are tuned with the
Bechtold-Tiedtke scheme rather than with HYMACS, this is a notable result.

Besides, parametrizing deep convection with the hybrid scheme was still benefi-
cial compared to an explicit treatment at gray-zone resolutions (Sec. 5.6).

6.2 Shortcomings with HYMACS and steps for
improvement

Despite the above mentioned merits, the statistical evaluation also uncovered that
HYMACS tends to suppress convection too effectively during the afternoon. This
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was particularly noticed for Northern Germany where a delayed and overestimated
diurnal precipitation maximum is diagnosed.

The physical reasoning for this behaviour have been traced back to the net mass
transport due to shallow convection (Sec. 5.6). During noon, this parametrized
mass transport induces compensational subsidence on grid-scale close to the top
of the planetary boundary layer (PBL) which leads to divergence near the surface.
Since horizontal mass flux convergence is used to constrain the updraft mass flux
at cloud base, convection which roots in the lower parts of the PBL gets effectively
suppressed. A non-observable minimum around noon and a delayed increase in
mean precipitation in the afternoon are a manifestation of this process. Thus,
HYMACS tends to favor situations which resemble a loaded gun, that is a continued
fueling of CAPE over the day which then gets released quickly in the evening.
Besides, the scheme becomes tied to the self-induced dynamics.

Due to the difficult-to-control feedback between grid-scale flow and subgrid-scale
convection, other CPS have rather refrained from using closure assumptions based
on explicit dynamics over the last two decades (e.g., Bechtold et al., 2008; Yano
et al., 2013). Instead, it is nowadays more common to relate the convective inten-
sity to quantities depending on the atmospheric instability such as CAPE or the
cloud work function as proposed by the quasi-equilibrium framework (Arakawa and
Schubert, 1974). While this framework has also its shortcomings in the presence of
strongly varying PBL forcing on small spatio-temporal scales over land, Bechtold
et al. (2014b) has previously suggested a modification of the CAPE-closure in the
Bechtold-Tiedtke scheme to accommodate for nonequilibrium convection.

Indeed, the requirement for the latter has also been noticed in this study. With
a deactivated modification of the CAPE-closure in the Bechtold-Tiedtke scheme in
ICON version 2.3.0, the diurnal maximum of precipitation is simulated too early at
noon. However, in ICON version 2.3.1 ICON, the adaption for nonequlibrium con-
vection was implemented successfully after some adjustments 1 have been applied
to the scheme (Guenther Zaengl (DWD), personal communication, 09/05/2020).
While this update is expected to reduce the gap between the ICON simulations
with HYMACS and the Bechtold-Tiedtke scheme, a similar closure assumption for
deep convection is appealing for the hybrid scheme.

Likewise, the closure assumption for shallow convection in HYMACS can be al-
tered to depend on the thermodynamical forcing in the PBL. Again, the Bechtold-
Tiedtke scheme serves as a good example for such an approach.

In analogy to the revision of the closure assumptions for different types of con-
vection, the formulation of the updraft mixing rates with the environment is an-
other relevant target for future updates of HYMACS. Instead of applying constant
(turbulent) mixing rates for shallow and deep convection, observational and mod-
eling studies with large-eddy simulations suggest a dependency on the cloud radii
and the ambient relative humidity (e.g. Simpson and Wiggert, 1969; Stratton and
Stirling, 2012). While the smaller shallow convective clouds are typically sub-
ject to stronger lateral mixing compared to deep convection, the dependency on

1These adjustments comprise a capping of negative PCAPEPBL-values (cf. Eq. 2.42) to impede
too intense convection in the late afternoon and a reduced modification in the presence of
small PCAPE-values.
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the environmental humidity is still subject to research studies (e.g. Stratton and
Stirling, 2012; De Rooy et al., 2013). However, it is well recognized that the mid-
tropospheric moisture availability plays a crucial role in controlling the convective
cloud-top height (e.g. Derbyshire et al., 2004; Zhang and Klein, 2010). Imitating
the various dependencies of lateral mixing as well as accounting for other non-local
effects is of increasing relevance in contemporary CPS (Arakawa, 2004) and thus
is of particular interest in the future development of HYMACS in ICON.

Indeed, HYMACS has already been equipped with a scheme to account for non-
local effects of convection in the study of Kuell and Bott (2011). A cell aging and
transport mechanism lead to a decrease in turbulent mixing and a higher precipi-
tation efficiency at mature cloud stages (see Sec. 3.2). The concept thereby agrees
with observations as presented, for instance, in Stratton and Stirling (2012). Ad-
ditionally, a gust front trigger eases the initialization of convection downstream
of existing cells and thus imitates cell propagation and secondary triggering (see
Sec. 3.2.2). Several studies indicate that these processes are increasingly impor-
tant at convective gray-zone resolutions (e.g. Rio et al., 2013; Torri et al., 2015).
However, the cell aging effect and the gust front trigger have been developed for
quadrilateral grids. An adaption for ICON’s triangular grid is still pending, and
thence constitutes an important step in the future development of HYMACS in
the new hosting model.

Enhancing the scale adaptivity of the scheme in future developments of HY-
MACS also deserves further consideration in the multi-scale modelling framework
of ICON. In recent years, the smooth transition from parametrized towards ex-
plicit representation of deep convection with the help of the unified parametrization
framework developed by Arakawa and Wu (2013) has attained a lot of attention as
discussed briefly in Section 2.4. Their approach to scale the parametrized convec-
tive transport based on an estimate of the cloud fraction σc is based on relaxing
the small-area approximation which allows equating the environmental value of
the quantity ψ with its grid-scale value. Since this simplification is also applied
with the hybrid approach (cf. Eq. 3.11), an analogous scaling of the convective
transports with HYMACS is a proper mean to enhance its scale-adaptivity as well.

While different approaches to estimate σc have been tested successfully over the
recent years in other CPS (see, e.g., Han et al., 2017; Kwon and Hong, 2017;
Jeworrek et al., 2019) and could therefore be transferred to HYMACS, the orches-
tration with other physical parametrization schemes is also of increasing interest
at gray-zone resolutions (cf. Sec. 2.4). The lack of consistency between the simple
parametrization of cloud and precipitation formation in CPS compared to contem-
porary cloud microphysics schemes and the parallel handling of mixing processes
in the PBL with the turbulence and the CPS are vibrant challenges that must be
tackled (see, e.g., Arakawa, 2004; Wu and Arakawa, 2014).

Although some limitations and issues still remain with HYMACS, this work
laid the foundation to allow progress with the hybrid approach in the multi-scale
modeling framework of ICON. Together with the on-going developments in the
modeling community (see, e.g., Rio et al., 2019, for a recent review), it is expected
that future advancements of HYMACS can contribute to reduce the representation
problem of moist convection in numerical models of the atmosphere.
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A Details on the coupling of
HYMACS with ICON

The implementation of the HYMACS into the modeling framework of ICON im-
posed some technical challenges. While some of these has already been mentioned
in Chapter 4, the following sections provide some more details on certain aspects.

In the first section, the (partially) implicit convective Exner pressure tendency
(see Eq. 4.22) is derived which is used to couple HYMACS into ICON. Its im-
plementation is considered to enhance the numerical stability, particularly in the
presence of strong parametrized mass transports. Additionally, the usage of a mass
flux limiter in HYMACS is detailed.

The second section elaborates on the proper handling of the convective mass
sources in conjunction with the tracer transport scheme of ICON. The technical
details on this turned out to be crucial since an incorrect coupling proved to induce
severe buoyancy disturbances which used to spoil the grid-scale dynamics in the
development phase of this thesis. However, a comprehensive outline is required to
understand the rationale behind the chosen approach and thus, it was decided to
add this section to the appendix.

The third and last section is dedicated to some details on ICON’s dynamical
core. After outlining the predictor-corrector scheme which is used to integrate
the model equations in time, an in-detail description of the implicit vertical wind
solver follows. In this thesis, the solver was extended to include a second-order
(isotropic) divergence damping term (cf. Eq. 4.29). In addition to damping ver-
tically propagating sound waves, this filter helps to suppress checkerboard noise
without affecting the gravity waves triggered by a subgrid-scale mass transport.

A.1 Implicit Exner pressure tendency with HYMACS
in ICON

With increasing vertical resolution of the grid, the numerical stability of the model
integration may be imperiled by tendencies from physical parametrization schemes
realizing strong subgrid-scale transports in vertical direction. This is in particular
true for the convection parametrization scheme which frequently overturn substan-
tial amounts of air via intensive, parametrized updraft mass fluxes.

In the Bechtold-Tiedtke scheme, the numerical integration is stabilized with the
help of a partially implicit convective tendency for the generic quantity ψ (see
Bechtold et al., 2008; ECMWF, 2017; Beljaars et al., 2018). Ignoring the presence
of downdrafts for convenience, the convective tendency (cf. Eq. 2.19) in pressure
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coordinates can be discretized by

ψn+1
k − ψnk

∆t = g∆p [(muψu)k+1/2 − (muψu)k−1/2 − (mu)k+1/2ψk − (mu)k−1/2ψk−1]
+ (Sψ,u)k, (A.1)

where an upwind difference scheme is applied for the subsidence terms (the last two
terms in the bracket). While these terms involve the grid-scale values of ψ from
the hosting model, the updraft quantity ψu, the mass flux Mu and the internal
sources Sψ,u are provided by the cloud model of the Bechtold-Tiedtke scheme in
the IFS model (see Eqs. 2.25–2.28).

Of particular interest for the numerical stability is now the Courant-Friedrichs-
Lewy (CFL) criterion which reads

mu < ∆p
g∆t . (A.2)

As shown in Beljaars et al. (2018), the accordingly chosen mass flux limiter would
reduce noticeably the updraft mass flux in operational applications of the Bechtold-
Tiedtke scheme (see their Figure 8).

In order to relax the numerical constraint from the CFL criterion, Bechtold et al.
(2008) propose to evaluate the grid-scale ψ-terms on the RHS of Equation A.1 at
the provisionally updated time-level ñ⋆. Rearranging the term then yields a simple
bi-linear equation system for ψñ⋆k and ψñ⋆k−1 which can be solved in a straightforward
manner. The provisionally updated values of ψñ⋆k are finally evaluated to obtain
the convective tendency:

(Bψk
Bt )conv =

ψñ
⋆

k − ψnk
∆t . (A.3)

Although ψu itself depends on ψ and thus does not yield a fully implicit form
of the convective tendency, it was found to allow for a less strict CFL limit as
formulated by Equation A.2. Indeed, a relaxation factor of 3 has been introduced
in the Bechtold-Tiedtke scheme which still warrants numerical stability during
integration.

Unfortunately, an analogous approach for all quantities subject to the paramet-
rization scheme is not feasible with HYMACS. This is due to the fact that the
subsidence term is absent with the hybrid approach. However, the transformation
equation for the convective Exner pressure tendency in ICON allows us to deploy
a partially implicit formulation as well:

The convective π-tendency marks the starting point which is repeated from
Equation 4.21 for convenience:

Bπ
Bt ∣

conv

= Rd

cvd
π ( 1

1 + α Bα
Bt ∣

conv

+ 1
ρ

Bρ
Bt ∣

conv

+ 1
h

Bh
Bt ∣

conv

) . (A.4)

While all tendencies from the cloud model of HYMACS are involved in the trans-
formation, the associated grid-scale quantities also appear as pre-factors including
the Exner-pressure π. Using the Euler forward scheme to discretize the convective

134



A.2 Convective mass sources in the moisture transport scheme of ICON

tendency and evaluating the grid-scale variables at the provisional time-level ñ⋆
then yields for the convectively updated Exner pressure πñ⋆k :

πñ
⋆ = cvdπn−Rd∆t [ 1

1+αñ⋆ Bα
Bt ∣conv + 1

ρñ⋆ Bρ
Bt ∣conv + 1

hñ⋆ Bh
Bt ∣conv] . (A.5)

Here, the updated values of the grid-scale quantities on the RHS are directly
deduced from the convective tendencies with

αñ
⋆ = αn +∆tBαBt ∣

conv

, ρñ
⋆ = ρn +∆tBρBt ∣

conv

,

hñ
⋆ = hn +∆tBhBt ∣

conv

= cpdT n +∆tBhBt ∣
conv

.

(A.6)

Application of Equation A.3 finally gives the discretized convective Exner pressure
tendencies that is used for coupling HYMACS with ICON (see also Eq. 4.22):

Bπ
Bt ∣

conv

= A⋆π
Aπ

πn

with Aπ = cvd −Rd∆tdyn ( 1
hñ⋆

Bh
Bt + 1

1 + αñ⋆ Bα
Bt ∣

conv

+ 1
ρñ⋆

Bρ
Bt ∣

conv

)
and A⋆π = cvd −Aπ∆tdyn

.

(A.7)

This partly implicit approach is thereby combined with an empirically determined
limiter for the maximal organized entrainment rate

ϵorg,max = 1.5Mu,0
∆z

1000 with Mu,0 = ∆psrc
g

A

τHYM
. (A.8)

Here, Mu,0 corresponds to the approximated mass flux of a standard convective
cell that overturns the air mass in a source layer of depth ∆psrc = 60 hPa within
one hour (i.e. τHYM = 3600 s).

Applying both approaches was found to warrant numerical stability in the ICON
simulations provided that the mass flux does not exceed its CFL-based maximum
value by a factor 3 like in the Bechtold-Tiedtke scheme.

A.2 Convective mass sources in the moisture
transport scheme of ICON

As mentioned at the end of Section 4.2, care must be taken when coupling HY-
MACS into ICON in conjunction with the (moisture) tracer transport scheme.
Subsequently, a more detailed description on the handling of subgrid net mass
fluxes is provided which largely follows the documentation given by Reinert (2020).

The tracer mass continuity equation constitutes the starting point which can be
rewritten based on Equation 4.7 as

B
Bt(ρqk) + ∇ ⋅ (ρqkv) = ρBqk

Bt ∣
force

+ qk Bρ
Bt ∣

force

. (A.9)
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Here, the terms due to subgrid-scale transport processes Fs(qk) and phase changes
have been collocated in a generic forcing tendency

S(ρqk)∣
force

≡ B(ρqk)
Bt ∣

force

, (A.10)

which has been split up with the help of the product rule.
It is noted that HYMACS provides tendencies in both, the density ρ and the
specific moisture content qk. This contrasts to other physical parameterization
schemes in ICON which only provide tendencies for the latter due to the isochoric
physics-dynamics coupling.

However, local mass sources and sinks also need to be taken into account when
the so-called incremental analysis update (IAU) is applied during initialization. In
this case, the grid-scale density ρ as well as other prognostic model variables are
pulled towards the analyzed state over a given time window where the model is
started from a first guess atmospheric state (see Prill et al., 2020, for a detailed
description on the IAU technique).

From Equation A.9, the continuity equation for moist air can be recovered by
summing up over all moisture species and the specific mass of dry air qd. While
there is no prognostic equation for qd, the continuity equation of moist air is solved
explicitly in ICON. The corresponding Equation 4.17 is repeated here and reads

Bρ
Bt +∇ ⋅ (ρv) = Bρ

Bt ∣
conv

+ S(ρ)∣
IAU

, (A.11)

where the incremental analysis update on the density S(ρ)∣
IAU

is now added to
the convective density tendency on the RHS.

An important property of Equation A.9 and A.11 is that an initially uniform
spatial distribution of an arbitrary tracer species remains unchanged in the ab-
sence of source and sink terms for qk. It is desirably that this property, known
as consistency with continuity (CWC), also holds in discretized form within atmo-
spheric models. This is especially true when the virtual moisture increment α is
explicitly taken into account in the model’s first law of thermodynamics as it is
done with the prognostic Exner pressure in ICON. In this case, violation of CWC
may induce spurious buoyancy effects which may even jeopardize the numerical
stability of the model. Thus, a careful orchestration of the temporal integration in
the dynamical core and with the tracer transport scheme is mandatory both are
performed separately.

The numerical integration of the tracer mass continuity equation is performed
with a so-called flux-form semi-Lagrangian scheme with a finite volume discretiza-
tion in ICON. This means that the value of qk defined at the circumcenter is
interpreted as the average value over the grid cell’s volume ∆Vi = Ai∆zi rather
than a grid point value. Changes in the grid cell’s content of the moisture species
qk due to advection are computed by fluxes over the rigid cell walls for which
trajectory calculations are performed.

As shown in more detail in Reinert (2020), the temporally discretized form of
Equation A.9 can be written schematically as:

ρqk
n+1 = ρqkn +∆tphy (H(qkz,n⋆) + V(qkh,n⋆) + S(ρqk)∣force) . (A.12)
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Here, the overbar indicates the aforementioned average of the cell volume. The
change in the cell content of the moisture species qk between time level n and n+1
is then determined by the (averaged) in-box source term S(ρqk)∣

phy
as well the

horizontal and vertical flux divergences of qk denoted by the transport operatorsH(qkz,n⋆) and V(qkh,n⋆), respectively. It is worth mentioning that these operators
only act on the line integral of the tracer qk at intermediate time steps n⋆ along the
faces of the triangular grid box where (⋅)h and (⋅)z denote averages on the lateral
and upper/lower faces. The involved mass fluxes are thereby provided by the
dynamical core. While references to the technique of the advection operators can
be found in Prill et al. (2020) and Reinert (2020), we proceed with the temporal
integration method:

A fractional step approach is used for solving Equation A.12 which means that
the three updating terms are computed sequentially. Besides, the temporal inte-
gration is performed with the physical time step ∆tphy = 5∆tdyn. Provided that the
mass fluxes over the cell faces are tracked in the dynamical core, the computational
burden of the (moisture) tracer transport problem is reduced significantly. This is
possible since fast sound and gravity wave modes are irrelevant for the transport
process and since the atmospheric moisture content can be neglected above the
lower levels of the stratosphere where grid-scale wind velocities close to the speed
of sound may occur.

However, the fractional step approach introduces some arbitrariness in the or-
dering of the update terms in Equation A.12. This results into a splitting error
which reduces the accuracy of the time integration to O(∆t) when a fixed ordering
such as

ρqk
n⋆ = ρqkn +∆tphyV(qkh,n), (A.13)

ρqk
n⋆⋆ = ρqkn⋆ +∆tphyH(qkz,n⋆), (A.14)

ρqk
n+1 = ρqkn⋆⋆ +∆tphyS(ρqk)∣force (A.15)

is used.
Higher orders of accuracy for the temporal integration can be obtained by per-

muting the sequence order of the H and V transport operators as well as the source
term S(ρqk)∣

phy
on consecutive time steps. This approach is oftentimes referred as

a poor-man Strang splitting, where only the order of the transport operators are
reversed between even and odd time steps in ICON.

Another complication with the fractional step approach is related to the re-
quirement for calculating the mass fraction qk at intermediate time steps for the
transport operators H and V . Since only the grid averaged moisture content ρqk

n′

with n′ ∈ {n⋆, n⋆⋆} is known from the integration procedure, a proper grid-scale
density value must be chosen for conversion. As shown in Section 4.3 of Reinert
(2020), choosing ρn or ρn+1 which are directly available from ICON’s dynamical
core breaks the CWC property mentioned above. Thus, following the method of
Easter (1993), the continuity equation of moist air (Eq. A.11) must be performed
along with the sequence splitting. Thereby, the subgrid mass source terms from the
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IAU technique and from the newly coupled hybrid convection scheme HYMACS
require further consideration to maintain the consistency with continuity.

In ICON, the following computation chain is implemented, where special atten-
tion should be paid on the occurrence of the source terms of ρ:

1. Compute an intermediate density ρn
⋆ already updated by S(ρ)∣

IAU
and

Bρ/Bt∣
conv

to correct ρqk
n

ρn
⋆ = ρn +∆tphy (S(ρ)∣IAU + Bρ

Bt ∣
conv

)
ρqk

n ≈ ρn⋆qkn. (A.16)

2. Perform the horizontal and vertical transport of the (moisture) species in re-
versed order for consecutive time steps and update the air mass consistently,
starting with the values from step 1

ρqk
n⋆ = ρqkn +∆tphy

⎧⎪⎪⎨⎪⎪⎩
V(qkn) even time stepH(qkn) odd time step

ρn
⋆⋆ = ⎧⎪⎪⎨⎪⎪⎩

ρn
⋆ +∆tphyV(1) even time step

ρn+1 −∆tphyV(1) odd time step

qk
n⋆ = ρqkn

⋆

ρn
⋆⋆

ρqk
n⋆⋆ = ρqkn⋆ +∆tphy

⎧⎪⎪⎨⎪⎪⎩
H(qkn⋆) even time step
V(qkn⋆) odd time step.

(A.17)

3. Perform the final update by adding the subgrid source/sink terms. Also
subtract the density effect which has been used to update ρqk

n
in step 1 to

avoid double counting:

ρqk
n+1 = ρqkn⋆⋆ +∆t{S(ρqk)∣

force
− qkn∆tphy (S(ρ)∣IAU + Bρ

Bt ∣
conv

)}
qk
n+1 = ρqkn+1

ρn+1 .

(A.18)

By going to all steps, it is easy to verify that an initially uniform distribution of
qk remains uniform unless subgrid sources or sinks of qk are involved. The CWC
property is therefore maintained as desired.

In the context of coupling properly HYMACS with the transport scheme in
ICON, two details are highlighted: First, such as the incremental analysis up-
date S(ρ)∣

IAU
, the convective density tendency has to be passed to the transport

scheme1. Second, the convective tendencies of qk must involve a correction to the
net mass transfer. This is already ensured in HYMACS by using Equation 3.13.

1This is done in ICON’s dynamics-tracer-physics interface routine mo_nh_dtp_interface.f90.
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A.3 Implicit vertical wind solver with isotropic divergence damping

A.3 Implicit vertical wind solver with isotropic
divergence damping

Before we dive into the details of the implicit vertical wind solver of ICON, an
outline on the time integration procedure is provided. This outline is mandatory
in order to understand the meaning of different terms appearing in the vertical
wind solver which was complemented by an isotropic divergence damping term
in this thesis. However, for the sake of brevity, the explanation on the ICON’s
time integration is limited to the most relevant aspects. A more comprehensive
description can be obtained from Prill et al. (2020).

The predictor-corrector scheme
The motivation to deploy the so-called iterative predictor-corrector scheme is that
it allows for a higher accuracy than the simple Euler forward scheme without
introducing the implicity of a trapezodial scheme. While the former is only of first
order accuracy, the latter attains a second order accuracy.

Describing the evolution of the atmospheric state X generically with a first-order
differential equation system of the form

d

dt
X(r, t) = F (X(r, t)), (A.19)

where r denotes the location vector and F is an arbitrary forcing function, the
predictor-corrector scheme applies the two following steps to propagate the atmo-
spheric state X from time-level tn to tn+1:

For the predictor step, F is evaluated at the current time-level tn in order to
retrieve an intermediate solution for the atmospheric state X(r, tn+1⋆). This in-
termediate solution is used in the second step, the corrector step, to refine the
estimate on F . Linear temporal interpolation is applied for the refined estimate
which is then used to predict the final state X(r, tn+1).

Mathematically, these both steps can be sketched by:

Predictor step ∶ X(r, tn+1⋆) =X(r, tn) +∆tF (X(r, tn)), (A.20)
Corrector step ∶ X(r, tn+1) =X(r, tn) +∆t{F (X(r, tn)), F (X(r, tn+1⋆))}

α
.

(A.21)

Here, the temporal averaging operator {⋅} has been introduced which reads

{f(tn), f(tn+1)}
α
= αf(tn) + (1 − α)f(tn+1) with α ∈ [0,1]. (A.22)

Depending on the parameter α which should not be confused with the virtual mois-
ture increment in this section, different imitations of the classical Euler schemes
can be realized. For α = 1, the predictor-corrector scheme imitates the Euler back-
ward scheme which is also termed the Matsuno scheme then (Matsuno, 1966). The
Heun’s method (Heun et al., 1900) is applied when α = 0.5 is set to imitate the
trapezodial scheme.
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The temporally discretized ICON equations

For the temporal integration of ICON’s equation system, two different temporal
averaging operators α1 and α2 for horizontal momentum in terms of vn and for
the thermodynamic quantities π and θv are applied. Additionally, terms related to
vertically propagating sound waves are treated implicitly. These comprise vertical
derivatives of the vertical wind w and the Exner pressure perturbation π′ whose
degree of implicitness is controlled by the parameter η which is defined analogously
to Equation A.22. The perturbation term π′ is thereby given by the residual of
the full Exner pressure π with respect to a hydrostatic reference state π0.

Using the predictor-corrector scheme in conjunction with an implicit handling
of terms subject to fast modes in vertical direction, the Equations 4.3–4.6 can be
discretized temporally as follows:

Predictor step:
vn+1⋆
n − vnn
∆tdyn

= − adv (vn̂n) − cpdθnv Bπ′ ñ
Bn + F (vnn), (A.23)

wn+1⋆ −wn
∆tdyn

= − adv (wn̂n) − cpdθ′nv dπ0

dz
− cpdθnv B

Bz {π′n, π′n+1⋆}
η
, (A.24)

ρn+1⋆ − ρn
∆tdyn

= −∇h ⋅ (vn+1⋆
h ρn) − B

Bz [{wn,wn+1⋆}
η
ρn] − Bρ

Bt ∣
n

conv

, (A.25)

πn+1⋆ − πn
∆tdyn

= − Rd

cvd
( πn

ρnθnv
)[∇h ⋅ (vn+1⋆

h ρnθnv ) + B
Bz [{wn+1⋆,wn}

η
ρnθnv ]]

+Qn
π,dia,

(A.26)

Corrector step:
vn+1
n − vnn
∆tdyn

= − {adv (vnn) ,adv (vn+1⋆
n )}

α1

cpdθ
n
v

Bπ′ ñ
Bn + F (vnn)− F ′div,4o (vn+1⋆

h ) + F vn

div,2o (vn+1⋆) ,
(A.27)

wn+1 −wn
∆tdyn

= − {adv (wn) ,adv (wn+1⋆)}
α1
− cpd {θ′nv , θ′n+1⋆

v }
α2

dπ0

dz

− cpd {θnv , θn+1⋆
v }

α2

B
Bz {π′n, π′n+1}

η+ {Fw
div,2o (vn+1⋆) , Fw

div,2o (vn+1)}
η
,

(A.28)

ρn+1 − ρn
∆tdyn

= −∇h ⋅ (vn+1
h ρn) − B

Bz [{wn+1,wn}
η
,{ρn, ρn+1⋆}

α2
] − Bρ

Bt ∣
n

conv

,

(A.29)
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πn+1 − πn
∆tdyn

= − Rd

cvd
( πn

ρnθnv
)[∇h ⋅ (vn+1

h ρnθnv )
+ B

Bz [{wn,wn+1}
η
{ρn, ρn+1⋆}

α2
{θnv , θn+1⋆

v }
α2
] ] +Qn

π,dia.

(A.30)

Here, ICON’s model equations are written down in the expanded version with the
additional terms due to the coupling with HYMACS (cf. Eq. 4.17 and Eq. 4.30).

The above mentioned temporal averaging operators α1 and α2 default to 0.65 and
0.4. Both values have been found to improve the numerical stability in dynamical
core tests (Zaengl et al., 2015).

Technically, the integration of the model equations starts with the computation
of the new (intermediate) values of horizontal momentum vn+1⋆

n and vn+1
n , respec-

tively. This also involves the advection term for horizontal momentum which reads

adv(vnn) = BKn
h

Bn + (ζn + f)vnt +wnBwnn
Bz .

The edge-normal horizontal wind velocity component is then used to calculate
the horizontal flux divergencies in the continuity equation and in ICON’s first
law of thermodynamics. Additionally, the advection term for vertical momentum
adv(wn) = vnh ⋅∇hwn+wn Bwn

Bz can be computed explicitly. For the remaining terms,
the implicit vertical wind solver is used which is outlined below.

For enhancing the numerical stability of the time integration and for the sake
of computational efficiency, a few modifications are established in the integration
scheme (Eqs. A.23–A.30).

First, the horizontal and vertical momentum advection terms in the predictor
step (see Eqs. A.23–A.24) are reused from the preceding corrector step as denoted
by n̂. This has the advantage that the advection terms must only be computed
once per time step. The first dynamical time step after application of the fast
physics update remains an exception due the accompanied momentum update by
the fast physical processes.

Second, the horizontal pressure gradient is evaluated in terms of an extrapolated
Exner pressure at the predictor and the corrector step. The extrapolation involves
time level n − 1 and n and reads

π′ ñ = (1 + γ)π′n − γπ′n−1,

where γ = 1
3 is used as the default. By doing so, horizontally propagating sound

waves are damped efficiently as demonstrated by the sound-wave–gravity-wave
described in Baldauf et al. (2014).

Of particular interest for the stability of the numerical integration are also the
divergence damping terms applied in the corrector step. While the operational
configuration only involves an anisotropic fourth-order divergence damping in the
prognostic equation for vn (cf. Eq. 4.12), the revised configuration proposed in this
study (cf. Eq. 4.28) also includes second-order divergence damping in the prognos-
tic equation for w (see Section 4.4 for a discussion on the rationale). This intro-
duces a damping term in Equation A.37 where D denotes the three-dimensional
divergence, that is D =Dh+Bw/Bz. These terms also become subject of the implicit
vertical wind solver.
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The implicit w-solver with isotropic divergence damping
Before the computations of the continuity equation of moist air and the first law of
thermodynamics can be finalized, an updated value for the vertical wind w is re-
quired. However, this update also depends on the (vertical gradient of the) Exner
pressure π at the new time-level so that an implicit solution becomes mandatory.
The motivation for the horizontally explicit, vertically implicit (HeVi) integration
scheme is related to the presence of accoustic modes which would otherwise con-
strain the allowable time step ∆tdyn in the dynamical core to small values.

In case of ICON, the mutual dependency of w and π can be removed by inserting
the first law of thermodynamics into the prognostic equation for the vertical wind.
This step yields a linear equation system for w at the new time level which can be
solved in a straightforward manner.

In the following, this procedure is demonstrated explicitly for the predictor step.
The spatially discretized of Equation A.24 and Equation A.26 can be written after
some rearrangements as

wn+1⋆
k+1/2 =Zexp,(n,n⋆)

w,k+1/2 −∆tdyncpdθnv,k+1/2ηπ
′n+1⋆
k − π′n+1⋆

k+1
∆zk+1/2 , (A.31)

π′n+1⋆
k =Zexp,(n,n+1⋆)

π,k

−∆tdyn
Rd

cvd
( πn

ρnθnv
)
k

η
(wn+1⋆ρnθnv )k−1/2 − (wn+1⋆ρnθnv )k+1/2

∆zk
.

(A.32)

Here, ∆zk = zk−1/2 − zk+1/2 denotes the kth full-layer thickness bounded by the half-
levels k−1/2 and k+1/2, respectively. Likewise, ∆zk+1/2 = zk −zk+1 is the thickness
of the layer between the two full-levels k and k+1. Note that a top-down ordering
of the vertical levels is applied in ICON.

For convenience, a shorthand notation for the explicit terms of the vertical wind
Z
exp,(n,n̂)
w,k+1/2 and Exner pressure Zexp,(n,n+1⋆)

π,k have been introduced. Both terms are
given by

Z
exp,(n,n⋆)
w,k+1/2 =wnk −∆tdyn[adv(wn⋆k+1/2) + cpdθ′nv,k+1/2dπ0

dz
∣
k+1/2

+ cpdθnv,k+1/2(1 − η)π′nk − π′nk+1
∆zk+1/2 ],

(A.33)

Z
exp,(n,n+1⋆)
π,k =πnk −∆tdyn

Rd

cvd
( πn

ρnθnv
)
k

[∇h ⋅ (vn+1⋆
h ρnθnv )k

+ (1 − η)(wnρnθnv )k−1/2 − (wnρnθnv )k+1/2
∆zk

] +∆tdynQn
k ,

(A.34)

where ρ and θv at the half-levels are computed with an upwind-biased reconstruc-
tion based on the Miura scheme (Miura, 2007).

The nominator of the implicit term on the RHS of Equation A.31 is then ob-
tained with the help of Equation A.32 which allows us to separate the new values
for the vertical wind on the three half-levels k−1/2, k+1/2 and k+3/2 from purely

142



A.3 Implicit vertical wind solver with isotropic divergence damping

explicit terms. After a couple of algebraic steps, one obtains

−wn+1⋆
k−1/2 [∆tdyn cpdθ

n
v,k+1/2

∆zk+1/2 η∆tdyn
Rd

cvd

ηΛn
k

∆zk
(ρnθnv )k−1/2]

+wn+1⋆
k+1/2 [1 +∆tdyn

cpdθnv,k+1/2
∆zk+1/2 η∆tdyn

Rd

cvd
(ρnθnv )k−1/2 η ( Λn

k

∆zk
+ Λn

k+1
∆zk+1

)]
−wn+1⋆

k+3/2 [∆tdyn cpdθ
n
v,k+1/2

∆zk+1/2 η∆tdyn
Rd

cvd

ηΛn
k+1

∆zk+1
(ρnθnv )k+3/2]

=Zexp,(n,n⋆)
w,k+1/2 −∆tdyn

cpdθnv,k+1/2
∆zk+1/2 η (Zexp,(n,n+1⋆)

π,k −Zexp,(n,n+1⋆)
π,k+1 ) ,

(A.35)

where the short-cut notation

Λn
k = πnk

ρnkθ
n
v,k

(A.36)

was introduced.
Equation A.35 forms a linear equation system which can be written in matrix form
Ax = b. The first and the third line of Equation A.35 constitute the sub-diagonal
entries of A, whereas the second row constitutes the main diagonal. This trigonal
equation system can be solved sequentially with the so-called Thomas algorithm
(see, e.g., Datta, 2010) provided that boundary conditions for the vertical wind at
the top and the bottom half-level are prescribed. In ICON, the surface and the
top of the modelled atmosphere are considered to be impermeable, i.e. wn

ke+1/2 =
wn1/2 = 0. For nested domains, the vertical wind at the upper boundary is obtained
from the vertical wind on the parent grid.

Since no numerical filtering is applied in the predictor step, no changes are
required with the revised filter configuration introduced in this thesis. However,
the isotropic divergence damping term enters the vertical wind equation in the
corrector step. Discretizing Equation A.28 like A.31 then yields

wn+1
k+1/2 =Zexp,(n,n+1⋆)

w,k+1/2 −∆tdyncpd {θnv,k+1/2, θn+1⋆
v,k+1/2}α2

η
π′n+1
k − π′n+1

k+1
∆zk+1/2

+ f2d,oAc∆tdyn
1

∆zk+1/2 {Dn+1⋆
k ,Dn+1

k }η ,
(A.37)

where Zexp,(n,n+1⋆)
w,k+1/2 is defined in analogy to Equation A.33 except that the depen-

dency on time-level n⋆ (the preceding corrector step) is replaced by time-level
n + 1⋆ due to the temporal averaging operator {⋅}α2 . The last term in Equa-
tion A.37 involves the full three-dimensional divergence whose discretized form
reads

Dn
k = div(vh)kn + wnk−1/2 −wnk+1/2

∆zk
, (A.38)

with div(vh) defined in Equation 4.13.
Proceeding in analogy to the corrector step described above, one obtains ad-

ditional terms involving unknown w-terms at time-level n + 1 as well as explicit
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terms of w and vn at time levels n and n + 1, respectively. As can be verified by
simple algebraic steps, the additional terms Σ are

Σ = fd
∆tdyn

Ac

⎡⎢⎢⎢⎢⎣(1 − η)
Dn+1⋆
k −Dn+1⋆

k+1
∆zk+1/2 + ηdiv(vh)n+1⋆

k − div(vh)n+1⋆
k+1

∆zk+1/2
+ η 1

∆zk+1/2
⎛⎝
wn+1
k−1/2 −wn+1

k+1/2
∆zk

+ wn+1
k+1/2 −wn+1

k+3/2
∆zk+1

⎞⎠
⎤⎥⎥⎥⎥⎦,

(A.39)

where the explicit terms are placed in the first row while the implicit terms are
present in the second row.

Thus, the basic procedure of the vertical wind solver remains unchanged, but
additional terms have to be taken into account when the second-order isotropic
divergence damping is applied in the dynamical core.
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List of abbreviations
BOMEX Barbados Oceano-graphic and Meteorological Experiment
CAM5 Community Atmosphere Model 5
CDF cumulative density function
CDO Climate Data Operators
COLDUP experiment with cold updraft detrainment
COSMO COnsortium for Small-scale Modeling
CPS convection parametrization schemes
CTL cloud top level
DCMIP Dynamical Core Model Intercomparison Project
DWD Deutscher Wetterdienst (engl.: German Weather Service)
ECMWF European Centre for Medium-Range Forecasts
FV3 GFDL Finite-Volume Cubed-Sphere Dynamical Core
GATE GARP Atlantic Tropical Experiment
GER-North Northern Germany used for precipitation forecast verification (see

Figure 5.2)
GER-South Southern Germany for precipitation forecast verification (see Fig-

ure 5.2)
GFS Global Forecast System
HYMACS HYbrid MAss flux Convection Scheme
ICON ICOsahedral Non-hydrostatic
ICON-BT ICON model with the Bechtold-Tiedtke scheme
ICON-BTshallow As ICON-BT without parametrizing deep convection
ICON-EUnest ICON-nest over Europe
ICON-global global ICON model
ICON-HYM ICON with HYMACS
ICON-LAM ICON’s limited area mode
IFS Integrated Forecasting System
JW Jablonowski-Williamson
LCL lifting condensation level
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LES large-eddy simulations
LFC level of free convection
LFS level of free sinking
LHS left hand side
LNB level of neutral buoyancy
MCS mesoscale convective system
MJO Madden-Julian oscillation
MODIS Moderate Resolution Imaging Spectroradiometer
MPI-M Max Planck Institute for Meteorology
NASA National Aeronautics and Space Administration
NEWCDD new combined divergence damping
NEWDIFF hyper-diffusion with new discretization of the Laplace operator
NWP numerical weather prediction
NWS National Weather Service
OBS observed accumulated precipitation
OLDDIFF hyper-diffusion with old discretization of the Laplace operator
OP4DD operational anisotropic fourth-order divergence damping
PBL planetary boundary layer
PDF probability density function
RADKLIM „RADar KLIMatologie“ (engl.: Radar climatology)
RADOLAN RADar OnLine AdjustmeNt
RBF radial basic function
REDOP reduced operational anisotropic fourth-order divergence damping
RHS right hand side
RW rain gauge adjusted hourly precipitation amount
SLEVE Smooth LEvel VErtical
TERRA land-soil model for soil-vegetation-atmosphere-transfer
TURBDIFF prognostic TKE turbulence scheme
TURBTRAN surface-to-atmosphere transfer scheme
WRF Weather Research and Forecasting
YAC Yet Another Coupler
YW quasi-adjusted 5 minutes precipitation rate
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List of symbols
A arbitrary horizontal area
As score value
Ac horizontal area of a triangular

grid cell
Ag horizontal area of a grid box
Aπ,A

⋆
π auxiliary quantities for im-

plicit convective Exner pres-
sure tendency

Askill skill score
BS Brier Score
B buoyancy acceleration
CAPE convective available potential

energy
CAPE convective available potential

energy
CIN convective inhibition
CINcrit critical CIN value for pre-

trigger condition
CINu,subcl subcloud layer CIN
Dcl convective cloud depth
Ddeep
cl,min minimum cloud depth for deep

convection
∆pcl convective cloud depth in pres-

sure units
∆psfc difference in surface air pres-

sure with respect to some ref-
erence

Dh horizontal divergence
Dorg
u organized, area-integrated up-

draft detrainment rate
Dturb
u ,Dturb

d turbulent, area-integrated de-
trainment rate of the updraft
and downdraft

Du,Dd area-integrated updraft and
downdraft detrainment rate

Du→d,Eu→d up-to-downdraft detrainment
and entrainment rates

Eorgu organized, area-integrated up-
draft entrainment rate

Eturbu ,Eturbd turbulent, area-integrated en-
trainment rate of the updraft
and downdraft

Eu,Ed area-integrated updraft and
downdraft entrainment rate

FBS Fractional Brier Score
FSS Fractions Skill Score

F, Fn generic flux vector and its nor-
mal component

Fd1, Fd2 sub-components of numerical
filter Fd

Fd2,new combined divergence damping
operator

Fd numerical filter in the prognos-
tic equation for vn

Fdiff fourth-order background diffu-
sion operator

Fdiv,2o isotropic second-order diver-
gence damping operator

Fdiv,4o, F
′
div,4o anisotropic fourth-order di-

vergence damping operator
acting on v and vh

FO cumulative density function of
observed random variable X

Fψ non-convective flux of ψ
Fs(Ψ) subgrid-scale tendency of Ψ
Fsmag Smagorinsky diffusion opera-

tor
Fu→d fallout of precipitable hydrom-

eteors from the updraft
Gl→iu freezing rate in the updraft
G
(l,i)→(r,s)
u conversion rate of cloud con-

densate to precipitation in the
updraft

IQD integrated quadratic distance
Ik source/sinks of the kth mois-

ture species due to phase
changes

Io,x, Im,x observed and modelled event
indicator

Jc convective mass flux vector
Jψc convective flux of ψ
Kh horizontal kinetic energy
Ku,Kd kinetic energy of updraft air

and downdraft air
LB block length
LEPS linear error in probability

space
LR baroclinic Rossby radius of de-

formation
L horizontal length scale of at-

mospheric processes
Lv, Lf latent heat of evaporation and

fusion
MAE Mean Absolute Error
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List of symbols

O,M set of observations and fore-
casts

MSE Mean Squared Error
Mu,Md area-integrated mass fluxes of

the up- and downdraft regions
N Brunt-Väisälä frequency
Nm moist Brunt-Väisälä frequency
Nslow number of parametrized slow-

physics processes
PCAPE density-weighted convective

available potential energy
PCAPEPBL reference value of PCAPE

for relaxation corrected for
boundary layer forcing

PCAPEref reference value of PCAPE for
relaxation

Q,P sample spaces of observations
and forecasts

Pnh threshold for accumulated pre-
cipitation amount over n hours

Ψ conserved quantity
Q1 apparent heat source
Q2 apparent moisture sink
QR radiative heating rate
Qdia,h diabatic heating effect on the

enthalpy
Qπ,dia diabatic heating effect on the

Exner pressure
RH relative humidity
RHd relative humidity in the down-

draft
SO, SM dichotomous sample spaces of

categorical observations and
forecasts

Sψ internal source of ψ
Sψ,c source term of the convective

part
T0 temperature parameter for

TKE-trigger
Rd gas constant for dry air
Tf freezing temperature
Tf→l upper bound for ice in down-

draft condensate
T ⋆ temperature scale
T ⋆⋆ temperature scaling parameter

for TKE trigger
Tu updraft temperature
Tv virtual temperature
T prclv , T envv virtual temperature of air par-

cel and its environment
Tv, T

′
v virtual temperature of the ba-

sic state and its perturbation
Tv,u, Tv,d virtual temperature of updraft

and downdraft air

Vt terminal velocity of precip-
itable hydrometeors in the up-
draft

X joint set of observations and
forecasts

b bias
γGF cold pool velocity
cv condensation rate
cm momentum source coefficient
cp, cpd specific heat capacity of (dry)

air at constant pressure
cpr auto-conversion coefficient in

the updraft
cvu updraft condensation rate
cv, cvd specific heat capacity of (dry)

air at constant density
B

Bn horizontal derivative in edge-
normal direction

dtv, dnv distance in tangential and
normal direction for discrete
Laplace operator

du, eu detrainment and entrainment
rate of the updraft

du,org organized detrainment rate
ev evaporation rate
evd downdraft evaporation rate
d⋆u, e⋆u enhanced detrainment and en-

trainment rates for updraft
momentum

fO(o), fM(m) PDF of observations and
forecasts

f Coriolis frequency
fd,4o, f

′
d,4o coefficient for fourth-order di-

vergence damping acting on v
and vh

fd,2o coefficient for second-order di-
vergence damping acting on v

fo fractional area coverage of ob-
served events

fu,lo orientation factor of upper- or
lower-tip triangular cell

ft reduction factor for buoyancy
acceleration in turbulent up-
drafts

g terrestrial gravity acceleration
h enthalpy
hm moist static energy
hil liquid water static energy
hm,u moist static energy of updraft

air
ii ith component of the Cartesian

basis vector
ji ith component of the triangu-

lar basis vector
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List of symbols

k4 coefficient of fourth-order
background diffusion operator
for vn

k vertical level index
ke total number of vertical layers
kb number of bisection steps
kD scaling parameter for mini-

mum cloud depth for deep con-
vection

kFC scaling parameter for the
Fritsch-Chappell trigger

l2 l2-error
le length of triangular edge
m1,m2 realizations of model 1 and

model 2
mc,me convective and environmental

mass flux per unit area
oi,mi individual pair of observation

and forecast
o,m realizations of observations

and forecasts
m⋆ normalized convective mass

flux
mu,md updraft and downdraft mass

flux
n, ñ⋆ time-level and intermediate

time-level after convective up-
dates

nc, ne, nv number of cells, edges and ver-
tices (triangular grid)

nr number of root division steps
o0,m0 observed and modeled di-

chotomous events
o0,m0 observed and modeled di-

chotomous non-events
p(o0), p(m0) probability of the event occur-

rence in the observations and
forecasts

p air pressure
p00 reference air pressure
p0 pressure at departure level
p, p′ (hydrostatic) air pressure of

the basic state and its pertur-
bation

pj probability of the jth category
in the 2x2 contingency table

psfc surface air pressure
psrc depth of convective source

layer in pressure units
qi specific content of ice
qiu, q

i
d specific content of ice of up-

draft and downdraft air
qk specific content of the kth

moisture species
ql specific content of liquid water

qlcrit critical cloud water content in
the updraft

qlu, q
l
d specific content of liquid water

of updraft and downdraft air
qr specific content of rain
qru, q

r
d specific content of rain of up-

draft and downdraft air
qs specific content of snow
qsu, q

s
d specific content of snow of up-

draft and downdraft air
qv specific water vapor content
qv, qv ′ specific moisture content of

the basic state and its pertur-
bation

qvsat saturation specific water vapor
content

qvu, q
v
d specific moisture content of

updraft and downdraft air
n number of grid boxes in neigh-

borhood region
rs, ls radius and edge length of

neighborhood region
rorgu detrained fraction of updraft

mass flux
Rv gas constant of water vapor
rv,s saturation mixing ratio of wa-

ter
s dry static energy
sc, se ensemble-average of dry static

energy in convective clouds
and its ambient average

wc,we ensemble-average of vertical
velocity in convective clouds
and its ambient average

si dry static energy of an individ-
ual convective cloud

wi vertical velocity of an individ-
ual convective cloud

t time
tx threshold for continuous quan-

tities
uPBL vertically averaged wind speed

in the planetary boundary
layer

vb barycentric velocity vector
vc,ve convective and environmental

velocity vector
ṽc relative convective velocity

vector
vh horizontal wind vector
vh,Γ velocity vector at the interface

between convective and envi-
ronmental part

v̂b,v′′ density weighted-average ve-
locity vector and its perturba-
tion
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List of symbols

vh,u horizontal velocity vector of
updraft air

vn,i⋆ reconstructed normal wind
vector component at cell cen-
ter position

vn, vt horizontal normal and tangen-
tial velocity component rela-
tive to cell edge

w0 reference vertical velocity for
the Fritsch-Chappell trigger

w vertical velocity
wDu averaged updraft velocity over

the convective cloud
wu,0,wd,0 start vertical velocity in the

updraft and downdraft com-
putation

wu vertical velocity of updraft air
xi ith-direction in trivariate coor-

dinate system
z height (position in vertical di-

rection)
z0 height of departure level
∆TFCv,u Fritsch-Chappell temperature

increment
∆TGFv,u gust front trigger temperature

increment
∆TTKEv,u TKE trigger temperature in-

crement
∆p model layer depth in pressure

units
∆qpru change per layer in specific

content of precipitable hy-
drometeors in updraft

∆t time step
∆tdyn,∆tphy,∆ttr dynamical, physical and

tracer advection time step
∆xcos grid spacing of COSMO model
∆xICON grid spacing on ICON’s trian-

gular grid
∆x′ICON effective, spectral grid spacing

of ICON
∆z model layer depth in height co-

ordinates
Γ lapse rate
α virtual moisture increment
β dilution factor in turbulent up-

drafts
βd drag coefficient
δshal1 , δdeep1 base fractional detrainment

rate for shallow and deep con-
vection

δ, ϵ fractional detrainment and en-
trainment rate

∆x grid spacing in an atmospheric
model

ϵshal1 , ϵdeep1 base fractional entrainment
rate for shallow and deep con-
vection

γ virtual mass coefficient
γGF scaling factor for the gust front

trigger
κ wavenumber
λ wavelength
λu link factor of the initial down-

draft mass flux to the updraft
mass flux at cloud base

µturbu , µturbd turbulent mixing parameter of
the up- and downdraft

µu→d up- to downdraft transfer co-
efficient∇2, ∇̃2 discretized Laplace operators∇n,∇t discretized gradient in normal
and tangential direction

ω generalized vertical velocity in
pressure coordinates

ω,ω′ generalized vertical velocity in
pressure coordinates of the ba-
sic state and its perturbation

Φj counts of the jth category in
the 2x2 contingency table

π Exner pressure
ψ arbitrary (specific) quantity
ψ̂, ψ′′ density weighted-average of ψ

and its perturbation
ψu, ψd specific content of Ψ within

the parametrized up- and
downdrafts

ρ density of moist air
ρ, ρ′ density of the basic state and

its perturbation
ρc, ρe partial density of the con-

vective and the environmental
volume part

σc fractional coverage of an en-
semble of convective clouds

σconvk mass sinks due to
parametrized convective pre-
cipitation

σi fractional coverage of an indi-
vidual convective cloud

τc convective time scale
τPBL characteristic time scale of the

planetary boundary layer
τx e-folding time to time step ra-

tio for diffusion operator on
physical quantity x

θ potential temperature
θe equivalent potential tempera-

ture
θv virtual potential temperature
φ latitude
ζ relative vorticity
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