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Abstract

In this cumulative thesis, we study various properties of hadrons in a finite volume. The motivation of
this work is the following: The Quantum Chromodynamics (QCD) is a fundamental theory describing
hadrons. The crucial property of QCD is that it is non-perturbative, i.e., the well-established method
of perturbation theory cannot be fully applied, as in Quantum Electrodynamics. For this reason, an
alternative framework must be put forward in order to address this subtlety of the theory. Lattice field
theory provides a first-principle non-perturbative approach to solving QCD, where simulations of
particle interactions take place on a lattice of finite size. Of course, working in a finite-sized box
comes with its challenges, which must be addressed accordingly. Calculating the mismatch between
the finite- and infinite-volume results is the main objective of this thesis.

Chapter 1 briefly introduces the reader to the main subjects that are discussed in the following
chapters. In Chapter 2 the findings of our study of the doubly virtual nucleon Compton scattering in
a finite volume are presented. In particular, we were interested in calculating the errors induced by
working in a finite-sized box to certain physical quantities, e.g. the electric and magnetic polarizabilities
and the so-called subtraction function. Since we started our calculations in an infinite volume, we
were also able to extract infinite-volume results. To this end, Chiral Perturbation Theory, which is
well suited for the study of this problem, was employed. The results of this study are of importance for
the solving of long-standing physics problems, such as the proton-neutron mass difference.

The second work, presented in Chapter 3, deals with the study of resonance form factors on the
lattice. These particles are unstable under the strong interactions and present a challenge when studied
in a finite volume. For instance, the well-understood lattice quantum chromodynamics techniques for
a single particle cannot be applied here. Development in this area has been very substantial in recent
years, which can be attributed to the so-called Lüscher method and its extensions. The advantage of
this approach is that it relates the QCD spectrum in a finite volume to the scattering amplitudes that
are defined in the infinite volume. This powerful technique is what we used to study the form factors
of resonances. In fact, we were able to expand this prescription to the case where an external field is
present. With this, the calculation of the form factor of an unstable particle was performed.
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CHAPTER 1

Hadrons in a finite volume and in a background
field

1.1 Introduction

In the last century, physics has been able to answer some of the most fundamental questions in nature.
For example, what are the elementary constituents of matter? What is the nature of forces between
them? Throughout the years, many models have been proposed to answer these challenging questions,
but only a few managed to accurately explain what we observe in experiments. Currently, the most
outstanding and successful of all the attempts to describe the very nature of our Universe are the
Standard Model (SM) [1–6] and General Relativity (GR) [7, 8]. The dynamics of elementary particles
and its interactions is well described by the SM while the deformation of space-time due to massive
objects and its consequences can be understood using the tools that GR provides. Currently, these two
are the theories that lead the research in theoretical physics. In recent years, attempts have been made
to combine them into one [9]. So far, no success is at sight [10, 11]. While it might seem tempting to
pursue the so-called theory of everything, there are still topics that can be studied by applying the
currently available framework in physics, which has been undeniable quite accurate in its predictions.
For instance, gravitational waves were recently detected by the LIGO Collaboration [12], just one
hundred years after they were predicted by Albert Einstein. Nevertheless, there are still phenomena
which, up to now, cannot be thoroughly described using this modern apparatus of knowledge. For
instance, a recent test to the SM has been done via the Muon 𝑔 − 2 experiment [13–16]. Deviations
from the theoretical value might point to yet undiscovered subatomic particles. Finally, the endeavor
of working a solution to these remaining problems in our fundamental theories is what might lead to
finding alternatives or extensions of the physical models. We can conclude that physics is a fascinating
subject that is slowly, but constantly, evolving towards a better understanding of how our Universe and
its contents work.

Nowadays, the SM is regarded as the most successful theory to describe the dynamics of elementary
particles. This work is the culmination of several decades of research in both theoretical and
experimental particle physics. From the lightest to the heaviest particle, all constituents of matter that
were theorized or discovered in experiments have found a place within the SM. About a decade ago,
the existence of the last missing piece was confirmed, when the LHC collaboration announced that the
Higgs boson was detected [17, 18]. Thus, the theory was able to pass one of the most difficult tests to
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Chapter 1 Hadrons in a finite volume and in a background field

Figure 1.1: Elementary particles in the Standard Model. Figure taken from [19].

date: finding a particle that was first proposed half a century ago and is a crucial part of the model.
The particles that participate in the interactions allowed by this theory are the fermions and bosons.

The first type, divided into leptons and quarks, are the constituents of matter, while the second kind,
also known as gauge bosons, are the force carriers, see Fig. 1.1. Let us briefly discuss the categories in
which the fermions can be categorized. Quarks are allowed to come together and form bigger particles
called hadrons. Depending on the number of quarks, hadrons can be divided into two categories: the
baryons, which have an odd number of quarks and the mesons, containing an even number. A couple
of well-known examples of baryons are the proton and neutron. The lightest mesons, with two quarks,
are the pions. Hadrons can be further categorized depending on their quantum numbers. This is known
as the eightfold way. For example, mesons can be accommodated into what is called the meson octet,
see Fig. 1.2. Furthermore, baryons can also be organized based on their spin. For instance, those with
spin- 1

2 go into the octet while the spin- 3
2 baryons are part of the decuplet. Now, let us shortly discuss,

how the gauge bosons are classified. For the three fundamental forces, electromagnetic, strong and
weak, the particles that carry the interactions are the photon, gluon and the W together with the Z,
respectively. As already mentioned, space-time effects are not included in this framework. Because of
this, a force-carrier particle of gravity is not present. In fact, a spin-2 boson known as the graviton has
been proposed as a candidate to mediate gravitational interactions. Yet again, no particle with such
characteristics has been detected.

It might seem rather complicated to write down a single theory where all particles come together
and follow a set of rules that dictate how they can interact with each other. This was indeed a great
endeavor that lead to what we know as the SM. This theory incorporates special relativity and quantum
mechanics, therefore it is a quantum field theory that respects the internal symmetries of the product
group

𝑆𝑈 (3)𝐶 × 𝑆𝑈 (2)𝑊 ×𝑈 (1)𝑌 , (1.1)

where the subscripts 𝐶, 𝑊 and 𝑌 denote color, weak isospin and hypercharge, respectively. The
𝑆𝑈 (2)𝑊 ×𝑈 (1)𝑌 subgroup describes the interactions of photons and the weak bosons (the W and Z)
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1.2 Quantum Chromodynamics

with matter particles. This is the underlying symmetry group of the electroweak model, which is a
unified description of the electromagnetic and weak forces. Moreover, the theory that describes the
strong interactions of quarks and gluons is a quantum field theory, more specifically a non-Abelian
gauge theory, called Quantum Chromodynamics (QCD) [20, 21], is based upon the Lie algebra of
the 𝑆𝑈 (3) gauge group. Certainly, there is a nice and convenient way to write down all possible
interactions in the SM. This done through a Lagrangian, which obeys all symmetries of the SM group.
It can be written in a rather compact way

LSM = −1
4
𝐹𝜇𝜈𝐹

𝜇𝜈 + 𝑖�̄� /𝐷𝜓 + 𝜓𝑖𝑦𝑖 𝑗𝜓 𝑗𝜙 + |𝐷𝜇𝜙 |
2 −𝑉 (𝜙) + ℎ.𝑐, (1.2)

where 𝐷𝜇 denotes the covariant derivative, 𝐹𝜇𝜈 is the field strength tensor, 𝜓𝑖 are the fermion fields,
the scalar field 𝜙 represents the Higgs boson and 𝑦𝑖 𝑗 are the Yukawa couplings through which the
Higgs couples to the massless quarks and leptons. Notice that there are no mass terms for any of the
fermions and gauge bosons. The masses are generated through the Higgs mechanism in which the
Higgs field acquires a vacuum expectation value. For instance, the electroweak group gets broken
down by the Higgs mechanism to𝑈 (1)𝑒𝑚 of QED, leading to massive W and Z bosons. So far, we are
not aware of the existence of a fundamental force other than gravitation that is not included in this
framework. The same applies to the fermion sector in the SM. Nevertheless, as already discussed,
there exists phenomena which the model cannot successfully describe. To mention one example of
this, the SM does not incorporate the neutrino masses even though it is known that these particles
have non-zero mass. Still, the accomplishments of this theory are undeniable exceptional.

The tools used in this work are mainly applied to the strong sector of the SM. Because of this, we
will introduce this topic in more detail in the following subsections. For this, a brief introduction to
the main aspects of QCD is presented next. Furthermore, a couple of approaches to study this theory
at low-energies are discussed. Finally, a short review of the methods employed in the subsequent
chapters is given.

1.2 Quantum Chromodynamics

The non-abelian gauge theory that defines the interaction between fermions mediated by gluons is
QCD. Quarks come in six different flavors (up, down, charm, strange, top and bottom) each with
the property of having one of the three possible colors (red, green and blue). These fermions come
with an additional quantum number, called color charge. The extra degree of freedom accounts for
the Pauli principle in the description of baryons as three-quark states. This is the so-called quark
model, proposed by M. Gell-Mann [23], and G. Zweig [24] in 1964. This modern theory of quarks
has been able to successfully describe the phenomena observed in experiments, where the strong force
plays a role. For example, an accurate prediction of the QCD coupling constant, the quantity that
determines the strength of interactions between quarks and gluons, has been achieved [25]. Even
though the theory has been quite successful in its predictions, some fundamental questions remain
open. For instance, the strong CP problem stands as one of the most intriguing topics in QCD [26].
Furthermore, this theory requires particular care while studying it at different energy regimes. The
latter is discussed by the end this subsection.

As a brief introduction to the topic, we will present the mathematical framework developed in order
to understand the nature of strong interactions in terms of quark and gluon as degrees of freedom. The
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Chapter 1 Hadrons in a finite volume and in a background field

Figure 1.2: Classification of hadrons based on the eightfold way. The component axis labeled by 𝑆, 𝑄 and 𝐼3
denote the strangeness, electric charge and isospin component, respectively. The main quark content is indicated
within the pink circles. The pink circle split in two represents the two baryons indicated besides. Figure taken
from [22].

QCD Lagrangian can be obtained by applying SU(3) gauge invariance to the free fermion Lagrangian,
i.e. no interacting particles, which is the well-known Dirac Lagrangian

L 𝑓 𝑟𝑒𝑒 = 𝑞(𝑖𝛾
𝜇
𝜕𝜇 −M)𝑞. (1.3)

Here, 𝑞 is a quark spinor, M is the mass matrix of the fermions, and 𝜕𝜇 denotes the partial derivative.
If we impose the color 𝑆𝑈 (3) gauge invariance on L 𝑓 𝑟𝑒𝑒, the fermion field will transform as 𝑞 → 𝑈𝑞

with 𝑈 = exp(−𝑖𝜃𝑎
𝜆𝑎

2 ), where 𝜆𝑎 are the well-known Gell-Mann matrices and 𝑎 = 1, . . . , 8. With
this prescription we will notice that an extra term arises from the partial derivative on the quark field,
spoiling the gauge symmetry. To solve this problem, eight four-vector gauge potentials 𝐴𝜇 are added
to the theory to keep the invariance of the Lagrangian under 𝑆𝑈 (3) local transformations. This will
also lead to a modification of the partial derivative of the Lagrangian, namely

𝜕𝜇𝑞 −→ 𝐷𝜇𝑞 ≡ (𝜕𝜇 + 𝑖𝑔𝑠𝐴𝜇)𝑞, (1.4)

where 𝑔𝑠 is the coupling constant of the theory. This is how the gauge bosons interact with the
fermions. It is important to mention that the interaction between the eight gluons and the quarks
is independent of the flavor, as only one coupling constant appears. In other words, the gluons are
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1.2 Quantum Chromodynamics

"flavor blind". In order to add the gluons as dynamical degrees of freedom, a generalization of the
field-strength tensor to non-abelian algebras is needed. This is defined as follows

𝐺𝑎𝜇𝜈 ≡ 𝜕𝜇𝐴𝑎𝜈 − 𝜕𝜈𝐴𝑎𝜇 − 𝑔𝑠 𝑓𝑎𝑏𝑐𝐴𝑏𝜇𝐴𝑐𝜈 , (1.5)

where 𝑓𝑎𝑏𝑐 are the structure constants of the 𝑆𝑈 (3) Lie algebra. In the case of QED, the structure
constants are zero as𝑈 (1) is an Abelian group.

Finally, we are in position of writing the full QCD Lagrangian after imposing color 𝑆𝑈 (3) gauge
invariance. It reads (assuming exact CP invariance):

L𝑄𝐶𝐷 = 𝑞(𝑖𝛾𝜇𝐷𝜇 − 𝑚)𝑞 − 1
4
𝐺

𝜇𝜈
𝑎 𝐺𝜇𝜈𝑎 . (1.6)

Note also that gluons are massless, i.e. there is no 𝑚2
𝑔𝐴

𝜇
𝐴𝜇 term in the Lagrangian as this would

explicitly break the desired gauge invariance. As a reminder, the masses are generated through the
Higgs mechanism. Another important observation about the structure of the Lagrangian is that the
QCD Lagrangian gives rise to self-interaction terms of the gauge fields with three and four vertices
with strength 𝑔𝑠 and 𝑔2

𝑠 , respectively. This is characteristic of non-Abelian gauge theories and makes
them even more difficult to study. For example, these extra terms do not exist in QED because this
theory is based on the Abelian group.

An interesting property of QCD is how the coupling constant changes for different values of the
energy. To understand how 𝑔𝑠 varies, it is more convenient to define the bare coupling of QCD as

𝛼𝑠 =
𝑔

2
𝑠

4𝜋
. (1.7)

This is the bare coupling, meaning that it is subject to renormalization. The renormalized coupling
depends on the renormalization scale 𝜇. At lowest order in perturbation theory, this dependence is
given by

𝛼𝑠 (𝑞
2) =

𝛼𝑠 (𝜇
2)

1 + 𝛽0𝛼𝑠 (𝜇
2) ln 𝑞

2

𝜇
2

, 𝛽0 =
33 − 2𝑁 𝑓

12𝜋
, (1.8)

where 𝜇 is some fixed renormalization scale and 𝑁 𝑓 is the number of flavor contained in the theory.
One can conclude that the strength of the QCD coupling varies significantly at different energy scales,
as can be seen in Fig 1.3. At low energies, perturbation theory is no longer applicable due to the
magnitude of the coupling constant. On the other hand, for very large momenta, 𝛼𝑠 is small enough,
so perturbation theory can again be used. This phenomena exhibited by non-Abelian gauge theories
is called asymptotic freedom [28, 29]. Another interesting phenomena observed in QCD is called
color confinement. This means that the color-charged particles cannot be isolated. For this reason,
quarks and gluons cannot be directly observed. Instead, colorless combinations of these particles are
detected: the hadrons.

Due to the fact that QCD cannot be investigated using the traditional approach of perturbation theory
at low energies, as in QED, we must employ an alternative way to describe the interactions in this
regime. The non-perturbative approach that will be used in the following is called Chiral Perturbation
Theory (ChPT). This is the effective field theory of QCD at the energies way below 1 GeV and it will
allow us to replace quarks and gluons by hadronic degrees of freedom such as, for example, the pion,
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Chapter 1 Hadrons in a finite volume and in a background field

Figure 1.3: Summary of measurements of 𝛼𝑠 as a function of the energy scale Q. Figure taken from [27].

neutron and proton fields. After introducing ChPT, we will make a brief introduction to Lattice QCD,
which is one of the most popular numerical tools to study the low-energy regime of this theory.

1.3 Effective field theories

The effective field theory of QCD is ChPT. Here, the building blocks are the hadrons, instead of
quarks and gluons. To begin this section, let us first briefly motivate the idea of considering the chiral
symmetry of the QCD Lagrangian. If we would like to study the QCD spectrum at low energies, it is
then appropriate to concentrate our attention only to the light quark flavors; up, down and strange.
This choice of quarks is due to the fact that their masses are small compared to the typical hadron
masses. For instance, the proton and neutron share a similar mass of approximately 940 MeV, then

𝑚𝑢 < 𝑚𝑑 < 𝑚𝑠 � 𝑚hadrons.

Next, we can focus on the region of energies where heavy particles can be integrated out. As a starting
point, the masses of the light quarks are taken to zero

𝑚𝑢 , 𝑚𝑑 , 𝑚𝑠 −→ 0.

This is the so-called chiral limit. At the last stage, one could turn on the quark masses, which are
considered as perturbations towards the chiral limit.

We will start with the QCD Lagrangian and work with only three flavors, while taking their masses
to zero

L0
𝑄𝐶𝐷 =

3∑︁
𝑓 =1

𝑖𝑞 𝑓 𝛾
𝜇
𝐷𝜇𝑞 𝑓 − 1

4
𝐺

𝑎𝜇𝜈
𝐺𝑎𝜇𝜈 . (1.9)

6



1.3 Effective field theories

This Lagrangian exhibits chiral symmetry, which can be seen by taking an element of the flavor group
(𝐿, 𝑅) ∈ 𝑆𝑈 (3)𝐿 × 𝑆𝑈 (3)𝑅 and looking at its action on the left- and right-handed quarks defined as
𝑞𝑅,𝐿 = 1

2 (1 ± 𝛾5)𝑞 and transforming as 𝑞𝐿 → 𝐿𝑞𝐿 = 𝑞
′

𝐿 , 𝑞𝑅 → 𝑅𝑞𝑅 = 𝑞
′

𝑅

𝑞𝑖𝛾
𝜇
𝐷𝜇𝑞 −→𝑞

′
𝐿𝑖𝛾

𝜇
𝐷𝜇𝑞

′
𝐿 + 𝑞′𝑅𝑖𝛾

𝜇
𝐷𝜇𝑞

′
𝑅

= 𝑞
′
𝑖𝛾

𝜇
𝐷𝜇𝑞

′
.

Invoking Noether’s theorem, the existence of a continuous symmetry of the Lagrangian represents the
conservation of a current 𝐽𝜇, i.e. 𝜕𝜇𝐽

𝜇
= 0 with the corresponding charge 𝑄(𝑡) =

∫
𝑑

3
𝑥𝐽0(𝑡, ®𝑥). In

the chiral limit, the conserved currents of the chiral symmetry are

𝐿
𝑎
𝜇 =

∑︁
𝑞=𝑢,𝑑,𝑠

𝑞𝐿𝛾𝜇
𝜆
𝑎

2
𝑞𝐿 , (1.10a)

𝑅
𝑎
𝜇 =

∑︁
𝑞=𝑢,𝑑,𝑠

𝑞𝑅𝛾𝜇
𝜆
𝑎

2
𝑞𝑅 . (1.10b)

The charges 𝑄𝑎
𝐿 and 𝑄𝑎

𝑅 generate the algebra for the 𝑆𝑈 (3)𝐿 and 𝑆𝑈 (3)𝑅 groups, respectively. It is
convenient to define a combination of both charges

𝑄
𝑎
𝐴 = 𝑄

𝑎
𝑅 +𝑄𝑎

𝐿 , (1.11a)
𝑄

𝑎
𝑉 = 𝑄

𝑎
𝑅 −𝑄𝑎

𝐿 . (1.11b)

Now consider an eigenstate |𝜓〉 of the QCD Hamiltonian, 𝐻𝑄𝐶𝐷 |𝜓〉 = 𝐸 |𝜓〉. Then, the states𝑄𝑎
𝑉 |𝜓〉

and 𝑄𝑎
𝐴 |𝜓〉 have the same energy but opposite parity. The later observation means that for each

positive parity multiplet, corresponding to the non-trivial representation of the 𝑆𝑈 (3)𝑉 , there must
exist a negative-parity multiplet with the same mass (not necessarily corresponding to the same
irreducible representation). This is not the case in nature, as such states haven’t been observed [30].
This problem was later solved by the Nambu-Goldstone realization of chiral symmetry [31] which
asserts that the vacuum, |0〉, is not invariant under the action of the axial charge

𝑄
𝑎
𝑉 |0〉 = 0, 𝑄

𝑎
𝐴 |0〉 ≠ 0. (1.12)

This leads to the spontaneous breaking of the chiral symmetry group in the following fashion

𝑆𝑈 (3)𝐿 × 𝑆𝑈 (3)𝑅
SSB−−−→ 𝑆𝑈 (3)𝑉 .

Invoking Goldstone’s theorem, we will find that there are eight massless spinless particles, each for
every broken generator. These are the lightest hadrons in the spectrum: 𝜋±, 𝜋0 , 𝐾0, 𝐾±, �̄� and 𝜂. In
reality, these bosons are not massless and adding the mass term for their components will explicitly
break the chiral symmetry. Nonetheless, this addition of a mass can be treated as a small perturbation.
Before constructing the Lagrangian describing the eight Goldstone bosons, let us take a look at the
non-vanishing matrix elements of the axial vector current

〈0| 𝐴𝑎
𝜇 |𝜙

𝑏 (𝑝)〉 = 𝑖𝑒−𝑖 𝑝 ·𝑥 𝑝𝜇𝛿
𝑎𝑏
𝑓 , (1.13)

7



Chapter 1 Hadrons in a finite volume and in a background field

where 𝑓 = 93 MeV is the leptonic decay constant of the Goldstone bosons. We can conclude that a
non-zero value of 𝑓 is a necessary and sufficient criterion for spontaneous chiral symmetry breaking.

The dynamics of the eight Goldstone bosons are described by the effective Lagrangian and the
matter field can be collected in an unitary matrix field𝑈 ∈ 𝑆𝑈 (3), with the following behavior under
chiral transformations

𝑈 −→ 𝑔𝑅𝑈𝑔
†
𝐿
, 𝑔𝑅, 𝑔𝐿 ∈ 𝑆𝑈 (3).

By Lorentz invariance, the effective Lagrangian can only contain even powers in the derivatives

L = L (2) + L (4) + . . . (1.14)

where L (2) is given by

L (2)
=
𝑓

2

4
𝑇𝑟 [𝜕𝜇𝑈𝜕

𝜇
𝑈

†] . (1.15)

Let us consider a parametrization of𝑈, given by

𝑈 = exp
(
𝑖𝜙

𝑓

)
, 𝜙 =

√
2


𝜋

0
√

2
+ 𝜂√

6
𝜋
+

𝐾
+

𝜋
− −𝜋0

√
2
+ 𝜂√

6
𝐾

0

𝐾
−

�̄�
0 −2𝜂√

6

 . (1.16)

Taking the expansion of𝑈 in powers of 𝜙,𝑈 = 1 + 𝑖𝜙/ 𝑓 − 𝜙2/(2 𝑓 2) + . . . and plugging it back into
L (2) yields the kinetic terms of the eight massless Goldstone bosons

L (2)
=

1
2
𝜕𝜇𝜋

0
𝜕
𝜇
𝜋

0 + 1
2
𝜕𝜇𝜂𝜕

𝜇
𝜂 + 𝜕𝜇𝜋

+
𝜕
𝜇
𝜋
− + 𝜕𝜇𝐾

+
𝜕
𝜇
𝐾

− + 𝜕𝜇𝐾0𝜕
𝜇
�̄�0 + . . . . (1.17)

As we mentioned, the masses of the light quarks are small but certainly not zero. However, the
inclusion of a quark mass term would explicitly break the chiral symmetry of the fermionic Lagrangian.
In order to address this issue, one could use the spurion technique described e.g. in Refs. [32, 33].
Namely, the Lagrangian is equipped with a set of external sources. The fermionic part of the QCD
Lagrangian is therefore

L𝐹 (𝑠, 𝑝, 𝑣, 𝑎) = 𝑞
(
𝛾
𝜇
(
𝑖𝐷𝜇 + 𝑣𝜇 + 𝛾5

𝑎𝜇

)
− 𝑠 + 𝑖𝛾5

𝑝

)
𝑞. (1.18)

The external sources are the classical scalar 𝑠, pseudoscalar 𝑝, vector 𝑣𝜇 and axial-vector 𝑎𝜇 ones. In
this manner, the generating functional now depends on the introduced sources

𝑍 (𝑠, 𝑝, 𝑣, 𝑎) =
∫

𝑑𝑞𝑑𝑞𝑑𝐺𝜇 exp
{
𝑖

∫
𝑑

4
𝑥
(
L𝐺 + L𝐹 (𝑠, 𝑝, 𝑣, 𝑎)

)}
, (1.19)

where L𝐺 contains the gauge boson terms of L𝑄𝐶𝐷 . The key feature of this procedure is the following:
the Green’s functions with massive quarks can be obtained by expanding 𝑍 (𝑠, 𝑝, 𝑣, 𝑎) at the point
𝑠 = M, 𝑝 = 𝑣 = 𝑎 = 0, where M is the quark mass matrix, whereas QCD in the chiral limit is obtained
by expanding the same generating functional at 𝑠 = 𝑝 = 𝑎 = 𝑣 = 0.

Furthermore, the QCD generating functional equipped with the external sources can be shown to be
invariant under local 𝑆𝑈 (3)𝑅 × 𝑆𝑈 (3)𝐿 group transformations. For instance, the covariant derivative

8



1.3 Effective field theories

of𝑈 transforms under the group action as

𝐷𝜇𝑈 → 𝑔𝑅 (𝑥)𝐷𝜇𝑈𝑔
†
𝐿
(𝑥), (1.20)

where 𝐷𝜇𝑈 = 𝜕𝜇 − 𝑖𝑟𝜇𝑈 + 𝑖𝑈𝑙𝜇. Here, the vector and axial currents, 𝑣𝜇, 𝑎𝜇 are combined into
𝑟𝜇 = 𝑣𝜇 + 𝑎𝜇 and 𝑙𝜇 = 𝑣𝜇 − 𝑎𝜇 . Further, 𝑔𝑅 (𝑥) and 𝑔𝐿 (𝑥) are elements of 𝑆𝑈 (3)𝑅 and 𝑆𝑈 (3)𝐿 ,
respectively. Moreover, the quantity 𝐷𝜇𝜒, where 𝜒 = 2𝐵0(𝑠+𝑖𝑝), also follows the same transformation
law. Here, 𝐵0 is one of the two low-energy constants and it is related to the quark condensate by
3 𝑓 2

𝐵0 = − < 𝑞𝑞 >0= − < �̄�𝑢 + 𝑑𝑑 + 𝑠𝑠 >0.
Finally, having considered the local invariance of the Lagrangian under 𝑆𝑈 (3)𝑅 × 𝑆𝑈 (3)𝐿 trans-

formations and the counting rules for the operators

𝑈 = 𝑂 (𝑝0), 𝐷𝜇𝑈 = 𝑂 (𝑝), 𝑟𝜇 = 𝑂 (𝑝), 𝑙𝜇 = 𝑂 (𝑝), 𝜒 = 𝑂 (𝑝2), (1.21)

where the momenta 𝑝 the momenta of the lightest Goldstone bosons, assumed to be small compared
to the hadronic scale of 1 GeV, the leading order Lagrangian can be written down as [34]:

L (2)
𝜋𝜋 =

𝑓
2

4
Tr

[
𝐷

𝜇
𝑈

†
𝐷𝜇𝑈 + 𝜒†𝑈 +𝑈†

𝜒

]
, (1.22)

where the traces is taken over flavor space. Setting all external sources to zero, one recovers Eq. 1.15,
whereas setting 𝑠 = M, 𝑝 = 𝑣 = 𝑎 = 0, one gets the Lagrangian describing pions with non-zero mass.

With the most general, chirally invariant, effective Lagrangian at lowest chiral order it is possible to
describe phenomena at low energies without explicitly taking into account the quarks or gluons. For
example, one can describe the 𝜋𝜋 scattering by also including the baryon fields in a chiral-symmetric
fashion. Adding the photon field in the Lagrangian, the Compton scattering can be then studied.

1.3.1 Power Counting Scheme

The so-called Weinberg’s theorem states that a perturbative description of the most general effective
Lagrangian containing all terms compatible with assumed symmetry principles yields the most general
𝑆-matrix consistent with the fundamental principles of quantum field theory [35]. This is, the effective
Lagrangian contains an infinite number of terms and free parameters. Applying this theorem requires
from us to find a scheme to organize the terms of the Lagrangian and a method to determine the
importance of a diagram as compared to others.

We have already seen that the mesonic Lagrangian is composed of a string of terms containing
increasing powers of the momenta and quark masses. Now, in order to determine the importance of
a diagram contributing to a process, we do a rescaling of the external momenta and the light-quark
masses, 𝑝 → 𝑡 𝑝 and M → 𝑡

2M, respectively. This leads to a rescaling of the amplitude M in the
following way

M(𝑡 𝑝, 𝑡2M) = 𝑡𝐷𝜒 M(𝑝,M), (1.23)

where 𝐷𝜒 is called the chiral dimension of the diagram given by

𝐷𝜒 = 2 + (𝐷 − 2)𝑁𝐿 +
∞∑︁
𝑘=1

2(𝑘 − 1)𝑁2𝑘 , (1.24)

9



Chapter 1 Hadrons in a finite volume and in a background field

where 𝐷 is the dimension of space-time (𝐷 → 4), 𝑁𝐿 is the number of independent loop momenta
and 𝑁2𝑘 is the number of vertices coming from the effective mesonic Lagrangian. Note that going to
lower momenta represents a rescaling with 0 < 𝑡 < 1. This means that in this regime diagrams with
small 𝐷𝜒 should dominate.

1.3.2 The O( 𝒑4
) Effective Lagrangian

Since ChPT is not a renormalizable theory like QED or QCD, an infinite number of terms are to be
added to the Lagrangian in order to compensate for this. One-loop diagrams will generate divergences
that can only be absorbed by a redefinition of the LECs of the next order Lagrangian. This means, a
vertex generated by L2 that produces a divergence can be cured by a counterterm from L4.

For this, one can follow the main ideas of the previous subsections to construct the 𝑆𝑈 (3)𝐿×𝑆𝑈 (3)𝑅
locally invariant Lagrangian atO(𝑝4). In the following, we quote the result of Gasser and Leutwyler [34]

L4 = 𝐿1

(
𝑇𝑟

[
𝐷𝜇𝑈 (𝐷𝜇

𝑈)†
] )2

+ 𝐿2𝑇𝑟
[
𝐷𝜇𝑈 (𝐷𝜈𝑈)

†
]
𝑇𝑟

[
𝐷

𝜇
𝑈 (𝐷𝜈

𝑈)†
]

+ 𝐿3𝑇𝑟
[
𝐷𝜇𝑈 (𝐷𝜇

𝑈)†𝐷𝜈𝑈 (𝐷𝜈
𝑈)†

]
+ 𝐿4𝑇𝑟

[
𝐷𝜇𝑈 (𝐷𝜇

𝑈)†
]
𝑇𝑟

(
𝜒𝑈

† +𝑈𝜒†
)

+ 𝐿5𝑇𝑟
[
𝐷𝜇𝑈 (𝐷𝜇)†

(
𝜒𝑈

† +𝑈𝜒†
)]

+ 𝐿6

[
𝑇𝑟

(
𝜒𝑈

† +𝑈𝜒†
)]2

+ 𝐿7

[
𝑇𝑟

(
𝜒𝑈

† −𝑈𝜒†
)]2

+ 𝐿8𝑇𝑟
(
𝑈𝜒

†
𝑈𝜒

† + 𝜒𝑈†
𝜒𝑈

†
)

− 𝑖𝐿9𝑇𝑟
[
𝑓
𝑅
𝜇𝜈𝐷

𝜇
𝑈 (𝐷𝜈

𝑈)† + 𝑓
𝐿
𝜇𝜈 (𝐷

𝜇)†𝐷𝜈
𝑈

]
+ 𝐿10𝑇𝑟

(
𝑈 𝑓

𝐿
𝜇𝜈𝑈

†
𝑈

†
𝑓
𝜇𝜈

𝑅

)
+ 𝐻1𝑇𝑟

(
𝑓
𝑅
𝜇𝜈 𝑓

𝜇𝜈

𝑅
+ 𝑓

𝐿
𝜇𝜈 𝑓

𝜇𝜈

𝐿

)
+ 𝐻2𝑇𝑟 [𝜒𝜒

†] . (1.25)

The vector and axial currents, 𝑣𝜇, 𝑎𝜇 are combined into 𝑟𝜇 and 𝑙𝜇 to form the tensors 𝑓
𝜇𝜈

𝐿
=

𝜕
𝜇
𝑙
𝜈 − 𝜕𝜈𝑙𝜇 − 𝑖[𝑙𝜇, 𝑙𝜈], 𝑓 𝜇𝜈

𝑅
= 𝜕

𝜇
𝑟
𝜈 − 𝜕𝜈𝑟𝜇 − 𝑖[𝑟𝜇, 𝑟𝜈]. As in the leading order case, the low-energy

constants 𝐿𝑖 are not determined by chiral symmetry but by the remaining QCD parameters (heavy
quark masses and the QCD scale). They can be calculated, for example, by fitting numerical data
using LQCD.

Now, it is possible to absorb all the one-loop divergences coming from the L2 Lagrangian by an
appropriate renormalization of the LECs 𝐿𝑖 and high-energy constants 𝐻𝑖

𝐿𝑖 = 𝐿
𝑟
𝑖 +

Γ𝑖

32𝜋2𝜆 𝑖 = 1, . . . 10, (1.26a)

𝐻𝑖 = 𝐻
𝑟
𝑖 +

Δ𝑖

32𝜋2𝜆 𝑖 = 1, 2, (1.26b)

where R is defined as

𝜆 =
𝜇
𝐷−4

16𝜋2

[
1

𝐷 − 4
− 1

2

(
Γ

′
(1) + ln 4𝜋 + 1

)]
. (1.27)

Here, 𝐷 is the number of space-time dimensions.
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1.3 Effective field theories

1.3.3 The Baryon Sector

Having discussed the effective Lagrangian for the (pseudo) Goldstone bosons, one might wonder if
the extension to the baryon sector, following the same steps as before, is possible1. To begin with, let
us take a look at the masses of the lightest baryons; proton and neutron: 𝑚𝑝,𝑛 ∼ 1 GeV. The main
concern here is that in the chiral limit the masses remain almost the same, that is:

lim
𝑚𝑞→0

𝑚𝑁 ∼ 𝑚𝑁 , (1.28)

where 𝑚𝑞 and 𝑚𝑁 are the quark masses and of the nucleon, respectively. As we will see, the naive
power counting used in the mesonic sector is broken due to the new (massive) scale introduced by the
nucleon mass. This will force us to look for alternative ways to circumnavigate this problem, which
we will see it is not a trivial matter.

Now, the construction of the meson-baryon Lagrangian follows as in the previous case: we choose
a convenient representation of the 𝑆𝑈 (𝑁)𝐿 × 𝑆𝑈 (𝑁)𝑅 group, as well as the transformation law for the
baryons. Then, the terms of the Lagrangian are organized in increasing powers of momenta.

In this work we will restrict ourselves to the nucleon, i.e. proton and neutron. Consequently, we
stick to the 𝑆𝑈 (2) version of chiral perturbation theory, where the contribution from the strange quark
is included into the low-energy constants. For this, we define the field that embodies both of these
particles

Ψ =

(
𝑝

𝑛

)
, (1.29)

where 𝑝 and 𝑛 are the proton and neutron fields, respectively. The matrix 𝑈 in the two-flavor case,
analogous to Eq. (1.21), is given by

𝑢
2(𝑥) = 𝑈 (𝑥) =

( 1√
2
𝜋

0
𝜋
+

𝜋
− 1√

2
𝜋

0

)
(1.30)

The transformation law for 𝜓 is as follows Ψ ↦−→ Ψ
′
= 𝐾𝜓 where 𝐾 = 𝐾 (𝑔𝐿 , 𝑔𝑅,𝑈) ∈ 𝑆𝑈 (𝑁) is

called the compensator field. Furthermore, we define the covariant derivative 𝐷𝜇
= 𝜕

𝜇 + Γ
𝜇 where

Γ
𝜇 is the chiral connection defined as

Γ
𝜇
=

1
2

(
𝑢
†(𝜕𝜇 − 𝑖𝑟𝜇)𝑢 + 𝑢(𝜕𝜇 − 𝑖𝑙𝜇)𝑢†

)
, (1.31)

where 𝑙𝜇 and 𝑟𝜇 are external fields. This connection is chosen in way such that the covariant derivative
transforms in the desired way

𝐷
𝜇
Ψ ↦−→ 𝐾𝐷

𝜇
Ψ. (1.32)

The chiral vielbein is also introduced in the form

𝑢
𝜇
= 𝑖

(
𝑢
†(𝜕𝜇 − 𝑖𝑟𝜇)𝑢 − 𝑢(𝜕𝜇 − 𝑖𝑙𝜇)𝑢†

)
, (1.33)

transforming as 𝑢𝜇 ↦−→ 𝐾𝑢
𝜇
𝐾

†. These building blocks are used to write the most general effective

1 For a deeper review on this topic, we refer the reader to [36].
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Chapter 1 Hadrons in a finite volume and in a background field

𝜋𝑁 Lagrangian describing a process with a nucleon in the initial and final state. At leading order, it is
given by [37]

L (1)
𝜋Ψ

= Ψ̄

(
𝑖 /𝐷 − ◦

𝑚 + 𝑔𝐴
2
𝛾
𝜇
𝛾5𝑢𝜇

)
Ψ. (1.34)

The Lagrangian contains two parameters that are yet to be fixed: ◦
𝑚, the nucleon mass in the chiral

limit and 𝑔𝐴, the axial-vector coupling also in the chiral limit. Below, we shall not make a difference
between ◦

𝑚 and the physical nucleon mass, 𝑚, since this difference does not play a role at the order we
are working.

Furthermore, in the baryonic sector both odd and even powers of momenta are allowed, contrary to
the mesonic one where only even powers are allowed:

L𝜋𝑁 = L (1)
𝜋𝑁

+ L (2)
𝜋𝑁

+ L (3)
𝜋𝑁

+ L (4)
𝜋𝑁

+ . . . . (1.35)

As it was also done in the mesonic sector, we present the next-to-leading order Lagrangian which
contains seven LEC 𝑐𝑖 . The second order Lagrangian includes terms with quark mass insertions that
explicitly break the chiral symmetry, terms with two vielbeins 𝑢𝜇, and terms with external currents
such as 𝑓𝐿𝜇𝜈 and 𝑓𝑅𝜇𝜈 [37, 38]

L (2)
𝜋𝑁

=𝑐1 Tr(𝜒+)Ψ̄Ψ − 𝑐2

4𝑚2 Tr(𝑢𝜇𝑢𝜈)
(
Ψ̄𝐷

𝜇
𝐷

𝜈
Ψ + H.c.

)
+
𝑐3
2

Tr(𝑢𝜇𝑢𝜇)Ψ̄Ψ − 𝑐4
4
Ψ̄𝛾

𝜇
𝛾
𝜈 [𝑢𝜇, 𝑢𝜈]Ψ + 𝑐5Ψ̄

[
𝜒+ −

1
2

Tr(𝜒+)
]
Ψ

+ Ψ̄𝜎
𝜇𝜈

[ 𝑐6
2
𝑓
+
𝜇𝜈 +

𝑐7
2
𝑣
(𝑠)
𝜇𝜈

]
Ψ, (1.36)

where H.c. refers to Hermitian conjugate and

𝜒± =𝑢
†
𝜒𝑢

† ± 𝑢𝜒†𝑢,
𝑣
(𝑠)
𝜇𝜈 =𝜕𝜇𝑣

(𝑠)
𝜈 − 𝜕𝜈𝑣

(𝑠)
𝜇 ,

𝑓
(±)
𝜇𝜈 =𝑢 𝑓𝐿𝜇𝜈𝑢

† ± 𝑢† 𝑓𝑅𝜇𝜈𝑢.

To make predictions using this model, the values of the LECs have to be determined by comparing
them with experiments. Values for the 𝜋𝑁 LECs at NLO are given in [39]

𝑐1 = −.74(2) GeV−1
, 𝑐2 = 1.81 GeV−1

, 𝑐3 = −3.61(5) GeV−1
, 𝑐4 = 2.17(3) GeV−1

. (1.37)

One might wonder if the naive power counting is still viable here, which is the most natural assumption
that can be made. To verify this, we will now introduce a power counting scheme similar to the one in
the mesonic sector for the tree-level and loop diagrams for baryons. It is important to notice that the
power counting applies only to renormalized diagrams, that is, the sum of diagrams coming from the
effective Lagrangian and also from the counter-term Lagrangian. Now, the power 𝐷 of a diagram can
be written as

𝐷𝜒 = 𝐷𝑁𝐿 − 2𝐼𝜋 − 𝐼𝑁 +
∞∑︁
𝑘=1

2𝑘𝑁 𝜋
2𝑘 +

∞∑︁
𝑘=1

𝑘𝑁
𝑁
𝑘 , (1.38)

where 𝐷 is the dimension of the integration (dimension of space-time), 𝑁𝐿 , 𝐼𝜋 , 𝐼𝑁 , 𝑁 𝜋
2𝑘 and 𝑁𝑁

𝑘 are
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1.3 Effective field theories

the independent loop momenta, internal pion lines, internal nucleon lines, vertices originating from
the effective pion Lagrangian and vertices from the baryon one, respectively. Taking the case where
only one nucleon is on the initial and final state, the formula can be further simplified into

𝐷𝜒 = 1 + (𝐷 − 2)𝑁𝐿 +
∞∑︁
𝑘=1

2(𝑘 − 1)𝑁 𝜋
2𝑘 +

∞∑︁
𝑘=1

(𝑘 − 1)𝑁𝑁
𝑘 . (1.39)

From here we can conclude that loop calculations start counting at O(𝑞𝑛−1), where 𝑞 is a small
parameter, for example, the pion mass.

Recalling what was said at the beginning of this subsection, the mass scale introduced by the (heavy)
baryon spoils the power counting for loop diagrams. This is because the integration over all energy
scales can also pick up the momenta of the same order as the nucleon mass, i.e. 𝑝 ∼ 𝑚𝑁 . This is an
issue, that can be fixed by applying different regularization and renormalization prescriptions. Each of
these have their on advantages and disadvantages, which will depend on the kind of processes being
studied. Here, we will shortly introduce three of the most popular schemes.

Heavy-Baryon Approach

The first method to cure this power counting violation due to the nucleon mass goes by the name of
heavy-baryon approach [40, 41]. The basic idea is to separate nucleon four-momenta 𝑝 into a large
piece close to on-shell kinematics plus a residual momentum obeying

𝑝𝜇 = �̊�𝑣𝜇 + 𝑙𝜇, (1.40)

which has the properties

𝑣
2
= 1,

𝑣 · 𝑙 � �̊�.

As we will see below, this explicitly eliminates the nucleon mass 𝑚 from the propagator. Furthermore,
the nucleon field 𝜓 is decomposed into two velocity-dependent fields

𝐻𝑣 (𝑥) = 𝑒
𝑖�̊�𝑣 ·𝑥

𝑃
+
𝑣𝜓(𝑥), ℎ𝑣 (𝑥) = 𝑒

𝑖�̊�𝑣 ·𝑥
𝑃
−
𝑣𝜓(𝑥), (1.41)

where the projection operators 𝑃±
𝑣 = 1

2 (1 ± /𝑣) are introduced. One can proceed to rewrite the leading
order Lagrangian L (1)

𝜋𝑁
using the decomposition of the nucleon four-momenta and the nucleon field

redefinition as
L (1)

𝜋𝑁
= �̄�𝑣

(
𝑖𝑣 · 𝐷 + 𝑔𝐴𝑆 · 𝑢

)
𝐻𝑣 + O(1/�̊�), (1.42)

where the Pauli-Lubanski spin vector 𝑆𝜇 = 𝑖
2𝛾5𝜎𝜇𝜈𝑣

𝜈 is introduced. Now, we see that the nucleon
mass has disappeared from the Lagrangian, in contrast to the relativistic one. The terms not explicitly
shown in Eq. (1.42) are suppressed by 1/�̊�.

A consequence of this is that in the heavy-baryon limit the nucleon propagator 𝑆𝐹 is modified in
the following form (see Eq. (1.42))

𝑆𝐹 −→ 𝑆
𝐻𝐵
𝐹 =

𝑃
+
𝑣

𝑣 · 𝑘 + 𝑖0+
(1.43)
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Chapter 1 Hadrons in a finite volume and in a background field

Figure 1.4: Nucleon self energy diagram. The solid line represents the nucleon and the dashed line the pion.

Using this heavy-baryon propagator in the loop calculations will restore the naive power counting,
since the mass scale �̊� does not appear.

Infrared Regularization

Another method to fix the naive power counting in the baryon sector is called infrared regularization [42]
and relies on the analytic structure of the loop integrals in 𝐷 dimensions. It allows a manifestly
covariant way of calculating loops in ChPT. To illustrate this, we will give the example of the nucleon
self energy. The diagram of this process can be seen in Fig. 1.4 and the integral part of the amplitude
(omitting prefactors for simplicity and using physical masses of the nucleon and pion, denoted by 𝑚
and 𝑀 respectively, in the propagators) is

𝐻 =

∫
𝑑
𝐷
𝑘

(2𝜋)𝐷
1

[(𝑘 − 𝑝)2 − 𝑚2 + 𝑖0+] (𝑘2 − 𝑀2 + 𝑖0+)
. (1.44)

One can show that after evaluating this integral in 𝐷-dimensions at threshold 𝑝2
thr = (𝑚 + 𝑀)2 we

get

𝐻 =
Γ(2 − 𝐷

2 )
(4𝜋)𝐷/2(𝐷 − 3)

(
𝑀

𝐷−3

𝑚 + 𝑀 + 𝑚
𝐷−3

𝑚 + 𝑀

)
. (1.45)

The first term in Eq. (1.45) proportional to 𝑀𝐷−3 is called the infrared-singular part of 𝐻, while the
second term is called the infrared-regular part. The regular part scales with fractional powers of 𝑚,
but has a regular expansion in 𝑀 and momenta. This part of the integrals is the one that violates the
naive power counting. Due to the fact that it can be expanded as a polynomial, these terms can be
absorbed by a redefinition of the contact terms of the Lagrangian. Opposite to the previous case, the
infrared part is the one that obeys the naive power counting.

Now, one would like to find the infrared part of the integral 𝐻, since it is the one that we want to
keep. A simple method was introduced in [42] to achieve this. The scalar integral 𝐻 can be written in
terms of the Feynman parameter 𝑧 as

𝐻 =

∫ 1

0
𝑑𝑧

∫
𝑑
𝐷
𝑘

(2𝜋)𝐷
1

[(1 − 𝑧)𝑎 + 𝑧𝑏]2 . (1.46)

With 𝑎 = 𝑘
2 − 𝑀2 + 𝑖0+ and 𝑏 = (𝑘 − 𝑝)2 − 𝑚2 + 𝑖0+ it can be seen that the integration around 𝑧 = 1

does not lead to a singularity at 𝑚2
= 0. By this, one can obtain the infrared part 𝐼 of 𝐻 by extending
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1.3 Effective field theories

the integration limit of 𝑧 to infinity.

𝐼 =

∫ ∞

0
𝑑𝑧

∫
𝑑
𝐷
𝑘

(2𝜋)𝐷
1

[(1 − 𝑧)𝑎 + 𝑧𝑏]2 . (1.47)

Thus, one writes 𝐻 as the sum of the infrared singular and regular parts

𝐻 = 𝐼 + 𝑅, (1.48)

where 𝑅 is the regular part, corresponding to the integral over 𝑧 from infinity to one.

Extended-On-Mass Shell Scheme

Although the infrared regularization is one of the most popular methods to recover the naive power
counting in the baryon sector, it is not the only one to deal directly with the loop integrals. The
extended-on-mass shell (EOMS) [43, 44] scheme is also another approach to solve this problem. In the
infrared regularization, the infrared-regular part of the integral is the one that contains the terms that
violate power counting. Nonetheless, this part of the integral can also contain an infinite number of
terms that actually do not violate the power counting. It is possible to reabsorb these problematic parts
into counter terms of the Lagrangian, but this is not necessary, as described by the EOMS method.
The main idea behind this technique is that in addition to the 𝑀𝑆 scheme, finite subtraction to the
result are to be performed in order to remove the terms that break power counting.

We again consider the integral 𝐻 but now in the chiral limit, to illustrate the idea behind the EOMS
approach

𝐻 =

∫
𝑑
𝐷
𝑘

(2𝜋)𝐷
1

[(𝑘 − 𝑝)2 − 𝑚2 + 𝑖0+] (𝑘2 + 𝑖0+)
. (1.49)

Taking into consideration that the nucleon momentum is close to the mass shell, 𝑝2 ≈ 𝑚2, one can
show that when taking the limit 𝐷 → 4 one gets

𝐻 =
𝑚

𝐷−4

(4𝜋)
𝐷
2

[
Γ(2 − 𝐷

2 )
𝐷 − 3

+
(
1 − 𝑝

2

𝑚
2

)
ln

(
1 − 𝑝

2

𝑚
2

)
+

(
1 − 𝑝

2

𝑚
2

)2

ln

(
1 − 𝑝

2

𝑚
2

)
+ . . .

]
. (1.50)

The terms in Eq. (1.50), which contain logarithmic dependence of the nucleon momentum do not
break the power counting. The term that violates the power counting is local in the external momentum,
and so it can be absorbed in a finite number of counter terms. Thus, the following term is subtracted

𝐻𝑠 =
𝑚

𝐷−4

(4𝜋)
𝐷
2

Γ(2 − 𝐷
2 )

𝐷 − 3
, (1.51)
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Chapter 1 Hadrons in a finite volume and in a background field

yielding the renormalized integral

𝐻𝑅 =
𝑚

𝐷−4

(4𝜋)
𝐷
2

[ (
1 − 𝑝

2

𝑚
2

)
ln

(
1 − 𝑝

2

𝑚
2

)
+

(
1 − 𝑝

2

𝑚
2

)2

ln

(
1 − 𝑝

2

𝑚
2

)
+ . . .

]
. (1.52)

This can be extended beyond the chiral limit as well.

1.4 Lattice QCD

So far, we have discussed a method that allows us to explore the low-energy regime of QCD, where
the traditional approach of perturbation theory cannot be applied. This is ChPT, the effective field
theory of QCD that, in recent years, has been an indispensable framework to the particle physics
community. Another popular method is Lattice QCD (LQCD), which is a non-perturvative tool used
to study the properties of the low-energy regime of QCD. At present, LQCD is the only method that
allows one to investigate the properties of the strong interactions directly from the underlying theory.
It was formulated in an attempt to solve the confinement problem by K. Wilson [45]. This theory is
confined to a finite volume on a discrete hyper-cubic lattice with spacing 𝑎, where the quarks fields
are placed on sites and the gluons on the links between them. The lattice spacing provides a natural
ultraviolet regulator, rendering the theory finite. In practice, LQCD calculations are limited by the
computational power currently available and the efficiency of the algorithms employed. Thus, results
are bound to yield statistical and systematic errors due to the numerical method employed and by the
fact that the lattice spacing is non-zero. In the end, the continuum limit, 𝑎 → 0, must be recovered.

Let us now introduce some of the main ideas in LQCD. First, we shall discuss, how fermions and
bosons are managed on the lattice by studying the gauge action on discretized space-time. Taking QCD
to a discrete space-time grid and to a finite-volume can be easily done, but one has to be careful on how
to interpret the results given by these kind of calculations. This is more notable in the fermion sector,
where subtle issues arise. There are several proposals on how to account for these complications, each
one with their own advantages and disadvantages. Regardless of these complications, LQCD has
proven to be an essential theoretical tool to study QCD at low energies.

To study how the QCD action is modified by this framework, let us consider a finite Euclidean
space-time where the quarks are only allowed to interact with each other via a gauge link. Under
gauge group, quarks and gluons transform as

𝑞(𝑥) → 𝑉 (𝑥)𝑞(𝑥), 𝑞(𝑥) → 𝑞(𝑥)𝑉†(𝑥), 𝑈𝜇 (𝑥) → 𝑉 (𝑥)𝑈𝜇 (𝑥)𝑉 (𝑥 + 𝑎�̂�), (1.53)

where𝑈𝜇 (𝑥) is the gluon field, 𝑉 (𝑥) is an element of 𝑆𝑈 (3) and �̂� is a unit vector in the 𝜇’th direction.
It is important to notice that𝑈𝜇 (𝑥) is also an element of 𝑆𝑈 (3), in contrast to its continuum analog
𝐴𝜇, which takes values in the Lie algebra 𝔰𝔲(3). The simplest possible action can be constructed from
the gauge links around a plaquette, illustrated in Fig. 1.5. This is the well-known Wilson action,

𝑆𝑔 = 𝛽
∑︁
𝑥,𝜇,𝜈

{
1 − 1

3
Re Tr

[
𝑈𝜇 (𝑥)𝑈𝜈 (𝑥 + 𝑎�̂�)𝑈

†
𝜇 (𝑥 + 𝑎�̂�)𝑈

†
𝜈 (𝑥)

]}
, (1.54)
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1.4 Lattice QCD

Figure 1.5: Gluon and quark fields on the lattice. Figure taken from [30].

with 𝛽 = 6/𝑔2
lat, where 𝑔lat is the bare coupling constant in the lattice scheme. Parametrizing now

the expression for the gauge link in terms of the gluon field 𝐴𝜇 as 𝑈𝜇 (𝑥) = exp (−𝑖𝑎𝐴𝜇 (𝑥)). With
this, one recovers the 𝐺2

𝜇𝜈 term of the QCD Lagrangian in Eq. 1.6 in the limit 𝑎 → 0. In practice,
the lattice spacing is not zero. This leads to the discretization error of 𝑂 (𝑎2) in numerical results.
To reduce the errors, one can apply the Symanzik improvement program [46, 47]. This leads to a
modification of the action 𝑆𝑔 in the following fashion

𝑆𝑔 −→ 𝑆𝑔 + 𝑎
2
∑︁
𝑗

𝑐 𝑗𝑂
( 𝑗)
6 , (1.55)

where 𝑂 ( 𝑗)
6 are operators of dimension 6 allowed by the lattice symmetries and 𝑐 𝑗 are unknown

coefficients. The Symanzik program can either lead to tree-level correction, proportional to 𝛼𝑠𝑎
2, or a

one-loop correction where errors go as 𝛼2
𝑠𝑎

2. Another popular choice of numerical improvement in
the lattice is the so-called Iwasaki action [48].

So far, we have only considered the gauge boson part of the action. Now, we shall briefly discuss
about the fermionic sector. For instance, the discretization of the gauge-covariant derivative in the
following way

𝐷𝜇𝑞(𝑥) →
1
2𝑎

[
𝑈𝜇 (𝑥)𝑞(𝑥 + 𝑎�̂�) −𝑈𝜇 (𝑥 − 𝑎�̂�)

†
𝑞(𝑥 − 𝑎�̂�)

]
, (1.56)

leads to the so-called naive fermion action, which in the continuum describes 16 fermion fields.
This is a consequence of the Nielsen-Ninomiya theorem [49], which states that one cannot define
lattice fermions with exact, continuum-like chiral symmetry without producing doublers. This issue
can be tackled in several ways. One solution for the doubling problem is to add new terms to the
Lagrangian, which explicitly break chiral symmetry. This will lead to what are known as Wilson
fermions [50]. The consequence of adding chiral-breaking terms is that the doublers acquire the
mass of order 𝑂 (1/𝑎) and become heavy in the limit 𝑎 → 0, decoupling from the theory. This term,
however, introduces discretization errors of order 𝑂 (𝑎). The improvement is achieved by considering
the 𝑂 (𝑎)-improved Wilson fermion [51], which is an application of the already introduced Symanzik
improvement program [52]. The main advantage of this method is that it is relatively cheap (does not
require large amount of computational resources) [53, 54].
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Chapter 1 Hadrons in a finite volume and in a background field

A variant of the Wilson method is known as twisted-mass fermions [55]. Here, two flavors of
quarks are treated together with a twisted-mass term which breaks isospin. The advantage of this
method is that all leading-order errors proportional to the lattice spacing automatically vanish by a
clever choice of the twisting angle [56]. An issue of this method is the emergence of isospin breaking
effects. These, however, go as 𝑎2

Λ
2 in the continuum limit, where Λ is the momentum scale for the

quantity being calculated.
Other formulations of fermions on the lattice exist (see, e.g. [57–68]). As with the previously

introduced methods, these also have their own advantages and disadvantages. Thus, the choice of
technique will depend on what is being studied. For instance, if the object of study does not require a
near-exact chiral symmetry, there is no need to make use of the methods which are very expensive.
On the contrary, there are applications where exact chiral symmetry is required and the expensive
formulations (e.g., domain wall fermions, overlap fermions) are heavily favored.

1.5 Finite volume formalism

Until now, we have briefly introduced a couple of approaches that allow us to study the QCD spectrum
in the low-energy regime. The first method relies on the fact that quarks have never been seen isolated,
i.e. only colorless states are observed in experiments. Thus, in a certain energy domain, we could
consider these states as relevant degrees of freedom, neglecting the effects of their inner structure. As
already mentioned in previous sections, these composite particles are the hadrons. Further, considering
the scale separation that naturally arises in this sector, one could construct an effective Lagrangian
where the lightest particles are the dynamic degrees of freedom. Roughly speaking, the heavy particles
can be integrated out from the effective theory. Of course, the effect of these particles is still present
in the low-energy constants (LECs) that parametrize the low-energy Lagrangian. Nevertheless, these
parameters can be fitted to experimental data, deeming the theory free of any direct influence from the
heavy sector. In the case at hand, the degrees of freedom are the lightest mesons (pions, kaons and
eta). With this, one can then proceed to compute the scattering of hadrons in the low-energy regime
and investigate their properties, without any knowledge of their inner constituents, i.e., quarks and
gluons. This framework is known as ChPT, introduced in Sec. 1.3.

Another way of accessing information in the low-energy regime of QCD is Lattice Quantum
Chromodynamics. This is, until now, the only model-independent approach to study, from first
principles, the effects of strong interactions between particles that are color charged. Within this
scheme, several proposals on how to introduce the gauge bosons and fermions to the lattice have
been discussed in the latter Section. Furthermore, it was also briefly mentioned that errors due to
discretization and finite volume are to be expected in the results within this framework. Namely,
these are a consequence of working in a finite lattice spacing 𝑎 and in a finite volume, i.e., 𝑎 ≠ 0
and 𝐿 ≠ ∞, where 𝐿 is the size of a cubic box in which we work in the following. Fortunately, both
of these can be studied with the help of EFTs. For instance, a program that deals with errors that
emerge from a non-vanishing lattice spacing was briefly introduced in Sec.1.4, the so-called Symanzik
improvement program, where the Symanzik effective Lagrangian is used. Furthermore, an important
characteristic of finite-volume effects is that they are considerably smaller than the hadronic scale Λ,
i.e., 1/𝐿 � Λ. Because of this, the effective theory of QCD, the already introduced ChPT, can be
employed to calculate finite-volume effects in this low-energy domain.

Furthermore, it is important to note that these two effects can be studied separately. This can be seen
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1.5 Finite volume formalism

if we look at the scales at which these artifacts emerge. For example, the discretization of space-time
naturally introduces an ultraviolet cutoff of order 1/𝑎 ∼ Λ. Taking 𝐿 � 1/Λwe can conclude that the
artifacts arising as a consequence of the volume dependence can be studied independently from the
other effects. A peculiar outcome of this conclusion is that one can work in the continuum, 𝑎 → 0, in
order to calculate effects introduced by the volume.

Since our main objective is the extraction of physical quantities from a finite volume, the question
now is whether we can apply both of the introduced methods, effective theories and lattice QCD,
to extract the maximum information possible from the system under investigation. As previously
mentioned, the key feature in this case is that the scale at which the finite-volume artifacts arise are of
order 1/𝐿, far away from Λ which is of order 1 GeV. Moreover, the effective field theory of QCD
in this momenta regime is already known to us. The conclusion that can be drawn from both these
facts is the following: owing to the fact that 1/𝐿 � Λ, the effective Lagrangians in a finite and in the
infinite volume are the same. In this manner, one can consistently make use of effective field theories
to analyze the finite-volume effects that arise in lattice QCD.

In short, the transition from an infinite- to a finite-volume is straightforward. The crucial point is
that the effective Lagrangians are the same both in a finite and in the infinite volume. Furthermore, the
low-energy constants that parametrize the effects from the heavy sector are not affected by the volume.
Hence, the only 𝐿-dependence in this case stems from the loops. This means that, in order to work in
a finite volume, one has to apply the boundary conditions to the fields and rewrite the integrals as
sums over the loop momenta. With this, it is possible to compare the values of physical quantities of
interest calculated both in an infinite-volume and on the lattice.

Additionally, the region in which the effective theory is valid poses an interesting question. Namely,
the value of the product 𝑀𝜋𝐿 will lead to regimes where distinct methods are applicable. Consider
for example the case where 𝑀𝜋𝐿 is of order one. This is the so-called 𝑝-regime. Here, the already
introduced finite-volume methods are still valid. That is, we have to replace the integrals by sums
over the allowed discrete values of momenta. This will lead to finite-volume corrections that are
exponentially suppressed in the argument 𝑀𝜋𝐿. Another case that can be considered is when 𝑀𝜋𝐿 is
small. This is known as the 𝛿-regime and it is accessed when the chiral limit is considered. Here, ChPT
is no longer applicable as the finite-volume artifacts become non-perturbative in this regime. Note
also that the exponential suppression does not emerge in case of the so-called "gapless" diagrams, in
which the intermediate particles can go on shell. Such diagrams emerge in certain kinematical regimes
(e.g. in the scattering process). In such cases, it is convenient to work in large volumes, 𝑀𝜋𝐿 � 1,
and neglect the exponentially suppressed contributions vs. power-law suppressed ones, emerging
from "gapless" diagrams. Since the characteristic momenta are of order 1/𝐿, one may conclude that
the non-relativistic EFTs are the most natural way to describe this energy domain. For instance, an
equation for the extraction of scattering data from the lattice can be derived by implementing this
prescription. In later sections this formalism is described in detail. Finally, one an also consider a box
in a finite temperature, i.e., the time extension is considered finite. This case is known as the 𝜖-regime.
In the following we will focus our attention to the 𝑝-regime, which is relevant to study we want to
perform in later Chapters.

Before we dwell into how to calculate these artifacts, let us see what are the consequences of
working in a cubic space. One of these is that space-time boundary conditions for the fields have to be
introduced. For instance, the most common choice of these conditions is to have all fields periodic in
the spatial coordinates. These periodic boundary conditions mean that the three-momenta can only
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Chapter 1 Hadrons in a finite volume and in a background field

Figure 1.6: Loop diagrams that contribute to the mass in a finite volume of the nucleon and pion, respectively.
Solid and dashed lines denote the nucleon and pion propagators, respectively.

take discrete values
®𝑝 =

2𝜋
𝐿

(
𝑛1, 𝑛2, 𝑛3

)
, 𝑛𝑖 ∈ Z. (1.57)

Moreover, the finite size in the temporal coordinate, denoted by T, puts the system at a finite temperature.
This effect is suppressed, provided that𝑚𝜋𝑇 � 1, where𝑚𝜋 is the mass of the lightest meson. 𝑇 → ∞
is assumed in the following.

For now, let us give a concrete example on how to proceed in a finite volume. It is natural to ask how
the structure of the loop integrals is modified in this scheme. In practice, this is done by constraining
the arbitrary values of the momenta to discrete ones, as in Eq. 1.57. Thus, the only difference consists
in replacing the three-dimensional integrals with the sums over discrete lattice momenta. Assuming
periodic boundary conditions, loop integrals are modified in the following way:

1
𝑖

∫
𝑑

4
𝑘

(2𝜋)4 → 1
𝑖

∫
𝑉

𝑑
4
𝑘

(2𝜋)4 ≡
∫

𝑑𝑘0
2𝜋

1
𝐿

3

∑︁
®𝑘

, ®𝑘 =
2𝜋
𝐿

®𝑛, ®𝑛 = Z3
. (1.58)

Depending on their momentum dimension, some of the loop integrals in the infinite volume diverge.
In the continuum this divergence is tamed by using dimensional regularization. The question now is
whether this procedure also works on the lattice. Indeed, this methodology works both in the finite-
and infinite-volume prescription, as the counterterms that remove the divergences are the same in both
cases. Let us now consider a simple case where this prescription is applied. We will briefly sketch the
calculation of the pion mass in a finite volume. To this end, we will make use of the finite-volume
pion mass calculated in ChPT to fourth order in 𝑝, where 𝑝 is a small momentum/mass. The physical
mass is [69]

𝑀
2
phys = 𝑀

2 + 𝑀
2

2𝐹2 𝐼0 +
2𝑀4

𝐹
2 𝑙3, (1.59)

where 𝑀 is related to the quark condensate through 𝑀2
= 2𝐵�̂� and �̂� = 1

2 (𝑚𝑢 + 𝑚𝑑). Furthermore,
𝐼0 is a one-loop integral of the form

∫
𝑑
𝐷
𝑘

(2𝜋)𝐷 𝑖

1
𝑀

2−𝑘2 and 𝑙3 is a low-energy constant stemming from
the fourth-order ChPT Lagrangian for the case of two flavors, 𝑁 𝑓 = 2. As already mentioned, the
finite-volume corrections arise solely through the pion loops. Also, recall that the low-energy constant
is not modified on the lattice, i.e., it remains the same in both a finite and in an infinite volume. Hence,
to find the mass of the pion and its effects due to the lattice, we must replace 𝐼0 by 𝐼0,𝐿 (note that we
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perform the calculations on Euclidean space), where

𝐼0,𝐿 =
1
𝐿
𝑑

∑︁
®𝑝

∫
𝑑𝑝4
2𝜋

1
𝑀

2 + 𝑝2
4 + ®𝑝2 , 𝑑 = 𝐷 − 1. (1.60)

This result can be conveniently simplified by applying the Poisson’s summation formula to the
integrand. The obtained expression is:

𝐼0,𝐿 =
∑︁
®𝑛

∫
𝑑𝑝4
2𝜋

∫
𝑑
𝑑 ®𝑝

(2𝜋)𝑑
𝑒
𝑖𝐿 ®𝑛 ®𝑝

𝑀
2 + 𝑝2

4 + ®𝑝2 . (1.61)

Here, the case when is considered ®𝑛 = ®0 gives back the infinite-volume result, 𝐼0. Therefore, the
subsequent terms in the sum are the finite-volume corrections to the loop integral. In this case, ®𝑛 ≠ ®0,
we notice that the integrals are finite. Thus, we can write the finite-volume result as

𝐼0,𝐿 = 𝐼0 + Δ𝐼0,𝐿 ,

Δ𝐼0,𝐿 =
∑︁
®𝑛≠®0

𝑀

4𝜋2
𝐿𝑛
𝐾1(𝑛𝐿𝑀), (1.62)

where 𝑛 = | ®𝑛| and 𝐾1 is the modified Bessel function of the second kind. Finally, we can write the
correction to the pion mass as

𝑀
2
𝐿 = 𝑀

2 +
∑︁
®𝑛≠®0

𝑀
3

8𝜋2
𝐹

2
𝐿𝑛
𝐾1(𝑛𝐿𝑀). (1.63)

The asymptotic behavior of the Bessel functions for large arguments allows us to further simplify this
result

𝑀
2
𝐿 = 𝑀

2 + 𝑀
4

2𝐹2

∑︁
®𝑛≠®0

𝑒
−𝑛𝐿𝑀

2(2𝜋𝑛𝐿𝑀)
3
2
+ . . . . (1.64)

From here, it can be easily seen that the effects induced by the lattice are exponentially suppressed by
an argument of 𝑀𝐿.

To end this section, let us consider the case of the nucleon mass and briefly discuss the corrections
in a finite volume. The steps to determine the effects induced by the lattice closely follow the ones
taken for the pion case; corrections to the mass arise from the loops, see Fig. 1.6. In this case, however,
the heavy particle mass is also present in the integrals. As discussed in previous sections, this gives
rise to the breaking of power counting in the infinite volume. We shall see that this does not occur in a
finite volume. To illustrate this, consider the nucleon self energy integral in Eq. 1.44 in Euclidean
space on the lattice

𝐼𝜋𝑁 ,𝐿 =
1
𝐿
𝑑

∑︁
®𝑘

∫
𝑑𝑘4
2𝜋

1[
(𝑘 − 𝑝)2 + 𝑚2

]
(𝑘2 + 𝑀2)

, (1.65)
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where 𝑝 and 𝑚 are the nucleon momentum and mass, respectively. The integral can be rewritten as

Δ𝐼𝜋𝑁 ,𝐿 =
∑︁
®𝑛≠®0

∫
𝑑

4
𝑘

(2𝜋)4

∫ 1

0

𝑑𝑥𝑒
𝑖𝐿 ®𝑛®𝑘

(𝑘2
4 + ®𝑘2 + Δ)2 . (1.66)

Here, the Poisson’s summation formula was used together with the Feynman trick to simplify the
integral. Further, Δ = (1 − 𝑥)𝑀2 + 𝑥𝑚2 − 𝑥(1 − 𝑥)𝑝2

4. This can also be brought to a compact form by
writing it in terms of Bessel functions. In this case we have:

Δ𝐼𝜋𝑁 ,𝐿 =
1

8𝜋2

∑︁
®𝑛≠®0

∫ 1

0
𝐾0(𝑛𝐿

√
Δ)𝑒𝑖𝐿𝑥 ®𝑛 ®𝑝

=
1

8𝜋2

∑︁
®𝑛≠®0

∫ 1

0

√︂
𝜋

2𝑛𝐿Δ1/2 𝑒
−𝑛𝐿

√
Δ
𝑒
𝑖𝐿𝑥 ®𝑛 ®𝑝 + . . . , (1.67)

where the ellipses denote terms of order𝑂 (Δ−1). In the end, we see that in 𝐼𝜋𝑁 ,𝐿 the contribution from
the region 𝑥 ≡ 1, which is responsible for the breaking of the power counting rules, is highly suppressed
by the presence of the nucleon mass in the exponential. This happens because the power counting
breaks down when 𝑝 ∼ 𝑚, which leads to finite-volume effects proportional to 𝑒−𝑚𝐿 . However, since
𝑚 ∼ Λ and 𝑚𝜆𝐿 � 1, these terms can be safely neglected. Because of this, only the infinite volume
part has to be taken care of. Thus, finite-volume contributions to the nucleon mass automatically
respects the power counting scheme.

1.6 External field method

The external field method states that the three- and four-point correlation functions can be obtained
from considering the two-point function of the nucleon in a weak background electromagnetic field,
𝐴𝜇. This technique is quite versatile and it has been used to determine several properties of baryons
on the lattice. For example, the magnetic moments, axial-vector matrix elements and polarizabilities
of hadrons have been measured by making use of a constant background field [70–75]. If the case
of a non-uniform field is considered, further hadronic quantities such as form-factors and structure
functions can be evaluated [76–78].

The implementation of this method on to the lattice is relatively simple. Namely, the gauge link
𝑆𝑈 (3) between the lattice sites is replaced by

𝑈𝜇 (𝑥) → 𝑈𝜇 (𝑥) exp
[
𝑖𝑒𝑎𝐴𝜇

]
, (1.68)

where 𝑎 is the lattice spacing. Supposing that the field is small, a perturbative expansion on the
field can be performed, corresponding to Fig. 1.7. Thus, by considering certain configurations of
𝐴
𝜇, different parameters can be accessed by means of this technique [79]. Let us now consider an

application in the context of low-energy scattering.
Recently, the authors in [80, 81] implemented this method to investigate the Compton amplitude on

the lattice. They noted that the Compton tensor emerges as a second-order term in the external field
strength. This allows one to study the Compton amplitude from the nucleon two-point function in a
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1.7 Compton scattering

Figure 1.7: Expansion of the two-point function in the external field. Notice that the Compton tensor appears as
a second-order term in the expansion. Figure adapted from [79]

weak external field, avoiding the direct computation of the four-point function, which is computationally
quite burdensome. In the following Section the implications of the findings in these works are further
discussed. In short, the authors were able to extract the so-called subtraction function by using a
non-relativistic effective field theory.

Motivated by this result, one could attempt to extend the findings to the case where unstable particles
are present. This is further discuss in the following sections, where resonances and the Lüscher’s
method are introduced.

1.7 Compton scattering

The Compton scattering plays an important role in the study of physical properties of hadrons.
For example, the low-energy Compton scattering takes part in the determination of the nucleon
electromagnetic polarizabilities, which quantify the quadratic response to an applied external field.
These quantities can be calculated, for example, in the context of ChPT, see, e.g. [82] were able to
determine the electric and magnetic polarizabilities of the nucleon to great accuracy. More recently,
several works that also consider and further develop this study have been published [83–86]. Another
way of studying the Compton tensor is through lattice QCD. The advantage of doing so, is that it offers
a model-independent approach to analyze certain aspects of the system, e.g., the structure functions,
which have played an important role in the determination of the muonic Lamb shift [87], as well as the
proton-neutron mass difference [88].

Let us formally define the Compton scattering in an infinite volume. Here, we will consider the
forward Compton scattering off the nucleon. More specifically, the doubly virtual case is investigated
in what follows. To begin, let us define the Compton scattering amplitude:

𝑇
𝜇𝜈 (𝑝′, 𝑠′, 𝑞′ |𝑝, 𝑠, 𝑞) = 𝑖

2

∫
𝑑

4
𝑥 𝑒

𝑖𝑞 ·𝑥 〈𝑝′, 𝑠′ |𝑇 𝑗 𝜇 (𝑥) 𝑗 𝜈 (0) |𝑝, 𝑠〉 , (1.69)

where 𝑝 and 𝑞 denote the incoming nucleon and photon four-momenta, respectively. Similarly, 𝑝′

and 𝑞′ are the outgoing ones. Additionally, 𝑠 and 𝑠′ are the spin projections of the in- and out-going
nucleon. Moreover, 𝑗 𝜇 denotes the electromagnetic current. The spin-averaged forward scattering
amplitude is defined as

𝑇
𝜇𝜈 (𝑝, 𝑞) = 1

2

∑︁
𝑠

𝑇
𝜇𝜈 (𝑝, 𝑠, 𝑞 |𝑝, 𝑠, 𝑞) . (1.70)

Owing to Lorenz invariance, current conservation and parity, the amplitude can be written in terms of
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Figure 1.8: Proton minus neutron subtraction function in terms of momentum transfer 𝑄2 in GeV units. The
vertical axis is stretched by the inverse of the dipole form factor, 𝑁 = (1 + 𝑄2/𝑀2

𝑑)
2, 𝑀2

𝑑 = 0.71 GeV2. The
blue and red shadowed areas represent the phenomenological parametrizations given in [89] (WCM) and in
[90] (ESTY), respectively. The gray band is obtained from the Reggeon dominance hypothesis [91], where the
prediction of the subtraction at 𝑄2 is displaced for visibility purposes.

the invariant amplitudes 𝑇1 and 𝑇2:

𝑇
𝜇𝜈 (𝑝, 𝑞) = 𝑇1(𝜈, 𝑞

2)𝐾𝜇𝜈

1 + 𝑇2(𝜈, 𝑞
2)𝐾𝜇𝜈

2 , (1.71)

where 𝜈 = 𝑝 · 𝑞/𝑚 and 𝑚 is the nucleon mass. Both structure functions can be split into elastic and
inelastic parts. The first are given by:

𝑇
el
1 (𝜈, 𝑞2) =

4𝑚2
𝑞

2
{
𝐺

2
𝐸 (𝑞

2) − 𝐺2
𝑀 (𝑞2)

}
(4𝑚2

𝜈
2 − 𝑞4) (4𝑚2 − 𝑞2)

,

𝑇
el
2 (𝜈, 𝑞2) = −

4𝑚2
{
4𝑚2

𝐺
2
𝐸 (𝑞

2) − 𝑞2
𝐺

2
𝑀 (𝑞2)

}
(4𝑚2

𝜈
2 − 𝑞4) (4𝑚2 − 𝑞2)

, (1.72)

where 𝐺𝐸 , 𝐺𝑀 denote the electric and magnetic form factors of the nucleon. Furthermore, the
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1.7 Compton scattering

inelastic parts obey the following dispersion relations

𝑇
inel
1 (𝜈, 𝑞2) =𝑇 inel

1 (𝜈0, 𝑞
2) + 2(𝜈2 − 𝜈2

0)
∫ ∞

𝜈 th

𝜈
′
𝑑𝜈

′
𝑉1(𝜈

′
, 𝑞

2)
(𝜈′2 − 𝜈2

0) (𝜈
′2 − 𝜈2 − 𝑖𝜀)

,

𝑇
inel
2 (𝜈, 𝑞2) =2

∫ ∞

𝜈 th

𝜈
′
𝑑𝜈

′
𝑉2(𝜈

′
, 𝑞

2)
𝜈
′2 − 𝜈2 − 𝑖𝜀

. (1.73)

The lower integration limit is 𝜈th = (𝑊2
th − 𝑚

2 − 𝑞2)/(2𝑚), with𝑊th = 𝑚 + 𝑀, where 𝑀 is the pion
mass. Further, 𝑉1, 𝑉2 denote the absorptive parts of 𝑇 inel

1 , 𝑇
inel
2 . These can be expressed through

experimental data of the observed total electroproduction cross sections 𝜎𝑇 (𝜈, 𝑞
2), 𝜎𝐿 (𝜈, 𝑞

2), where
the subscripts T and L denote the transverse and longitudinal parts, respectively.

The amplitude 𝑇2 is fully determined through the experimental data. However, the dispersion
relation for 𝑇1 requires a subtraction. Choosing 𝜈0 = 0 for simplicity, the subtraction function, defined
as 𝑆1 ≡ 𝑇1(0, 𝑞

2), is not determined by experimental data without further dynamical assumptions. To
this end, several approaches have been proposed in an attempt to resolve this problem. For instance,
effective field theories and phenomenological considerations were used to fix this function [89, 90].
More recently, the Reggeon dominance hypothesis was used to estimate the value of 𝑆1 [92, 93]. In
the later, it is assumed that the high-energy limit of the Compton amplitude is determined by the
Reggeon exchange. The results in the context of the Reggeon dominance hypothesis from the available
experimental data are displayed in Fig.1.8. From the plot, it is clear that the uncertainties are sizable
and difficult to estimate. Hence, a model-independent approach must be put forward to test this
hypothesis. Lattice QCD represents such a tool. If the behavior of the subtraction function, measured
on the lattice, will be very much different from the one determined phenomenologically, this would
testify in favor of the existence of a fixed pole in the Compton amplitude and will lead to important
ramification on our present understanding of the asymptotic behavior of the QCD amplitude.

The exercise of designing a framework for evaluating the Compton amplitude on the lattice has been
done recently [80, 81]. The authors made use of a non-relativistic effective field theory to compute the
two-point correlation function in a background field. More specifically, they considered the case of a
nucleon in a static periodic magnetic field ®𝐵 = (0, 0, 𝐵3) with 𝐵3

= −𝐵 cos( ®𝜔®𝑥) and ®𝜔 = (0, 𝜔, 0).
Summarizing their findings, the authors were able to demonstrate that energy shift of the nucleon in
an external field is directly related to the subtraction function. Namely,

𝛿𝐸 =
(𝑒𝐵)2

4𝑚
𝑆1(− ®𝜔2), (1.74)

where 𝛿𝐸 denotes the spin-averaged energy shift and 𝑚 is the mass of the nucleon. As this expression
was obtained in the infinite-volume limit, a re-formulation starting from a finite-volume setup was
necessary to take into account the finite-volume corrections in the presence of an external field. Their
final result was:

𝛿𝐸 = − 1
4𝜋

(
𝑒𝐵

𝜔

)2
𝑇

11(𝑝, 𝑞) +𝑂 (𝐵3). (1.75)

This expression contains the "11" component of the Compton tensor in a finite-volume given in Eq.
1.71. Before actually extracting this quantity on the lattice, it would be important to estimate where
there are large finite-volume artifacts in this quantity. This can be done with the use of ChPT. With this
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5 52. Plots of Cross Sections and Related Quantities

52.3 σ and R in e+e− Collisions
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Figure 52.2: World data on the total cross section of e+e− → hadrons and the ratio R(s) = σ(e+e− →
hadrons, s)/σ(e+e− → µ+µ−, s). σ(e+e− → hadrons, s) is the experimental cross section corrected for initial state
radiation and electron-positron vertex loops, σ(e+e− → µ+µ−, s) = 4πα2(s)/3s. Data errors are total below 2 GeV
and statistical above 2 GeV. The curves are an educative guide: the broken one (green) is a naive quark-parton model
prediction, and the solid one (red) is 3-loop pQCD prediction (see “Quantum Chromodynamics” section of this
Review, Eq. (9.7) or, for more details [99], Breit-Wigner parameterizations of J/ψ, ψ(2S), and Υ (nS), n = 1, 2, 3, 4
are also shown. The full list of references to the original data and the details of the R ratio extraction from them can
be found in [100]. Corresponding computer-readable data files are available at http://pdg.lbl.gov/current/xsect/.
(Courtesy of the COMPAS (Protvino) and HEPDATA (Durham) Groups, August 2019. Corrections by P. Janot
(CERN) and M. Schmitt (Northwestern U.))
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Figure 1.9: Hadronic annihilation cross-section in 𝑒+𝑒− collisions [94].

result, it is possible to estimate the exponentially suppressed corrections to the subtraction function.
To summarize, the determination of the subtraction function 𝑆1(𝑞

2) remains an interesting and
topical research topic. Finding this function is of great interest to the nuclear physics community.

1.8 Resonances

A fascinating feature of QCD is that most of the hadrons are resonances. One particular aspect of
these states is that they will eventually decay into other strongly interacting particles, i.e. they are
unstable within QCD. Usually, two-particle resonances are seen as poles in the cross-sections of a
given process when plotted as a function of the energy, see Fig. 1.9. Examples of such a behavior are
the 𝜌-meson, primarily decaying via 𝜌 → 𝜋𝜋, the Δ(1232) → 𝑁𝜋, and so on.

Resonances can be identified as poles in the scattering amplitude. In particular, consider the case of
two interacting particles of mass 𝑚, 𝑝1 + 𝑝2 → 𝑝3 + 𝑝4. The amplitude is a function the Mandelstam
variables 𝑠 = (𝑝1 + 𝑝2)

2 and 𝑡 = (𝑝1 − 𝑝3)
2. Further, the elastic scattering amplitude T of the system

can be decomposed in terms of partial-wave amplitudes as

T = 4𝜋
∞∑︁
𝑙=0

𝑙∑︁
𝑚=−𝑙

Y𝑙𝑚( ®𝑝
′)Y∗

𝑙𝑚( ®𝑝)𝑇𝑙, (1.76)
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1.8 Resonances

where Y𝑙𝑚 = | ®𝑝 |𝑙𝑌 𝑙𝑚(𝑝) and 𝑝 = ®𝑝/| ®𝑝 |. In this expression 𝑙 denotes the angular momentum
contributions to the amplitude.

The elastic unitarity condition is

ImT −1
𝑙 = −2𝑞(𝑠)

√
𝑠

Θ(
√
𝑠 − 2𝑚). (1.77)

Here, 𝑞(𝑠) =
√︃
𝑠/4 − 𝑚2 . The presence of 𝑞(𝑠) in the unitary relations means that, at threshold, T𝑙

has a branch cut starting at
√
𝑠 =

√
2𝑚. A direct consequence of the latter is that the elastic scattering

amplitude features two Riemann sheets. In this framework, bound-states can be identified as poles on
the real axis of the physical sheet below threshold. Furthermore, resonances appear as poles off the
real axis on the unphysical sheet. In particular, resonances come in conjugate pairs where the real part,
𝑚𝑅 is related to the mass, and the imaginary part to its width, Γ𝑅. The above given definition is exact.
In the literature, we find various phenomenological parametrizations of the resonant amplitudes as
well. A well-known way of describing narrow resonances is through the Breit-Wigner parametrization
[95, 96]:

𝑇𝐵𝑊 ∝ 1
𝑚

2
𝑅 − 𝑖𝑚𝑅Γ𝑅 − 𝑠

, (1.78)

which is valid near 𝑠 = 𝑚2
𝑅.

It is convenient to find the resonance pole by employing the 𝐾-matrix parametrization of the
amplitude. For instance, the partial-wave amplitude T𝑙 can be parameterized by making use of the
so-called 𝐾-matrix as

T𝑙 =
√
𝑠

2
1

𝐾
−1
𝑙 (𝑠) − 𝑖𝑞(𝑠)

, (1.79)

with 𝐾−1
𝑙 (𝑠) = 𝑞(𝑠) cot 𝛿𝑙 . Here, 𝛿𝑙 denotes the phase-shifts of the two-particle system. This particular

parametrization of the amplitude facilitates the determination of the resonance pole position, 𝑞𝑅, on
the complex plane. As the parameters 𝑚𝑅 and Γ𝑅 are formally defined on the second Riemann sheet,
an analytic continuation is necessary. Namely, one has to find a solution to the equation

𝑞𝑅 (𝑠) cot 𝛿𝑙 − 𝑖𝑞𝑅 (𝑠) = 0. (1.80)

To achieve this, the effective range expansion, valid near the threshold can be used [96, 97]:

𝑞 cot 𝛿𝑙 = −1
𝑎
+ 1

2
𝑟𝑞

2 +𝑂 (𝑞4), (1.81)

where 𝑎 and 𝑟 are the 𝑆-wave scattering length and the effective range, respectively. These parameters
can be determined, e.g., through a fit to lattice energy levels.

Resonances exhibit a peculiar behavior on the lattice. Namely, their presence in scattering data has
a distinctive influence on the energy levels. For instance, let us briefly consider a resonance in a finite
volume and the energy spectrum as a function of the box length. When a narrow resonance is present,
the energy levels behave in a distinctive way. Namely, the curves tend to a particular energy in the
spectrum, which is identified as the resonance mass, 𝐸 = 𝐸𝑅, see Fig. 1.10. Thus, the avoided level
crossing in the lattice spectrum provides a solid indication of the presence of such a resonance in the
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40

certain states made of light quarks only.

A. Resonances in a finite volume

The essence of the Lüscher approach can be understood
in a simple nonrelativistic model for the scattering of iden-
tical, spinless particles of mass m in 1+1 dimensions. In
the CM frame, the relative momentum is quantized accord-
ing to p = (2π/L)n, with L the spatial lattice extension and
n an integer. In case of no interactions between these parti-
cles, the energy of the two-particle system is simply given by
E = 2m + p2/m, which means that the free energy level-n
scales as n2/L2 with the volume and thus levels with differ-
ent n do not intersect. In the presence of interactions, this
behaviour is modified. Let us assume that this interaction
leads to a narrow resonance at

√
sR = ER − iΓR/2, that

is ΓR � ER. In the infinite volume limit, this interaction
leads to a phase shift δ(p) in the asymptotic wave function.
Furthermore, in the presence of a resonance, the phase shift
will change by π (known as Levinson’s theorem (Levinson,
1949)). In a finite volume, this behavior translates into the
boundary condition

pL+ 2δ(p) = 2πm , m ∈ Z . (92)

This condition provides the link between the volume depen-
dence of the energy levels in the interacting system and the
continuum phase shift. If one follows an energy level in-
wards from the asymptotic region to smaller lattice sizes, in
the vicinity of a resonance, this boundary condition causes
a visible distortion, the so-called avoided level crossing, c.f.
Fig. 18. The plateau, where the energy of the two-particle
system is almost volume-independent, corresponds to the real
part of the poleER. The imaginary part of the pole is given by
the slope according to dδ(p)/dE|ER

= 2/ΓR. Clearly, this
method can only work when certain conditions are fulfilled.
First, the method as described here is restricted to the elastic
two-particle case. Second, one has to make sure that the in-
teraction range of the particles is much smaller than the size
of the box to make the notion of asymptotic states possible.
Third, to suppress polarization effects that arise from the in-
teractions of the lightest particles in the theory with each other
around the torus, one has to choose L such that 1/m� L.

We now consider the extension of the Lüscher method to
the multi-channel case, as most hadronic molecules are lo-
cated close to a two-particle threshold or between two close-
by thresholds. To achieve this extension, an appropriate tool
is a particular version of an NREFT, because up to the ener-
gies where multi-particle inelastic states become significant,
such a framework is completely equivalent to the relativis-
tic field theory, provided the couplings in the nonrelativis-
tic framework are determined from matching to the relativis-
tic S-matrix elements, for details and further references, see
(Bernard et al., 2008; Colangelo et al., 2006; Gasser et al.,
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FIG. 18 Energy levels of an interacting two-particle system. In case
of a resonance in this system, the energy levels exhibit the avoided
level crossing (plateau) that allows to read off the resonance energy
ER directly.

2011). For the one-channel case, it was already shown in
Ref. (Beane et al., 2005) that using such an NREFT, one ob-
tains at a very simple and transparent proof of Lüscher’s for-
mula.

To keep the presentation simple, we first consider a two-
channel LSE in NREFT in the infinite volume. Let us consider
antikaon-nucleon scattering in the region of the Λ(1405) reso-
nance, K̄N → K̄N,Σπ. The channel number 1 refers to K̄N
and 2 to Σπ with total isospin I = 0. The resonance Λ(1405)
is located between two thresholds, on the second Riemann
sheet, close to the real axis. The two thresholds are given
by st = (mN + MK)2 and s′t = (mΣ + Mπ)2. We work
in the isospin limit and neglect the fact that there are really
two poles — see Refs. (Jido et al., 2003; Oller and Meißner,
2001) and Sec. VI.D.25 For energies above the K̄N thresh-
old, s > (mN + MK)2, the coupled-channel LSE for the T -
matrix elements Tij(s) in dimensionally regularized NREFT
reads (we only consider S-waves here)

T11 = H11 +H11 iq1T11 +H12 iq2T21 ,

T21 = H21 +H21 iq1T11 +H22 iq2T21 , (93)

with q1 = λ1/2(s,m2
N ,M

2
K)/(2

√
s), q2 =

λ1/2(s,m2
Σ,M

2
π)/(2

√
s) and λ(x, y, z) = x2 + y2 +

z2 − 2xy − 2yz − 2zx is the Källén function. Fur-
thermore, the Hij(s) denote the driving potential in the
corresponding channel, i.e. the matrix element of the in-
teraction Hamiltonian between the free two-particle states.
Continuation of the CM momentum q1 below threshold

25 Note that in this two-channel formulation one only has one pole corre-
sponding to one Λ(1405). To deal with the two-pole scenario requires the
inclusion of more channels and explicit isospin breaking.

Figure 1.10: Spectrum of the two-particle system in a finite box of size 𝐿. The energy levels reach a plateau at
the resonance mass, 𝐸𝑅. Figure taken from [100].

scattering amplitude.
Configurations where resonances are present turn the analysis of physical observables on the lattice

into quite a challenging task. Fortunately, the Lüscher’s method facilitates the access to scattering
data of unstable particles in a finite volume. By relating the discrete finite-volume spectrum of QCD
to the infinite-volume scattering amplitude of resonances, physical information can be extracted from
the lattice through the determination of partial-wave phase shifts.

In-depth descriptions of the main tools here presented and alternative ways to categorize and study
resonances can be found in the following comprehensive reviews [98, 99].

1.9 Lüscher’s method

It is natural to ask whether one can extract physical information of a scattering process in a finite
volume. The answer to this question is positive, as it was shown by M. Lüscher in his seminal works
[101, 102]. In the following, we will briefly discuss how one can obtain scattering data from the
discrete energy spectrum in a finite volume, more specifically from its volume dependence. The main
ingredients of this prescription are the scattering phase-shift, denoted by 𝛿(𝑝), and the extension of
the box, 𝐿. Let us now discuss how these two quantities come together to create a bridge between the
infinite- and finite-volume prescriptions.

To illustrate this, consider for simplicity the scattering of two identical bosons in an infinite volume
with one spatial dimension, where relativistic effects can be neglected. Here, all values of momenta,
𝑝, are allowed and the scattering amplitude is described by the phase-shift, 𝛿(𝑝). Now, let us examine
what happens when the system is put in a box. As we know, the allowed momenta now are restricted
to discrete values, as in Eq. 1.57. Additionally, the asymptotic form of the wave function goes as

Ψ(𝑥) ∝ 𝑒−𝑖 𝑝 |𝑥 | + 𝑒2𝑖 𝛿 (𝑥)
𝑒
𝑖 𝑝 |𝑥 |

, (1.82)
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1.9 Lüscher’s method

where 𝑥 is the distance between the particles. Imposing the periodic boundary conditions of the box
on the wave function, Ψ(0) = Ψ(𝐿), it can be showed that the momenta will exhibit the following
behavior

𝑝 =
2𝜋
𝐿

− 2
𝐿
𝛿(𝑝). (1.83)

From this result it can be concluded that, when the particles interact, the spectrum depends on the
finite-volume box size and the infinite-volume phase-shift. If we set 𝛿 = 0, i.e. no scattering, the
free energy spectrum is recovered. The main consequence of this expression is that it is possible to
extract infinite-volume information from the discrete energy spectrum. We note that Eq. 1.83 is the
one-dimensional equivalent of the well-known Lüscher equation. Although this example was done in
a one-dimensional setup, the procedure can be generalized to three dimensions within a cubic box. In
this derivation we will take advantage of the perks that non-relativistic effective field theories have
to offer. Namely, this method will enable us to derive the quantitation condition in a relatively easy
manner.

In the following, we closely follow the derivation from [103]. Here, we will consider the case
of non-identical scalar particles in a moving frame. For this, it is convenient to use the NREFT
Lagrangian in its covariant form given by [104, 105]:

L =
∑︁
𝑖=1,2

Φ
†
𝑖
2𝑊𝑖 (𝑖𝜕𝑡 −𝑊𝑖)Φ𝑖 + 𝐶0Φ

†
1Φ1Φ

†
2Φ2

+ 𝐶1

(
(Φ†

1)
𝜇 (Φ†

2)𝜇Φ1Φ2 − 𝑚1𝑚2Φ
†
1Φ1Φ

†
2Φ2 + ℎ.𝑐.

)
+ 𝐶2

(
Φ

†
1(Φ

†
2)

𝜇 − (Φ†
1)

𝜇
Φ

†
2

) (
(Φ1)𝜇Φ2 −Φ1(Φ2)𝜇

)
+ . . . , (1.84)

where ellipses denote terms with higher order derivatives and 𝐶0, 𝐶1 and 𝐶2 are related to the
effective-range expansion parameters for 1 + 2 → 1 + 2 elastic scattering. Further, Φ𝑖 , 𝑖 = 1, 2 denote

two scalar fields with masses 𝑚1 and 𝑚2. The energies of the particles are denoted by𝑊𝑖 =

√︃
𝑚

2
𝑖 + ∇2,

and

(Φ𝑖)𝜇 = (P𝑖)𝜇Φ𝑖 , (Φ†
𝑖
)𝜇 = (P†

𝑖
)𝜇Φ

†
𝑖
, (P𝑖)𝜇 =

(
𝑊𝑖 ,−𝑖∇

)
, (P†

𝑖
)𝜇 =

(
𝑊𝑖 , 𝑖∇

)
. (1.85)

Now, let us write down the scattering 𝑇-matrix in the infinite volume with the help of the Lagrangian
in Eq. 1.84. It can be shown that the 𝑇-matrix obeys the Lippmann-Schwinger (LS) equation:

𝑇 ( ®𝑝1. ®𝑝2; ®𝑞1, ®𝑞2) = −𝑉 ( ®𝑝1, ®𝑝2; ®𝑞1, ®𝑞2) −
∫

𝑑
𝐷 ®𝑘1

(2𝜋)𝐷2𝑤1( ®𝑘2)
𝑑
𝐷 ®𝑘2

(2𝜋)𝐷2𝑤2( ®𝑘2)
(1.86)

× (2𝜋)𝐷𝛿𝐷 ( ®𝑝1 + ®𝑝2 − ®𝑘1 − ®𝑘2)
𝑉 ( ®𝑝1, ®𝑝2; ®𝑘1,

®𝑘2)𝑇 ( ®𝑘1.
®𝑘2; ®𝑞1, ®𝑞2)

𝑤1( ®𝑘1) + 𝑤2( ®𝑘2) − 𝑤1( ®𝑝1) − 𝑤2( ®𝑝2) − 𝑖0
,

where 𝐷 denotes the space-time dimension and 𝑤𝑖 ( ®𝑝) =
√︃
𝑚

2
𝑖 + ®𝑝2. Further, the potential 𝑉 is given

by the matrix element of the interaction Hamiltonian between the two-particle states

〈 ®𝑝1, ®𝑝2 | 𝐻1 | ®𝑞1, ®𝑞2〉 = (2𝜋)3
𝛿

3( ®𝑝1 + ®𝑝2 − ®𝑞1 − ®𝑞2)𝑉 ( ®𝑝1, ®𝑝2; ®𝑞1, ®𝑞2). (1.87)
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Chapter 1 Hadrons in a finite volume and in a background field

Now, let us consider the partial-wave expansion of the amplitude. The expression is given by

𝑇 ( ®𝑝1. ®𝑝2; ®𝑞1, ®𝑞2) = 4𝜋
∑︁
𝑙𝑚

𝑡𝑙 ( | ®𝑝
∗ |, | ®𝑞∗ |)Y𝑙𝑚( ®𝑝

∗)Y∗
𝑙𝑚( ®𝑞

∗),

𝑉 ( ®𝑝1. ®𝑝2; ®𝑞1, ®𝑞2) = 4𝜋
∑︁
𝑙𝑚

𝑣𝑙 ( | ®𝑝
∗ |, | ®𝑞∗ |)Y𝑙𝑚( ®𝑝

∗)Y∗
𝑙𝑚( ®𝑞

∗), (1.88)

where Y = | ®𝑝 |𝑙𝑌𝑙𝑚(𝑝) and 𝑌𝑙𝑚 are spherical harmonics. Here, ®𝑝∗ denotes the momenta boosted to the
CM frame. Next, we substitute Eq. 1.88 into Eq. 1.86 to obtain

𝑡𝑙 (𝑠) = −𝑣𝑙 (𝑠) − 𝑣𝑙 (𝑠) | ®𝑝
∗ |2𝑙𝐺 (𝑠)𝑡𝑙 (𝑠). (1.89)

Here, 𝑡𝑙 (𝑠) = 𝑡𝑙 ( | ®𝑝
∗ |, | ®𝑝∗ |) and 𝑣𝑙 (𝑠) = 𝑣𝑙 ( | ®𝑝

∗ |, | ®𝑝∗ |) where 𝑣𝑙 denotes the Hermitian potential. Further,
𝐺 (𝑠) is [104, 105]

𝐺 (𝑠) = 𝑖 | ®𝑝∗ |
8𝜋

√
𝑠
. (1.90)

Finally, unitarity dictates the following relations for the amplitude and the potential:

𝑡𝑙 (𝑠) =
8𝜋

√
𝑠

| ®𝑝∗ |2𝑙+1 𝑒
𝑖 𝛿𝑙 (𝑠) sin 𝛿𝑙 (𝑠), (1.91)

𝑣𝑙 (𝑠) = − 8𝜋
√
𝑠

| ®𝑝∗ |2𝑙+1 tan 𝛿𝑙 (𝑠). (1.92)

Next, let us consider the system in a finite volume. In this case, rotational invariance is broken,
which leads to partial-wave mixing. Because of this, the scattering amplitude has to be modified in
the following way:

𝑇 ( ®𝑝1. ®𝑝2; ®𝑞1, ®𝑞2) = 4𝜋
∑︁

𝑙𝑚,𝑙
′
𝑚

′
Y𝑙𝑚( ®𝑝

∗)Y∗
𝑙
′
𝑚

′ ( ®𝑞∗)𝑡𝑙𝑚,𝑙
′
𝑚

′ ( | ®𝑝∗ |, | ®𝑞∗ |). (1.93)

The partial-wave expansion of the potential is again give by Eq. 1.88, because only exponential
corrections arise there and these are consistently neglected. Furthermore, the partial-wave expanded
amplitude is substituted into the LS equation. This yields:

𝑡𝑙𝑚,𝑙
′
𝑚

′ (𝑠; ®𝑃) = −𝛿𝑙𝑚,𝑙
′
𝑚

′𝑣𝑙 (𝑠) − 4𝜋
∑︁
𝑙
′′
𝑚

′′
𝑣𝑙 (𝑠)X𝑙𝑚,𝑙

′′
𝑚

′′ (𝑠; ®𝑃)𝑡𝑙′′𝑚′′
,𝑙
′
𝑚

′ (𝑠; ®𝑃), (1.94)

where X𝑙𝑚,𝑙
′′
𝑚

′′ (𝑠; ®𝑃) takes the form

X𝑙𝑚,𝑙
′′
𝑚

′′ (𝑠; ®𝑃) = | ®𝑝 |𝑙+𝑙
′+1

32𝜋2√
𝑠
𝑖
𝑙−𝑙′
𝑀𝑙𝑚,𝑙

′
𝑚

′ (1.95)

𝑀𝑙𝑚,𝑙
′
𝑚

′ =
(−1)𝑙

𝜋
3/2
𝛾

𝑙+𝑙′∑︁
𝑗= |𝑙−𝑙′ |

𝑗∑︁
𝑠=− 𝑗

𝑖
𝑗

𝜂
𝑗+1Z

®𝑑
𝑗𝑠 (1; 𝑠)𝐶𝑙𝑚, 𝑗𝑠,𝑙

′
𝑚

′, (1.96)
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and 𝛾 =

√︃
1 + ®𝑃2/𝑠, ®𝑑 = 2𝜋/𝐿 ®𝑃, 𝜂 = | ®𝑝 |𝐿/2𝜋 and 𝐶𝑙𝑚, 𝑗𝑠,𝑙

′
𝑚

′ are the Wigner 3 − 𝑗 symbols.
Additionally, the function Z is defined as

Z ®𝑝
𝑙𝑚
(1; 𝑠) =

∑︁
®𝑟 ∈𝑃𝑑

Y𝑙𝑚(®𝑟)
®𝑟2 − 𝜂2 , 𝑃𝑑 =

{
®𝑟 |®𝑟 = 𝛾−1

(
®𝑛 − 1

2
®Δ
)
, ®𝑛 ∈ Z3

}
, ®Δ = ®𝑑

(
1 + 𝑚

2
1 − 𝑚

2
2

𝑠

)
(1.97)

The finite-volume spectrum is determined by locating the poles of the scattering matrix 𝑇 . These
appear when the determinant of the system of linear equations in Eq. 1.94 vanishes.

The so-called Lüscher quantization condition for the case of two non-identical particles is finally
given by:

det
[
𝛿𝑙𝑙′𝛿𝑚𝑚

′ − tan 𝛿𝑙 (𝑠)M𝑙𝑚,𝑙
′
𝑚

′
]
= 0. (1.98)

Through this equation, it is possible to relate the infinite-volume scattering data with the finite-volume
energy spectrum of the system. In particular, given a set of energy levels calculated in the lattice, Eq.
1.98 can be fitted to the spectrum in order to obtain the scattering phase-shift. This is, in practice, the
primary use of the quantization condition.

It is important to note that the derived expression holds only for the two-particle system. However,
most of the resonances have decay channels that involve three or more hadrons in the final state.
Well-known examples of these are the 𝑎1(1260) and Roper resonances, which decay into multiparticle
stable states. In this case, the introduced formalism is not suited to extract the information one is
interested in. Because of this, an extension to the well-understood Lüscher formalism must be put
forward, e.g. a three-particle quantization condition.

In recent years, three equivalent formulations have been introduced in regards of the three-particle
quantization condition. These are known as the non-relativistic Effective-Field-Theory (NREFT)
[106, 107], Relativist Field Theory (RFT) [108–114] and Finite-Volume Unitarity (FVU) [115, 116]
approaches. These formulations are not covered in the following, as this work only deals with the
two-body case. Nonetheless, a reader is referred to [117] for an in-depth analysis of the methods
mentioned here. In particular, the three-particle quantization condition is thoroughly discussed there.
In the review, it is concluded that the three formulations are conceptually equivalent, although each of
them has their own advantages and disadvantages.

The main benefit of the NREFT approach is that the derivation of the quantization condition is
dramatically simplified. This due to the fact that there is no particle creation in the non-relativistic
regime, leading to a reduced number of diagrams to be calculated. This, in turn, allows the easy
computation of such. There have been recent developments in the three-particle sector. For instance, a
formula for the three-body 𝑠-wave decay amplitude was derived [118]. Furthermore, an extension
to all partial-waves was recently made available [119]. These examples demonstrate that NREFTs
are indeed a very efficient method of extracting information from the lattice. The interested reader is
further referred to [120] for a detailed summary on EFTs and their implementation on a finite volume.

1.10 Resonance Form Factors

The study of resonances through the Lüscher’s method has further applications. For instance, one
could consider the case where the system is placed in a weak background field. This allows one to
study the structure of resonances through its interaction with an external source. This information in
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Chapter 1 Hadrons in a finite volume and in a background field

Figure 1.11: The triangle diagram. Here, the dashed lines denote a resonance. Further, solid and wiggled lines
are the constituents of the resonance and the external current, respectively.

particular is encoded in the so-called resonance form factors (RFF). Through their determination, one
can have access to information about the inner structure of such particles.

It is important to calculate RFF on the lattice. To formally define it, one must take the obtained
finite-volume result into the infinite volume. Such a procedure requires an analytic continuation into
the complex plane. For matrix elements between one-particle states, the extraction of the form factors
from a finite volume is rather straightforward. However, this mapping is non-trivial for the resonance
case. The study can get complicated by the presence of a rather problematic diagram, the so-called
triangle diagram, where one of the resonance constituents couples to the external source, see Fig. 1.11.

This issue has been tackled in [103, 110, 121, 122]. Here, however, we aim to circumnavigate the
problematic situation that arises by the presence of the triangle diagram in a different way. Namely,
we take the result from [78] and extend it to the case of resonances. In short, the authors of that paper
made use of the Feynman-Hellmann theorem [123, 124] to compute the form factor of a stable hadron
in a static, spatially periodic field. They showed that the mass of the particle can be determined by
computing the two-point correlation function in the Breit frame in an external field. It was further
showed that the form factor can be derived by taking the derivative of the mass with respect to the
coupling of the external field to leading order. In the unstable particle case, the pole position, 𝑃𝑅,
will play the role of the mass parameter. Thus, the aim is to calculate it on the lattice and take its
derivative with respect to the external field coupling, 𝑒. Namely,

𝑑𝑃𝑅 (𝑒)
𝑑𝑒

����
𝑒=0

∝ 𝐹, (1.99)

where 𝐹 is the RFF.

To achieve this, the NREFT formalism can be employed. As mentioned already, an advantage of this
method is that the number of diagrams to be calculated is small when compared to other formalisms.
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The Lagrangian, for the case of two scalar fields 𝜙 of mass 𝑚 in an external field 𝐴𝜇, can be written as:

L =𝜙
†
(
𝑖𝜕𝑡 − 𝑚 + 𝑒𝐴0 + 𝑒𝐶𝑅

6𝑚2 4𝐴0 + ∇2

2𝑚

)
𝜙 + 𝐶0𝜙

†
𝜙
†
𝜙𝜙

+𝐶2

(
𝜙
†
𝜙
†(𝜙

↔
∇

2
𝜙) + h.c.

)
+ 𝑒𝜅

4
𝜙
†
𝜙
†
𝜙𝜙4𝐴0 (1.100)

+ higher order terms with derivative couplings,

where Δ is the Laplacian and 𝑎
↔
∇𝑏 = 1

2 (𝑎∇𝑏 − 𝑏∇𝑎). Further,the constant 𝐶𝑅 determines the
single-particle form factor and 𝐶0, 𝐶2 are related to the 𝑠-wave phase-shift. Finally, 𝜅 determines the
contact interaction.

At leading order in this framework, only the contact interaction coupling must be extracted from the
lattice in order to compute the RFF. To do this, an extension of the Lüscher’s method in the case of
external sources must be derived, leading to the determination of the missing Lagrangian parameter, 𝜅.
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CHAPTER 2

Compton scattering in a finite volume

Summary

The content of this chapter is based on the publication

• J. Lozano, A. Agadjanov, J. Gegelia, U.-G. Meißner, and A. Rusetsky, Phys. Rev. D 103,
034507 (2021).

This work deals with the forward doubly virtual Compton scattering amplitude off nucleons. In
recent years, the calculation of this amplitude has regained attention, as it is a crucial part in the analysis
of fundamental problems such as, for example, the study of the muonic Lamb shift or evaluation of
the proton-neutron mass difference. Thus, a model-independent calculation of this amplitude would
certainly aid in the solution of these problems. Lattice Quantum Chromodynamics (LQCD) is a
well-suited approach to examine this issue. This approach provides necessary tools to investigate these
problems from first principles in Quantum Chromodynamics (QCD). Nevertheless, these calculations
are afflicted by finite-volume artifacts, which must be removed from lattice results. The objective
of this work is to estimate these finite-volume corrections to the Compton amplitude for a certain
kinematical configuration.

An appropriate way to calculate the Compton amplitude in the low-energy regime is to make use
of Effective Field Theories. For this reason, the calculations were done in the low-energy effective
theory of QCD known as Baryon Chiral Perturbation Theory (BChPT). The results are computed
up-to-and-including𝑂 (𝑝4), where 𝑝 is a small momentum/mass. Our study focused on the calculation
of the so-called subtraction function, which is related to the Compton amplitude in a particular
kinematics. To achieve this, we evaluated the forward doubly virtual Compton scattering amplitude
off nucleons and investigated the behavior of the subtraction function at small values of the photon
momentum, both in the infinite and in a finite volume. Furthermore, the finite-volume corrections to
the subtraction function were evaluated up-to-and-including 𝑂 (𝑝4).

As a first step, which was performed by the author of this thesis in close collaboration with J.
Gegelia, all diagrams contributing to the forward doubly virtual Compton scattering amplitude are
calculated following the Feynman rules obtained from the effective Lagrangian of order 𝑂 (𝑝4). In
this study, there exist two sets of diagrams: one set for the proton and another one for the neutron. In
the infinite volume, the final result after the summation of all contributions is a second-order tensor
that can be written in terms of two invariant amplitudes. These are quantities that must be analyzed in
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order to determine the nature of the subtraction function. The subtraction function can be defined
through the 11-component of the Compton tensor. For this reason, we only compute the Compton
amplitude for this component in a certain kinematics.

Until now, all the analysis of the subtraction function was done in the infinite volume. As a next
step, the infinite-volume integrals are replaced by sums and the amplitude is again calculated in a
finite volume. The result of this calculation leads to an estimation of the finite-volume corrections
to the Compton amplitude. Note also that, in a finite volume, the Lorentz-invariance does not hold
anymore, and the Compton amplitude cannot be written down in terms of two kinematic structures
only. Hence, one has to compare certain components of this amplitude (11 component, in our case)
directly in a finite and in the infinite volume. For convenience, a ratio of these is taken. With this, one
can easily estimate the discrepancy between the two as a function of the dimensionless parameter
𝑀𝜋𝐿, where 𝑀𝜋 is the mass of the pion. Finally, one can estimate how big the side of the box should
be so that these corrections can be safely ignored.

The results of this work can be summarized as follows:

• The forward doubly virtual Compton scattering amplitude is evaluated both in the infinite and
in a finite volume.

• The subtraction function at small values of the momentum transfer is obtained in the infinite
volume.

• The evaluation of exponentially small finite-volume corrections to the Compton amplitude is
performed.

• It is concluded that the infinite-volume subtraction function can be extracted from the lattice
with a good precision for sufficiently large cubic box of length 𝐿.
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We calculate the spin-averaged amplitude for doubly virtual forward Compton scattering off nucleons
in the framework of manifestly Lorentz-invariant baryon chiral perturbation theory at complete one-loop
orderOðp4Þ. The calculations are carried out both in the infinite and in a finite volume. The obtained results
allow for a detailed estimation of the finite-volume corrections to the amplitude which can be extracted on
the lattice using the background field technique.
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I. INTRODUCTION

Recent years have observed a rapidly increasing interest
in calculations of nucleon structure functions on the lattice.
Different algorithms, which enable one to extract these
quantities from lattice measurements, have been proposed.
For example, in Ref. [1] a method for a direct calculation of
the quark and gluon distribution functions on Euclidean
lattices by Lorentz boosting of the nucleons was suggested.
A lattice calculation of the Euclidean four-point function,
describing the virtual Compton amplitude, and its relation
to the leptoproduction cross section has been considered
[2–5]. A similar method has been applied to the study of the
hadronic tensor with charged vector currents in Ref. [6].
In the present paper we shall concentrate on an alternative
proposal which is based on the use of the background field
technique (or the Feynman-Hellmann method) for meas-
uring the forward doubly virtual Compton scattering
amplitude off nucleons; see Refs. [7–13]. This amplitude
is directly related to the moments of the structure functions.

For a review of the present status of lattice studies of the
structure functions, see, e.g., Ref. [14].
In Refs. [7–13] a comprehensive theoretical assessment

of the feasibility of the extraction of the Compton ampli-
tude has been carried out. Here, one has to note that a
similar technique has been already successfully used for the
extraction of the magnetic moments and polarizabilities of
certain hadrons [15–17]. The study of Compton scattering,
however, implies another level of sophistication. Namely,
whereas the static characteristics of the nucleon can be
measured in constant background magnetic and electric
fields, the dependence of the forward Compton amplitude
on the photon virtuality, q2 ¼ −Q2, cannot be studied
similarly. Therefore, one has to use periodic background
fields (in space), which enable one to consider nonzero
values of the photon three-momentum, while the time
component of the photon momentum q stays zero. Several
subtle issues had to be addressed in this context,
for example, a consistent realization of the periodic back-
ground field on a finite lattice [18], or the zero-frequency
limit [13]. It must also be mentioned that, according to
Ref. [19], the interpretation of the lattice measurements,
which are done in a finite volume, might be ambiguous
for both constant and periodic fields. More precisely, the
quantity that is obtained as a result of such a measurement
(for instance, the polarizability) could be different from
what one has previously identified as a finite-volume
counterpart of the polarizability. This point of view has
been countered in Ref. [13], where it has been argued that
the finite-volume lattice results allow for a unique
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interpretation in terms of well-defined physical quantities
(at least when the photon virtuality is not zero). Since this
issue is important in the context of the problem considered
here, we shall briefly address it later.
It should be stressed that the measurement of the

forward Compton amplitude on the lattice is a useful
endeavor by itself, even beyond its relation to the nucleon
structure functions. Indeed, let us point out that the
forward Compton amplitude represents an important
building block in many long-standing fundamental prob-
lems that have recently come under a renewed scrutiny. In
particular, the knowledge of this amplitude is needed for
the evaluation of the Lamb shift in muonic hydrogen [20],
as well as the proton-neutron mass difference. The study
of the latter problem has a decades-long history [21,22],
but still continues to attract quite some interest that is
reflected in a string of recent publications [23–28]. To a
large part, this upsurge of interest can be related to the
fact that the present lattice studies are in a position to
address the calculation of the purely electromagnetic
proton-neutron mass shift in QCD plus QED, and hence
the results of phenomenological determinations can be
directly confronted with lattice data. Further, in
Refs. [27,28], under the assumption that the high-energy
behavior of the Compton amplitude is fully determined by
Reggeon exchange (the so-called Reggeon dominance
hypothesis), a sum rule has been derived that involves
this amplitude in a particular kinematics (a variant of this
sum rule has been known in the literature already for
50 years [29]). Notably, the latter enables one to express
the Compton amplitude through the experimentally mea-
sured electroproduction cross sections. Calculations on
the basis of the above sum rule have been performed
recently [28], where the uncertainties emerging from the
use of all presently available experimental input have been
thoroughly analyzed. A direct evaluation of the Compton
amplitude on the lattice would allow one to compare the
outcomes of these two different theoretical calculations.
Should it happen that the results are very different, this
could be attributed to the failure of the Reggeon domi-
nance hypothesis, i.e., to the existence of so-called fixed
poles in the Compton amplitude. At present, we are not
aware of any mechanism within QCD that would lead to
such poles. Hence, their discovery would challenge our
understanding of the asymptotic behavior of QCD and
stimulate a quest for new mechanisms, which are respon-
sible for this behavior.
One of the most important questions, which so far has

not been addressed in the context of the extraction of the
Compton amplitude from lattice data, is the issue of the
finite-volume corrections to the physical quantities of
interest. It is very important to estimate, prior to performing
any calculations on the lattice, how large lattices should be
used to suppress the unwanted finite-volume artifacts. Note
that, even though on general grounds these artifacts are

exponentially small, due to possible large prefactors they
might still be substantial for the presently used lattice sizes.
The systematic study of this problem that is carried out in
what follows within the framework of baryon chiral
perturbation theory (BChPT) at order Oðp4Þ is intended
to fill this gap.1

The layout of the paper is the following. In Sec. II we
collect all definitions and input, which will be needed later.
This concerns both purely infinite-volume calculations as
well as the finite-volume setting used on the lattice for the
extraction of the Compton amplitude. Further, the calcu-
lation of the Compton amplitude is carried out in the
infinite as well as in a finite volume. Namely, Sec. III
contains the full expression of the infinite-volume Compton
amplitude at Oðp4Þ in BChPT. Also, a comparison to the
results available in the literature is carried out. The
expression of the finite-volume amplitude at the same
order is given in Sec. IV. In Sec. IV B, the results of the
numerical estimations of the finite-volume artifacts are
discussed. Section V contains our conclusions.

II. BASIC DEFINITIONS AND NOTATIONS

A. Doubly virtual Compton scattering in forward
direction in the infinite volume

In this paper we follow the notations of Ref. [24]. In order
to render the paper self-contained, below we collect all
formulas that will be used in the infinite-volume calcula-
tions. The Compton scattering amplitude is defined as

T̂μνðp0; s0; q0jp; s; qÞ

¼ i
2

Z
d4xeiq·xhp0; s0jTjμðxÞjνð0Þjp; si; ð1Þ

where ðp0; s0Þ and ðp; sÞ are the four-momenta and spin
projections of incoming and outgoing nucleons, respectively,
and q and q0 are the momenta of the (virtual) photons in the
initial and final states, respectively. Further, jμ denotes the
electromagnetic current. The state vectors of the nucleon are
normalized as

hp0; s0jp; si ¼ 2p0ð2πÞ3δð3Þðp0 − pÞδs0s: ð2Þ

We define the unpolarized forward scattering amplitude as
an average over the nucleon spins:

Tμνðp; qÞ ¼ 1

2

X
s

T̂μνðp; s; qjp; s; qÞ: ð3Þ

Using Lorentz invariance, current conservation, and parity,
this amplitude can be expressed through two invariant
amplitudes:

1For brevity, we shall often refer to the calculations up-to-and-
including order p4 as to the calculations at Oðp4Þ.
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Tμνðp;qÞ¼T1ðν;q2ÞKμν
1 þT2ðν;q2ÞKμν

2 ;

Kμν
1 ¼qμqν−gμνq2;

Kμν
2 ¼ 1

m2
fðpμqνþpνqμÞp ·q−gμνðp ·qÞ2−pμpνq2g;

ð4Þ

where ν ¼ p · q=m and m is the nucleon mass.
At this place we mention that the choice of the invariant

amplitudes is not unique. In the literature, another choice
is often made, using the set T̂1, T̂2 with T̂1 ¼ q2T1 þ ν2T2

and T̂2 ¼ −ν2T2. This alternative choice, however, pro-
duces kinematic singularities, which complicate the dis-
cussion of the asymptotic behavior of these amplitudes. As
a result, the issue with the fixed poles may become obscure.
For further details on this subject we refer the reader to
Refs. [24,28] and also to [30,31]. Further, in Refs. [27,28],
another set of invariant amplitudes T̄ ¼ T1 þ 1

2
T2, T2 has

been introduced instead of T1, T2. The advantage of using
this set consists in the fact that the leading asymptotic
behavior of T̄ at large values of Q2 is governed by spin-0
operators, whereas the contribution from the spin-2 oper-
ators in the operator product expansion cancels in this
particular linear combination. A thorough discussion of this
question is given in Ref. [28]. Here, we only mention that
the set T̄; T2 is obviously free from the kinematic singu-
larities, as well as the set T1, T2.
Further, the invariant amplitudes can be split into the

elastic and inelastic (or, equivalently, into the Born and
non-Born) parts. Again note that such a splitting is not
uniquely defined and the definition of Ref. [24] differs from
the ones used in Refs. [32,33].2 Here we would like to
mention only that the definition, which will be used in the
following, unambiguously follows from the requirement
that the elastic amplitude vanishes in the limit ν → ∞, for
fixed q2, and thus obeys an unsubtracted dispersion relation
in the variable ν. Under this requirement, the elastic part is
given by

Tel
1 ðν; q2Þ ¼

4m2q2fG2
Eðq2Þ −G2

Mðq2Þg
ð4m2ν2 − q4Þð4m2 − q2Þ ;

Tel
2 ðν; q2Þ ¼ −

4m2f4m2G2
Eðq2Þ − q2G2

Mðq2Þg
ð4m2ν2 − q4Þð4m2 − q2Þ ; ð5Þ

where GE and GM denote the electric and magnetic (Sachs)
form factors of the nucleon.
The inelastic invariant amplitudes are defined as T inel

i ¼
Ti − Tel

i , with i ¼ 1, 2. The amplitudes T inel
i obey

dispersion relations in the variable ν:

T inel
1 ðν; q2Þ ¼ T inel

1 ðν0; q2Þ þ 2ðν2 − ν20Þ

×
Z

∞

νth

ν0dν0V1ðν0; q2Þ
ðν02 − ν20Þðν02 − ν2 − iεÞ ;

T inel
2 ðν; q2Þ ¼ 2

Z
∞

νth

ν0dν0V2ðν0; q2Þ
ν02 − ν2 − iε

: ð6Þ

Here, one has already taken into account the fact that,
according to Regge theory, the dispersion relations for
T inel
1 and T inel

2 require one subtraction and no subtractions,
respectively. The lower integration limit is equal to
νth ¼ ðW2

th −m2 − q2Þ=ð2mÞ, with Wth ¼ mþMπ , where
Mπ is the pion mass. The quantities V1, V2 denote the
absorptive parts ofT inel

1 ; T inel
2 . They can be expressed through

the experimentally observed total (transverse, longitudinal)
electroproduction cross sections σTðν; q2Þ; σLðν; q2Þ.
The choice of the subtraction point ν0 is arbitrary. In the

literature, the choice ν0 ¼ 0 is often used. The quantity
Sinel1 ðq2Þ ¼ T inel

1 ð0; q2Þ is usually referred to as the sub-
traction function. Analogously, one can define the full
subtraction function that includes the elastic part as well:
S1ðq2Þ ¼ Sel1 ðq2Þ þ Sinel1 ðq2Þ ¼ T1ð0; q2Þ. At q2 ¼ 0 the
inelastic part of the subtraction function is given by

Sinel1 ð0Þ ¼ −
κ2

4m2
−
m
α
βM; ð7Þ

where κ and βM denote the anomalous magnetic mo-
ment and the magnetic polarizability of the nucleon,
respectively, and α ≃ 1=137 is the electromagnetic fine-
structure constant.
Recently, a different subtraction function was introduced

in Refs. [27,28]. The subtraction point has been chosen at
ν0 ¼ iQ=2, where Q ¼

ffiffiffiffiffiffiffiffi
−q2

p
. The new subtraction func-

tion is expressed through the amplitude T̄:

S̄ðq2Þ ¼ T̄ inelðν0; q2Þ: ð8Þ

At Q2 ¼ 0 one has

S̄ð0Þ ¼ −
κ2

4m2
þ m
2α

ðαE − βMÞ: ð9Þ

The two subtraction functions are closely related to each
other. Namely, the difference Sinel1 ðq2Þ − S̄ðq2Þ is given
through a convergent integral over the experimentally
measured electroproduction cross sections. Hence, it suf-
fices to calculate one of these subtraction functions. Since
the choice ν0 ¼ 0, in contrast to ν0 ¼ iQ=2, can be
implemented on the lattice in a straightforward manner
[12,13], we stick to this choice.

2See, e.g., Refs. [28,34] for a general discussion of the issue of
nonuniqueness of the Born part of the Compton scattering
amplitude.
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B. Extraction of the subtraction function on the lattice

Below, we shall collect all formulas which are needed for
the extraction of the subtraction function on the lattice with
the use of the background field method. More details are
contained in the original papers [12,13]. Here, we consider
the nucleon placed in a periodic magnetic field on the lattice
with a spatial size L (the temporal size of the lattice is
assumed to be much larger and is effectively set to infinity).
The configuration of the magnetic field is chosen as

B ¼ ð0; 0;−eB cosðωnxÞÞ; n ¼ ð0; 1; 0Þ; ð10Þ
where e denotes the proton charge. Because of the periodic
boundary conditions, the available values of ω are
quantized,3

ω ¼ 2πn
L

: ð11Þ

The energy levels of a nucleon in the magnetic field depend
on the projection of the nucleon spin along the z axis. In
Ref. [13] it has been shown that the spin-averaged level shift
in the magnetic field with a given configuration is given by

δE ¼ −
1

4m

�
eB
ω

�
2

T11
L ðp; qÞ þOðB3Þ; pμ ¼ ðm; 0Þ;

qμ ¼ ð0; 0;ω; 0Þ: ð12Þ

Note that here T11
L ðp; qÞ denotes the 11-component of the

full Compton scattering amplitude in a finite volume [in
other words, T11

L ðp; qÞ includes both inelastic and elastic
parts]. Further, q2 ¼ −ω2. Hence, placing a nucleon in the
periodic magnetic field enables one to extract the amplitude
at nonzero (albeit discrete) values of q2 < 0. The other
variable is ν ¼ p · q=m ¼ 0 in the given kinematics. Thus,
in order to obtain a nonzero value of ν, one has to put the
nucleon in a moving frame.
Note also that due to the lack of Lorentz invariance on a

finite hypercubic lattice, the decomposition of this ampli-
tude into invariant amplitudes in a form given in Eq. (4)
does in general not hold. However, all quantities in Eq. (12)
are well-defined in a finite volume. For example, in
perturbation theory, T11ðp; qÞ is given by a sum of all
diagrams at a given order, where all momentum integra-
tions are replaced by finite-volume momentum sums. In the
infinite-volume limit one has

lim
L→∞

T11
L ðp; qÞ ¼ T11ðp; qÞ ¼ −ω2S1ðq2Þ: ð13Þ

The finite-volume corrections in the above formula are
suppressed by a factor of expð−MπLÞ, multiplied by
powers of L. As already mentioned in the Introduction,
despite the exponential factor, the corrections can still be
sizable for the present-day lattices. Last but not least, let us
stress once more that, for all values of L, Eq. (12) enables
one to extract a perfectly well-defined quantity T11

L ðp; qÞ,
which in the infinite volume limit yields the quantity S1ðq2Þ
that we are after. This demonstrates explicitly that in this
setup one could avoid any ambiguous interpretation of the
results as mentioned in Ref. [19].
We conclude this section by briefly specifying the scope

and aims of the present paper. It is clear that the extraction
of the Compton amplitude on the lattice can be carried out
only in a restricted kinematical domain. For instance, if the
variable ν lies above the pion production threshold
νth ¼ ð2mÞ−1ðW2

th −m2 − q2Þ, then the extracted matrix
element does not possess an infinite-volume limit. This
can be seen immediately since, in the infinite-volume limit,
the corresponding amplitude is complex, whereas the
amplitude extracted from an Euclidean lattice is always
real. Hence, in order to arrive at the infinite-volume
amplitude, one has either to take into account the proper
Lellouch-Lüscher factor in analogy with Ref. [35] (see also
Refs. [36–42]; a first step in this direction has been made in
Ref. [43]) or to use an approach that resembles the optical
potential method of Ref. [44] (see also Refs. [45,46]). All of
this is very complicated and not even needed to achieve the
goals we have stated in the beginning. Indeed, given the
subtraction function, which is obtained from the Compton
amplitude at ν ¼ 0, one may restore the whole Compton
amplitude by using dispersion relations. The whole uncer-
tainty related to the fixed poles then resides in the subtraction
function, and the rest is uniquely determined by analyticity,
unitarity, and the experimental input.

C. Effective Lagrangian

In this paper the forward Compton scattering amplitude
will be calculated in BChPT at order p4, both in the infinite
and in a finite volume. Below we specify the effective
Lagrangian with the pions and nucleons, which is needed
for such a calculation. The leading-order effective
Lagrangian of pions interacting with external sources has
the form [47]:

Lð2Þ
π ¼ F2

4
hDμUðDμUÞ†i þ F2

4
hχU† þ Uχ†i; ð14Þ

where χ ¼ 2Bðsþ ipÞ, DμU ¼ ∂μU − irμU þ iUlμ, and
the 2 × 2 matrix U represents the pion field. The parameter
B is related to the quark condensate, F is the pion decay
constant in the two-flavor chiral limit, and s, p, lμ ¼
vμ − aμ and rμ ¼ vμ þ aμ are external sources. The nota-
tion h� � �i denotes the trace in flavor space.

3In fact, this is one of the possible realizations of the external
field on the lattice. An alternative implies the quantization of the
magnitude of the field, rather than its frequency [18]. However, as
was demonstrated in Ref. [13], the present realization provides an
optimal framework for the extraction of the subtraction function
at nonzero values of the momentum transfer.
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The full order four effective Lagrangian of nucleons interacting with pions and external fields is given in Ref. [48]. Below
we specify only those terms, which contribute in our calculations,4

LπN ¼ L1 þ L2 þ L3 þ L4 þ � � � ;

L1 ¼ Ψ̄iγμDμΨ −m
∘ Ψ̄ Ψþ g

∘
A

2
Ψ̄γμγ5uμΨ;

L2 ¼ c1hχþiΨ̄Ψ −
c2
8m

∘ 2
huαuβiðΨ̄fDα; DβgΨþ H:c:Þ þ c3

2
huμuμiΨ̄Ψ

þ i
c4
4
Ψ̄½uμ; uν�σμνΨþ c6

2
Ψ̄σμνF̃þ

μνΨþ c7
8
Ψ̄σμνhFþ

μνiΨþ � � � ;

L3 ¼
�
id6
2m

∘ Ψ̄½Dμ; F̃þ
μν�DνΨþ H:c:

�
þ
�
id7
2m

∘ Ψ̄½Dμ; hFþ
μνi�DνΨþ H:c:

�
þ � � � ;

L4 ¼ −
e54
2

Ψ̄½Dλ; ½Dλ; hFþ
μνi��σμνΨ −

e74
2

Ψ̄½Dλ; ½Dλ; F̃þ
μν��σμνΨþ e89Ψ̄hFþ

μνihFþμνiΨ

−
�
e90
4m

∘ 2
Ψ̄hFþ

λμihFþλαigανDμνΨþ H:c:
�
þ e91Ψ̄F̃þ

μνhFþμνiΨ

−
�
e92
4m

∘ 2
Ψ̄F̃þ

λμhFþλαigανDμνΨþ H:c:

�
þ e93Ψ̄hF̃þ

μνF̃þμνiΨ

−
�
e94
4m

∘ 2
Ψ̄hF̃þ

λμF
þλαigανDμνΨþ H:c:

�
−
e105
2

Ψ̄hFþ
μνihχþiσμνΨ

−
e106
2

Ψ̄F̃þ
μνhχþiσμνΨ −

�
e117
8m

∘ 2
Ψ̄hF−

λμF
−λα þ Fþ

λμF
þλαigανDμνΨþ H:c:

�

þ e118
2

Ψ̄hF−
μνF−μν þ Fþ

μνFþμνiΨþ � � � ; ð15Þ

where

σμν ¼ i
2
ðγμγν − γνγμÞ;

X̃ ¼ X −
1

2
hXi;

DμΨ ¼ ∂μΨþ ðΓμ − ivðsÞμ ÞΨ;

Γμ ¼
1

2
½u†∂μuþ u∂μu† − iðu†rμuþ ulμu†Þ�;

Dμν ¼ DμDν þDνDμ;

uμ ¼ i½u†∂μu − u∂μu† − iðu†rμu − ulμu†Þ�;
F�
μν ¼ uFLμνu† � u†FRμνu;

FRμν ¼ ∂μrν − ∂νrμ − i½rμ; rν�;
FLμν ¼ ∂μlν − ∂νlμ − i½lμ; lν�;
χþ ¼ u†χu† þ uχ†u: ð16Þ

In the above expressions,Ψ denotes the nucleon field, u ¼ ffiffiffiffi
U

p
contains pion fields, vðsÞμ is the part of the vector current that

is proportional to the unit matrix in the flavor space, m
∘
and g

∘
A denote the nucleon mass and the axial-vector coupling

4Note that our definitions of the low-energy constants agree with those of Ref. [48] except for c6 and c7, which are related as
c6 ¼ cFMMS

6 =4m
∘
and c7 ¼ ðcFMMS

6 þ cFMMS
7 Þ=2m∘ (here cFMMS

6 and cFMMS
7 denote the corresponding couplings of Ref. [48]); see

Ref. [49]. Here, FMMS denotes the authors of Ref. [48] (Fettes-Meißner-Mojžiš-Steininger). EOMS stands for extended on-mass-shell.
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constant in the chiral limit, and ci, di, and ei are the low-
energy constants at Oðp2Þ, Oðp3Þ, and Oðp4Þ, respec-
tively. It is assumed that the above Lagrangian is used
to generate Feynman diagrams, which will be evaluated
by using the EOMS renormalization scheme. Acting in
this manner, there is no need to explicitly display the
counterterms of the effective Lagrangian that remove the
power-counting breaking contributions from the loop
diagrams. Hence, the numerical values of the finite parts
of the low-energy constants (LECs) correspond to the
EOMS scheme.
To obtain the expressions that correspond to diagrams

with external photons, we need to substitute s ¼ M,

p ¼ aμ ¼ 0, vμ ¼ −eτ3Aμ=2, and vðsÞμ ¼ −eAμ=2, where
Aμ is the electromagnetic field. We work in the isospin
limit mu ¼ md ¼ m̂, and M2 ¼ 2Bm̂ is the pion mass at
leading order.

III. INFINITE VOLUME

A. The workflow

We calculate doubly virtual Compton scattering on the
proton and on the neutron separately up-to-and-including
Oðp4Þ. There are tree and one-loop diagrams contribut-
ing to this process at the given accuracy. Standard power-
counting rules of low-energy chiral effective field theory
apply to these diagrams [50,51]. More specifically, we
are assigning chiral order −2 to pion propagators,
nucleon propagators count as of order −1, the interaction
vertices originating from the effective Lagrangian of the
order N count also as of order N, and the integrations
over loop momenta are assigned order 4. While the
power-counting rules are directly applicable to the tree
diagrams, the loop diagrams of our manifestly Lorentz-
invariant formalism contain pieces that violate the count-
ing rules. However, power-counting violating terms are
polynomials in the quark masses and external momenta
and thus can be systematically absorbed in the redefini-
tion of the parameters of the effective Lagrangian. In our
calculations, we use dimensional regularization supple-
mented with the EOMS scheme [52,53]. In this scheme,
the polynomials in quark masses and external momenta
which break the power counting up to a given chiral
order, are dropped from each diagram. This naturally
guarantees that the renormalized one-loop diagrams
satisfy power counting.5 Note that, in contrast to the
results of the heavy baryon formalism [56,57], our
expressions for loop diagrams contain an infinite number
of higher-order terms.
In the calculations of the diagrams we used the

programs FeynCalc [58,59] and X-package [60]. We have
verified that the sum of all tree and one-loop diagrams

satisfies current conservation. This guarantees that the
whole unpolarized amplitude is parametrized in terms of
two invariant functions T1 and T2. However, this does not
apply to the individual diagrams. In order to extract the
contributions of separate diagrams to T1 and T2, we
single out the contributions to the coefficients of the
structures qμqν and −q2pμpν=m2, since these appear
exclusively in Kμν

1 and Kμν
2 , respectively; see Eq. (4).

The individual contributions, which are listed below,
should be interpreted in this sense. Finally, using the
Lehmann-Symanzik-Zimmermann scheme, we add these
contributions and multiply the result with the residue of
the nucleon propagator at the pole corresponding to the
one-nucleon state. Acting in this manner, one gets the full
expressions of T1ðν; q2Þ and T2ðν; q2Þ we are inter-
ested in.
Next, we need an algorithm for the separation of the

elastic contributions from T1 and T2. For instance, let us
first extract the s-channel pole. To this end, we multiply
the full expressions for T1ðν; q2Þ, T2ðν; q2Þ by 2mνþ q2

and then substitute ν ¼ −q2=ð2mÞ. Apparently, as a
result of this procedure, one obtains the residue of
the s-channel pole. In order to determine the residue of
the u-channel pole, we multiply the amplitudes by
2mν − q2. Finally, adding both pole terms together, we
arrive at the elastic amplitudes Tel

1 ðν; q2Þ and Tel
2 ðν; q2Þ.

These vanish in the limit when ν → ∞ and q2 stays fixed.
This exactly coincides with our definition of the elastic
amplitudes.

B. The amplitude in the infinite volume

The invariant amplitudes T1 and T2 up-to-and-including
Oðp4Þ are given as sums over the contributions of the
diagrams shown in Figs. 1–4:

FIG. 1. Tree diagram contributing at OðpÞ. Solid and wiggly
lines denote nucleons and photons, respectively. The crossed
diagram is not shown.

FIG. 2. Tree diagrams contributing at Oðp2Þ. Solid and wiggly
lines denote nucleons and photons, respectively. The filled circles
are vertices from the second-order Lagrangian L2. Crossed
diagrams are not shown.

5The terms which break power counting can also be systemati-
cally removed by using the heat kernel method; see Refs. [54,55].
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Tiðν; q2Þ ¼ ZN

�
T1
i ðν; q2Þ þ

X3
a¼2

Ta
i ðν; q2Þ

þ
X32
a¼4

Ta
i ðν; q2Þ þ

X67
a¼33

Ta
i ðν; q2Þ

�
; i ¼ 1; 2:

ð17Þ

The different terms in the above equation are the contri-
butions at OðpÞ, Oðp2Þ, Oðp3Þ, and Oðp4Þ, respectively.
The enumeration of the contributions corresponds to the
one of the diagrams shown in Figs. 1–4. Here, we remind
the reader that, under the individual contributions to the
invariant amplitudes T1 and T2, we understand the scalar
factors that multiply the structures qμqν and −q2pμpν=m2,
respectively. Further, ZN is the residue of the nucleon
propagator at the pole,

ZN ¼ 1 −
3g2A
4F2

ð2m2ð2M2B0
0ðm2;M;mÞ þ B1ðm2;M;mÞÞ

þM2B0ðm2;M;mÞ þ A0ðmÞÞ

þ 6c2
mF2

A00ðMÞ þOðp5Þ; ð18Þ

which counts as ZN ¼ 1þOðp2Þ. For this reason, one has
to take this factor into account only together with the tree-
level diagrams at OðpÞ and Oðp2Þ. Note also that, to this

accuracy, one may replace g
∘
A;m

∘
; F by their physical values

gA;m; Fπ . The loop functions which enter the above
expression are tabulated in the Appendix A. The derivative
in the function B0 (denoted by the prime) is taken with
respect to the first argument.
In Appendixes B and C we list the individual contribu-

tions to T1ðν; q2Þ and T2ðν; q2Þ for ν ¼ 0. The full
expressions for a generic ν are much more complicated,
and we do not display them here explicitly. These can be
extracted from the Mathematica notebook [61]. Note also
that the expressions, given in these Appendixes, should be
understood as 2 × 2matrices in the isospin space, folded by
the isospin wave functions of a proton or a neutron (not
shown separately). For example, the factor 1þ τ3 is equal
to 2 and 0 for the proton and the neutron, respectively.

C. Numerical input

In order to make numerical predictions, one has to fix the
values of the LECs that enter the amplitudes. It should be
noted that, albeit these LECs do not depend on the quark

FIG. 3. Tree and loop diagrams contributing at Oðp3Þ. Solid, dashed, and wiggly lines denote nucleons, pions, and photons,
respectively. Filled circles and squares represent vertices from L2 and L3, respectively. Crossed diagrams are not shown.
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masses by definition, such a dependence sneaks in when
these are determined through the fit of the amplitudes
calculated in a given chiral order to the experimental data.
In certain cases, such remnant quark mass dependence can
be numerically significant and, in addition, lead to the
different results when different schemes, say, the infrared
regularization (IR) or the EOMS scheme, are used. This
fact should be kept in mind once input from different fits is
used in the amplitudes.
The LECs that appear in the amplitudes fall into

different groups. We shall use gA ¼ 1.2672 and Fπ ¼
92.3 MeV throughout the paper, and Mπ; m will be
identified with the charged pion and the proton masses,
respectively. The order p2 LECs ci are studied in the
most detail, and rather precise values for these are
available in the literature. Moreover, different fits (see,
e.g., Refs. [62–64]) yield results which are compatible
with each other at an accuracy that is sufficient for our
purposes. The recent and very precise determination of

c1;2;3;4 from πN input has been performed in Ref. [65]
using the matching of the chiral representation to the
solution of the Roy-Steiner equations:

c1 ¼ ð−1.11� 0.03Þ GeV−1; c2 ¼ ð3.13� 0.03Þ GeV−1;

c3 ¼ ð−5.61� 0.06Þ GeV−1; c4 ¼ ð4.26� 0.04Þ GeV−1:

ð19Þ

In the following calculations, we shall use these values.
Owing to the fact that the quoted uncertainties are so
small, one may neglect their impact on the total uncer-
tainty and safely stick to the central values.
Turning to the LECs c6;7, we note that these appear in the

amplitudes in combination with the Oðp4Þ LECs:

c̃6 ¼ c6 − 4M2e106; c̃7 ¼ c7 − 4M2e105; ð20Þ

FIG. 4. Tree and loop diagrams contributing at Oðp4Þ. Solid, dashed, and wiggly lines denote nucleons, pions, and photons,
respectively. Filled circles, squares, and diamonds represent vertices from L2, L3, and L4, respectively. Crossed diagrams are not shown.
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where M2 ¼ M2
π at this order. These are exactly the

contributions which appear in the anomalous magnetic
moments of the proton and the neutron, κp ¼ 1.793,
κn ¼ −1.913, and can be fitted to the latter. A consistent
extraction of these couplings has been performed in
Ref. [66], which gives the results for the IR and EOMS
schemes separately (no errors are attached to their results).
Here, we quote the result for the EOMS scheme only, as
this is used in our calculation:

c̃6 ¼ 1.26 GeV−1; c̃7 ¼ −0.13 GeV−1: ð21Þ

Next, theOðp3Þ LECs d6;7 andOðp4Þ LECs e54;74 enter the
expression of the electric and magnetic radii of the proton
and the neutron, and can be fitted by using experimental
data on the nucleon electromagnetic form factors. This was
done in Ref. [66], where the values of these LECs are given,
again separately for different schemes and with no uncer-
tainties attached:

d6 ¼ −0.69 GeV−2; d7 ¼ −0.50 GeV−2; ð22Þ

and

e54 ¼ 0.19 GeV−3; e74 ¼ 1.59 GeV−3: ð23Þ

Note that the values for d6, d7 are consistent with the earlier
determination in Ref. [67].
Let us now turn to the last group of the Oðp4Þ LECs,

which are related to the nucleon polarizabilities. At order
p3, the polarizabilities are predictions free of LECs [68].
The Oðp4Þ LECs that contribute to the amplitudes at
q2 ¼ 0 can be related to the polarizabilities, and we use
(experimental or lattice) input for the latter. This allows one
to determine four linearly independent combinations of
the Oðp4Þ LECs which, according to Ref. [49], can be
defined as

e�x ¼ 2e90 þ e94 þ e117 � e92;

e�y ¼ 2e89 þ e93 þ e118 � e91: ð24Þ

In Ref. [49] the results of three different fits for eþx ; eþy are
presented. In the following, however, we shall not use these
results.
In order to carry out the comparison with the results from

the literature, we perform a numerical evaluation of the
subtraction functions Sinel1 ðq2Þ and S̄ðq2Þ which, using
Eqs. (7) and (9), can be written as

Sinel1 ðq2Þ¼−
κ2

4m2
−
m
α
βMþðSinel1 ðq2Þ−Sinel1 ð0ÞÞ;

S̄ðq2Þ¼−
κ2

4m2
þ m
2α

ðαE−βMÞþðS̄ðq2Þ− S̄ð0ÞÞ: ð25Þ

In other words, in order to minimize the uncertainty, we
aim at a description of the q2-dependence of the sub-
traction functions only; their values at q2 ¼ 0 are con-
sidered as input. Stated differently, up-to-and-including
order p4, the q2-dependence of the subtraction functions
S1ðq2Þ and S̄ðq2Þ (but not their normalization at q2 ¼ 0)
is determined by the LECs, which are rather well
known from the fit to the data on the low-energy πN
scattering and nucleon electromagnetic form factors.
Thus, the q2-dependence can be determined very accu-
rately from BChPT.
The experimental values for the electric and magnetic

polarizabilities are summarized in the recent paper by
Melendez et al. [69] (see, e.g., Refs. [70–73] for some
earlier work):

proton : αpE þ βpM ¼ 14.0� 0.2; αpE − βpM ¼ 7.5� 0.9;

neutron : αnE þ βnM ¼ 15.2� 0.4; αnE − βnM ¼ 7.9� 3.0:

ð26Þ

For the difference proton-neutron one gets

αp−nE þ βp−nM ¼ −1.20� 0.45;

αp−nE − βp−nM ¼ −0.4� 3.1; βp−nM ¼ −0.4� 1.6: ð27Þ

All quantities are given in units of 10−4 fm3.
In Ref. [24], using Reggeon dominance, the isovector

electric and magnetic polarizabilities have been predicted
with an accuracy that supersedes the experimental preci-
sion. For instance, the value for the electric polarizability,
extracted from the recent Review of Particle Physics [74],
is given by αp−nE ¼ −0.6ð1.2Þ. On the other hand, using
Reggeon dominance and the experimental value for αp−nE þ
βp−nM from Ref. [69], which was determined by using the
Baldin sum rule, one gets

αp−nE ¼ −1.7� 0.4; βp−nM ¼ 0.5� 0.6;

αp−nE − βp−nM ¼ −2.2� 0.9: ð28Þ

Finally, recently a very accurate lattice calculation of the
magnetic polarizability has become available [75]:

βpM ¼ 2.79� 0.22þ13
−18 ; βnM ¼ 2.06� 0.26þ15

−20 ;

βp−nM ¼ 0.80� 0.28� 0.04: ð29Þ

One can combine this with the experimental result for
αp−nE þ βp−nM from Eq. (27) in order to get a more accurate
estimate:

αp−nE − βp−nM ¼ −2.80� 0.72; βp−nM ¼ 0.80� 0.28:

ð30Þ
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To summarize, we now have three sets of polarizabilities,
referred to as Model A [Eq. (27)], Model B [Eq. (28)], and
Model C [Eq. (30)]. These correspond to the purely
experimental input, the Reggeon dominance hypothesis
and the combination of the lattice results with experimental
data. Below, we shall evaluate the difference of the
subtraction functions for the proton and the neutron6 using
the input from the three distinct models:

Model A : Sinel1 ð0Þ ¼ ð0.8� 2.7Þ GeV−2;

S̄ð0Þ ¼ ð−0.2� 2.6Þ GeV−2;

Model B : Sinel1 ð0Þ ¼ ð−0.7� 1.0Þ GeV−2;

S̄ð0Þ ¼ ð−1.7� 0.8Þ GeV−2;

Model C : Sinel1 ð0Þ ¼ ð−1.2� 0.5Þ GeV−2;

S̄ð0Þ ¼ ð−2.2� 0.6Þ GeV−2: ð31Þ

D. The subtraction function

The main goal of the present paper is to evaluate the
finite-volume corrections to the Compton amplitude.
However, having the expression of the infinite-volume
amplitude at hand, one may compare it to the known results
from the literature. For instance, here we shall discuss
the comparison to the subtraction functions Sinel1 ðq2Þ and
S̄ðq2Þ for proton minus neutron, obtained from the exper-
imental input by using the Reggeon dominance hypothesis
in Refs. [24,28], respectively. Note that the experimental
input, used in these papers, leads to a very large uncertainty

at small values of Q2, which comes mainly from the
resonance region above the Δ resonance. On the other
hand, the results of the chiral perturbation theory become
generally unreliable at higher values of Q2. Thus, combin-
ing both calculations, one can get a coherent picture of
the Q2-dependence of the subtraction function in a wide
interval and check the consistency of the Reggeon domi-
nance hypothesis: Should it turn out that there is an
apparent mismatch between the low-Q2 and high-Q2

regions, this might cast doubt on the above hypothesis.
In order to reduce the error, which stems from the poor

knowledge of the higher-order LECs, in our calculations
we have attempted to evaluate the Q2-dependence of the
subtraction functions by subtracting their values at the
origin. Eventually, the latter quantity is expressed in terms
of the electric and magnetic polarizabilities [see Eq. (25)].
The polarizabilities can be fixed from the different inputs,
leading to what we term Models A, B, and C [see Eq. (31)].
The corresponding results in the interval 0<Q2<0.3GeV2

are displayed in Fig. 5 for the function Sinel1 ðq2Þ and in
Fig. 6 for the function S̄ðq2Þ. Note that the uncertainty,
which is displayed here, comes entirely from the poor
knowledge of the polarizabilities. In other words, we
assume that the uncertainties coming from other LECs
are much smaller and do not contribute significantly to the
error (it is clear that even attaching a reasonable uncertainty
to other LECs and adding uncertainties in quadrature, the
changes will barely be visible due to the huge uncertainty
in the polarizabilities). Note also that, in this scheme, the
subtraction functions at Oðp3Þ are no more considered as a
parameter-free prediction, but contain polarizabilities
as input.
From Figs. 5 and 6 one may conclude that the results

obtained in BChPT and by using the Reggeon dominance
are reasonably consistent with each other within the error

FIG. 5. The subtraction function Sinel1 ðq2Þ for proton minus neutron, at order p3 and p4 in the left panel and right panel, respectively.
Here,Q2 ¼ −q2. The light blue, dashed and dark blue bands show the results of Models A, B, and C, respectively. The result of Ref. [24],
which is obtained with the use of the Reggeon dominance hypothesis, is shown by the gray band. GeV units are used everywhere.

6In order to ease the notations, we do not attach the superscript
p − n to the subtraction functions, corresponding to the differ-
ence proton minus neutron. From the context it is always clear
which subtraction function is meant.
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bars. In case of the subtraction function S̄ðq2Þ this can be
seen more clearly, since the results of the calculations,
based on the Reggeon dominance, are available for all
values of Q2 down to Q2 ¼ 0; see Ref. [28] [in the case of
Sinel1 ðq2Þ, the calculations extend down to Q2 ¼ 0.5 GeV2;
see Ref. [24] ]. Note, however, that the uncertainty in
different models, considered in the present paper, lead to
very large error bars in these plots. This concerns, espe-
cially, the results of Model A, which completely overlap
with the results of Models B and C, thus bringing no
independent constraints. What is more important in our
opinion is that the amplitudes calculated in the effective
field theory show a smooth behavior in the vicinity of
Q2 ¼ 0; stated differently, no rapid variations are observed.
Note also that the convergence is quite poor, and the picture
changes significantly when going from Oðp3Þ to Oðp4Þ.
Still, we do not observe any apparent disagreement to the
Reggeon dominance. Also, it should be noted that both the
Oðp3Þ and theOðp4Þ contributions are part of the complete
one-loop amplitude, so a true test of convergence could
only be achieved by going to the two-loop level. This,
however, is beyond the scope of this paper.
We finish this section by briefly mentioning related

calculations in the literature. Our result for the polar-
izabilities fully agrees with that of Ref. [76], where the
calculations were done in the relativistic BChPT at Oðp3Þ.
Next, our subtraction function Sinel1 ðq2Þ coincides with the
one from Ref. [33] at order p3. Moreover, in the recent
paper [77], these calculations were extended up-to-and-
including order p4. However, at Oðp4Þ, the contribution
from the Δ-resonance comes into play, and this renders the
direct comparison more complicated (note, however, that
for proton minus neutron the leading contribution of the Δ
drops out, as already noted in Ref. [78]). For this reason, in
this paper we restricted ourselves toOðp3Þ and verified that

the sum of the polarizabilities αE þ βM is algebraically
reproduced in our calculations, for both the proton and the
neutron. Further, expanding our result in inverse powers of
m, one should reproduce the nonanalytic pieces of the
heavy baryon ChPT (HBChPT). The result of Ref. [79] is
written down in a form of expansion in Q2. However, the
coefficient of the expansion at OðQ4Þ, which is given in
Eq. (12) of that paper, cannot be obtained from our result in
this way. Moreover, since the difference stems from the
Oðp3Þ part of the relativistic amplitude, one could use
Ref. [77] for a check, expanding their amplitude in powers
of Q2. The result of this expansion reproduces our result.
Note also that in Ref. [80], where the calculations were
carried out within HBChPT at Oðp4Þ, the polarizabilities
were extracted from the real Compton scattering amplitude
that corresponds to the OðQ2Þ term in the expansion of the
virtual amplitude. At this order, there are no disagreements.
Finally, note the calculation of the subtraction function,
carried out in Refs. [81,82] in the framework of HBChPT.
In particular, the contribution of the Δ-resonance has been
studied. Here, we do not present an explicit comparison to
these papers.
Another group of the papers deals with the calculation of

the subtraction function by using dispersion relations and
experimental input (see, e.g., Ref. [83]), or modeling it,
taking into account the constraints at Q2 ¼ 0 and at Q2

tending to infinity [23,25,26]. This work has been dis-
cussed in great detail in Refs. [24,28], to which the
interested reader is referred.

IV. FINITE VOLUME CORRECTIONS

A. Analytic expression for the finite-volume amplitude

The diagrams that contribute to the Compton amplitude
are the same in the infinite and in a finite volume. The only

FIG. 6. Results for the subtraction function S̄ðq2Þ for proton minus neutron. The notations are the same as in Fig. 5. The gray band
shows the result of Ref. [28], obtained with the use of the Reggeon dominance. GeV units are used everywhere. The data point at the
origin shows the prediction of the S̄ð0Þ in Model B with Reggeon dominance; see Eq. (31).
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difference consists in replacing the three-dimensional
integrals with the sums over discrete lattice momenta
(we take that the effects related to a finite size of a lattice
in the temporal direction are already taken into account
during the measurement of the energy levels). Assuming
periodic boundary conditions, in the loop integrals one has
to replace

Z
d4k

ð2πÞ4i →
Z
V

d4k
ð2πÞ4i≡

Z
dk0
2πi

1

L3

X
k

;

k ¼ 2π

L
n; n ¼ Z3: ð32Þ

Some of the loop integrals in the infinite volume diverge. In
a finite volume, this divergence can be dealt with using
dimensional regularization in the same manner as in the
infinite volume. The counterterms that remove the diver-
gences are the same in both cases. In the following, we shall
use this fact and write down the finite-volume sums in a
dimensionally regularized fashion, without specifying how
this is done. These sums will be further split into the
infinite-volume parts and the corrections. The regulariza-
tion is relevant only for the first parts, where the standard
prescription can be applied. The finite-volume corrections
are ultraviolet finite and can be calculated in four
dimensions.
A closely related question concerns the presence of the

power-counting breaking terms in the covariant BChPT.
It must be stressed that there are no such terms in the finite-
volume part of the amplitude, as all such terms are
suppressed by a factor expð−mLÞ containing the nucleon
mass. On the contrary, in the infinite-volume part these
terms are present and can be dealt with, e.g., by using the
EOMS prescription, as described above. The reason for this
is, of course, that the breaking of the power-counting rules
is a high-energy phenomenon that emerges for loop
momenta of the order of the nucleon mass. On the other
hand, the large-L behavior is governed by the momenta of
the order of the pion mass. This region does not contribute
to the breaking of the power counting.
In order to carry out the calculations, one needs the

expression of the nucleon Z-factor in a finite volume. This
quantity is defined in the rest frame of the nucleon, where
the nucleon propagator is given by

SLðpÞ ¼ i
Z
L
d4xeip0x0h0jTΨðxÞΨ̄ð0Þj0i; pμ ¼ ðp0; 0Þ:

ð33Þ

In the above expression, the integration is carried out in a
finite box. Further,

SLðpÞ ¼
1

m
∘ − γ0p0 − ΣLðpÞ

; ð34Þ

where ΣLðpÞ denotes the self-energy of the nucleon in a
finite volume and

ΣLðpÞ ¼ ALðp0Þ þ γ0p0BLðp0Þ: ð35Þ
The finite-volume mass of the nucleon is implicitly given
through the solution of the equation that contains the scalar
functions ALðp0Þ; BLðp0Þ:

mL ¼ m
∘ − ALðmLÞ
1þ BLðmLÞ

¼ m
∘ − ALðmLÞ −mLBLðmLÞ þ � � � :

ð36Þ
This equation can be solved by iteration, expressing mL
order by order through the infinite-volume parameters.
Further, the Z-factor in a finite volume is given by the
residue of the nucleon propagator at the pole p0 ¼ mL.
It can also be expressed in terms of the functions
ALðp0Þ; BLðp0Þ and the derivatives thereof with respect
to the variable p0:

ZL ¼ ð1þ A0
LðmLÞ þ BLðmLÞ þmLB0ðmLÞÞ−1

¼ 1 − A0
LðmLÞ − BLðmLÞ −mLB0ðmLÞ þ � � � : ð37Þ

The explicit expression for this quantity is given by

ZL ¼ −
3mg2AB̃

0
ð1;1Þðm;M;mÞ
2F2

þ 3M2g2Að3M2 − 8m2ÞB̃ð1;1Þðm;M;mÞ
4F2ðM2 − 4m2Þ

−
3g2AÃð1ÞðmÞð4m2 þ 3M2Þ

4F2ð4m2 −M2Þ

þ 3g2AÃð1ÞðMÞðM2 − 2m2Þ
F2ð4m2 −M2Þ þ 6c2Ã

00
ð1ÞðMÞ

F2m
: ð38Þ

The loop functions are specified in Appendix D. Their
derivatives have been reduced again to loop functions,
utilizing the algebraic identities that are specified in
Refs. [49,84].
Finally, note that Lorentz symmetry is broken in a cubic

box and one can no more use the decomposition of the
Compton amplitude into two scalar amplitudes. This is, in
fact, not needed, because the energy shift of a nucleon in
the periodic field is directly given by the 11-component of
the Compton tensor [12,13]. Putting together all contribu-
tions, one can write

T11
L ðneutronÞ ¼ T̃ ð1Þ

n þ T̃ ð2Þ
n þ T̃ ð3Þ

n þ T̃ ð4Þ
n þOðp5Þ;

T11
L ðprotonÞ ¼ T̃ ð1Þ

p þ T̃ ð2Þ
p þ T̃ ð3Þ

p þ T̃ ð4Þ
p þOðp5Þ:

ð39Þ

The individual contributions are given by
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OðpÞ: neutron

T̃ ð1Þ
n ¼ 0: ð40Þ

OðpÞ: proton

T̃ ð1Þ
p ¼ 0: ð41Þ

Oðp2Þ: neutron

T̃ ð2Þ
n ¼ 0: ð42Þ

Oðp2Þ: proton

T̃ ð2Þ
p ¼ 2mð2c6 þ c7Þ: ð43Þ

Oðp3Þ: neutron

T̃ ð3Þ
n ¼ m2ð2c6 − c7Þ2 þ

2g2Am
2

F2
f−4M2D̃11

ð1;1;1;1Þðm;M;m;M;p; q; pþ qÞ − 4M2C̃11ð2;1;1ÞðM;m;M;−p; qÞ
− 4M2C̃11ð2;1;1Þðm;M;m;−p; qÞ þM2q2C̃ð2;1;1Þðm;M;m;−p; qÞ − q2C̃ð1;1;1Þðm;M;m;−p; qÞ
− 4B̃11

ð2;1Þðm;m; qÞ −M2B̃ð1;2Þðm;M;pÞ −M2B̃ð2;1Þðm;M;pÞ þ q2B̃ð2;1Þðm;m; qÞ − Ãð2ÞðmÞg: ð44Þ

Oðp3Þ: proton

T̃ ð3Þ
p ¼ m2ð2c6 þ c7Þ2 þ 2q2ðd6 þ 2d7Þ

þm2g2A
F2

�
4C̃11ð1;1;1Þðm;M;m;−p; qÞ − 8C̃11ð1;1;1ÞðM;m;M;−p; qÞ − 8M2C̃11ð2;1;1ÞðM;m;M;−p; qÞ

− 4M2C̃11ð2;1;1Þðm;M;m;−p; qÞ þM2q2C̃ð2;1;1Þðm;M;m;−p; qÞ − ðq2 − 2M2ÞC̃ð1;1;1Þðm;M;m;−p; qÞ

− 4B̃11
ð2;1Þðm;m; qÞ þ 3

2m2
pαB̃

α
ð1;1ÞðM;m;pþ qÞ − 2M2B̃ð1;2Þðm;M;pÞ −M2B̃ð2;1Þðm;M;pÞ

þ q2B̃ð2;1Þðm;m; qÞ þ 2B̃ð1;1Þðm;m; qÞ − B̃ð1;1Þðm;M;pÞ þ B̃ð1;1ÞðM;m;pþ qÞ − Ãð2ÞðmÞ
�

þ 3g2A
F2q2

�
−pαqβB̃

αβ
ð1;1ÞðM;m;pþ qÞ − pαpβB̃

αβ
ð1;1ÞðM;m;pþ qÞ þM2

2
pαB̃

α
ð1;1ÞðM;m;pþ qÞ

− 2m2qαB̃
α
ð1;1ÞðM;m;pþ qÞ −m2M2B̃ð1;1Þðm;M;pÞ þm2M2B̃ð1;1ÞðM;m;pþ qÞ þm2

2
Ãð1ÞðmÞ

�
: ð45Þ

Oðp4Þ: neutron

T̃ ð4Þ
n ¼ 8mð2e89 þ e93 þ e118 − e91Þq2

þmg2A
F2

f−4ð2c6 þ c7Þq2m2D̃11
ð1;1;1;1Þðm;M;m;M;p;−q; p − qÞ − 8m2ð2c6 − c7ÞC̃11ð1;1;1Þðm;M;m;p; qÞ

− 8m2ð2c6 − c7ÞC̃11ð1;1;1ÞðM;m;M;−p; qÞ þ 4ð2c6 þ c7Þq2M2m2C̃ð2;1;1Þðm;M;m;p; qÞ
− 2ð4c6m2M2 − c7ðq2ðM2 − 2m2Þ þ 2m2M2ÞÞC̃ð1;1;1Þðm;M;m;p; qÞ
þ ð2c6 − c7ÞqαðB̃α

ð1;1ÞðM;m;pþ qÞ − Bα
ð1;1ÞðM;m;p − qÞÞ þ 4m2q2ð2c6 þ c7ÞB̃ð2;1Þðm;m; qÞ

− ðc7ðq2 þ 4m2 −M2Þ þ 2c6ðq2 þM2ÞÞB̃ð1;1ÞðM;m;pþ qÞ
þ 4c7m2B̃ð1;1Þðm;M;pÞ − 2ð4c6m2 − c7ðq2 þ 2m2ÞÞB̃ð1;1Þðm;m; qÞ
− 2ð2c6 − c7ÞB̃11

ð1;1ÞðM;M; qÞ þ 2ð2c6 − c7ÞpαB̃
α
ð1;1ÞðM;m;pþ qÞ − ð2c6 − c7ÞÃð1ÞðmÞg

þ 4

mF2

�
ð2c6 − c7Þm2

�
B̃11
ð1;1ÞðM;M; qÞ þ 1

2
Ãð1ÞðMÞ

�
− c2pαpβð4B̃11αβ

ð2;1ÞðM;M; qÞ þ Ãαβ
ð2ÞðMÞÞ

þ ð2c1 − c3ÞM2m2ð4B̃11
ð2;1ÞðM;M; qÞ þ Ãð2ÞðMÞÞ

�
: ð46Þ
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Oðp4Þ: proton

T̃ ð4Þ
p ¼ 8mð2e89 þ e93 þ e118 þ e91Þq2 þ 4mðð2e54 þ e74Þq2 − 4ð2e105 þ e106ÞM2Þ

þmg2A
F2

�
4ðc7 − 2c6Þq2m2D̃11

ð1;1;1;1Þðm;M;m;M;p;−q; p − qÞ þ 16c7m2C̃11ð1;1;1Þðm;M;m;p; qÞ

− 8m2ð2c6 þ c7ÞC̃11ð1;1;1ÞðM;m;M;−p; qÞ þ 2ð2c6 þ c7Þm2M2q2C̃ð2;1;1Þðm;M;m;p; qÞ
þ ð2c6q2ðM2 − 2m2Þ þ c7ðq2ðM2 − 2m2Þ þ 8m2M2ÞÞC̃ð1;1;1Þðm;M;m;p; qÞ

−
1

4
ð2c6 þ c7ÞqαðB̃α

ð1;1ÞðM;m;p − qÞ − B̃α
ð1;1ÞðM;m;pþ qÞÞ − 3ð2c6 þ c7ÞpαB̃

α
ð1;1ÞðM;m;pÞ

þ 8ðc6 þ c7ÞpαB̃
α
ð1;1ÞðM;m;pþ qÞ − 6ð2c6 þ c7ÞM2pαB̃

α
ð2;1ÞðM;m;pÞ

þ ð4c6ðm2 −M2Þ þ 2c7m2ÞB̃ð1;1Þðm;M;pÞ þ ðc7ð8m2 þ q2Þ þ 2c6q2ÞB̃ð1;1Þðm;m; qÞ

− 2ð2c6 þ c7ÞB̃11
ð1;1ÞðM;M; qÞ − 1

2
ð2c6 þ c7Þð4m2 −M2 þ q2ÞB̃ð1;1ÞðM;m;pþ qÞ

þ 2ð2c6 þ c7Þm2q2B̃ð2;1Þðm;m; qÞ þ 3

2
ð2c6 þ c7ÞM2B̃ð1;1ÞðM;m;pÞ þ

�
3c6 þ

7c7
2

�
Ãð1ÞðmÞ

�

þ mg2A
F2q2

�
9

4
ð2c6 þ c7ÞpαqβB̃

αβ
ð1;1ÞðM;m;p − qÞ − 3

4
ð2c6 þ c7Þð8pαpβ þ 9pαqβ þ 4qαqβÞB̃αβ

ð1;1ÞðM;m;pþ qÞ

þ 1

8
ðc6ð32m2 − 6M2Þ þ 3c7ð16m2 −M2ÞÞqαB̃α

ð1;1ÞðM;m;p − qÞ

þ
�
c6

��
9M2

4
− 4m2

�
qα þ 6M2pα

�
þ 3

8
c7ð8M2pα þ ð3M2 − 16m2ÞÞqα

�
B̃α
ð1;1ÞðM;m;pþ qÞ

þ 3ð2c6 þ c7Þm2ð2M2ðB̃ð1;1ÞðM;m;pþ qÞ − B̃ð1;1ÞðM;m;pÞÞ þ Ãð1ÞðmÞÞ
�

þ 4

mF2

�
ð2c6 − c7Þm2

�
B̃11
ð1;1ÞðM;M; qÞ þ 1

2
Ãð1ÞðMÞ

�
− c2pαpβð4B̃11αβ

ð2;1ÞðM;M; qÞ þ Ãαβ
ð2ÞðMÞÞ

þ ð2c1 − c3ÞM2m2ð4B̃11
ð2;1ÞðM;M; qÞ þ Ãð2ÞðMÞÞ þ 3

q2
c2qαqβÃ

αβ
ð1ÞðMÞ þm2c6Ãð1ÞðMÞ

þ c7m2ðB̃11
ð1;1ÞðM;M; qÞ þ Ãð1ÞðMÞÞ − c4m2B̃11

ð1;1ÞðM;M; qÞ
�
: ð47Þ

Note that in the above expressions, we have replaced
mL, emerging from the kinematics, by the infinite-
volume nucleon mass, m. Up to the chiral order we
are working, this is a perfectly valid procedure.
Finally, the expressions for the various finite-volume
sums, which enter the above formulas, are listed in
Appendix D.

B. Numerical results

In this section, we evaluate the finite-volume corrections
to the 11-component of the Compton tensor, which enters
the expression of the energy shift in the periodic back-
ground field. The quantity, which will be calculated here, is
given by

Δ ¼ T11
L ðp; qÞ − T11ðp; qÞ

T11ðp; qÞ : ð48Þ

We calculate this quantity for the physical value of the pion
mass and for several different values of q2, separately for the
proton and the neutron. Having explicit expressions for the
amplitude, it is straightforward to carry out the calculations
for unphysical quark masses as well, if needed. It should be
stressed that we are mainly interested in the order-of-
magnitude estimate of the correction, which is needed to
answer the following question:How large should the box size
L be so that one can safely neglect the finite-volume artifacts?
The results at Oðp3Þ can be obtained directly from

Eqs. (40)–(47), since these contain no unknown LECs.
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At Oðp4Þ, however, the LECs e�y , defined in Eq. (24),
appear. We fit these to the magnetic polarizability βM:

Model A : eþy ¼ ð0.42� 0.10Þ GeV−3;

e−y ¼ ð0.56� 0.34Þ GeV−3;

Model C : eþy ¼ ð0.53� 0.06Þ GeV−3;

e−y ¼ ð0.91� 0.07Þ GeV−3 ð49Þ

(note that we do not have separate inputs for the proton and
neutron for Model B). For further calculations, we use the
following values of the Oðp4Þ LECs:

eþy ¼ ð0.46� 0.14Þ GeV−3; e−y ¼ ð0.60� 0.38Þ GeV−3:

ð50Þ

This choice covers Model A, as well as Model C.
The finite-volume corrections to the Compton amplitude

are shown in Figs. 7 and 8 for the following values of the
variable Q2:

Q2 ¼ 0.001M2
π; 0.01M2

π; 0.1M2
π; 0.5M2

π; M2
π; 2M2

π:

ð51Þ

These figures contain our main result, answering the
question about the feasibility of the extraction of the

FIG. 7. The finite-volume effect in the proton amplitude versus the dimensionless variableMπL. The uncertainty in the knowledge of
eþy does not translate into a large uncertainty in the final results, and the width of the red band is barely visible by eye.
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subtraction function on the lattice. It is seen that, for both
the proton and the neutron, the finite-volume corrections
are encouragingly small forMπL ≥ 4 (the fact that they are
slightly smaller for the proton than for the neutron stems
from the presence of the large second-order pole term
proportional to the combination 2c6 þ c7, in the infinite-
volume proton amplitude). Further, it is very comforting to
see that the convergence of the result at fourth order is
reasonable. Moreover, the uncertainty caused by the poor
knowledge of the Oðp4Þ LECs is indeed moderate in the
final results (for example, in case of the proton, it is hardly
visible by the bare eye). Taking this fact into account, one
might wonder whether the uncertainty in the LECs at lower
orders might play a more significant role. Following our
expectation, a 20%–30% error in a final result generously

covers the effect coming from these LECs. Another easy
way to estimate the uncertainty of calculations (not limited
necessarily to the poorly determined LECs) is to compare
the results atOðp3Þ andOðp4Þ. Taking into account the fact
that the present study was primarily intended to serve as a
rough estimate of the size of the exponentially suppressed
corrections to the amplitude, we did not try to investigate
this question further.
Finally, note that the relative correction stays almost

constant from Q2 ≃ 0 to Q2 ≃ 2M2
π and, possibly, even for

higher values of Q2. In other words, the finite-volume
artifacts do not hinder an accurate extraction of the
amplitude at large Q2. Here we remind the reader that
an accurate measurement of the inelastic part on the lattice
becomes more difficult as Q2 → 0, because the elastic

FIG. 8. The same as in Fig. 7 for the neutron.
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contribution dominates in this limit [12,13]. Hence, the
finite-volume artifacts do not further restrict an interval in
Q2, where an accurate calculation of the subtraction
function is possible.

V. SUMMARY

(i) Using baryon chiral perturbation theory and the
EOMS renormalization scheme of Refs. [52,53],
which guarantees that the renormalized expressions
satisfy the standard power counting, we have evalu-
ated the doubly virtual spin-averaged Compton
scattering amplitude off nucleons up to Oðp4Þ in
the infinite volume. We have further calculated
finite-volume corrections to the so-called subtraction
function at the same chiral order.

(ii) The inelastic parts of the infinite-volume subtraction
functions Sinel1 ðq2Þ and S̄ðq2Þ show a rather regular
behavior at small values of q2 that is of the order of
the pion mass squared. None of the loop diagrams
up-to-and-including order p4 leads to a rapid varia-
tion of the calculated subtraction functions at small
scales. Note that in these calculations we have fixed
the numerical values of some of the Oðp4Þ LECs
through the proton and neutron magnetic polar-
izabilities which, at present, are not known to high
accuracy (especially, the one for the neutron).

(iii) The main result of this work is the calculation of the
finite-volume corrections in the Compton scattering
amplitude. These calculations are interesting, first
and foremost, in view of the perspective of a
measurement of the subtraction function on the
lattice using periodic external fields. Note also that,
since the cubic lattice does not preserve Lorentz
invariance, the definition of the subtraction function
in a finite volume is ambiguous. On the other hand,
what is extracted from the nucleon mass shift,
measured on the lattice, is a particular component
of the second-rank Compton tensor T11

L , which is a
well-defined quantity and which tends to S1ðq2Þ
(modulo an overall kinematic factor) in the infinite-
volume limit. The numerical results quoted in this
work refer to this quantity.

(iv) At this stage, we do not know, on the one hand, how
the other subtraction function S̄ðq2Þ can be measured
on the lattice. On the other hand, the two subtraction
functions are related to each other: Their difference is
a convergent integral containing experimentally mea-
sured electroproduction cross sections.

(v) Our results show that the exponentially vanishing
finite-volume corrections to the quantity T11

L amount
up to 2%–3% percent or less atMπL ≃ 4 for both the
proton and the neutron. This means that one can
extract the infinite-volume subtraction function with

a good accuracy already using reasonably large
lattices. We also note that the convergence of our
results is rather good, and the poor knowledge of the
Oðp4Þ LECs does not pose a real obstacle as the
resulting uncertainty is very small.

(vi) As pointed out in Refs. [12,13], the large elastic
part renders the extraction of the subtraction
function at low q2 problematic. Having the fi-
nite-volume corrections well under control might
help one to carry out the analysis at lower values of
q2. On the other hand, the observed q2-behavior of
the quantity Δ is very mild up to −q2 ¼ 2M2

π , and
one may try to push the upper limit in q2 higher,
allowing for the extraction of the subtraction
function in a larger interval of q2. Such an
extrapolation, however, comes with a grain of salt,
since it implicitly assumes a good convergence
of chiral perturbation theory at higher values of q2.
In general, one might consider the results for
−q2 < 0.1M2

π relatively safe. Beyond this value,
a reliable calculation should include an estimate of
the higher-order corrections that is very difficult
and clearly lies beyond the scope of the present
paper. Note also that the finite-volume corrections
(which are the main output of this paper) are quite
small, so even a large uncertainty in their calcu-
lation does not critically affect the extraction of the
Compton tensor on the lattice. As seen from Figs. 5
and 6, in the calculation of the infinite-volume
quantities, such as the subtraction functions, the
situation is quite different. Here, the modification
fromOðp3Þ toOðp4Þ is rather significant for higher
absolute values of q2.
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APPENDIX A: DEFINITION OF THE LOOP INTEGRALS

The one-loop integrals appearing in our calculations are defined as follows:
One factor in the denominator:

Z
dnk

k2 −m2 þ iϵ
¼ A0ðmÞ;

Z
dnk

½k2 −m2 þ iϵ�N ¼ AðNÞ
0 ðmÞ;

Z
dnkkμkν

k2 −m2 þ iϵ
¼ gμνA00ðmÞ: ðA1Þ

Two factors in the denominator:

Z
dnk

½k2 −M2 þ iϵ�½ðpþ kÞ2 −m2 þ iϵ� ¼ B0ðp2;M;mÞ;
Z

dnk
½k2 −M2 þ iϵ�M½ðpþ kÞ2 −m2 þ iϵ�N ¼ BðM;NÞ

0 ðp2;M;mÞ;
Z

dnkkμ

½k2 −M2 þ iϵ�½ðpþ kÞ2 −m2 þ iϵ� ¼ pμB1ðp2;M;mÞ;
Z

dnkkμ

½k2 −M2 þ iϵ�M½ðpþ kÞ2 −m2 þ iϵ�N ¼ pμBðM;NÞ
1 ðp2;M;mÞ;

Z
dnkkμkν

½k2 −M2 þ iϵ�½ðpþ kÞ2 −m2 þ iϵ� ¼ gμνB00ðp2;M;mÞ þ pμpνB11ðp2;M;mÞ;
Z

dnkkμkν

½k2 −M2 þ iϵ�M½ðpþ kÞ2 −m2 þ iϵ�N ¼ gμνBðM;NÞ
00 ðp2;M;mÞ þ pμpνBðM;NÞ

11 ðp2;M;mÞ;
Z

dnkkμkνkα

ðk2 −M2 þ iϵÞ2½ðk − qÞ2 −M2 þ iϵ� ¼ −qαqμqνBð2;1Þ
111 ðq2;M;MÞ − ðqνgαν þ qμgαμ þ qαgμνÞBð2;1Þ

001 ðq2;M;MÞ;
Z

dnkkμkνkαkβ

ðk2 −M2 þ iϵÞ2½ðk − qÞ2 −M2 þ iϵ� ¼ ðgανgβμ þ gαμgβν þ gαβgμμÞBð2;1Þ
0000ðq2;M;MÞ þ qμqνqαqβBð2;1Þ

1111ðq2;M;MÞ

þ ðqβqνgαμ þ qμqνgαβ þ qμqβgαν þ qαqβgμν þ qμqαgβν

þ qνqαgμβÞBð2;1Þ
0011ðq2;M;MÞ: ðA2Þ

Three factors in the denominator:

Z
dnk

½k2 −M2 þ iϵ�½ðpþ kÞ2 −m2
1 þ iϵ�½ðqþ kÞ2 −m2

2 þ iϵ� ¼ C0ðp2; ðp − qÞ2; q2;M;m1; m2Þ;
Z

dnk
½k2 −M2 þ iϵ�M½ðpþ kÞ2 −m2

1 þ iϵ�N ½ðqþ kÞ2 −m2
2 þ iϵ�K ¼ CðM;N;KÞ

0 ðp2; ðp − qÞ2; q2;M;m1; m2Þ;
Z

dnkkμ

½k2 −M2 þ iϵ�½ðpþ kÞ2 −m2
1 þ iϵ�½ðqþ kÞ2 −m2

2 þ iϵ�
¼ qμC2ðp2; ðp − qÞ2; q2;M;m1; m2Þ þ pμC1ðp2; ðp − qÞ2; q2;M;m1; m2Þ;Z

dnkkμ

½k2 −M2 þ iϵ�M½ðpþ kÞ2 −m2
1 þ iϵ�N ½ðqþ kÞ2 −m2

2 þ iϵ�K
¼ qμCðM;N;KÞ

2 ðp2; ðp − qÞ2; q2;M;m1; m2Þ þ pμCðM;N;KÞ
1 ðp2; ðp − qÞ2; q2;M;m1; m2Þ;
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Z
dnkkμkν

½k2 −M2 þ iϵ�½ðpþ kÞ2 −m2
1 þ iϵ�½ðqþ kÞ2 −m2

2 þ iϵ�
¼ gμνC00ðp2; ðp − qÞ2; q2;M;m1; m2Þ þ qμqνC22ðp2; ðp − qÞ2; q2;M;m1; m2Þ
þ pμpνC11ðp2; ðp − qÞ2; q2;M;m1; m2Þ þ ðpνqμ þ pμqνÞC12ðp2; ðp − qÞ2; q2;M;m1; m2Þ;Z

dnkkμkν

½k2 −M2 þ iϵ�M½ðpþ kÞ2 −m2
1 þ iϵ�N ½ðqþ kÞ2 −m2

2 þ iϵ�K
¼ gμνCðM;N;KÞ

00 ðp2; ðp − qÞ2; q2;M;m1; m2Þ þ qμqνCðM;N;KÞ
22 ðp2; ðp − qÞ2; q2;M;m1; m2Þ

þ pμpνCðM;N;KÞ
11 ðp2; ðp − qÞ2; q2;M;m1; m2Þ þ ðpμqν þ pνqμÞCðM;N;KÞ

12 ðp2; ðp − qÞ2; q2;M;m1; m2Þ: ðA3Þ

APPENDIX B: TREE-LEVEL EXPRESSIONS—INDIVIDUAL DIAGRAMS

Below we list the tree-order contributions to the quantities T1ð0; q2Þ and T2ð0; q2Þ, coming from the individual diagrams

in Figs. 1–4. At the order we are working, one may safely replace m
∘
by m, M by Mπ, and F by Fπ everywhere.

OðpÞ contributions:

T1
1 ¼ 0; T1

2 ¼ 2m2ðτ3 þ 1Þ 1

q4
: ðB1Þ

Oðp2Þ contributions:

T2;3
1 ¼ m

q2
ð2c6 þ c7Þðτ3 þ 1Þ; T2;3

2 ¼ 0: ðB2Þ

Oðp3Þ contributions:

T4;5
1 ¼ 0;

T4;5
2 ¼ −4

m2

q2
ðd6 þ 2d7Þðτ3 þ 1Þ;

T6
1 ¼

m2

q2
ð4c7c6τ3 þ 4c26 þ c27Þ;

T6
2 ¼ −

m2

q2
ð4c7c6τ3 þ 4c26 þ c27Þ;

T7
1 ¼ ðd6 þ 2d7Þðτ3 þ 1Þ;

T7
2 ¼ 0: ðB3Þ

Oðp4Þ contributions:

T33
1 ¼ 8mð2e89 þ e93 þ e118 þ τ3e91Þ;

T33
2 ¼ 4mð2e90 þ e94 þ e117 þ τ3e92Þ;

T34;35
1 ¼ 2m

q2
ðτ3 þ 1Þðð2e54 þ e74Þq2 − 4ð2e105 þ e106ÞM2Þ;

T34;35
2 ¼ 0;

T36;37
1 ¼ 0;

T36;37
2 ¼ −2mðc7ðd6τ3 þ 2d7Þ þ 2c6ð2d7τ3 þ d6ÞÞ: ðB4Þ
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APPENDIX C: ONE-LOOP EXPRESSIONS—INDIVIDUAL DIAGRAMS

Below one finds the one-loop contributions to the amplitudes T1ð0; q2Þ and T2ð0; q2Þ:
Oðp3Þ contributions:

T8
1 ¼ −

m2g2A
8π2F2

fM2ð4ðCð2;1;1Þ
22 ðm2; m2 þ q2; q2;M;m;MÞþCð2;1;1Þ

2 ðm2; m2 þ q2; q2;M;m;MÞÞ

þ Cð2;1;1Þ
0 ðm2; m2 þ q2; q2;M;m;MÞÞ þ 4C22ðm2; m2 þ q2; q2;M;m;MÞ

þ C0ðm2; m2 þ q2; q2;M;m;MÞ þ 4C2ðm2; m2 þ q2; q2;M;m;MÞg; ðC1Þ

T8
2 ¼

m4g2A
2π2F2q2

ðM2Cð2;1;1Þ
11 ðm2; m2 þ q2; q2;M;m;MÞþC11ðm2; m2 þ q2; q2;M;m;MÞÞ;

T9
1 ¼

m2ðτ3 − 1Þg2A
16π2F2

fM2ð4ðCð2;1;1Þ
22 ðm2; q2; m2 þ q2;M;m;mÞ−Cð2;1;1Þ

22 ðm2; m2 þ q2; q2;M;m;MÞ

þ Cð2;1;1Þ
22 ðm2 þ q2; m2; q2;M;m;MÞ þ 2Cð2;1;1Þ

12 ðm2 þ q2; m2; q2;M;m;MÞ
þ Cð2;1;1Þ

11 ðm2 þ q2; m2; q2;M;m;MÞ þ Cð2;1;1Þ
2 ðm2; q2; m2 þ q2;M;m;mÞ

− Cð2;1;1Þ
2 ðm2; m2 þ q2; q2;M;m;MÞ þ Cð2;1;1Þ

2 ðm2 þ q2; m2; q2;M;m;MÞ
þ Cð2;1;1Þ

1 ðm2 þ q2; m2; q2;M;m;MÞÞ þ Cð2;1;1Þ
0 ðm2; q2; m2 þ q2;M;m;mÞ

− Cð2;1;1Þ
0 ðm2; m2 þ q2; q2;M;m;MÞ þ Cð2;1;1Þ

0 ðm2 þ q2; m2; q2;M;m;MÞÞ
þ 4C22ðm2; q2; m2 þ q2;M;m;mÞ − 2C22ðm2; m2 þ q2; q2;M;m;MÞ þ 2C22ðm2 þ q2; m2; q2;M;m;MÞ
þ 4C12ðm2 þ q2; m2; q2;M;m;MÞ þ 2C11ðm2 þ q2; m2; q2;M;m;MÞ þ C0ðm2; q2; m2 þ q2;M;m;mÞ
− C0ðm2; m2 þ q2; q2;M;m;MÞ þ C0ðm2 þ q2; m2; q2;M;m;MÞ þ 4C2ðm2; q2; m2 þ q2;M;m;mÞ
− 3C2ðm2; m2 þ q2; q2;M;m;MÞ þ 3C2ðm2 þ q2; m2; q2;M;m;MÞ þ 3C1ðm2 þ q2; m2; q2;M;m;MÞg;

T9
2 ¼ −

m4ðτ3 − 1Þg2A
8π2F2q2

ð2M2Cð2;1;1Þ
22 ðm2; q2; m2 þ q2;M;m;mÞ þ 4M2Cð2;1;1Þ

12 ðm2; q2; m2 þ q2;M;m;mÞ

þ 2M2Cð2;1;1Þ
11 ðm2; q2; m2 þ q2;M;m;mÞ − 2M2Cð2;1;1Þ

11 ðm2; m2 þ q2; q2;M;m;MÞ
þ 2M2Cð2;1;1Þ

11 ðm2 þ q2; m2; q2;M;m;MÞ þ 2M2Cð2;1;1Þ
1 ðm2; q2; m2 þ q2;M;m;mÞ

− 2M2Cð2;1;1Þ
1 ðm2; m2 þ q2; q2;M;m;MÞ þ 2M2Cð2;1;1Þ

1 ðm2 þ q2; m2; q2;M;m;MÞ
þ ð2M2 − q2ÞCð2;1;1Þ

2 ðm2; q2; m2 þ q2;M;m;mÞ − q2Cð2;1;1Þ
1 ðm2; q2; m2 þ q2;M;m;mÞ

þ q2Cð2;1;1Þ
1 ðm2; m2 þ q2; q2;M;m;MÞ − q2Cð2;1;1Þ

1 ðm2 þ q2; m2; q2;M;m;MÞ
þ 2C22ðm2; q2; m2 þ q2;M;m;mÞ þ 4C12ðm2; q2; m2 þ q2;M;m;mÞ þ 2C11ðm2; q2; m2 þ q2;M;m;mÞ
− C11ðm2; m2 þ q2; q2;M;m;MÞ þ C11ðm2 þ q2; m2; q2;M;m;MÞ þ 2C2ðm2; q2; m2 þ q2;M;m;mÞ
þ 2C1ðm2; q2; m2 þ q2;M;m;mÞ − C1ðm2; m2 þ q2; q2;M;m;MÞ þ C1ðm2 þ q2; m2; q2;M;m;MÞÞ;

T10
1 ¼ m2ðτ3 − 3Þg2A

8π2F2
fBð2;1Þ

11 ðq2;m;mÞ þ Bð2;1Þ
1 ðq2;m;mÞ þM2ðCð1;2;1Þ

22 ðm2; q2; m2 þ q2;M;m;mÞ

þ Cð1;2;1Þ
2 ðm2; q2; m2 þ q2;M;m;mÞÞg;

T10
2 ¼ m2ðτ3 − 3Þg2A

32π2F2q2
ð−4m2M2ðCð1;2;1Þ

22 ðm2; q2; m2 þ q2;M;m;mÞ

þ 2ðCð1;2;1Þ
12 ðm2; q2; m2 þ q2;M;m;mÞ þ Cð1;2;1Þ

1 ðm2; q2; m2 þ q2;M;m;mÞÞ
þ Cð1;2;1Þ

11 ðm2; q2; m2 þ q2;M;m;mÞ þ Cð1;2;1Þ
0 ðm2; q2; m2 þ q2;M;m;mÞ

þ 2Cð1;2;1Þ
2 ðm2; q2; m2 þ q2;M;m;mÞÞ þ B0ðm2 þ q2;M;mÞ þ B1ðm2 þ q2;M;mÞÞ;
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T11;12
1 ¼ −

m2ðτ3 − 1Þg2AðC22ðm2; q2; m2 þ q2;M;m;mÞ þ C2ðm2; q2; m2 þ q2;M;m;mÞÞ
4π2F2

;

T11;12
2 ¼ −

m2ðτ3 − 1Þg2A
8π2F2q2

ðB0ðm2 þ q2;M;mÞ þ B1ðm2 þ q2;M;mÞ − 2m2ðC22ðm2; q2; m2 þ q2;M;m;mÞ

þ 2C12ðm2; q2; m2 þ q2;M;m;mÞ þ C11ðm2; q2; m2 þ q2;M;m;mÞ þ C2ðm2; q2; m2 þ q2;M;m;mÞ
þ C1ðm2; q2; m2 þ q2;M;m;mÞÞÞ;

T13;14
1 ¼ m2g2Að2C22ðm2; m2 þ q2; q2;M;m;MÞ þ C2ðm2; m2 þ q2; q2;M;m;MÞÞ

4π2F2
;

T13;14
2 ¼ −

m4g2A
2π2F2q2

C11ðm2; m2 þ q2; q2;M;m;MÞ;

T15
1 ¼ 0;

T15
2 ¼ 0;

T16
1 ¼ 0;

T16
2 ¼ −

m2g2A
8π2F2q2

ðB0ðm2 þ q2;M;mÞ þ B1ðm2 þ q2;M;mÞÞ;

T17
1 ¼ 0;

T17
2 ¼ −

3m2ðτ3 þ 1Þg2A
32π2F2ðq2Þ3 ðð2m2 þ q2ÞðM2B1ðm2 þ q2;M;mÞ þ 2ððm2 þ q2ÞB11ðm2 þ q2;M;mÞ

þ B00ðm2 þ q2;M;mÞÞÞ þM2ð−ð4m2 þ q2ÞÞB0ðm2 þ q2;M;mÞ − 2ð3m2 þ q2ÞA0ðmÞÞ;

T18;19
1 ¼ −

m2ðτ3 þ 1Þg2A
8π2F2q2

fB0ðm2 þ q2;m;MÞ þ 2B1ðm2 þ q2;m;MÞ þM2C0ðm2; m2 þ q2; q2;M;m;MÞ

þ ð2M2 þ q2ÞC2ðm2; m2 þ q2; q2;M;m;MÞ þ 2q2C22ðm2; m2 þ q2; q2;M;m;MÞg;

T18;19
2 ¼ m2ðτ3 þ 1Þg2A

4π2F2ðq2Þ2 ðm2ðB0ðm2 þ q2;m;MÞ þ B1ðm2 þ q2;m;MÞ − B1ðm2;M;mÞ

þ ðq2 − 2M2ÞC1ðm2; m2 þ q2; q2;M;m;MÞ þ q2C11ðm2; m2 þ q2; q2;M;m;MÞÞ þ B00ðq2;M;MÞÞ;
T20−23
1 ¼ 0;

T20−23
2 ¼ −

m2ðτ3 þ 1Þg2A
8π2F2ðq2Þ2 ðM2B0ðm2 þ q2;M;mÞ þ q2B1ðm2 þ q2;M;mÞ − 2m2B1ðm2;M;mÞ þ A0ðmÞ þ A0ðMÞÞ;

T24;25
1 ¼ m2ðτ3 þ 1Þg2A

8π2F2q2
ðB1ðm2 þ q2;M;mÞ − B1ðq2;m;mÞ þ ðq2 −M2ÞC2ðm2; q2; m2 þ q2;M;m;mÞ

þ q2C22ðm2; q2; m2 þ q2;M;m;mÞÞ;

T24;25
2 ¼ −

m2ðτ3 þ 1Þg2A
16π2F2ðq2Þ2 ð−q2ðB0ðm2 þ q2;M;mÞ þ B1ðm2 þ q2;M;mÞ

− 2m2ðC22ðm2; q2; m2 þ q2;M;m;mÞ þ 2C12ðm2; q2; m2 þ q2;M;m;mÞ
þ C11ðm2; q2; m2 þ q2;M;m;mÞÞÞ − 4m2M2ðC0ðm2; q2; m2 þ q2;M;m;mÞ
þ C2ðm2; q2; m2 þ q2;M;m;mÞ þ C1ðm2; q2; m2 þ q2;M;m;mÞÞ þ A0ðMÞÞ;

T29−32
1 ¼ 0;

T29−32
2 ¼ m2ðτ3 þ 1ÞðA0ðMÞ − 2B00ðq2;M;MÞÞ

4π2F2ðq2Þ2 : ðC2Þ
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Oðp4Þ contributions:

T38;39
1 ¼ −

ð2c6 þ c7Þg2mðτ3 − 3Þ
64π2F2

f4m2ðBð2;1Þ
0 ðq2;m;mÞ þM2Cð1;2;1Þ

0 ðm2; q2; m2 þ q2;M;m;mÞÞ
− B0ðm2 þ q2;M;mÞ − B1ðm2 þ q2;M;mÞ þ 2B0ðq2;m;mÞ þ 2B1ðq2;m;mÞ
þ 2M2ðC0ðm2; q2; m2 þ q2;M;m;mÞ þ C2ðm2; q2; m2 þ q2;M;m;mÞÞg;

T38;39
2 ¼ 0;

T40
1 ¼ −

m3g2Að2c6 − c7τ3Þ
16π2F2

f4q2Cð2;1;1Þ
22 ðq2; m2; m2 þ q2;m;m;MÞ þ 8q2Cð2;1;1Þ

12 ðq2; m2; m2 þ q2;m;m;MÞ

þ 4q2Cð2;1;1Þ
11 ðq2; m2; m2 þ q2;m;m;MÞ − 4q2Cð2;1;1Þ

11 ðq2; m2 þ q2; m2;m;m;MÞ
þ 4q2Cð2;1;1Þ

11 ðm2 þ q2; q2; m2;m;M;MÞ þ q2Cð2;1;1Þ
0 ðq2; m2; m2 þ q2;m;m;MÞ

− q2Cð2;1;1Þ
0 ðq2; m2 þ q2; m2;m;m;MÞ þ q2Cð2;1;1Þ

0 ðm2 þ q2; q2; m2;m;M;MÞ
þ 4q2Cð2;1;1Þ

2 ðq2; m2; m2 þ q2;m;m;MÞ þ 4q2Cð2;1;1Þ
1 ðq2; m2; m2 þ q2;m;m;MÞ

− 4q2Cð2;1;1Þ
1 ðq2; m2 þ q2; m2;m;m;MÞ þ 4q2Cð2;1;1Þ

1 ðm2 þ q2; q2; m2;m;M;MÞ
þ C0ðq2; m2; m2 þ q2;m;m;MÞ − C0ðq2; m2 þ q2; m2;m;m;MÞ þ 2C2ðq2; m2; m2 þ q2;m;m;MÞ
þ 2C1ðq2; m2; m2 þ q2;m;m;MÞ − 2C1ðq2; m2 þ q2; m2;m;m;MÞg;

T40
2 ¼ m3g2Að2c6 − c7τ3Þ

16F2π2q2
ð−4Bð2;1Þ

1 ðm2;m;MÞm2 − 4Bð2;1Þ
1 ðm2 þ q2;m;MÞm2 − 2Bð2;1Þ

11 ðm2;m;MÞm2

− 2Bð2;1Þ
11 ðm2 þ q2;m;MÞm2 þ 4q2Cð2;1;1Þ

0 ðq2; m2; m2 þ q2;m;m;MÞm2

− 4q2Cð2;1;1Þ
0 ðq2; m2 þ q2; m2;m;m;MÞm2 þ 4q2Cð2;1;1Þ

0 ðm2 þ q2; q2; m2;m;M;MÞm2

þ 8q2Cð2;1;1Þ
2 ðq2; m2; m2 þ q2;m;m;MÞm2 − 8q2Cð2;1;1Þ

2 ðq2; m2 þ q2; m2;m;m;MÞm2

þ 8q2Cð2;1;1Þ
2 ðm2 þ q2; q2; m2;m;M;MÞm2 þ 4q2Cð2;1;1Þ

22 ðq2; m2; m2 þ q2;m;m;MÞm2

− 4q2Cð2;1;1Þ
22 ðq2; m2 þ q2; m2;m;m;MÞm2 þ 4q2Cð2;1;1Þ

22 ðm2 þ q2; q2; m2;m;M;MÞm2

þ 8q2Cð2;1;1Þ
1 ðm2 þ q2; q2; m2;m;M;MÞm2 þ 8q2Cð2;1;1Þ

12 ðm2 þ q2; q2; m2;m;M;MÞm2

þ 4q2Cð2;1;1Þ
11 ðm2 þ q2; q2; m2;m;M;MÞm2 þ 2Að2Þ

0 ðmÞ − 3B0ðm2;m;MÞ þ B0ðm2 þ q2;m;MÞ
− 3B1ðm2;m;MÞ þ B1ðm2 þ q2;m;MÞ þ ðM2 − 2m2ÞBð2;1Þ

0 ðm2;m;MÞ
þ ð−2m2 þM2 − q2ÞBð2;1Þ

0 ðm2 þ q2;m;MÞ þM2Bð2;1Þ
1 ðm2;m;MÞ þM2Bð2;1Þ

1 ðm2 þ q2;m;MÞ
− 3q2Bð2;1Þ

1 ðm2 þ q2;m;MÞ − 2q2Bð2;1Þ
11 ðm2 þ q2;m;MÞ − 2ðBð2;1Þ

00 ðm2;m;MÞ
þ Bð2;1Þ

00 ðm2 þ q2;m;MÞÞ þ q2C0ðq2; m2; m2 þ q2;m;m;MÞ − q2C0ðq2; m2 þ q2; m2;m;m;MÞ
þ 2q2C0ðm2 þ q2; q2; m2;m;M;MÞ þ q2C2ðq2; m2; m2 þ q2;m;m;MÞ − q2C2ðq2; m2 þ q2; m2;m;m;MÞ
þ 2q2C2ðm2 þ q2; q2; m2;m;M;MÞ þ 2q2C1ðm2 þ q2; q2; m2;m;M;MÞÞ;

T41;42
1 ¼ −

mg2Að2c6 − c7τ3Þ
16π2F2

f−B1ðm2 þ q2;M;mÞ þ B0ðq2;m;mÞ þ 2B1ðq2;m;mÞ
þM2C0ðm2; q2; m2 þ q2;M;m;mÞ þ 2ðM2 − 2m2ÞC2ðm2; q2; m2 þ q2;M;m;mÞg;

T41;42
2 ¼ −

m3g2Að2c6 − c7τ3Þ
8π2F2q2

ð−B0ðm2 þ q2;M;mÞ − B1ðm2 þ q2;M;mÞ þ B0ðm2;M;mÞ þ B1ðm2;M;mÞ

− q2ðC0ðm2; q2; m2 þ q2;M;m;mÞ þ C2ðm2; q2; m2 þ q2;M;m;mÞ þ C1ðm2; q2; m2 þ q2;M;m;mÞÞÞ;
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T43;44
1 ¼ −

g2Amð2c6ðτ3 þ 3Þ þ c7ð3τ3 þ 1ÞÞ
128π2F2q2

f4m2ðB0ðm2 þ q2;m;MÞ þ 2B1ðm2 þ q2;m;MÞ

− B0ðm2;M;mÞ þ q2ð4ðC22ðm2; m2 þ q2; q2;M;m;MÞ þ C2ðm2; m2 þ q2; q2;M;m;MÞÞ
þ C0ðm2; m2 þ q2; q2;M;m;MÞÞÞ þ q2ð4ðB11ðq2;M;MÞ þ B1ðq2;M;MÞÞ þ B0ðq2;M;MÞÞ
− 2A0ðMÞg;

T43;44
2 ¼ −

m3g2Að2c6ðτ3 þ 3Þ þ c7ð3τ3 þ 1ÞÞ
32π2F2q2

ðB0ðm2 þ q2;m;MÞ þ B1ðm2 þ q2;m;MÞ þ B1ðm2;M;mÞ

− 4m2C11ðm2; m2 þ q2; q2;M;m;MÞ − q2C1ðm2; m2 þ q2; q2;M;m;MÞÞ;

T45;47
1 ¼ g2Amð2c6ð3τ3 − 1Þ þ c7ð3 − τ3ÞÞ

64π2F2q2
f−M2B0ðm2;M;mÞ þ ð6m2 þ q2ÞB1ðm2 þ q2;M;mÞ

þ ð4m2 þ q2ÞB0ðq2;m;mÞ þM2ð4m2 þ q2ÞC0ðm2; q2; m2 þ q2;M;m;mÞ
þ 8m2q2ðC22ðm2; q2; m2 þ q2;M;m;mÞ þ C2ðm2; q2; m2 þ q2;M;m;mÞÞ − A0ðmÞg;

T45;47
2 ¼ m3g2A

8π2F2ðq2Þ2 ðc6ðτ
3 − 1Þ þ c7Þðq2ð3B1ðm2 þ q2;M;mÞ − B1ðm2;M;mÞ

− 4m2ðC22ðm2; q2; m2 þ q2;M;m;mÞ þ 2C12ðm2; q2; m2 þ q2;M;m;mÞ
þ C11ðm2; q2; m2 þ q2;M;m;mÞÞ þ q2ðC0ðm2; q2; m2 þ q2;M;m;mÞ
þ C2ðm2; q2; m2 þ q2;M;m;mÞ þ C1ðm2; q2; m2 þ q2;M;m;mÞÞÞ þ ðM2 − q2ÞB0ðm2;M;mÞ
þ ðM2 þ 2q2ÞB0ðm2 þ q2;M;mÞ þ 2m2ðB1ðm2 þ q2;M;mÞ þ B1ðm2;M;mÞÞ þ 2A0ðmÞ − 2A0ðMÞÞ;

T46;48
1 ¼ −

ð2c6 − 3c7Þg2Amðτ3 þ 1Þ
64π2F2q2

fM2B0ðm2;M;mÞ þ ð6m2 þ q2ÞB1ðm2 þ q2;M;mÞ

þ ð4m2 − q2ÞB0ðq2;m;mÞ − 2q2B1ðq2;m;mÞ þ 2q2ðð4m2 −M2ÞC2ðm2; q2; m2 þ q2;M;m;mÞ
þ 4m2C22ðm2; q2; m2 þ q2;M;m;mÞÞ þM2ð4m2 − q2ÞC0ðm2; q2; m2 þ q2;M;m;mÞ þ A0ðmÞg;

T46;48
2 ¼ −

ð2c6 − 3c7Þm3ðτ3 þ 1Þg2A
32π2F2ðq2Þ2 ðq2ð3B1ðm2 þ q2;M;mÞ − B1ðm2;M;mÞ

− 4m2ðC22ðm2; q2; m2 þ q2;M;m;mÞ þ 2C12ðm2; q2; m2 þ q2;M;m;mÞ
þ C11ðm2; q2; m2 þ q2;M;m;mÞÞ þ q2ðC0ðm2; q2; m2 þ q2;M;m;mÞ þ C2ðm2; q2; m2 þ q2;M;m;mÞ
þ C1ðm2; q2; m2 þ q2;M;m;mÞÞÞ þ ðM2 − q2ÞB0ðm2;M;mÞ þ ðM2 þ 2q2ÞB0ðm2 þ q2;M;mÞ
þ 2m2ðB1ðm2 þ q2;M;mÞ þ B1ðm2;M;mÞÞ þ 2A0ðmÞ − 2A0ðMÞÞ;

T49−52
1 ¼ −

mg2A
16π2F2q2

ð2c6 þ c7τ3ÞðM2ðB0ðm2 þ q2;M;mÞ þ B0ðm2;M;mÞÞ þ q2B1ðm2 þ q2;M;mÞ þ 2A0ðmÞÞ;

T49−52
2 ¼ 0;

T53;62
1 ¼ mðc7 þ 2c6τ3ÞB00ðq2;M;MÞ

4π2F2q2
;

T53;62
2 ¼ 0;

T54;61
1 ¼ −

3ð2c6 þ c7Þg2mðτ3 þ 1Þ
64π2F2ðq2Þ2 fð2m2 þ q2ÞðM2B1ðm2 þ q2;M;mÞ þ 2ððm2 þ q2ÞB11ðm2 þ q2;M;mÞ

þ B00ðm2 þ q2;M;mÞÞÞ þM2ð−ð4m2 þ q2ÞÞB0ðm2 þ q2;M;mÞ − 2ð3m2 þ q2ÞA0ðmÞg;
T54;61
2 ¼ 0;

T55;56
1 ¼ c4mðτ3 þ 1ÞB00ðq2;M;MÞ

8π2F2q2
;
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T55;56
2 ¼ 0;

T57;58
1 ¼ ðτ3 þ 1Þðc6m2A0ðMÞ þ 3c2A00ðMÞÞ

8π2F2mq2
;

T57;58
2 ¼ −

3c2mðτ3 þ 1ÞA00ðMÞ
2π2F2ðq2Þ2 ;

T59;60
1 ¼ −

mðc7 þ 2c6τ3ÞA0ðMÞ
8π2F2q2

;

T59;60
2 ¼ 0;

T63
1 ¼ 0;

T63
2 ¼ −

3m2ðτ3 þ 1Þ
4π2F2mðq2Þ3 ð2c1m

2M2A0ðMÞ − A00ðMÞðc3dm2 þ c2ðm2 þ q2ÞÞÞ;

T64
1 ¼ −

m
4π2F2

f−2c1M2ð4ðBð2;1Þ
11 ðq2;M;MÞ þ Bð2;1Þ

1 ðq2;M;MÞÞ þ Bð2;1Þ
0 ðq2;M;MÞÞ

þ c3ðM2ð4ðBð2;1Þ
11 ðq2;M;MÞ þ Bð2;1Þ

1 ðq2;M;MÞÞ þ Bð2;1Þ
0 ðq2;M;MÞÞ þ 4B11ðq2;M;MÞ

þ B0ðq2;M;MÞ þ 4B1ðq2;M;MÞÞ þ c2ðBð2;1Þ
00 ðq2;M;MÞ þ 4ðBð2;1Þ

001 ðq2;M;MÞ þ Bð2;1Þ
0011ðq2;M;MÞÞÞg;

T64
2 ¼ 2c2m

π2F2q2
Bð2;1Þ
0000ðq2;M;MÞ;

T65;66
1 ¼ −

c3mðB0ðq2;M;MÞ − 4B11ðq2;M;MÞÞ
4π2F2

;

T65;66
2 ¼ −

c2m
π2F2q2

B00ðq2;M;MÞ;

T67
1 ¼ 0;

T67
2 ¼ c2m

4π2F2q2
A0ðMÞ: ðC3Þ

Contributions of tree diagrams to the elastic parts of T1ð0; q2Þ and T2ð0; q2Þ:

T1
1;el ¼ 0;

T1
2;el ¼ 2m2ðτ3 þ 1Þ 1

q4
;

T2−3
1;el ¼ mð2c6 þ c7Þðτ3 þ 1Þ 1

q2
;

T2−3
2;el ¼ 0;

T4−5
1;el ¼ ðτ3 þ 1Þð2d7 þ d6Þ;

T4−5
2;el ¼ −4m2ðτ3 þ 1Þð2d7 þ d6Þ

1

q2
;

T6
1;el ¼ ð2c6τ3 þ c7Þ2

q2 þ 4m2

4q2
;

T6
2;el ¼ −m2ð2c6τ3 þ c7Þ2

1

q2
;

T34−35
1;el ¼ 2mðτ3 þ 1Þ ðð2e54 þ e74Þq2 − 4ð2e105 þ e106ÞM2Þ

q2
;

T34−35
2;el ¼ 0;
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T36−37
1;el ¼ q2

2m
ð2c6τ3 þ c7Þðd6τ3 þ 2d7Þ;

T36−37
2;el ¼ −2mð2c6τ3 þ c7Þðd6τ3 þ 2d7Þ: ðC4Þ

Contributions of Oðp3Þ one-loop diagrams to the elastic parts of T1ð0; q2Þ and T2ð0; q2Þ:

T18;19
1;el ¼ −

m2ðτ3 þ 1Þg2A
8π2F2q2

fB0ðm2;m;MÞ þ 2B1ðm2;m;MÞ þM2C0ðm2; m2; q2;M;m;MÞ

þ ð2M2 þ q2ÞC2ðm2; m2; q2;M;m;MÞ þ 2q2C22ðm2; m2; q2;M;m;MÞg;

T18;19
2;el ¼ m2ðτ3 þ 1Þg2A

4π2F2ðq2Þ2 fm2ðB0ðm2;m;MÞ þ B1ðm2;m;MÞ − B1ðm2;M;mÞ

þ ðq2 − 2M2ÞC1ðm2; m2; q2;M;m;MÞ þ q2C11ðm2; m2; q2;M;m;MÞÞ þ B00ðq2;M;MÞg;
T20−23
1;el ¼ 0;

T20−23
2;el ¼ −

m2ðτ3 þ 1Þg2AðM2B0ðm2;M;mÞ − 2m2B1ðm2;M;mÞ þ A0ðmÞ þ A0ðMÞÞ
8π2F2ðq2Þ2 ;

T24;25
1;el ¼ m2ðτ3 þ 1Þg2A

8π2F2q2
fB1ðm2;M;mÞ − B1ðq2;m;mÞ þM2ð−C2ðm2; q2; m2;M;m;mÞÞ

þ q2C22ðm2; q2; m2;M;m;mÞg;

T24;25
2;el ¼ −

m2ðτ3 þ 1Þg2A
16π2F2ðq2Þ2 f2m2ðq2ðC22ðm2; q2; m2;M;m;mÞ þ 2C12ðm2; q2; m2;M;m;mÞ

þ C11ðm2; q2; m2;M;m;mÞÞ − 2M2ðC0ðm2; q2; m2;M;m;mÞ þ C2ðm2; q2; m2;M;m;mÞ
þ C1ðm2; q2; m2;M;m;mÞÞÞ þ A0ðMÞg;

T29−32
1;el ¼ 0;

T29−32
2;el ¼ m2ðτ3 þ 1ÞðA0ðMÞ − 2B00ðq2;M;MÞÞ

4π2F2ðq2Þ2 : ðC5Þ

Contributions of Oðp4Þ one-loop diagrams to the elastic parts of T1ð0; q2Þ and T2ð0; q2Þ:

T43;44
1;el ¼ −

mg2Aðc7τ3 þ 2c6Þ
32π2F2q2

f4m2ðB0ðm2;m;MÞ − B0ðm2;M;mÞ þ 2B1ðm2;m;MÞ

þ q2ð4ðC22ðm2; m2; q2;M;m;MÞ þ C2ðm2; m2; q2;M;m;MÞÞ þ C0ðm2; m2; q2;M;m;MÞÞÞ
þ q2ð4B11ðq2;M;MÞ þ 3B0ðq2;M;MÞ þ 8B1ðq2;M;MÞÞ − 2A0ðMÞg;

T43;44
2;el ¼ m5g2Aðc7τ3 þ 2c6ÞC11ðm2; m2; q2;M;m;MÞ

2π2F2q2
;

T45;47
1;el ¼ mg2A

64π2F2q2
fc7ð8m2ð3B1ðm2;M;mÞ þ 2B0ðq2;m;mÞ þ 2M2C0ðm2; q2; m2;M;m;mÞ

þ 4q2C22ðm2; q2; m2;M;m;mÞÞ þM2ð3τ3 − 1ÞB0ðm2;M;mÞ þ ð3τ3 − 1ÞA0ðmÞÞ
þ 2c6ð4m2ðτ3 − 1Þð3B1ðm2;M;mÞ þ 2B0ðq2;m;mÞ þ 2M2C0ðm2; q2; m2;M;m;mÞ
þ 4q2C22ðm2; q2; m2;M;m;mÞÞ þM2ð1 − 3τ3ÞB0ðm2;M;mÞ þ ð1 − 3τ3ÞA0ðmÞÞg;
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T45;47
2;el ¼ m3g2Aðc6ðτ3 − 1Þ þ c7Þ

4π2F2ðq2Þ2 f2m2ðB1ðm2;M;mÞ − q2ðC22ðm2; q2; m2;M;m;mÞ

þ 2C12ðm2; q2; m2;M;m;mÞ þ C11ðm2; q2; m2;M;m;mÞÞÞ þM2B0ðm2;M;mÞ þ A0ðmÞ − A0ðMÞg;

T46;48
1;el ¼ −

ð2c6 − 3c7Þmðτ3 þ 1Þg2A
64π2F2q2

f2m2ð3B1ðm2;M;mÞ þ 2B0ðq2;m;mÞ þ 2M2C0ðm2; q2; m2;M;m;mÞ

þ 4q2C22ðm2; q2; m2;M;m;mÞÞ þM2B0ðm2;M;mÞ þ A0ðmÞg;

T46;48
2;el ¼ ð2c6 − 3c7Þm3ðτ3 þ 1Þg2A

16π2F2ðq2Þ2 f2m2ðq2ðC22ðm2; q2; m2;M;m;mÞ þ 2C12ðm2; q2; m2;M;m;mÞ

þ C11ðm2; q2; m2;M;m;mÞÞ − B1ðm2;M;mÞÞ −M2B0ðm2;M;mÞ − A0ðmÞ þ A0ðMÞg;

T49−52
1;el ¼ −

mg2Aðc7τ3 þ 2c6ÞðM2B0ðm2;M;mÞ þ A0ðmÞÞ
8π2F2q2

;

T49−52
2;el ¼ 0;

T53;62
1;el ¼ mðc7 þ 2c6τ3ÞB00ðq2;M;MÞ

4π2F2q2
;

T53;62
2;el ¼ 0;

T55;56
1;el ¼ c4mðτ3 þ 1ÞB00ðq2;M;MÞ

8π2F2q2
;

T55;56
2;el ¼ 0;

T57;58
1;el ¼ ðτ3 þ 1Þðc6m2A0ðMÞ þ 3c2A00ðMÞÞ

8π2F2mq2
;

T57;58
2;el ¼ −

3c2mðτ3 þ 1ÞA00ðMÞ
2π2F2ðq2Þ2 ;

T59;60
1;el ¼ −

mðc7 þ 2c6τ3ÞA0ðMÞ
8π2F2q2

;

T59;60
2;el ¼ 0: ðC6Þ

APPENDIX D: FINITE-VOLUME SUMS

Z
V

dnk
ð2πÞn

f1; kμ; kμkνg
ðk2 −m2ÞM ≡ Ãf ;μ;μνg

ðMÞ ðm2Þ;
Z
V

dnk
ð2πÞn

f1; kμ; kμkν; kμkνkα; kμkνkαkβg
ðk2 −m2

1ÞMððk − pÞ2 −m2
2ÞN

≡ B̃f ;μ;μν;μνα;μναβg
ðM;NÞ ðm1; m2;pÞ;

Z
V

dnk
ð2πÞn

f1; kμ; kμkνg
ðk2 −m2

1ÞMððk − pÞ2 −m2
2ÞNððk − qÞ2 −m2

3ÞR
≡ C̃f ;μ;μνg

ðM;N;RÞðm1; m2; m3;p; qÞ;
Z
V

dnk
ð2πÞn

f1; kμ; kμkνg
ðk2 −m2

1ÞMððk − pÞ2 −m2
2ÞNððk − qÞ2 −m2

3ÞRððk − rÞ2 −m2
4ÞS

≡ D̃f ;μ;μνg
ðM;N;R;SÞðm1; m2; m3; m4;p; q; rÞ: ðD1Þ

Here,
R
V denotes an integral in the finite volume, which really is a sum. The calculation of these sums by using the Poisson

formula is considered in Appendix E.
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APPENDIX E: EVALUATION OF THE FINITE-
VOLUME SUMS USING POISSON’S FORMULA

The calculation of finite-volume sums with the use of
Poisson’s formula is nowadays a standard procedure. For a
detailed introduction, we refer the reader, e.g., to Ref. [85],
and list only the final results here.
The following notations are used:

Dxn ¼ δð1 − x1 − � � � − xnÞdx1 � � � dxn;Z
Dxnfðx1;…; xnÞ

¼
Z

1

0

dx1

Z
1−x1

0

dx2 � � �

×
Z

1−���−xn−2

0

dxn−1fðx1;…; xn−1; 1 − x1 − � � � − xn−1Þ;

ðE1Þ

where nμ ¼ ð0;nÞ is a unit spacelike vector, whose
components take integer values. Further, KνðzÞ denote
the modified Bessel functions of the second kind.
The finite-volume sums, which are displayed in

Appendix D, contain an infinite-volume piece and finite-
volume correction. The ultraviolet divergences are con-
tained only in the former, while the latter is ultraviolet
convergent and vanishes exponentially for large values of
L. In order to ease the notation, we list only the finite-
volume corrections. The following notation is used:

Z
V

dnk
ð2πÞni ¼

Z
V

dnk
ð2πÞni −

Z
dnk

ð2πÞni : ðE2Þ

The full list of the finite-volume sums entering the
amplitude at Oðp4Þ is given below. Note that in the
expressions, which contain only nucleon propagators,
the finite-volume corrections are extremely small [propor-
tional to the factor expð−mLÞ] and can therefore be
neglected. We shall indicate these quantities by writing
≈0 at the end. Also, note that the structure of the integrands,
which appear in the infinite and in a finite volume, is in
general different. This is related to the fact that Lorentz
invariance is used in the infinite volume to reduce tensor
integrals to scalar ones. Some factors in the denominator
get canceled during this procedure. One cannot apply the
same trick in a finite volume.
One factor in the denominator:

I1 ¼
Z
V

dnk
ð2πÞni

1

k2 −m2
¼ −

m
4π2L

X
n≠0

1

jnjK1ðjnjmLÞ ≈ 0;

ðE3Þ

I2 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −m2Þ2 ¼
1

8π2
X
n≠0

K0ðjnjmLÞ ≈ 0;

ðE4Þ

I3 ¼
Z
V

dnk
ð2πÞni

1

k2 −M2
¼ −

M
4π2L

X
n≠0

1

jnjK1ðjnjMLÞ;

ðE5Þ

I4 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −M2Þ2 ¼
1

8π2
X
n≠0

K0ðjnjMLÞ; ðE6Þ

Iμν5 ¼
Z
V

dnk
ð2πÞni

kμkν

k2 −M2
¼ M2

4π2L2

X
n≠0

�
1

n2
K2ðjnjMLÞgμν þML

jnj3 K3ðjnjMLÞnμnν
�
; ðE7Þ

Iμν6 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −M2Þ2 ¼ −
M

8π2L

X
n≠0

�
1

jnjK1ðjnjMLÞgμν þML
n2

K2ðjnjMLÞnμnν
�
: ðE8Þ

Two factors in the denominator:

I7 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −m2Þððk − qÞ2 −m2Þ ¼
1

8π2
X
n≠0

Z
1

0

dxeiLxnqK0ðjnjL
ffiffiffi
g

p Þ ≈ 0;

g ¼ m2 − xð1 − xÞq2: ðE9Þ

I8 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −m2Þððk − pÞ2 −M2Þ2 ¼ −
L

16π2
X
n≠0

Z
1

0

dxxeiLxpn
jnjffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ;

g ¼ ð1 − xÞm2 þ xM2 − xð1 − xÞp2: ðE10Þ
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I9 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −m2Þ2ððk − pÞ2 −M2Þ ¼ −
L

16π2
X
n≠0

Z
1

0

dxð1 − xÞeiLxnp jnjffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ;

g ¼ ð1 − xÞm2 þ xM2 − xð1 − xÞp2: ðE11Þ

I10 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −m2Þ2ððk − qÞ2 −m2Þ ¼ −
L

16π2
X
n≠0

Z
1

0

dxð1 − xÞeiLxnq jnjffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ ≈ 0;

g ¼ m2 − xð1 − xÞq2: ðE12Þ

I11 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −M2Þððk − p − qÞ2 −m2Þ ¼
1

8π2
X
n≠0

Z
1

0

dxeiLð1−xÞnðpþqÞK0ðjnjL
ffiffiffi
g

p Þ;

g ¼ m2ð1 − xÞ þM2x − xð1 − xÞðpþ qÞ2: ðE13Þ

I12 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −M2Þððk − qÞ2 −M2Þ ¼
1

8π2
X
n≠0

Z
1

0

dxeiLxnqK0ðjnjL
ffiffiffi
g

p Þ;

g ¼ M2 − xð1 − xÞq2: ðE14Þ

I13 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −m2Þððk − pÞ2 −M2Þ ¼
1

8π2
X
n≠0

Z
1

0

dxeiLxnpK0ðjnjL
ffiffiffi
g

p Þ;

g ¼ m2ð1 − xÞ þM2x − xð1 − xÞp2: ðE15Þ

Iμ14 ¼
Z
V

dnk
ð2πÞni

kμ

ðk2 −m2Þððk − pÞ2 −M2Þ ¼
1

8π2
X
n≠0

Z
1

0

dxeiLxnp
�
xpμK0ðjnjL

ffiffiffi
g

p Þ þ inμ
ffiffiffi
g

p
jnj K1ðjnjL

ffiffiffi
g

p Þ
�
;

g ¼ m2ð1 − xÞ þM2x − xð1 − xÞp2: ðE16Þ

Iμ15 ¼
Z
V

dnk
ð2πÞni

kμ

ðk2 −M2Þððk − p − qÞ2 −m2Þ

¼ 1

8π2
X
n≠0

Z
1

0

dxeiLð1−xÞnðpþqÞ
�
ð1 − xÞðpþ qÞμK0ðjnjL

ffiffiffi
g

p Þ þ inμ
ffiffiffi
g

p
jnj K1ðjnjL

ffiffiffi
g

p Þ
�
;

g ¼ m2ð1 − xÞ þM2x − xð1 − xÞðpþ qÞ2: ðE17Þ

Iμ16 ¼
Z
V

dnk
ð2πÞni

kμ

ðk2 −M2Þ2ððk − pÞ2 −m2Þ

¼ −
L

16π2
X
n≠0

Z
1

0

dxxe−iLð1−xÞnp
�
ð1 − xÞpμ jnjffiffiffi

g
p K1ðjnjL

ffiffiffi
g

p Þ − inμK0ðjnjL
ffiffiffi
g

p Þ
�
;

g ¼ m2ð1 − xÞ þM2x − xð1 − xÞp2: ðE18Þ

Iμν17 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −m2Þ2ððk − qÞ2 −m2Þ

¼ −
1

16π2
X
n≠0

Z
1

0

dxð1 − xÞeiLxnq
�
x2qμqν

jnjLffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ þ ixLðqμnν þ nμqνÞK0ðjnjL
ffiffiffi
g

p Þ

− nμnν
L

ffiffiffi
g

p
jnj K1ðjnjL

ffiffiffi
g

p Þ − gμνK0ðjnjL
ffiffiffi
g

p Þ
�
;

g ¼ m2 − xð1 − xÞq2: ðE19Þ
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Iμν18 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −M2Þððk − p − qÞ2 −m2Þ

¼ 1

8π2
X
n≠0

Z
1

0

dxeiLð1−xÞnðpþqÞ
�
ð1 − xÞ2ðpþ qÞμðpþ qÞνK0ðjnjL

ffiffiffi
g

p Þ − gμν
ffiffiffi
g

p
jnjLK1ðjnjL

ffiffiffi
g

p Þ

þ iððpþ qÞμnν þ nμðpþ qÞνÞ ð1 − xÞ ffiffiffi
g

p
jnj K1ðjnjL

ffiffiffi
g

p Þ − nμnν
g

jnj2 K2ðjnjL
ffiffiffi
g

p Þ
�
;

g ¼ m2ð1 − xÞ þM2x − xð1 − xÞðpþ qÞ2: ðE20Þ

Iμν19 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −M2Þððk − qÞ2 −M2Þ

¼ 1

8π2
X
n≠0

Z
1

0

dxeiLxnq
�
x2qμqνK0ðjnjL

ffiffiffi
g

p Þ þ ix
ffiffiffi
g

p
jnj ðqμnν þ qνnμÞK1ðjnjL

ffiffiffi
g

p Þ

− gμν
ffiffiffi
g

p
LjnjK1ðjnjL

ffiffiffi
g

p Þ − g
jnj2 n

μnνK2ðjnjL
ffiffiffi
g

p Þ
�
;

g ¼ M2 − xð1 − xÞq2: ðE21Þ

Iμν20 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −M2Þ2ððk − qÞ2 −M2Þ

¼ −
1

16π2
X
n≠0

Z
1

0

dxxe−iLð1−xÞnq
��

ð1 − xÞ2qμqν jnjffiffiffi
g

p −
ffiffiffi
g

p
jnj n

μnν
�
LK1ðjnjL

ffiffiffi
g

p Þ

− ðgμν þ iLð1 − xÞðqμnν þ nμqνÞÞK0ðjnjL
ffiffiffi
g

p Þ
�
;

g ¼ M2 − xð1 − xÞq2: ðE22Þ

Iμναβ21 ¼
Z
V

dnk
ð2πÞni

kμkνkαkβ

ðk2 −M2Þ2ððk − qÞ2 −M2Þ
¼ −

1

16π2
X
n≠0

Z
1

0

dxxe−iLð1−xÞnqfð1 − xÞ4Jμναβ0 þ ð1 − xÞ3Jμναβ1 þ ð1 − xÞ2Jμναβ2 þ ð1 − xÞJμναβ3 þ Jμναβ4 g;

Jμναβ0 ¼ qμqνqαqβ
Ljnjffiffiffi

g
p K1ðjnjL

ffiffiffi
g

p Þ;

Jμναβ1 ¼ ðqμqνqαnβ þ permÞð−iLÞK0ðjnjL
ffiffiffi
g

p Þ;

Jμναβ2 ¼ ðqμqνgαβ þ permÞð−K0ðjnjL
ffiffiffi
g

p ÞÞ þ ðqμqνnαnβ þ permÞ
�
−
L

ffiffiffi
g

p
jnj K1ðjnjL

ffiffiffi
g

p Þ
�
;

Jμναβ3 ¼ ðqμnνgαβ þ permÞ
�
i

ffiffiffi
g

p
jnj K1ðjnjL

ffiffiffi
g

p Þ
�
þ ðqμnνnαnβ þ permÞ

�
iLg
n2

K2ðjnjL
ffiffiffi
g

p Þ
�
;

Jμναβ4 ¼ ðgμνgαβ þ permÞ
� ffiffiffi

g
p
LjnjK1ðjnjL

ffiffiffi
g

p Þ
�
þ ðgαβnμnν þ permÞ

�
g
n2

K2ðjnjL
ffiffiffi
g

p Þ
�
þ nμnνnαnβ

�
Lg3=2

jnj3=2K3ðjnjL
ffiffiffi
g

p Þ
�
;

g ¼ M2 − xð1 − xÞq2: ðE23Þ

In the above equations, “perm” stands for all permutations of the indices μ, ν, α, β.
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Three factors in the denominator:

I22 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −m2Þ2ððkþ pÞ2 −M2Þððk − qÞ2 −m2Þ ¼
L2

32π2
X
n≠0

Z
Dx3eiLnr

n2

g
K2ðjnjL

ffiffiffi
g

p Þx1;

g ¼ ðx1 þ x3Þm2 þ x2M2 − x1x2p2 − x1x3q2 − x2x3ðpþ qÞ2: ðE24Þ

I23 ¼
Z
V

dnk
ð2πÞni

1

ðk2 −m2Þððkþ pÞ2 −M2Þððk − qÞ2 −m2Þ ¼ −
1

16π2
X
n≠0

Z
Dx3eiLnr

jnjLffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ;

g ¼ ðx1 þ x3Þm2 þ x2M2 − x1x2p2 − x1x3q2 − x2x3ðpþ qÞ2: ðE25Þ

Iμν24 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −m2Þððk − pÞ2 −M2Þððk − qÞ2 −m2Þ

¼ −
1

16π2
X
n≠0

Z
Dx3eiLnr

�jnjLffiffiffi
g

p rμrνK1ðjnjL
ffiffiffi
g

p Þ þ iLðrμnν þ nμrνÞK0ðjnjL
ffiffiffi
g

p Þ − gμνK0ðjnjL
ffiffiffi
g

p Þ

−
L

ffiffiffi
g

p
jnj nμnνK1ðjnjL

ffiffiffi
g

p Þ
�
;

rμ ¼ x2qμ þ x3pμ;

g ¼ ðx1 þ x2Þm2 þ x3M2 − x3x1p2 − x2x1q2 − x2x3ðp − qÞ2: ðE26Þ

Iμν25 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −M2Þ2ððkþ pÞ2 −m2Þððk − qÞ2 −M2Þ

¼ L2

32π2
X
n≠0

Z
Dx3x1eiLnr

�
rμrν

n2

g
K2ðjnjL

ffiffiffi
g

p Þ þ iðrμnν þ nμrμÞ jnjffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ

− gμν
jnj
L

ffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ − nμnνK0ðjnjL
ffiffiffi
g

p Þ
�
;

rμ ¼ x3qμ − x2pμ;

g ¼ ðx1 þ x3ÞM2 þ x2m2 − x1x2p2 − x1x3q2 − x2x3ðpþ qÞ2: ðE27Þ

Iμν26 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −m2Þ2ððkþ pÞ2 −M2Þððk − qÞ2 −m2Þ

¼ L2

32π2
X
n≠0

Z
Dx3eiLnrx1

�
n2

g
rμrνK2ðjnjL

ffiffiffi
g

p Þ þ iðrμnν þ nμrνÞ
jnjffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ

− gμν
jnj
L

ffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ − nμnνK0ðjnjL
ffiffiffi
g

p Þ
�
;

rμ ¼ x3qμ − x2pμ;

g ¼ ðx1 þ x3Þm2 þ x2M2 − x1x2p2 − x1x3q2 − x2x3ðpþ qÞ2: ðE28Þ
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Iμν27 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −M2Þððkþ pÞ2 −m2Þððk − qÞ2 −M2Þ

¼ −
1

16π2
X
n≠0

Z
Dx3eiLnr

�
rμrν

jnjLffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ þ iLðrμnν þ nμrνÞK0ðjnjL
ffiffiffi
g

p Þ

− gμνK0ðjnjL
ffiffiffi
g

p Þ − nμnν
L

ffiffiffi
g

p
jnj K1ðjnjL

ffiffiffi
g

p Þ
�
;

rμ ¼ x3qμ − x2pμ;

g ¼ ðx1 þ x3ÞM2 þ x2m2 − x1x2p2 − x1x3q2 − x2x3ðpþ qÞ2: ðE29Þ

Iμν28 ¼
Z
V

dnk
ð2πÞni

kμkν
ðk2 −m2Þððkþ pÞ2 −M2Þððk − qÞ2 −m2Þ

¼ −
1

16π2
X
n≠0

Z
Dx3eiLnr

�
rμrν

jnjLffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ þ iLðrμnν þ nμrνÞK0ðjnjL
ffiffiffi
g

p Þ

− gμνK0ðjnjL
ffiffiffi
g

p Þ − nμnν
ffiffiffi
g

p
L

jnj K1ðjnjL
ffiffiffi
g

p Þ
�
;

rμ ¼ x3qμ − x2pμ;

g ¼ ðx1 þ x3Þm2 þ x2M2 − x1x2p2 − x1x3q2 − x2x3ðpþ qÞ2: ðE30Þ

Four factors in the denominator:

Iμν29 ¼
Z
V

dnk
ð2πÞni

kμkν

ðk2 −m2Þððk − pÞ2 −M2Þððk − qÞ2 −m2Þððk − p − qÞ2 −M2Þ

¼ L2

32π2
X
n≠0

Z
Dx4eiLnr

�
rμrν

n2

g
K2ðjnjL

ffiffiffi
g

p Þ þ iðrμnν þ nμrνÞ jnjffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ

− gμν
jnj
L

ffiffiffi
g

p K1ðjnjL
ffiffiffi
g

p Þ − nμnνK0ðjnjL
ffiffiffi
g

p Þ
�
;

rμ ¼ ðx2 þ x4Þpμ þ ðx3 þ x4Þqμ;
g ¼ ðx1 þ x3Þm2 þ ðx2 þ x4ÞM2 þ ððx2 þ x4Þpþ ðx3 þ x4ÞqÞ2 − x2p2 − x3q2 − x4ðpþ qÞ2: ðE31Þ
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CHAPTER 3

Resonance form factors

Summary

The content of this chapter is based on the publication

• Lozano, J., Meißner, UG., Romero-López, F., Rusetsky, A., Schierholz, G. Resonance form
factors from finite-volume correlation functions with the external field method. J. High Energ.
Phys. 2022, 106 (2022).

It is well-known that the decay matrix element of an unstable state, calculated in the framework of
lattice QCD, has an ill-defined limit at 𝐿 → ∞ (here, 𝐿 is the spacial extension of a cubic lattice). In
the case of the so-called resonance form factors, this irregular behavior persists even after multiplying
each external leg with the pertinent Lellouch-Lüscher factor and arises from the so-called triangle
diagram, in which one of the resonance constituents couples to an external current while the other
propagates without interacting with such a field. For simplicity, the case of a resonance that arises
from the scattering of two particles is considered here.

In this work, we proposed a novel method to tackle this problem, in which the difficulty, related
to the presence of the triangle diagram, is circumnavigated. The approach is based on the study of
two-particle scattering in a static, spatially periodic external field by using a generalization of the
Lüscher method in the presence of such a field. In addition, it was demonstrated that the resonance
form factor in the Breit frame is given by the derivative of a resonance pole position in the complex
plane with respect to the coupling constant of the external field. This result is a generalization of the
well-known Feynman-Hellmann theorem for the form factor of a stable particle.

To achieve this, we made use of the non-relativistic effective field theory (NREFT), which is
well suited to study the case at hand, where the two-particle system, from which the resonance
emerges, is under investigation. An advantage of this framework is that the number of diagrams
needed to determine the resonance form factor is drastically reduced. This simplifies the calculations
considerably and allows for a rather straightforward computation of the form factor for both the one-
and two-particle cases. Moreover, the couplings of the NREFT Lagrangian are related to already
known quantities, such as the scattering phase shift and the single-particle form factor. At lowest order,
there exists one coupling in the Lagrangian that has to be fitted to the data. We demonstrated that
determining such a coupling on the lattice is equivalent to extracting the resonance form factor. To
this end, we have first derived the Lüscher equation in the presence of an external field. The unknown
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coupling is determined by solving this equation. This procedure allows one to extract the parameter
from the finite-volume two-particle energy spectrum. Next, an expression for the resonance form
factor can be evaluated in the infinite volume. The only piece missing to fully evaluate the derived
form factor is the one that was previously fitted to the data. In this way, the resonance form factor can
be fully calculated as no other quantities are needed for its determination.

We have also made an attempt to extend the already-known result that relates the form factor and
the mass of a stable particle. In collaboration with Romero-Lopez F., the author of this thesis was
responsible of carrying out this task. In the case at hand, the complex pole position of the resonance
will play the role of the particle mass. The position of such a pole can be obtained by solving the
previously-derived Lüscher equation in the presence of an external field with the extracted values of
the couplings in the infinite volume. We showed that, for the case of a resonance in the Breit frame,
taking the derivative of the pole position with respect to the coupling of the external field, one can
obtain the form factor. This finding extends the Feynman-Hellmann theorem to the case of resonances.

The results of this work can be summarized as follows:

• A generalization of the Lüscher equation in the presence of an external field is obtained.

• Based on the above equation, a procedure for the extraction of the resonance form factor from
lattice calculations of the two-particle spectrum in the external field is formulated.

• Additionally, the Feynman-Hellmann theorem is extended to the case of unstable particles.
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1 Introduction

The study of the form factors of unstable particles from lattice field theory provides plenty
of information about the structure of these particles. This study is however complicated by
a non-trivial mapping of the results of lattice calculations — performed in a finite volume —
onto the relevant infinite-volume form factors.1

Such a mapping is rather trivial in case of a stable particle. Namely, let |p〉 be an
infinite-volume state, which describes a single particle moving with the on-shell momentum
pµ. The infinite-volume form factor 〈p|J(0)|q〉 is defined as the matrix element of some
current J(x) between one-particle states (in order to ease the notations, we consider the

1Discretization effects are neglected throughout this paper.

– 1 –



J
H
E
P
1
0
(
2
0
2
2
)
1
0
6

spinless particles and the scalar currents here). Due to the Lorentz-invariance, the form
factor is a function of a single variable t = (p − q)2. Furthermore, on the lattice, the
spectrum contains the one-particle states |p〉L. Here, L denotes the spatial extension of
a cubic lattice, while, for simplicity, the time extension is assumed to be infinite. The
finite-volume form factor is given by the matrix element between these states, 〈p|J(0)|q〉L.
Then, in the limit L→∞, one has

〈p|J(0)|q〉L = 〈p|J(0)|q〉+O(e−µL) , (1.1)

where µ is a characteristic mass scale — typically a multiple of the mass of lightest particle
in the system. Furthermore, recall that three-momenta in a finite volume are discretized,
p = (2π/L) n and n ∈ Z3. Hence, in order to have a fixed p in infinite volume, one cannot
keep n constant. One could, for example, choose a monotonic sequence of discrete values of
L ∈ {Li}, such that p and q are allowed finite-volume momenta. Equation (1.1) must be
interpreted exactly in this sense.

The situation is far less trivial in case of unstable particles. First, a one-particle state
describing a resonance does not exist in the infinite-volume spectrum. Let us, for simplicity,
consider a situation in which the resonance emerges in the scattering of two identical spinless
particles. In order to define the resonance form factor in the infinite volume, one has to start
from the five-point Green function 〈p1, p2; out|J(0)|q1, q2; in〉. Defining the total momenta
of the outgoing and incoming particle pair by P = p1 + p2 and Q = q1 + q2, respectively, it
can be shown that, if a resonance in a given channel exists, this five-point function possesses
a double pole in the complex plane,

〈p1, p2; out|J(0)|q1, q2; in〉 ∼ 1
(M2

R − P 2)(M2
R −Q2)

, (1.2)

located on some unphysical Riemann sheet for the variables P 2, Q2. The infinite-volume
resonance form factor can be expressed through the residue at this double pole (for more
details, see e.g, ref. [1]). This (complex-valued) form factor is a function of a single variable
t = (P −Q)2 and, in case of the conserved currents, obeys the usual Ward identities — for
example, it is properly normalized at t = 0.

In a finite volume, one can access the spectrum of a Hamiltonian having the quantum
number of two particle states. Let us denote the eigenstates of the Hamiltonian by |α,P〉L
(the so-called scattering states). Here, P is the total three-momentum of two particles and
α labels different states having the same P. If one varies L while keeping the P constant,
the energies Eα(P, L) exhibit power-law corrections in L with respect to the sum of the
energies of one-particle states. Furthermore, one can evaluate the matrix elements of a
current 〈α,P|J(0)|β,Q〉L on the lattice for any α, β. Interpreting an infinite-volume limit
of such a matrix element, as well as performing the analytic continuation to the resonance
pole is however a delicate task. As in case of a stable particle, the momenta P,Q are
discretized and the limit L → ∞ has to be treated accordingly (namely, the pertinent
integer vectors n,m cannot be considered fixed, see the discussion above). Furthermore,
even for a fixed P, the eigenvalues Eα(P, L) collapse toward the threshold, as L → ∞.
Therefore, in order to stay in the vicinity of a fixed infinite-volume center-of-mass (CM)
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energy E (or, equivalently, Eα(P, L) '
√
E2 + P2), one cannot treat α as fixed anymore.2

Higher excited states should be considered in the limit L→∞ and fixed E.
After fixing carefully the kinematics, one might ask oneself, how the infinite-volume

limit should be carried out in the matrix elements. For instance, it is well known that the
corrections are no more exponentially suppressed for unstable particles. Even for a much
simpler case of the finite-volume decay matrix element of an unstable state, this limit is
not well defined mathematically and can be performed only after removing the factor that
corresponds to the interactions of the decay products in the final state, the well-known the
Lellouch-Lüscher factor [3]. This approach works perfectly for the transition form factors
of resonances into stable states, as well as for timelike form factors of stable particles,
see [4–13]. Recently, a three-particle analog of the Lellouch-Lüscher formula has been also
derived [14, 15]. The situation, however, becomes more complicated in case of the resonance
matrix elements which is studied in the present paper. The problem is that, even after
explicitly removing the Lellouch-Lüscher factors that correspond to the unstable particles,
the remaining expression still does not exhibit a regular behavior in L and, hence, the
infinite-volume limit cannot be performed [1, 16–18]. Additional developments concerning
the evaluation of the resonance matrix elements can be found in refs. [2, 19, 20].

To summarize the findings of refs. [1, 16–18], a consistent procedure for the analytic
continuation of the obtained result into the complex plane, which is needed to define a
resonance form factor rigorously, cannot be straightforwardly formulated for the whole
finite-volume matrix element. The culprit is the so-called triangle diagram, in which one of
the “constituent particles” of a resonance couples to the external current J , whereas the
second acts as a spectator, see figure 1a (for simplicity, we consider the resonance emerging
in two-particle scattering). Such a triangle diagram is more singular in the finite volume
than a loop diagram with two propagators, which corresponds to the Lüscher zeta-function.
In refs. [1, 16–18] the problem was addressed in different frameworks, but from a very similar
physics perspective. Schematically, the proper procedure could be described as follows. It
is proposed to single out the contribution of the triangle diagram in a finite volume. The
infinite-volume limit and the analytic continuation in the remainder of the amplitude can
be performed without further ado. The triangle contribution, calculated analytically in the
infinite volume and at the resonance pole, can be added back at the final stage. Even if the
above procedure is absolutely consistent, the necessity of subtracting/adding the triangle
diagram, to our taste, may turn the extraction of the resonance form factors into quite a
challenging endeavor, with hard-to-control systematic errors.

On the other hand, the Feynman-Hellmann theorem [21, 22] has been successfully used
to compute form factors of stable hadrons in a static, spatially periodic external field [23].3

2Note that in ref. [2], the finite-volume matrix elements at a fixed α, β are considered. For instance,
the ground-state matrix element can be expanded in 1/L, which gives only access to the form factor at
zero-momentum transfer. By contrast, matrix elements at fixed energy have irregular behavior as a function
of L, “jumping” over the poles of the one-loop diagrams in a finite volume.

3Note however that the study of the limit of zero-momentum transfer in this approach requires further
scrutiny and is by no means trivial. The structure of the energy levels changes in this limit — the Landau
levels emerge in the constant field. More discussion of this subtle issue is given in ref. [24].
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(a) (b)

Figure 1. a) The triangle diagram which leads to an irregular behavior of the matrix element in a
finite volume, and b) a local vertex that has a regular behavior. The dashed, single and wiggled
lines denote the resonance, its constituents and the external current, respectively.

Moreover, the same method has been applied to the study of baryon structure functions
and doubly virtual Compton scattering amplitude on the lattice [24–27]. In case of the
form factor, one computes the two-point function in an external field in the Breit frame,4
and determines the mass of a particle in the external field. It can then be shown that the
derivative of the particle mass with respect to the coupling constant to the external field
gives, at leading order in this coupling constant, the form factor in the Breit frame.

It is natural to ask, whether one can generalize this method to the calculation of the
form factors of unstable particles. The role of the particle mass in this case is played by
the resonance pole position in the complex plane. In this paper we shall demonstrate that,
at leading order, the derivative of the pole position with respect to the coupling constant
to the external field gives the resonance form factor. It will also be shown that, in order
to compute the resonance form factor, performing analytic continuation and finding a pole
in the presence of the external field is even superfluous. It suffices to determine the local
contribution to the form factor, see figure 1b, which can be extracted directly on the real
axis. Then, the analytic continuation can be performed in the explicit expressions, evaluated
in the infinite volume and in the absence of the external field. This does not cause any
problems and hence, the problem related to the triangle diagram, does not show up in this
approach. Note that the local contribution, unlike the matrix element itself, contains only
exponentially suppressed corrections in a finite volume, which are easy to handle. Finally,
note that applying the Feynman-Hellmann theorem to resonances is not new. In particular,
this theorem has been used to define the sigma-terms for the resonances in ref. [28]. In the
present paper, the approach of ref. [28] is generalized to the case of spatially periodic fields.5

4Since the external field breaks translational invariance, the three-momentum is not conserved. The
two-point function in the Breit frame is then defined as the one whose initial and final three-momenta p,q
are opposite in direction and have the same magnitude |p| = |q| = ω/2, where 2π/ω defines the period of
the external field.

5Here, we mention in addition an application of the Feynman-Hellmann theorem to the calculation of
the matrix element of a current between the two-body scattering states, which was carried out in ref. [2].
However, as already mentioned, the results of that paper cannot be directly compared to ours. First, in
our calculations, the CM energies of the incoming/outgoing pairs and not the labels α, β are fixed. Second,
the Feynman-Hellmann theorem in ref. [2] is used for the energies on the real axis and not in the complex
plane. Lastly, the method of ref. [2] is restricted to the scalar current which can be obtained through the
differentiation of the Lagrangian over the particle mass, whereas the method, described in the present paper,
can be applied to a generic current.
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The material of the present paper is rather technical. In order to make the argument
easier to follow, here we present a brief synopsis with the focus on the physics content.

i) In our derivation, we make use of the framework of the non-relativistic effective field
theory (NREFT). As already mentioned, the contributions to the form factor fall into
two classes. This is shown in figure 1, where the triangle diagram causes difficulties
in the infinite-volume limit, and the local contribution does not. Note also that all
ingredients needed to construct the triangle diagram are assumed to be known in
advance: the external field coupling to a single constituent, and a resonance coupling
to the constituents (described by the elastic phase shift at the energies close to the
resonance mass). By contrast, the contact contribution is unknown and should be
determined. Such a splitting can be naturally described in an NREFT framework,
with a Lagrangian similar to the one given below in eq. (2.1). Here, the coupling
CR, . . . determines the single particle form factor, the couplings C0, C2 describe the
S-wave elastic scattering phase shift near threshold, and the quantity κ characterizes
the lowest-order contact interaction. Higher-order terms are not displayed explicitly.
At this order, determining κ on the lattice is equivalent to extracting the form factor,
which can be straightforwardly calculated from the known analytic expression in the
infinite volume that contains κ (as well as other constants) as free parameters.

ii) In order to describe the form factor, one has to inject a non-zero momentum transfer
between the initial and final states. This can be achieved by placing a system in a
spatially periodic external field, whose frequency is equal to the momentum transfer.
The details are considered in section 3, where the result of ref. [23] concerning the
determination of the form factor of a stable particle using the Feynman-Hellmann
method has been re-derived and extended (see section 3.2).

iii) The central result of the paper is the derivation of the generalized Lüscher equation
in the periodic external field. Symbolically, this can be written as

det
(
X−1 − 1

2 Π
)

= 0 , (1.3)

see eqs. (4.8) and (4.9) for more details. Here, the matrix X−1 is a counterpart of
the inverse K-matrix, p cot δ(p), and the loop function Π corresponds to the Lüscher
zeta-function Z00, when the external periodic field is turned on. This equation enables
one to extract the contact contribution κ from the two-particle energy spectrum in
the external field, provided the single particle form factor and the phase shift have
been computed in advance. The extraction of κ can be performed at real energies,
an analytic continuation is not needed. The infinite-volume limit is trivial since, by
definition, the contact terms can contain only exponentially suppressed corrections
for the large box sizes.

iv) The Feynman-Hellmann theorem in quantum mechanics deals with the Hamiltonians,
linearly depending on a parameter λ:

H = H0 + λO , (1.4)
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where O is some operator. The eigenstates of the Hamiltonian, |n(λ)〉, and the
eigenvalues, En(λ), also depend on λ. The Feynman-Hellmann theorem states that

dEn(λ)
dλ

= 〈n(λ)|O|n(λ)〉 . (1.5)

We generalize this result for unstable states. One can namely extract the resonance
pole position P 0

R in the complex energy plane, also for a non-vanishing external field,
see section 4.5. The derivative of P 0

R with respect to the coupling to the external field,
e (which plays the role of λ here), at e = 0 is proportional to the resonance form
factor, evaluated at the (complex) resonance pole:

dP 0
R(e)
de

∣∣∣∣
e=0
∝ F . (1.6)

For more details, see section 4.6 and, in particular, eq. (4.36).

The layout of the paper is as follows: in section 2 we consider the problem exclusively in
the infinite volume and give a consistent definition of the resonance form factor. Section 3
contains a collection of the formulae that describe the motion of a single spinless particle in
a periodic external field. Here, we derive an exact expression for the one-particle propagator
as well as the modified Lüscher zeta-function in the external field. Section 4 is directly
dedicated to the extraction of the local contribution to the form factor. The proof of the
Feynman-Hellman theorem for the resonance form factor within the NREFT framework is
also described here. Finally, section 5 contains the results of the numerical study of the
quantization condition in an external field, which was carried out within a toy model. Note
also that this paper provides a proof of principle only. For this reason, we have simplified
the physical problem as much as possible. For example, we consider a non-relativistic case
in detail, neglecting relativistic corrections whatsoever in the beginning. Moreover, to avoid
clutter of indices, we restrict ourselves to the case of a single scalar field and neglect all
partial waves other than the S-wave. All these effects can be taken into account in a rather
straightforward fashion, see a very brief discussion in section 4.7.

2 Resonance form factor in the infinite volume

Let us consider a scalar non-relativistic particle with mass m, moving in an external
electromagnetic field Aµ(x). We shall further assume that only A0(x) is different from zero,
and that it corresponds to the static field, i.e., A0(x) = A0(x). The Lagrangian which
describes particles in this field consists of an infinite tower of operators with increasing
mass dimension that respect all symmetries, namely rotational invariance, the discrete
symmetries, and gauge invariance. In the following, we shall restrict ourselves to at most
two particles in the initial and final states. Hence, the operators in the Lagrangian should
contain at most two fields φ and two conjugated fields. Furthermore, only terms up to
first order in the coupling e will be included in the Lagrangian, since we are exclusively
interested in the linear shift in the external field.
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We shall start from the Lagrangian6

L = φ†
(
i∂t −m+ eA0 + eCR

6m2 4A
0 + ∇

2

2m

)
φ+ C0φ

†φ†φφ

+ C2

(
φ†φ†(φ

↔
∇

2
φ) + h.c.

)
+ eκ

4 φ†φ†φφ4A0 , (2.1)

where the Galilei-invariant derivative is defined as a
↔
∇b = 1

2 (a∇b − b∇a) and 4 denotes
the Laplacian. Note that in the above Lagrangian we did not make an attempt to write
down all possible terms up to a given order in the expansion in the inverse powers of m.
Hence, the theory, defined by it, is only a model that nevertheless possesses all essential
ingredients of the full theory. For the sake of clarity, we shall consider the proof on the
basis of this model first, and address the general case very briefly only at the end.7

The main aim of this section is to set up the framework for the evaluation of the
resonance form factor in a theory described by the Lagrangian (2.1). The final result,
given in eq. (2.23), can be derived in few steps. We start from the two-particle scattering
amplitude for the process q1+q2 → p1+p2 at e = 0 (no external field). In the non-relativistic
effective theory, this amplitude is given by a sum of bubble diagrams (we remind the reader
that, for simplicity, we focus on S-wave scattering only):

T (p,q; P;P 0) = 8π
m

{
K(p, q) +K(p, q0) iq0

1− iq0K(q0, q0) K(q0, q)
}
, (2.2)

where p = |p|, q = |q|, and

q2
0 = m

(
P 0 − 2m− P2

4m

)
, K(p, q) = m

8π

(
4C0 − 4C2(p2 + q2)

)
. (2.3)

Note that P 0 has an infinitesimal positive imaginary part P 0 → P 0 + iε which, for brevity,
is never shown explicitly. External particles are on mass shell: p0

i = m + p2
i /(2m) and

q0
i = m+ q2

i /(2m) for i = 1, 2. Furthermore, the center-of-mass and relative momenta are
given by

P = p1 + p2 = q1 + q2 , p = p1 − p2
2 , q = q1 − q2

2 . (2.4)

On the energy shell, p2 = q2 = q2
0 and the total energy P 0 is given by

P 0 = 2m+ P2

4m + q2
0
m
. (2.5)

6For a review of the non-relativistic effective theories for hadrons see, e.g., ref. [29].
7A brief comment about gauge invariance is in order. The restrictions A0 = A0(x) and A = 0 do not

leave room for gauge transformations except a trivial shift of A0 by a constant. In order to arrive at the
Lagrangian given in eq. (2.1), one has first to write down the most general gauge-invariant Lagrangian for
arbitrary Aµ, and choose a particular configuration of the external field afterwards. Note also that 4A0 in
eq. (2.1) emerges from the gauge-invariant expression −∇E, which reduces to 4A0 for A = 0.
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The on-shell scattering amplitude takes the form

T (q0) = 8π/m
K−1(q0, q0)− iq0

= 8π/m
−1/a+ rq2

0/2 + · · · − iq0
, (2.6)

where
C0 = −2πa

m
, C2 = πra2

2m , (2.7)

and a, r denote the S-wave scattering length and effective range, respectively.
Let us now adjust the parameters a, r so that there is a low-lying resonance in the

S-wave. In this case, the resonance pole position is determined from the equation:

− 1
a

+ 1
2 rq

2
R −

√
−q2

R = 0 . (2.8)

The choice of the minus sign in front of the square root corresponds to the second Riemann
sheet.

Suppose that a, r are chosen so that the above equation has a solution with Re q2
R > 0,

Im q2
R < 0, with |Im q2

R| � |Re q2
R| � m2. This solution corresponds to a low-lying resonance

in the S wave. In moving frames, the complex resonance energy is then given by

P 0
R = 2m+ P2

4m + q2
R

m
= ReP 0

R −
i

2 ΓR , (2.9)

where ΓR denotes the width of the resonance.
In the vicinity of the resonance pole, the two-body amplitude behaves as

T (q0) = 8π/m

K−1(q0, q0)−
√
−q2

0

→ Z

q2
0 − q2

R

+ regular terms ,

Z = 8π/m
[
K−1(qR, qR)

]′ −
[√
−q2

R

]′ , (2.10)

where primes indicate derivatives with respect to the variable q2
0, and q2

0 = q2
R is set at the

end. In the following, Z will be referred to as the wave function renormalization constant
of the resonance. It is, in general, a complex quantity.

Let us now turn the coupling to the external field on, and consider the two-point
function of a particle in the external field up to O(e):

S(p,q; p0) = i

∫
dt d3xd3y eip0t−ipx+iqy〈0|Tφ(x, t)φ†(y, 0)|0〉

= (2π)3δ3(p− q)
m+ p2

2m − p0
+ eΓ(p,q)Ã0(p− q)(

m+ p2

2m − p0
)(

m+ q2

2m − p0
) +O(e2) , (2.11)

where
Ã0(p− q) =

∫
d3x e−i(p−q)xA0(x) (2.12)
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is the Fourier-transform of the (static) scalar potential. Furthermore, the one-particle form
factor Γ(p,q; p0) can be directly read off from the Lagrangian,

Γ(p,q) = 1− CR
6m2 (p− q)2 , (2.13)

where the quantity CR is related to the mean charge radius through CR = m2〈r2〉. Note also
that the on-shell condition for the non-relativistic particles is p2/(2m) = q2/(2m) = p0−m.

Next, we turn to the definition of the resonance form factor. This quantity can be
defined through the expansion of the (equal-time) four-point function in the external field,
similarly to the one-particle form factor obtained through the expansion of the two-point
function. This four-point function is defined as

G̃(p,P; q,Q;P 0) = i

∫
dt d3x1d

3x2d
3y1d

3y2 e
iP 0t−ip1x1−ip2x2+iq1y1+iq2y2

× 〈0|Tφ(x1, t)φ(x2, t)φ†(y1, 0)φ†(y2, 0)|0〉 . (2.14)

In the absence of the external field, the equal-time four-point function can be related to
the two-particle scattering amplitude, considered above. Writing G̃ = G̃0 + eG̃1 +O(e2),
we obtain

G̃0(p,P; q,Q;P 0) =
(2π)3δ3(P−Q) (2π)3(δ3(p− q) + δ3(p + q)

)

2m+ P2
4m + p2

m − P0

+ (2π)3δ3(P−Q)T (p,q; P;P 0)(
2m+ P2

4m + p2

m − P0

)(
2m+ P2

4m + q2

m − P 0
) ,

(2.15)

where T (p,q; P;P 0) is the two-body amplitude, introduced in eqs. (2.2), (2.3), and P, Q
are the total three-momenta of the particle pairs in the initial and final states, respectively,
see eq. (2.4). The four-point function has a simple pole at P 0 → P 0

R,

G̃0(p,P; q,Q;P 0)→ (2π)3δ3(P−Q)Ψ(P,p)Ψ̄(Q,q)
P 0 − P 0

R

, (2.16)

where

Ψ(P,p) = 1
2m+ P2

4m + p2

m − P0

√
Z

m

K(p, qR)
K(qR, qR) ,

Ψ̄(Q,q) =

√
Z

m

K(q, qR)
K(qR, qR)

1
2m+ Q2

4m + q2

m − P0
. (2.17)

In analogy to the case of the two-particle bound states, we shall refer to the quantity Ψ as
the “wave function of a resonance.” Note that this does not have anything to do with the
interpretation of a resonance as a true quantum-mechanical state described by this “wave
function”, but just represents a convenient brief name.
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Γ

κ

(a) (b)

Figure 2. Diagrams contributing to the kernel Γ̃ which, convoluted with the wave functions
Ψ̄,Ψ, yields the resonance form factor, see eq. (2.23). The troublesome triangle diagram (a) in
the finite-volume form factor, mentioned in the Introduction, emerges from the disconnected part,
where the photon is attached to one of the particles, whereas the second one acts as a spectator.
The fully connected diagram (b), where the photon is emanated from the four-particle vertex,
is unproblematic.

Next, it can be checked that, like true wave functions, the quantities Ψ, Ψ̄ are normalized
according to

1
2!

∫
d3p

(2π)3 Ψ̄(P,p)Ψ(P,p) = Z

2mK2(qR, qR)

∫
d3p

(2π)3
K2(p, qR)

(
2m+ P2

4m + p2

m − P0

)2

= − Zm

8πK2(qR, qR)
d

dq2
0

(
K2(q0, qR)

√
−q2

0

)∣∣∣∣
q20=q2R

= − Zm

8πK2(qR, qR)

(
K ′(qR, qR) +K2(qR, qR)

[√
−q2

R

]′)
= 1 .

(2.18)

Here, the factor 1/2! emerges from the Bose-symmetry. In the derivation, we have used
the fact that the function K(p, q) is real and symmetric (this, in its turn, stems from the
hermiticity of the Hamiltonian) and, hence,

d

dq2
0
K(q0, qR)

∣∣∣∣
q20=q2R

= 1
2

[
K(qR, qR)

]′
. (2.19)

Up to order e, the equal-time Green function takes the form

G̃1(p,P; q,Q;P 0) = 1
(2!)2

∫
d3p′
(2π)3

d3P′
(2π)3

d3q′
(2π)3

d3Q′
(2π)3 G̃0(p,P; p′,P′;P 0)

× Γ̃(p′,P′; q′,Q′)G̃0(q′,Q′; q,Q;P 0) . (2.20)

At this order, the vertex Γ̃ is given by a sum of a finite number of diagrams, shown in
figure 2:

Γ̃(p,P; q,Q) = Γ̄(p,P; q,Q)Ã0(P−Q) , (2.21)
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where

Γ̄(p,P;q,Q) =−κ(P−Q)2

+





(2π)3δ3
((P−Q)

2 +(p−q)
)

Γ
(P

2 −p,Q2 −q
)

+




p→−p
q→−q

p→−p, q→−q







,

(2.22)

and Γ is the one-particle vertex, given in eq. (2.13).
The quantity G̃1 has a double pole in the variables P 0, Q0 that is contained in the free

Green functions G̃0. The residue at the double pole defines the form factor of the resonance:

F (P,Q) = 1
(2!)2

∫
d3p

(2π)3
d3q

(2π)3 Ψ̄(P,p)Γ̄(p,P; q,Q)Ψ(Q,q) , (2.23)

where the energy is fixed at the resonance pole. Using the normalization of the wave
functions, given in eq. (2.18), and the fact that, due to the Bose-symmetry, these wave
functions are symmetric under p→ −p and q → −q, respectively, it can be immediately
shown that the resonance form factor is properly normalized at zero momentum transfer, as
required by the Ward identity (we remind the reader that the charge of the resonance is equal
to 2e). In appendix D we provide the explicit form of eq. (2.23) in dimensional regularization.

All parameters that are present in the Lagrangian (2.1) enter the expression (2.23) as
well. Namely, the wave functions Ψ, Ψ̄ contain the elastic two-particle scattering parameters
C0, C2, whereas the kernel Γ̄ depends on the parameter CR that describes the single particle
form factor, as well as the coupling κ, characterizing the contact term. There will be more
couplings, if higher-order derivative terms, higher partial waves, etc., are included, but the
general pattern is already clear. All these couplings should be determined on the lattice,
on the same configurations. In order to determine the elastic scattering phase, related to
C0, C2, one may use standard Lüscher approach for the two-body scattering at e = 0. The
value of CR can be established by calculating the single particle form factor by using either
the standard method or the Feynman-Hellmann theorem. At the order we are working,
only a single constant κ remains unknown. Below it will be shown, how this constant can
be fixed in the external field.

The framework that we considered in this section is not new and represents a properly
adapted version of the Mandelstam formalism [30, 31], which is used to define form factors
of stable particles. The purpose of such a detailed treatment was to set the stage for a
similar calculation in a finite volume. In the following, it will be demonstrated that using
the Feynman-Hellmann theorem in a periodic external field, one arrives exactly at the
quantity defined by eq. (2.23) in the infinite-volume limit.

3 Single particle in a periodic external field

3.1 Solutions of the Mathieu equation

Up to this point, the discussion was carried out for a generic static external field A0(x).
In order to inject a momentum between the initial and final states on the lattice, it is
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convenient to consider a spatially periodic field

A0(x) = A0 cos(ωx) , ω = (0, 0, ω) . (3.1)

Here, for convenience, we have chosen the vector ω in the direction of the z-axis. Furthermore,
we project all vectors onto the direction of ω: for instance, the position vector has the
components x = (x⊥, x‖), where x⊥, x‖ denote the components perpendicular and parallel
to the z-axis, respectively.

In this section, we shall derive a closed expression of the two-point function of the field
φ in the external field. We are working here in a cubic box with a spatial elongation L (the
time elongation is assumed to be infinite). Periodic boundary conditions are imposed in the
spatial directions. As a result, the three-momenta of the particles as well as the frequency
ω are quantized:

p = 2π
L

n , n ∈ Z3 , and ω = 2π
L
N , N ∈ Z . (3.2)

Let us denote by |1〉 a state with a single particle in the periodic field. The matrix element
of the field operator between the vacuum and the one-particle state defines the Schrödinger
wave function

Φ(x, t) = 〈0|φ(x, t)|1〉 . (3.3)
The wave function obeys a differential equation that can be obtained by using the equations
of motion for the field φ(x, t):

(
i∂t + eΓA0 cos(ωx‖)−m+ ∇

2

2m

)
Φ(x, t) = 0 . (3.4)

Here,
Γ = Γ(ω) = 1− CR

6m2 ω
2 (3.5)

is the single-particle form factor evaluated at the three-momentum transfer ω. Note that,
after factorizing eq. (3.4) by using an ansatz Φ(x, t) = e−iEt+ip⊥x⊥f(x‖), this equation can
be reduced to a so-called Mathieu equation for the function f(x‖). The (unnormalized)
solutions of eq. (3.4) that obey periodic boundary conditions are given by

Φ(x, t) = e−iEt+ip⊥x⊥meνi+2n(z, q) ,

z =
ωx‖

2 , q = −4meΓA0
ω2 , (3.6)

where meνi+2n(z, q) denotes the Mathieu function and the index νi+2n, n ∈ Z, i = 1, . . . , N
labels the eigenfunctions of the Mathieu differential equation corresponding to the eigenvalues
λνi+2n(q) [32].8 Details are given in appendix A.

The completeness condition for the solutions of the Mathieu equation takes the form:

1
π

N∑

i=1

∞∑

n=−∞
meνi+2n(z, q)meνi+2n(−z′, q) = N

∞∑

k=−∞
δ(z − z′ − πkN) , (3.7)

with the νi as given in eq. (A.8).
8A collection of useful formulae on the properties of the Mathieu functions can be found at

https://dlmf.nist.gov/28.
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The propagator of the particle φ in the external field is defined as:

S(x,y;E) = i

∫ +∞

−∞
dteiEt〈0|Tφ(x, t)φ†(y, 0)|0〉 , (3.8)

and it is given by the sum over the eigenfunctions (spectral representation):

S(x,y;E) = 1
L3

∑

p⊥

N∑

i=1

∞∑

n=−∞

eip⊥(x⊥−y⊥)

m+ p2
⊥

2m + ω2
8m λνi+2n(q)− E

×meνi+2n

(
ωx‖

2 , q

)
meνi+2n

(
−ωy‖2 , q

)
.

(3.9)

Indeed, it can be directly verified that
(
E + eA0 cos(ωx‖)−m+ ∇

2

2m

)
S(x,y;E) = −

∑

m∈Z3

δ3(x− y−mL) . (3.10)

The propagator can be expanded in powers of e (this corresponds to the Taylor expansion
in the parameter q). Up to O(e), the result takes the expected simple form:

S(p,q;E) =
∫ L

d3xd3ye−ipx+iqyS(x,y;E)

= L3





δ3
pq

m+ p2

2m − E
+ 1

2 eA0Γ
δ3
p−ω,q + δ3

p+ω,q(
m+ p2

2m − E
)(

m+ q2

2m − E
)





+O(e2) .

(3.11)

The proof of this equation is given in appendix B.

3.2 The energy shift in the periodic field

The spectrum of a particle in an external periodic field is determined by the poles of the
propagator. Performing the Fourier transform using eq. (A.9), the propagator can be
rewritten in the following form:

S(p,q;E) = L3δ2
p⊥,q⊥

N∑

i=1

∞∑

n=−∞

∞∑

a,b=−∞
Cνi+2n

2a (q)Cνi+2n
2b (q)

×
δ−p‖,ω2 (νi+2n+2a)δ−q‖,ω2 (νi+2n+2b)

m+ q2
⊥

2m + ω2
8m λνi+2n(q)− E

. (3.12)

Here, the coefficients Cνi+2n
2a,2b (q) (a, b ∈ Z) are the same as in eq. (A.9), and their explicit

form does not matter here. We see now that, instead of one pole, the propagator in the
external field has a tower of poles. This was expected, because the periodic external field
carries the momentum ω. Consequently, the three-momentum is not conserved in such a
field, and q = p + `ω, where ` ∈ Z is an integer. In addition, since the particle interacts
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with the field, the energies (pole positions) are slightly displaced from the non-interacting
values corresponding to λνi+2n(0) = (νi + 2n)2 and are determined through the equation

E = m+ p2
⊥

2m + ω2

8m λνi+2n(q) . (3.13)

The crucial point is that λνi+2n(q) = (νi + 2n)2 + O(q2) for all values of νi + 2n except
(νi + 2n) = ±1. In this case,

λ1(q) = 1 + q +O(q2) , λ−1(q) = 1− q +O(q2) . (3.14)

In the following, for simplicity, we shall take p⊥ = q⊥ = 0 and determine the lowest
eigenvalue in the sectors with different values of N . (Note that the integer number N
characterizes the momentum transfer in the external field vertex, in units of 2π/L.) The
components p‖, q‖ are given by p‖ = 2πn‖/L and q‖ = 2πn′‖/L. In the sectors with N = 1, 2
the argument goes as follows:

N = 1. In this case, νi = 0, and we have

− n‖ = n+ a , −n′‖ = n+ b . (3.15)

For any choice of n‖, n′‖, we may find a, b so that n = 0. Hence, the lowest eigenvalue is
λνi+2n(q) = λ0(q) = O(q2).

N = 2. In this case, we have νi = 0, 1 and

− n‖ = νi + 2n+ 2a , −n′‖ = νi + 2n+ 2b . (3.16)

This means that n‖, n′‖ should be either odd or even. If both are chosen to be even, then
νi = 0 should be fulfilled and n = 0 is allowed. Then, the lowest eigenvalue is λ0(q). On
the other hand, if n‖, n′‖ are odd, then νi = 1 is picked up. Since n is integer, νi + 2n is odd
and λ0(q) never appears. The lowest eigenvalues are then λ±1(q). Assuming A0 > 0 and
q > 0, we get λ1(q) < λ1(−q) and the lowest energy level will be at

E = m+ ω2λ1(q)
8m = m+ ω2

8m −
1
2 eA0Γ . (3.17)

Hence, differentiating the pole shift with respect to e, one gets the particle form factor
Γ = Γ(ω). This is exactly the case considered in ref. [23]: one places the charged particle in
the periodic external field with ω = 4π/L, and considers the Breit frame p = −q = −ω/2.
Then, the linear derivative of the shift of the lowest energy level with respect to the coupling
to the external field yields the form factor at the momentum transfer ω. Hence, our result
confirms and extends the findings of ref. [23] to different incoming and outgoing momenta,
as well as to the higher values of N .
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4 Two-particle scattering in the periodic external field

4.1 Lüscher equation

In this section, we shall derive the counterpart of the Lüscher equation in the external field,
which allows one to extract the contact coupling, κ, from the finite-volume energy spectrum.
To this end, let us consider the two-point function of the composite fields φ2, [φ†]2:

D(P,Q; t) = i

∫ L

d3xd3ye−iPx+iQy〈0|Tφ2(x, t)[φ†(y, 0)]2|0〉 . (4.1)

The diagrams that contribute to this quantity are shown in figure 3. These are reminiscent
of the diagrams in the absence of an external field, with two differences: a) the particle
propagators in these diagrams are the full ones that include the summation of all external field
insertions in these propagators, and b) in addition to the conventional four-particle vertices,
there are vertices with the external field attached (the pertinent operator comes with the
coupling κ in the Lagrangian). Below, we shall study the implications of these modifications.

First, note that, since the three-momentum is not conserved in the presence of the
external field, the two-point function is no more diagonal in the incoming/outgoing total
three-momenta Q and P. Instead of an overall factor L3δ3

PQ it contains a tower of terms
with L3δ3

P+`ω,Q and ` ∈ Z, ` 6= 0. However, since each momentum flip proceeds through the
interaction with the external field and thus adds one power of the coupling e, the terms that
multiply L3δ3

P+`ω,Q start at O(e`). Hence, at a given order in e, the quantity D(P,Q;E)
is a band matrix with the indices P,Q. Note also that here we do not attempt a priori to
expand the particle propagator in powers of e, since such an expansion cannot be easily
justified on the real axis of the energy.

Let us consider the elementary loop diagram in figure 3. If both four-particle vertices
in such a diagram do not contain derivatives of the field φ, such a loop is given merely by a
convolution of two propagators in the external field

Π (P,Q;E) =
∫
dp0

2πi

∫ L

d3xd3y e−iPx+iQyS(x,y; p0)S(x,y;E − p0) . (4.2)

Here, S(x,y;E) is defined by eq. (3.9).
The situation is slightly more complicated in case of vertices with derivatives, e.g., the

vertex that is proportional to the coupling C2 in eq. (2.1). In the case with no external
field and using dimensional regularization, it is possible to “pull out” the derivatives acting
on the internal lines and transform them into the external momenta. The difference is an
off-shell term, which cancels the denominator in the loop, leaving a low-energy polynomial
that vanishes after integration in dimensional regularization. The above fact allows one to
derive the Lüscher equation in a very simple manner.9 When the external field is switched
on, “pulling out” the derivatives leads to an extra term that depends on the external field.

9The final result is the same in all regularizations but the use of dimensional regularization makes the
derivation particularly simple.
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+ + + · · ·
C0, C2 κ

Figure 3. Two-point function of the composite field φ2(x). Double lines denote the full one-particle
propagator in the external field, see figure 4. The diagrams, in which the external field is attached
to the four-particle vertex, are explicitly included.

= + + + · · ·

Figure 4. Full one-particle propagator in the external field.

Indeed, using eq. (4.2) together with eq. (A.4), one can easily show that

∫ L

d3xd3y e−iPx+iQy
{
S(x,y; p0)(

→
∇x −

←
∇x)2S(x,y;E − p0)

}

=
∫ L

d3xd3y e−iPx+iQy

× 1
L3

∑

p⊥

N∑

i=1

∞∑

n=−∞

eip⊥(x⊥−y⊥)meνi+2n

(
ωx‖

2 , q

)
meνi+2n

(
−ωy‖

2 , q

)

m+ p2
⊥

2m + ω2
8m λνi+2n(q)− p0 − iε

×
(
−2p2

⊥ − 2q2
⊥ + P2 − ω2

2 (λνi+2n(q) + λνj+2m(q))− 8meΓA0(x)
)

× 1
L3

∑

q⊥

N∑

j=1

∞∑

m=−∞

eiq⊥(x⊥−y⊥)meνj+2m

(
ωx‖

2 , q

)
meνj+2m

(
−ωy‖

2 , q

)

m+ q2
⊥

2m + ω2
8m λνj+2m(q)− E + p0 − iε

.

(4.3)

The expression in the brackets, which is present in the numerator, can be rewritten as

− 2p2
⊥ − 2q2

⊥ + P2 − ω2

2 (λνi+2n(q) + λνj+2m(q))− 8meΓA0(x)

= −4m
(
m+ p2

⊥
2m + ω2

8m λνi+2n(q)− p0
)
− 4m

(
m+ q2

⊥
2m + ω2

8m λνj+2m(q)− E + p0
)

− 4m
(
E − 2m− P2

4m

)
− 8meΓA0(x) . (4.4)

The first two terms cancel with one of the denominators in eq. (4.3). Using dimensional regu-
larization, it can be argued that these two terms give a vanishing contribution to the integral.
The third term corresponds to “pulling out” the derivatives on the internal lines. Only the
last term is new and shows that, in case of a non-vanishing external field, there is an addi-
tional contribution. Physically, this corresponds to the four-particle vertex with the external
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field attached (topologically equivalent to the one that contains the coupling κ). In other
words, pulling out the derivatives is equivalent to adjusting the coefficients of such terms.10

Carrying out this procedure consistently in all loops, it is seen that the full two-point
function D obeys the equation

1
4 DPQ(E) = 1

2 ΠPQ(E) + 1
L6

∑

P′Q′

1
2 ΠPP′(E)XP′Q′(E)1

4 DQ′Q(E) . (4.5)

Here, for convenience, we have used matrix notation, considering the momenta P,Q, . . . as
the indices. The kernel X is given by

XPQ(E) = L3δ3
PQX

(0)
P (E) + e

2 L
3(δ3

P+ω,Q + δ3
P−ω,Q)X(1)

PQ(E) +O(e2) , (4.6)

where

X
(0)
P (E) = 4C0 − 8mC2

(
E − 2m− P2

4m

)
+ · · · ,

X
(1)
PQ(E) = −κω2A0 − 16mC2ΓA0 + · · · . (4.7)

Note that the second term in X(1) emerges after pulling out the derivatives.
The derivation of the Lüscher equation is now straightforward. The energy levels are

determined by the equation

detM = 0 , MPQ(E) = [XPQ(E)]−1 − 1
2 ΠPQ(E) . (4.8)

Furthermore, up to first order in e, the inverse of the matrix X is given by

[XPQ(E)]−1 = L3δ3
PQk(P;E)− e

2 L
3(δ3

P+ω,Q + δ3
P−ω,Q)k(P;E)X(1)

PQ(E)k(Q;E)

+O(e2) , (4.9)

where

k(P;E) =
(

4C0 − 8mC2

(
E − P2

4m

)
+ · · ·

)−1
= m

8π

(
−1
a

+ 1
2 rq

2
0(P;E) + · · ·

)
,

q2
0(P;E) = m

(
E − 2m− P2

4m

)
. (4.10)

As seen from the above equation, at leading order in e, the inverse of the kernel reduces
to the well-known expression q0 cot δ(q0). This was of course expected from the beginning.
The O(e) corrections to the kernel can be calculated perturbatively in a consistent manner.
At this order, they are characterized by a single unknown effective coupling κ.

10Note, however, that this additional term does not carry the momenta P,Q and, in particular, does
not vanish at (P −Q)2 = 0. This indicates that pulling all derivatives out of the loop, checking Ward
identities as well as the normalization of the form factor at zero momentum transfer can become technically
complicated, albeit gauge invariance still holds.
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Furthermore, if P = −Q (Breit frame), the non-diagonal term in eq. (4.9) can be
rewritten as

k(P;E)X(1)
PQ(E)k(−P;E) = −k2(P;E)κω2A0 −

m2

4π ΓA0
dK−1(q0, q0)

dq2
0

+ · · ·

= −k2(P;E)κω2A0 −
m2

8π ΓA0r + · · · . (4.11)

In other words, at this order, everything is expressed in terms of the effective-range
parameters a, r and the coupling κ.

Equation (4.8) is one of our main results, namely the Lüscher equation in the presence of
an external field. In contrast to the conventional Lüscher equation, which reduces to a single
equation in the absence of partial-wave mixing, eq. (4.8) results from the matrix equation
that connects sectors with different momenta P,Q. This happens because three-momentum
is not a conserved quantity in the case considered here.

In order to make the equations tractable, a truncation should be applied. Let us
consider the Breit frame again, with P = −Q = ω/2. If e = 0, M is a diagonal matrix,
whose matrix elements at P = Q = ±ω/2 linearly vanish at the energies that correspond to
the finite-volume spectrum of a system in a frame moving with a momentum P. Turning
the external field on, it is seen that the energy levels split and continuously shift from these
values.11 It can be straightforwardly checked that, at order e, it suffices to consider a 2× 2
matrix with P = ±ω/2 and Q = ±ω/2. Adding more rows and columns to this matrix
shifts the spectrum in higher orders only.

It is important to realize that the only missing piece in our knowledge of the resonance
form factor is the contact contribution, which is proportional to the constant κ in our
example. Everything else is known: the form factor in the impulse approximation (this
corresponds to the triangle diagram in figure 1a) is determined through the known form
factors of individual particles. This way, the coupling κ can be extracted by fitting the data
to the energy spectrum obtained from the Lüscher equation in the external field, eq. (4.8).
Unlike measured matrix elements of the external current, κ, by definition, may contain only
exponentially suppressed contributions in a finite volume. Hence, this method allows one to
circumvent the problem of the irregular L-dependence, mentioned in the Introduction.12

4.2 The Lüscher zeta-function in the external field; perturbative expansion

We shall now provide an explicit expression for the loop function Π , defined in eq. (4.2).
Carrying out the integration over the transverse momenta and the energy, we get

Π (P,Q;E) = L2δ2
P⊥Q⊥Π̄ (P‖, Q‖; P⊥;E) , (4.12)

11In fact, as we shall see later, the structure of the spectrum at e 6= 0 is more complicated. There exist
“fake” states which do not have a counterpart at e = 0.

12This statement should be clarified by an example. Suppose that one calculates the finite-volume energy
spectrum in an “exact” theory (be this QCD or relativistic EFT), and then extracts κ from this spectrum
by using the NREFT setting described in this paper. The extracted quantity κ = κ(L) will depend on L.
We state that the difference κ(L)− κ(∞) = O(e−µL) (modulo a prefactor that may contain powers of L),
where µ is some scale given by a multiple of the lightest mass in the system (here, the only available scale is
the particle mass m itself). In this context, one might term this statement, which applies to all effective
couplings in NREFT, as the finite-volume counterpart of the Appelquist-Carazzone decoupling theorem.
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where

Π̄ (P‖,Q‖;P⊥;E)

= 1
L4

∑

p⊥

N∑

i,j=1

∞∑

n,m=−∞

∫ L

0
dx‖

∫ L

0
dy‖Din,jm(p⊥;P⊥;E)e−iP‖x‖+iQ‖y‖

×meνi+2n

(
ωx‖

2 , q

)
meνi+2n

(
−ωy‖2 , q

)
meνj+2m

(
ωx‖

2 , q

)
meνj+2m

(
−ωy‖2 , q

)
, (4.13)

and

Din,jm(p⊥;P⊥;E) = 1

2m+ p2
⊥

2m+ (P−p)2⊥
2m + ω2

8m (λνi+2n(q)+λνj+2m(q))−E
. (4.14)

Below, we shall consider the perturbative expansion of this expression in powers of the
coupling e (or, equivalently, the quantity q). The reason for this is twofold. First, in the
standard method of evaluating the resonance form factor, the matrix element between
the two-particle scattering states is calculated on the lattice. This corresponds to taking
exactly O(e) term in the perturbative expansion. Hence, expanding the result in e, one
may establish a closer relation between the “standard” approach and the approach which
is proposed in the present paper. The second reason is practical. The full expression of
the Lüscher function in the external field is quite cumbersome and is not well suited for
numerical evaluation. The expansion allows one to arrive at a much simpler expression.
One should be however aware of pitfalls, see below.

In what follows, we shall display the result of the calculation of this quantity at first
order in the parameter q. Note that the energy denominator depends on q as well since
λ±1(q) = 1± q +O(q2). Hence, the perturbative expansion fails at the energies where the
pertinent denominators vanish at O(q0). For this reason, along with the “perturbative”
result, we also present the “exact” one, obtained by expanding the numerator in powers of
q but keeping the O(q) terms in the denominator unexpanded. The implications of using
the “perturbative” result instead of the “exact” one are also considered in detail.

The initial and final momenta P,Q in the above equations are arbitrary. Below, we
shall use the notation P‖ = aω/2, Q‖ = bω/2. For simplicity, we shall further restrict
ourselves to the 2× 2 matrix with a, b = ±1 (recall that P⊥ = Q⊥). The detailed derivation
can be found in appendix C. The pertinent elements of the matrix Πab are denoted as
Π̃11 = Π̃−1,−1

.= Π0 and Π̃1,−1 = Π̃−1,1
.= Π1. The “exact” and “perturbative” results are

denoted by Π0,1 and Π′0,1, respectively:

Π0 = Π (1)
0 + Π (2)

0 , Π1 = Π (1)
1 + Π (2)

1 , (4.15)

where

Π (1)
0 = 1

L3

∑

p

1
2m+ p2

2m+ (P−p)2
2m −E

,

Π (1)
1 =−ω

2q

4m
1
L3

∑

p

1(
2m+ p2

2m+ (P−p)2
2m −E

)(
2m+ p2

2m+ (Q−p)2
2m −E

) ,
(4.16)
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and

Π (2)
0 = 1

L3

∑

p⊥

{
1+ q

4
ω2
8m (1+q)+ ω2

2m−W
+

1− q
4

ω2
8m (1+q)−W

+
1− q

4
ω2
8m (1−q)+ ω2

2m−W
+

1+ q
4

ω2
8m (1−q)−W

− 2
ω2
8m + ω2

2m−W
− 2

ω2
8m−W

}
,

Π (2)
1 = 1

L3

∑

p⊥





ω2q
4m(

ω2
8m−W

)2 +
(

1
ω2
8m (1+q)−W

− 1
ω2
8m (1−q)−W

)

+ q

4

(
1

ω2
8m (1+q)+ ω2

2m−W
− 2

ω2
8m (1+q)−W

+ 1
ω2
8m (1−q)+ ω2

2m−W
− 2

ω2
8m (1−q)−W

− 2
ω2
8m + ω2

2m−W
+ 4

ω2
8m−W

)

.

(4.17)

Note also that the following notation is used:

W = E − 2m− p2
⊥

2m −
(P− p)2

⊥
2m . (4.18)

Some comments are in order now. As already said, the quantities Π (1)
0,1 can be obtained

straightforwardly by using the perturbative expansion of the one-particle propagator, see
eq. (3.11). Namely, Π (1)

0 leads to the Lüscher zeta-function, and Π (1)
1 is nothing but the

triangle diagram (or, the so-called G-function, in the approach of refs. [17, 18]). Hence,
the relation to the “standard” approach is clearly visible. However, we already know that
this expansion fails in the vicinity of the free particle poles. Indeed, instead of one simple
pole at q = 0, the one-particle propagator possesses two poles at q 6= 0, which are located
symmetrically on both sides. Expanding the denominator in powers of q, one gets one
double pole instead of two single poles, separated by a distance 2q. This is schematically
shown in figure 5. where the names “exact” and “perturbative” refer to Π0,1 and Π (1)

0,1 ,
respectively. Furthermore, it is worth noting that, formally, Π (2)

0,1 are at least of order q2

and can be neglected. We have seen, however that such an approximation does not suffice
in the vicinity of the singularities. Another observation is that, in the infinite-volume limit,
which can be performed for energies below the two-particle threshold, the quantities Π (2)

0,1
behave like L−1 for large L modulo exponential corrections.

4.3 “Exact” vs. “perturbative” solution

A very interesting question arises, namely, whether the solutions of the Lüscher equation in
the external field are the same up to terms of order e2, if one replaces Π0,1 by Π (1)

0,1 (we
remind the reader that the difference between these quantities is formally of order e2). The
answer to this question is positive, and will be discussed below.

Let us take, for simplicity, P⊥ = 0 and try to obtain a solution in the vicinity of
E = 2m+ ω2/(8m). The quantities Π0,1 exhibit here the following behavior

Π0,1 =
c+

0,1(q)
2m+ ω2

8m (1 + q)− E
+

c−0,1(q)
2m+ ω2

8m (1− q)− E
+ Π̄0,1 , (4.19)
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Figure 5. The diagonal and non-diagonal elements of the matrix Π , given in eqs. (4.16) and (4.17).
The quantity q20 is given in eq. (2.3). It is seen that the quantity Π (1)

1 (“perturbative”) develops a
double pole instead of the two separated simple poles found in Π1 (“exact”). Since this figure serves
illustrative purpose only, we do not specify the values of the parameters in calculations. The units
on the vertical axis are arbitrary.

where Π̄0,1 is a smooth function of E in the vicinity of E = 2m+ω2/(8m) and the coefficients

c±0 = 1
L3

(
1∓ q

4

)
, c±1 = ± 1

L3

(
1∓ q

2

)
, (4.20)

can be directly read off from eqs. (4.16) and (4.17). Thus, the Lüscher equation in this case
can be reduced to two algebraic equations of the type

G−1
± (E) .= c+(q)

2m+ ω2
8m (1 + q)− E

+ c−(q)
2m+ ω2

8m (1− q)− E
+ f±(E, q) = 0 . (4.21)

Here, c± = −1
2 (c±0 ± c±1 ) and f±(E, q) are some smooth functions of their arguments which

contains Π̄0,1 as well as the elements of the matrix X, eq. (4.7). Hence, one could expand
f±(E, q) in Taylor series in E in the vicinity of the unperturbed level and solve the obtained
equations iteratively. At lowest order, f±(E, q) are just constants and one gets quadratic
equations for E which can be easily solved. Indeed, rewriting the above equation as

G−1
± (E) = mc+

q2
+ − q2

0
+ mc−
q2
− − q2

0
+ f± = 0 ,

q2
± = ω2

16 (1± 2q) , (4.22)

one gets two roots

q2
0 = q2

1 + m(c+ + c−)
2f±

± 1
2f±

√
D ,

q2
1 = 1

2 (q2
+ + q2

−) = ω2

16 ,

D =
(
2f±q2

1 +m(c+ + c−)
)2
− 4f±(f±q2

+q
2
− +mc+q

2
− +mc−q2

+) . (4.23)
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Expanding this solution in powers of q one gets a pair of solutions that differ by the choice
of sign in front of the square root

q2
0 = q2

1 + m(c+ + c−)
2f±

± m(c+ + c−)
2f±

(
1− f±(q2

− − q2
+)(c+ − c−)

m(c+ + c−)2

)
+ · · · . (4.24)

Choosing the “+” sign, one may verify that one gets exactly the same result as first
expanding eq. (4.21) in powers of q and then solving it with respect to E. Higher orders
in the expansion in E can be treated in the similar fashion. On the other hand, with the
choice of the “−” sign, one arrives at the solution q2

0 = q2
1 +O(q). As we shall see below,

this corresponds to an unphysical solution.
Albeit the argument, given above, proves that the linear dependence of the energy

levels is not altered by using perturbative expansion in Π0,1, the situation for a finite e is
not that clear. It cannot be excluded that the structure of the energy levels is qualitatively
different, until e becomes sufficiently small (later, we shall demonstrate this explicitly). For
this reason, using the exact solution for Π0,1 in the fit is preferable.

4.4 Residua

As mentioned earlier, the perturbative expansion contains pitfalls. Here we shall consider
one of these. Namely, it will be shown that the use of the expanded Lüscher equation might
lead to the “fake” poles. The residua of these poles are however of order e2 and could be
thus neglected at the order one is working. In the actual fit to the lattice data, one should
carefully identify such poles and exclude them from the analysis.

Below, for simplicity, we restrict ourselves to the case of the 2 × 2 matrix already
considered above. The quantity G (E), defined in eq. (4.21), contains single poles at q2

0 = q2
n,

which are given, in particular, by eq. (4.24). In the vicinity of such a pole,

G (E) = Zn

q2
n − q2

0
+ regular . (4.25)

Differentiating both sides of the above equation with respect to q2
0, one may easily ensure

that the residuum at the pole, Zn, is given by the derivative of G−1
± (E) at the pole:

Z −1
n = − lim

q20→q2n
[G−1
± (E)]′ . (4.26)

On the other hand, from eq. (4.22) one gets

[G−1
± (E)]′ = mc+

(q2
+ − q2

0)2 + mc−
(q2
− − q2

0)2 + f ′± . (4.27)

Equation (4.24) describes two solutions, which differ by the choice of the sign in front of the
last term. Taking into account the fact that c+±c− = O(1) and q2

±−q2
1 = O(q), one immedi-

ately gets that the quantity Z is of order 1 and order q2 for the first and the second solution,
respectively. This demonstrates that the second solution is an artifact of the approximations
used, since the terms of order q2 in the numerators have been systematically neglected.
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4.5 Extracting the resonance pole

In the infinite volume momenta are no more quantized. However, the conservation of the
three-momentum, P = Q± `ω, implies that the two-point function of the composite fields
for a fixed ω still obeys the matrix equation (4.5). In this equation, however, P,Q,ω are
no more restricted to integer multiples of 2π/L. Furthermore, the kernel X is the same
(modulo replacing the Kronecker deltas by the Dirac delta-functions), and the loop function
Π is replaced by its infinite-volume counterpart that amounts to replacing the sum over the
loop momenta by an integral.

A crucial point is that we can use the perturbative expansion (3.11) in the coupling e.
The reason is that, in order to find the position of the resonance pole, we are going to solve
the infinite-volume analog of eq. (4.5) in the complex plane, where the energy denominator,
appearing in the loop, is not singular and the perturbative expansion is justified. However,
as seen above, when solving the Lüscher equation on the real axis, the perturbative series
diverges in the vicinity of the singularities. Hence, in a finite volume, it is preferable to
work with the full expression of the Lüscher zeta-function in the external field.13

Up to O(e) terms, the loop function Π in the infinite volume takes the form:

Π (P,Q;E) = (2π)3δ3(P−Q)Π0(P;E)
+eA0Γ (2π)3[δ3(P+ω−Q)+δ3(P+ω−Q)

]
Π1(P,Q;E)+O(e2) ,

(4.28)

where

Π0(P;E) =
∫
dp0

2πi

∫
d3p

(2π)3
1(

m+ p2

2m − p0
)(

m+ (P−p)2
2m − E + p0

)

= m

4π

[
−m

(
E − 2m− P2

4m

)]1/2
,

Π1(P,Q;E) =
∫
dp0

2πi

∫
d3p

(2π)3
1(

m+ p2

2m − p0
)(

m+ (P−p)2
2m − E + p0

)

× 1(
m+ (Q−p)2

2m − E + p0
)

= −m
2

8π

∫ 1

0
dx

1√
m(2m+ P2/(4m)− E) + 1

4 ω
2x(1− x)

= − m2

2πω arcsin ω√
16m(2m+ P2/(4m)− E) + ω2 . (4.29)

Note that the sign convention in front of the square roots in the above expressions corresponds
to the choice of the second Riemann sheet.

13One should stress here once more that one is forced to exclusively use perturbative expressions within the
“standard” approach. From the discussion above it is however clear that both approaches are algebraically
equivalent at O(e) (as it should be).
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The procedure for determining the position of the pole on the second Riemann sheet is as
follows. First, one uses the finite-volume energy levels in the Breit frame, P = −Q = ±ω/2,
to extract the parameters of the Lagrangian using the Lüscher equation with an external
field, eq. (4.5). In our case, there is a single unknown parameter κ. Next, solving the same
equation in the infinite volume, using eq. (4.29), with the extracted values of the couplings,
one determines the position of the pole on the second sheet. In this manner, one could
study the dependence of the pole position with e. It can be seen that a pair of poles emerges
which move in opposite directions as e increases. At first order of e, they move with the
same rate.

4.6 Relation to the resonance form factor

From the previous discussion, the infinite-volume two-point function in the external field
possesses poles on the second Riemann sheet. In the vicinity of a pole, the residue factorizes.
In the Breit frame, one has:

D(P,Q;E)→ (2π)3δ3(P−Q± ω) Φ(P)Φ̄(−P)
P 0(P)− P 0

R(P, e) . (4.30)

Here, we have explicitly indicated the dependence on the parameter e.
Next, we shall differentiate both sides of the above equation with respect to e and

set e = 0 at the end (because we are interested only in the terms linear in e). The most
singular term (a double pole) comes from differentiating the denominator. Hence,

d

de
D(P,Q;E)

∣∣∣∣
e=0
→ (2π)3δ3(P−Q± ω) Φ(P)Φ̄(−P)

(P 0(P)− P 0
R(P, 0))2

dP 0
R(P, e)
de

∣∣∣∣
e=0

+ less singular terms. (4.31)

On the other hand, the quantity D can be identically rewritten as D = DD−1D. Differenti-
ating with respect to e, one gets d

de D = −D
(
d
de D

−1
)
D. The quantity D at e = 0 has a

pole

D(P,Q;E)→ (2π)3δ3(P−Q) Φ(P)Φ̄(P)
P 0(P)− P 0

R(P, 0)
. (4.32)

Taking into account the definition (2.14) and comparing with eq. (2.16), one can straight-
forwardly read off the relation between the quantity Φ(P) and the wave function Ψ(P,p),
introduced in section 2:

Φ(P) =
∫

d3p
(2π)3 Ψ(P,p) . (4.33)

An important remark is in order. In the limit e = 0, the three-momentum is conserved and,
hence, one can establish the relation between Ψ and Φ only for P = Q. However, the fact
that the residue at the pole factorizes, enables one to write down the residue for P 6= Q as
well. In simple cases like the one considered here, the factorization at the pole can be verified
explicitly, carrying out the truncation in the P,Q space and inverting the resulting matrix.
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Finally, using D−1 = 1
2 Π−1− 1

4 X and taking into account eqs. (4.6) and (4.28), one gets

d

de
D(P,Q;E)→ −(2π)3δ3(P−Q± ω)Φ(P)Φ̄(P) Φ(−P)Φ̄(−P)

(P 0(P)− P 0
R(P, 0))2

×
[
−1

2 A0Π−1
0 (P, ER)ΓΠ1(P,−P;ER)Π−1

0 (−P;ER)− 1
8 X

(1)
P,−P(ER)

]
.

(4.34)

Comparing eqs. (4.31) and (4.34), we finally obtain:

dP 0
R(P)
de

∣∣∣∣
e=0

= 1
2 Φ̄(P)

[
Π−1

0 (P,ER)A0ΓΠ1(P,−P;ER)Π−1
0 (−P;ER)+ 1

4X
(1)
P,−P(ER)

]
Φ(−P) . (4.35)

In order to prove that this expression is the same as eq. (2.23), let us first assume that C2 = 0
and use Ã0(P−Q) = 1

2 (2π)3(δ3(P−Q + ω) + δ3(P−Q− ω). When C2 = 0, the integra-
tion over the relative momenta in eq. (2.23) is performed trivially, yielding eq. (4.35) (note
that eq. (4.33) should be used to prove this relation). If C2 6= 0, in analogy to what was done
before, one has to pull out the derivatives acting on the internal lines. Then, the expression
for X(1) will be modified and one arrives again at eq. (4.7). Equations (2.23) and (4.35) are
also equivalent in this case. Finally, we arrive at our final result that looks remarkably simple:

1
2 A0F (P,−P) = dP 0

R(P)
de

∣∣∣∣
e=0

. (4.36)

In other words, in the Breit frame the resonance form factor is given by the derivative of
the resonance pole position with respect to the coupling constant with the external field.14

To summarize, all what is needed to compute the resonance form factor is the contact
contribution (at the lowest order, this is parameterized by a single coupling constant, κ).
The latter can be determined by fitting directly the energy levels in the external field.15 The
resonance form factor can be then calculated using eqs. (2.22) and (2.23). Hence, extracting
the resonance pole first and using then a Feynman-Hellmann theorem is even superfluous.
However, the direct analogy with the Feynman-Hellmann theorem for the form factors of
stable particles is still remarkable.

Extracting the contact contribution could, however, be complicated, since this con-
tribution contains suppression factors. For example, from eq. (4.11) it is seen that the
contribution containing κ is multiplied by a factor k2(P;E). In the case of a shallow and
narrow resonance, this approximately equals to q2

0. In addition, owing to gauge invariance,
a factor ω2 is present. This, however, is not an obstacle for the extraction of the form

14As already mentioned, each pole e = 0 splits into two, moving in the opposite direction at equal speed,
when the external field is turned on. Choosing another pole yields just a different sign in eq. (4.36).

15For instance, it could be advantageous to fit the quantity ∆ .= 〈E〉φ2 − 2〈E〉φ, calculated on the lattice
in the presence of the external field. This quantity describes the energy shift of the two-particle state caused
by the interactions between them and might be more sensitive to the small effects coming from contact
interactions parameterized by κ.
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factor, since the same suppression factors also emerge in the expression of the latter in the
infinite volume. In other words, if the quantity κ, determined on the lattice, is zero within
the error bars, this simply means that the form factor at this accuracy is given only by the
impulse approximation.

4.7 Relativistic corrections, higher partial waves and all that

In this section we briefly consider the generalization of the above approach to higher orders
in the momentum expansion. This is needed, in particular, to render the approach applicable
to the study of the problems where relativistic effects cannot be neglected. The inclusion of
the higher-derivative interaction terms (an analog of the term with C2), which also describe
higher partial waves, as well as derivative four-particle interaction with the external field
(similar to the coupling κ), proceeds relatively straightforwardly and will not be considered
here. A single non-trivial piece is the modification of the Lagrangian in the single particle
sector. As it is known, derivative insertions in the non-relativistic propagators should be
summed up to all orders, in order to arrive at a correct dispersion relation. We shall try to
do the same in presence of the external field below.

In general, writing down all terms in the one-particle sector is a complicated task (in
higher orders) and can be carried out order by order in the expansion in the inverse mass.
Matching should be performed in the same setting, order by order in the expansion. The sit-
uation simplifies dramatically, if we additionally restrict ourselves to terms that are linear in
e. These should be matched to the relativistic form factor Fµ(p′, p) = ie(p′µ + pµ)F (t), with
t = (p′−p)2. In this case, the form of the Lagrangian can be read off directly from the match-
ing condition and takes the form (the differential operators act on everything right to them):

L = φ†
(
i∂t −W + eΓ 1√

2W
(WA0(x) +A0(x)W ) 1√

2W

)
φ

+ terms with four fields . (4.37)

Here, W =
√
m2 −4 denotes the relativistic energy operator, and Γ(ω) = F (−ω2). The

equation for the one-particle wave function takes the form
(
i∂t −W + eΓ 1√

2W
(WA0(x) +A0(x)W ) 1√

2W

)
Φ(x, t) = 0 . (4.38)

Using eq. (A.1), this equation can be rewritten as
(
E −W⊥ + eΓ 1√

2W⊥
(W⊥A0(x) +A0(x)W⊥) 1√

2W⊥

)
Φ̄(z) = 0 , (4.39)

where

W⊥ =

√

m2 + p2
⊥ + 4

ω2
d2

dz2 . (4.40)

Albeit eq. (4.39) does not have the form of the Mathieu equation, at first order in e it can
be reduced to it through the redefinition of the wave function:

Φ̄(z) =
√

2W⊥
(

1− eΓ√
2W⊥

A0(x)
)

Φ̄′(z) . (4.41)
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Figure 6. Real and imaginary parts of the resonance form factor.

The equation for the transformed wave function can then be rewritten as:
(
E −W⊥ + eΓA0(x) +O(e2)

)
Φ̄′(z) = 0 , (4.42)

or similarly,
(

(E + eΓA0(x))2 −W 2
⊥ +O(e2)

)
Φ̄′(z)

=
(
E2 −m2 − p2

⊥ + 4
ω2

d2

dz2 + 2EeΓ
ω

cos 2z +O(e2)
)

Φ′(z) = 0 . (4.43)

This is an equation of the Mathieu type, where the non-relativistic dispersion law (as in
eq. (A.2)) is replaced by the relativistic expression E2 −m2 + p2

⊥. Note, however, that the
parameter q in this equation depends on the eigenvalue E, so the solutions can be found
only numerically with an iterative procedure. Once this is done, one can construct the
eigenvectors, using eq. (4.41). These eigenvectors, in turn, can be used to construct the one-
particle propagators and to calculate the Lüscher zeta-function in the periodic external field.
Since the primary aim of the present paper is the proof of principle, we shall not consider all
these rather straightforward issues here, which form a separate piece of work for the future.

5 Numerical implementation

In this section, we shall test our theoretical predictions numerically. Since this test serves
an illustrative purpose only, we have not made an attempt to choose realistic values of
the different parameters in the toy model. In particular, we choose m = 1 from the
beginning and show everything in mass units. The values of other parameters are a = −1.5,
r = −9, κ = 10 and CR = 0.9. Without loss of generality, one may set A0 = 1. With this
choice of parameters, there exist a couple of poles on the second Riemann sheet located
at q2

R = 0.123± i 0.082. The resonance form factor, evaluated with the help of eqs. (2.22)
and (2.23), is shown in figure 6. Note that, owing to the Ward identity, the form factor is
normalized as F (0) = 2 at ω = 0.

– 27 –



J
H
E
P
1
0
(
2
0
2
2
)
1
0
6

0.00 0.05 0.10 0.15 0.20 0.25

e

−0.1

0.0

0.1

0.2

0.3

0.4
R

e(
q2 R

)
FH theorem

Exact

0.00 0.05 0.10 0.15 0.20 0.25

e

−0.09

−0.08

−0.07

−0.06

−0.05

Im
(q

2 R
)

FH theorem

Exact

Figure 7. Verification of the Feynman-Hellmann theorem for the real and imaginary parts of the
pole position in the complex plane at ω = 1. Thin black lines depict the prediction of the theorem.

Furthermore, when e 6= 0, the pole in the complex plane splits into two that move in
the opposite direction from the initial location. In figure 7 we plot the real and imaginary
parts of these poles versus e. It is seen that at small values of e this dependence is almost
linear and is determined by the Feynman-Hellmann theorem. For this example with ω = 1,
we obtain

F (P,Q) = 1.6454 + i0.0535 , 2 dP
0
R

de

∣∣∣∣
e=0

= 1.6455 + i0.0534 . (5.1)

The second number has been obtained by numerically differentiating the pole trajectory in
the complex plane. The explicit expression of the form factor in this model is written down
in appendix D.

In figure 8, we display the spectrum in a finite volume at different values of e and for a
fixed L (In order to discuss the qualitative behavior of the spectrum we used an arbitrarily
chosen value L = 20). The structure of the levels turns out to be rather complicated. In
the absence of field, there is a set of doubly degenerate energy levels (black filled dots)
corresponding to states with momentum P and −P, which are related by a time-reversal
transformation. When e 6= 0, time-reversal invariance is broken and these two levels split
symmetrically at O(e). Moreover, there are additional energy levels which do not have
a zero-field counterpart. This is attributed to the fact that, at e 6= 0, the poles in the
functions Π0, Π1 also split (see figure 5), and the determinant in the Lüscher equation can
cross the real axis at more places, e.g., between the poles. However, it can be easily checked
that these solutions correspond to the “artifacts” that were discussed in the previous section.
Namely, the residua corresponding to these levels are of order e2 and have a different sign
as compared to the physical levels. We have also checked that the unphysical levels, in
difference with the physical ones, are not stable if the dimension of the matrix in the
quantization condition is increased. This fact further supports the conclusion that these
levels emerge due to the approximations that were made during the derivation of the
quantization condition. Hence, in the analysis of data, such unphysical levels should be
merely discarded.
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Figure 8. Qualitative structure of the energy levels in the external field. The levels at e = 0 are
denoted by black filled dots. These are split when e 6= 0. There are additional levels (red curves)
that do not have counterparts at e = 0. On the figure, they emanate from the empty blue dot.
The solid and dotted lines denote the “exact” and “perturbative” solutions, respectively, depending
on the use of the “exact” and “perturbative” expressions for the loop function. The approximate
location where two “perturbative” levels merge and disappear is marked by a cross.
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Figure 9. The e-dependence of the residua for the physical and unphysical levels. The blue and
red curves correspond to the two different solutions of the quantization condition.

Furthermore, figure 8 nicely demonstrates the limitations of the use of the perturbative
approach to the calculation of Π0, Π1. In the vicinity of e = 0.015, two “perturbative” levels
merge and disappear (the determinant does not cross the real axis anymore), whereas the
“exact” levels still exist. Note that this happens already at rather small values of e, for
which other levels are very well described by the perturbative solution.

In figure 9, the difference between the physical and unphysical levels is clearly seen.
Here, we plot the e-dependence of the residua, calculated using eq. (4.26) (blue and red
lines correspond to the two roots of the quantization condition that merge in the limit
e = 0). For the physical levels, the residua converge to a non-zero limit and exhibit a linear
dependence on e for small e. In contrast to this, the residua for the unphysical levels behave
as e2 and vanish for e = 0. This agrees with our theoretical findings.
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Figure 10. The L-dependence of the energy levels for e = 0, as well as for e 6= 0. For comparison,
we plot the non-interacting energy levels as well, corresponding to the two free particles in a box. A
single energy level at e = 0 splits into two nearby levels, when the external field is turned on.

In addition to this, in figure 10 we show the L-dependence of the energy levels (“exact”
solutions only). Finally, note that, with our choice of parameters, the contribution from
the contact interaction, parameterized by the coupling κ, is negligibly small. This could be
expected, since the first term in eq. (4.11) is much smaller that the second. However, as
already discussed, this cannot pose an obstacle for the calculation of the resonance form
factor, the goal we are after.

6 Conclusions

i) A novel method for the computation of the resonance form factors on the lattice has
been proposed. Within this approach, one circumvents the calculation of the three-
point function on the lattice, measuring instead the finite-volume energy spectrum in
an external periodic field in space.

ii) It is known that the finite-volume three-point function, figure 1a, has an irregular
dependence of the box size L that complicates the extraction of the infinite-volume
form factor considerably. On the other hand, with this method, one merely needs
to extract the parameters of the contact interaction with the external field from the
fit to the energy levels at e 6= 0. These parameters, by definition, can only contain
exponentially suppressed corrections in L.

iii) If the lattice simulations are performed at a non-zero external field, the formalism
that is used to analyze the data should be also set in the presence of the external
field. In order to match this objective, a generalization of the Lüscher equation in the
presence of an external periodic field is obtained in this paper.

iv) Since in the vicinity of the free-particle poles the use of perturbation theory is
questionable, an expression for the modified Lüscher function has been derived that
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avoids the expansion of the energy denominators. The limits of the use of perturbation
theory in this context have been discussed in detail. On the other hand, for consistency,
one is forced to use a strictly perturbative framework to analyze data on the matrix
elements in the “standard” approach [1, 16–18]. Of course, in the limit e → 0, the
matrix elements extracted within two different approaches, agree.

v) The Feynman-Hellmann theorem, which has been so far proven for stable particles
only, is generalized to the case of resonances. It has been demonstrated that, finding
the (complex) resonance pole position in the external field and in the Breit frame,
and differentiating this quantity with respect to e, one arrives at the form factor. The
theoretical arguments have been checked numerically, see eq. (5.1).

vi) A numerical implementation of the framework is considered for a toy model. The
qualitative structure of the energy levels is discussed.

vii) The present work provides a proof of principle only. Different improvements and
generalizations will have to be considered. For example, it will be crucial to take
into account relativistic corrections to all orders and write down a framework that is
explicitly Lorentz-invariant. Furthermore, higher orders in the effective theory should
be systematically included in order to write down the result in a form that does not
explicitly rely on the effective-range expansion, and is also valid away from the elastic
threshold. Partial-wave mixing should also be addressed appropriately. Finally, the
numerical implementation should be considered for realistic values of the parameters
that resemble the cases of existing low-lying resonances. All these technical issues
will be addressed in the future.
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A Mathieu equation: essentials

The differential equation (3.4) admits variable separation by using the ansatz

Φ(x, t) = e−iEt+ip⊥x⊥Φ̄(z) , z =
ωx‖

2 , (A.1)
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where the function Φ̄(z) obeys the differential equation
(
d2

dz2 + 8m
ω2

(
E −m− p2

⊥
2m

)
+ 8meΓA0

ω2 cos 2z
)

Φ̄(z) = 0 . (A.2)

This coincides with the Mathieu equation [32].8 Note that the potential in the above
equation is periodic, and hence the solutions are given by Bloch’s wave functions that have
the property

Φ̄(z + π) = eiνπΦ̄(z) , −1 < ν ≤ 1 . (A.3)

The solutions corresponding to a particular ν (the so-called ν-periodic solutions) are denoted
by meν+2n(z, q) (with an integer n) and obey the equation

(
d2

dz2 + λν+2n(q)− 2q cos 2z
)

meν+2n(z, q) = 0 . (A.4)

From the comparison of eqs. (A.2) and (A.4) it follows that

λν+2n(q) = 8m
ω2

(
E −m− p2

⊥
2m

)
. (A.5)

In case when ν becomes integer, one has

λn(q) =
{
an(q) , n = 0, 1, · · ·
b−n(q) , n = −1,−2, · · ·

(A.6)

and

men(z, q) =
{√

2 cen(z, q), n = 0, 1, · · ·
−
√

2i se−n(z, q), n = −1,−2, · · ·
(A.7)

Due to the periodic boundary conditions, the parameter ν will be quantized. Indeed,
from Φ(x‖ + L) = Φ(x‖) we get Φ̄(z + πN) = eiνπN Φ̄(z) = Φ̄(z), leading to the condition
eiνπN = 1. Together with the requirement −1 < ν ≤ 1 this leads to the conclusion that ν
can take the following values

N = 1 : ν = 0
N = 2 : ν = 0, 1

N = 3 : ν = −2
3 , 0,

2
3

N = 4 : ν = −1
2 , 0,

1
2 , 1

(A.8)

and so on.
The Fourier expansion of the Mathieu functions takes the form

meν(z, q) =
∞∑

a=−∞
Cν2a(q)ei(ν+2a)z . (A.9)

The coefficients of this expansion, Cν2a(q), are known.8
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B Expansion of the propagator in powers of q

The expansion of Mathieu functions meν(z, q) in powers of q for the non-integer (ν) and
integer (k ≥ 2) values of the index is given by

meν(z,q) = eiνz− q4

( 1
ν+1 e

i(ν+2)z− 1
ν−1 e

i(ν−2)z
)

+O(q2) ,

mek(z,q) =
√

2
{

coskz− q4

( 1
k+1 cos(k+2)z− 1

k−1 cos(k−2)z
)

+O(q2)
}
,

me−k(z,q) =−i
√

2
{

sinkz− q4

( 1
k+1 sin(k+2)z− 1

k−1 sin(k−2)z
)

+O(q2)
}
. (B.1)

If k = 1, 0,−1, the pertinent expressions take the form

me1(z, q) =
√

2
{

cos z − q

8 cos 3z +O(q2)
}
,

me0(z, q) = 1− q

2 cos 2z +O(q2) ,

me−1(z, q) = −i
√

2
{

sin z − q

8 sin 3z +O(q2)
}
. (B.2)

In order to perform the expansion of the two-point function S(x,y;E), given by eq. (3.9),
one should consider the cases of odd and even N separately. In case of the odd N , the only
integer value of the parameter ν in the interval ν ∈]− 1, 1] is ν = 0. In case of the even N ,
there are two integer values ν = 0, 1. In the sum over all eigenvectors, one should separate
the integer and non-integer values of ν, and carry out the expansion in q in each term.

Let us start from the more simple case of the odd N . Here, i = 1 corresponds to the
value νi = 0. The eigenvalues are given by λνi+2n = (νi + 2m)2 + O(q2). The original
expression of the propagator can be split into three terms S = S1 +S2 +S3, where, at O(q2),

S1 = 1
L3

∑

p⊥

N∑

i=2

∞∑

n=−∞

eip⊥(x⊥−y⊥)

m+ p2
⊥

2m + ω2
8m(νi + 2n)2 − E

×

ei(νi+2n)

ωx‖
2 − q

4


e

i(νi+2n+2)
ωx‖
2

νi + 2n+ 1 − ei(νi+2n−2)
ωx‖
2

νi + 2n− 1






×

e−i(νi+2n)

ωy‖
2 − q

4


e
−i(νi+2n+2)

ωy‖
2

νi + 2n+ 1 − e−i(νi+2n−2)
ωy‖
2

νi + 2n− 1




 ,

= 1
L3

∑

p⊥

N∑

i=2

∞∑

n=−∞

eip⊥(x⊥−y⊥)

m+ p2
⊥

2m + ω2
8m(νi + 2n)2 − E

ei(νi+2n)
ω(x‖−y‖)

2

×
[
1− q

4

(
eiωx‖

νi + 2n+ 1 −
e−iωx‖

νi + 2n− 1 + e−iωy‖

νi + 2n+ 1 −
eiωy‖

νi + 2n− 1

)]
, (B.3)

S2 = 1
L3

∑

p⊥

∞∑

n=0

eip⊥(x⊥−y⊥)

m+ p2
⊥

2m + ω2
8m(2n)2 − E

[
2ce2n

(
ωx‖

2 , q

)
ce2n

(
−ωy‖2 , q

)]
, (B.4)
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and

S3 = 1
L3

∑

p⊥

−1∑

n=−∞

eip⊥(x⊥−y⊥)

m+ p2⊥
2m + ω2

8m(2n)2 − E

[
−2se2n

(
ωx‖

2 , q

)
se2n

(
−ωy‖2 , q

)]
. (B.5)

Using eq. (B.2), one could rewrite the last two terms at O(q) in the following form:

S2 + S3 ==
∞∑

n=−∞

∑

p⊥

eip⊥(x⊥−y⊥)

m+ p2
⊥

2m + ω2n2
2m − E

einω(x‖−y‖)

×
{

1− q

4

(
e−iωy‖

2n+ 1 −
eiωy‖

2n− 1 + eiωx‖

2n+ 1 −
e−iωx‖

2n− 1

)}
. (B.6)

It is easy to see that eq. (B.6) follows from eq. (B.3) for νi = 0. Hence, one could lump
together these two expressions, extending the sum in eq. (B.3) from i = 1 to i = N . Further-
more, defining p‖ = ω

2 (νi + 2n), it is easily seen that the sum over all i, n is equivalent to
sum over all p‖ = 2π

L k, where k ∈ Z. Defining further p = (p⊥, p‖) and px = p⊥x⊥ − p‖x‖,
the two-point function can be rewritten in a more compact form:

S(x,y;E) = 1
L3

∑

p

eip(x−y)

m+ p2

2m − E

×
{

1− ωq

8

(
eiωx‖

p‖ + ω
2
− e−iωx‖

p‖ − ω
2

+ e−iωy‖

p‖ + ω
2
− eiωy‖

p‖ − ω
2

)}
. (B.7)

One can now shift p‖ → p‖ − ω and p‖ → p‖ + ω in the third and fourth terms in the
brackets, respectively. Then, we have

S(x,y,E) = 1
L3

∑

p

eip(x−y)

m+ p2

2m−E

−



ωq

8
1
L3

∑

p

ei(p+ω)x−ipy

p‖+ ω
2


 1
m+ p2

2m−E
− 1
m+ (p+ω)2

2m −E


+(ω→−ω)





= 1
L3

∑

p

eip(x−y)

m+ p2

2m−E

−ω
2q

8
1
L3

∑

p





ei(p+ω)x−ipy

(
m+ p2

2m−E
)(

m+ (p+ω)2
2m −E

)+(ω→−ω)




. (B.8)

Performing the Fourier transform and using eq. (3.6), we finally arrive at eq. (3.11).
The calculations in case of an even N are slightly more complicated. Now, the eigenvalue

corresponding to νi = 1 is also present, with λ±1(q) = 1±q+O(q2). Hence, the denominators
corresponding to this eigenvalue, should be expanded:

1

m+ p2
⊥

2m + ω2
8m λ±1(q)− E

= 1

m+ p2
⊥

2m + ω2
8m − E

∓ ω2q

8m
1

(
m+ p2

⊥
2m + ω2

8m − E
)2 +O(q2) . (B.9)
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Otherwise, the calculations follow exactly the same path. Adding all contributions carefully,
one finally verifies that eq. (3.11) holds in case of the even N as well.

C The Lüscher function at e 6= 0

Taking into account the fact that ω = 2πN/L and performing the variable transformation
x‖ = 2u/ω, y‖ = 2v/ω in eq. (4.13), we get

Π̄ (P‖, Q‖; P⊥;E) = 1
π2L2N2

∑

p⊥

N∑

i,j=1

∞∑

n,m=−∞

∫ Nπ

0
du

∫ Nπ

0
dv Din,jm(p⊥; P⊥;E)

× e−iau+ibv meνi+2n(u, q)meνi+2n(−v, q)meνj+2m(u, q)meνj+2m(−v, q) .
(C.1)

Here, a = 2P‖/ω and b = 2Q‖/ω. Furthermore, using the periodicity property of the
Mathieu functions, the integration over the variables u, v can be restricted to the interval
from 0 to π:

∫ Nπ

0
du

∫ Nπ

0
dv e−iau+ibv meνi+2n(u, q)meνi+2n(−v, q)meνj+2m(u, q)meνj+2m(−v, q)

=
N−1∑

k,l=1
eiπ(νi+2n+νj+2m−a)(k−1)−iπ(νi+2n+νj+2m−b)(l−1)

×
∫ π

0
du

∫ π

0
dv e−iau+ibv meνi+2n(u, q)meνi+2n(−v, q)meνj+2m(u, q)meνj+2m(−v, q)

= N2
∞∑

k,l=−∞
δa−b,2k δνi+2n+νj+2m−a,2l

×
∫ π

0
du

∫ π

0
dv e−iau+ibv meνi+2n(u, q)meνi+2n(−v, q)meνj+2m(u, q)meνj+2m(−v, q) .

(C.2)

Hence,

Π̄ (P‖, Q‖; P⊥;E) =
∞∑

`=−∞
LδP‖−Q‖,`ωΠ̃ (P‖, Q‖; P⊥;E) , (C.3)

where

Π̃ (P‖,Q‖;P⊥;E) = 1
π2L3

∑

p⊥

N∑

i,j=1

∞∑

n,m=−∞

∞∑

k=−∞
δνi+2m+νj+2m−a,2k

×
∫ π

0
du

∫ π

0
dvDin,jm(p⊥;P⊥;E)e−iau+ibv

×meνi+2n(u,q)meνi+2n(−v,q)meνj+2m(u,q)meνj+2m(−v,q) . (C.4)
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Since νi, νj ∈]− 1, 1], the sum over k in the above equation has a finite number of non-zero
terms. Finally, one can carry out the summation over k, which yields

Π̃ (P‖, Q‖; P⊥;E) = 1
π2L3

∑

p⊥

N∑

i,j=1

∞∑

n,m=−∞

∫ π

0
du

∫ π

0
dv Din,jm(p⊥; P⊥;E)e−iau+ibv

×meνi+2n(u, q)meνi+2n(−v, q)meνj+2m(u, q)meνj+2m(−v, q) .
(C.5)

Note that the conservation of the “longitudinal momentum” takes the form
ω

2 (νi + 2n) + ω

2 (νj + 2m)− P‖ = kω . (C.6)

Equation (C.5) is still too complicated for using it in the analysis of data. Here, we are
interested in the shift of the energy levels that are linear in e. It would be therefore useful to
get a simplified expression that allows one to extract the levels at this precision. To this end,
one first expands the numerator, using the eqs. (B.1) and (B.2). Furthermore, as we already
know, the eigenvalues λνi+2n(q) up to the order q2 correspond to those in the free theory,
whereas the case νi + 2n = ±1 is an exception, see eq. (3.14). Expanding the denominator
in Din,jm(p⊥; P⊥;E) up to the first order in q corresponds to the “perturbative” expression,
whereas leaving the denominator intact leads to the “exact” one. The final result is displayed
in eqs. (4.15), (4.16), (4.17).

D Explicit expression for the form factor

An explicit expression for the form factor in the toy model considered here can be straight-
forwardly obtained by evaluating the expression given in eq. (2.23). Below, we give the final
result without derivation:

F (P,Q) = F (ω) =

√
−q2

R

4π
(
1 + r

√
−q2

R

)



−κω

2q2
R + 8πΓ


r + 4

ω
arcsin ω√

ω2 − 16q2
R





 .

(D.1)
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CHAPTER 4

Summary

The study of hadronic processes in a finite volume plays an important role in the extraction of hadronic
properties from lattice data. For instance, here we have focused on Compton scattering and resonance
form factors. This motivates us to analyze these phenomena in a more detailed manner, particularly
through the use of non-perturbative tools.

The theory in which is work is mainly based is known as Quantum Chronodynamics (QCD), and it
is an excellent model that describes the dynamics of elementary particles and its interactions through
the strong force. Nonetheless, there are certain calculations within this framework that are better
tackled by the use of lattice QCD, the main numerical tool for studying non-perturbative QCD. This is
a first-principle method based on the path integral formulation of QCD in Euclidean space-time. Due
to the introduction of the momentum cut-off by the lattice spacing, the theory is regularized.

In particular, we are interested in the dynamics of hadrons at low energies. These low-energy
regimes are usually inaccessible due to the large coupling constant present here. Instead, we make
use of lattice QCD. More specifically, our attention is put into the analysis of unstable hadrons, i.e.,
resonances and the stable hadrons, such as, for example, the nucleon. In the first case, contrary
to the one of stable particles, the study turns out to be rather complicated. Namely, final-state
interactions of resonances render the standard lattice approaches ineffective. Nevertheless, there exist
methods which are able to extract information from the finite-volume spectrum and latter be taken
into the infinite-volume limit. The extraction of finite-volume observables in the two-particle sector is
well-understood and it is performed through the so-called Lüscher method. In our case, this allows us
to calculate the matrix elements of unstable particles which are an essential part in the computation of
form factors.

In the case of stable hadrons, we investigated the properties of the nucleon by making use of an
effective field theory of QCD, known as Chiral Perturbation Theory, together with the external field
method, which is well suited for this endeavor. In our first work, we focused on the determination of
the nucleon structure functions from the Compton amplitude, both in the infinite volume and in a
finite volume. This further allowed us to compute the so-called subtraction function by considering
the Compton amplitude in a particular kinematics. The main objective of this study was to estimate
the finite-volume corrections to the subtraction function when the system was placed in a periodic
magnetic external field. To accomplish this, a ratio of the infinite- and finite-volume results was
obtained from the calculation of the Compton tensor. This ratio, as a function of the lattice size 𝐿,
dictates at which length the finite-volume corrections to the subtraction function can be safely ignored.
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Chapter 4 Summary

In this study, we demonstrated that the finite-volume corrections to the Compton tensor are negligible
for sufficiently small boxes. This result allows one to safely investigate the subtraction function on the
lattice.

One could also try to extract the properties of unstable composite particles from the lattice. For
example, the computation of the form factors provides us with information about the structure of such
particles. In order to perform these calculations, one must consider that the states under investigation
are not stable and will eventually decay. This is not as straightforward as in the case of the stable
hadrons, as the mapping of the finite-volume results into the infinite volume is not a trivial endeavor.
This is due to the presence of contributions that have an ill-defined behavior when the infinite-volume
is considered.

To tackle this issue, we made use of a non-relativistic effective field theory (NREFT) and considered
the case of a resonance that emerges in the scattering of two identical particles. Furthermore, the
external field method was also employed in this study, as such a procedure leads to the extraction of
the form factor for stable particles in a particular frame; we aimed to extend this result to the case of
resonances. To demonstrate this, we computed the resonance form factor in the infinite volume in the
NREFT. In this case, the parameters needed to fully determine the form factor are already known,
except for one coupling that was later extracted from the lattice data. This extraction was achieved by
deriving and then solving the Lüscher equation in an external field. By fitting to the energy levels, the
unknown coupling was determined. With this, we fully computed the form factor of the resonance
considered here. As a check to this result, we invoked the Feynman-Hellmann theorem. Namely, we
determined the complex pole position of the resonance and took its derivative with respect to the
coupling of the external field. As we expected, this yielded the resonance form factor.

These results open the possibility to study more complex systems in such a framework. For instance,
the case of particles with spin should also be considered. In the future, the inclusion of higher-order
terms in the NREFT Lagrangian should be performed. In addition, it would be very interesting to
numerically implement realistic values, resembling a low-lying resonance.

The findings of this thesis are summarized as follows:

• In Chapter 2, we studied the low-energy doubly virtual forward nucleon Compton scattering in
a finite volume. In particular, we were interested in the finite-volume correction to the Compton
tensor for a certain kinematics. We were also able to calculate infinite-volume quantities, such
as the electric and magnetic polarizabilities to different orders in Chiral Perturbation Theory.
The results show that these exponentially suppressed corrections are rather small and do not
significantly influence the extraction of this quantity from lattice calculations

• In Chapter 3, we computed the form factor of an unstable particle. This was done for a toy model
in the case of two-body scattering of a scalar field in the presence of an external field, from which
we were able to define the resonance form factor. To fully determine this quantity, only one
unknown parameter had to be extracted from the lattice. To perform the extraction, an extension
of the Lüscher’s method in the presence of an external source was derived. Furthermore, we also
showed that the resonance form factor can be obtained by first determining the pole position of
the particle and then taking the derivative with respect to the external fields coupling constant.

116



4.1 Outlook

4.1 Outlook

The future of hadron particle physics is promising. For example, the recent observations of exotic
states in experiments calls for a better and deeper understanding of QCD in the hadron sector. As
most of the hadrons decay through the strong force, particular effort is exercised here. In particular,
we are interested in resonances, which are unstable composite particles. Due to its peculiar properties,
the extraction of hadronic information from the lattice poses an stimulating challenge. Nowadays, the
study of such particles has been crucial in the further development of our understanding of QCD.

Recent advances in computational techniques had made lattice QCD one of the most viable ways to
study the dynamics of strongly interacting particles. Most of the focus has been put on the study of
particles that are stable within QCD. More recently, the attention shifted to determining the properties
of resonances. The two-body sector case is well understood. Namely, the Lüscher’s method proves
to be an indispensable tool to study these kind of processes. However, there are final states that
contain more than two particles, such as the 𝑎1(1260) → 𝜋𝜋𝜋. Recently, extensions of Lüscher’s
method to many-particle states have been on the spotlight. Nowadays, there are three main approaches
that were developed to study the three-body sector a finite volume: the Relativistic Field Theory,
Non-Relativistic Effective Field Theory and Finite Volume Unitarity. Despite being derived from
different principles, it can be shown that the approaches are conceptually equivalent. Regardless of
their differences, these methods are able to extract the finite-volume information from the lattice in a
successful manner.

In this thesis we focused in extracting data from the lattice for different hadron processes. By
applying the finite-volume procedure to our infinite-volume data, we were able to obtain several
interesting results reported throughout this work. Nonetheless, there are still certain aspects of our
research that can be further investigated. In the following, we suggest extensions to the works presented
in this thesis. The further development of these ideas is left as future research projects.

• Finite-volume corrections to the Compton tensor with twisted-boundary conditions. After
considering the case of periodic boundary conditions in the analysis of the Compton amplitude,
the implementation of twisted-boundary conditions is straightforward. Namely, a continuous
phase factor is added at the boundary leading to a shift of the loop momenta. This allows
for a continuous change of the momentum transfer, 𝑄2. In particular, access to smaller
spatial momenta is achieved with this method. The aim is to perform this procedure in a
particular component of the Compton tensor and investigate the dependence of the finite-volume
corrections on the so-called twisting angle.

• Relativistic extension to the Lüscher equation in an external field. The pioneering study, carried
out in [125], was performed in a toy model and served the proof of principle only. In the context
of the Non-Relativistic Effective Field Theories, several improvements can be done. For instance,
relativistic corrections to all orders should be included in this framework. Moreover, terms of
higher orders in the Lagrangian should also be considered here. Furthermore, partial-wave
mixing should be implemented accordingly.
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