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#### Abstract

Clustering deals with the problem of finding structures in data. Given a number $k$ we search for a good partition of a set of data points into at most $k$ sets, where the sets of the partition are called clusters. In the hierarchical clustering problem we have to find a sequence of clusterings, one for every possible number $k$, such that the clusterings in the sequence are hierarchically compatible with each other. We say that such a hierarchical clustering achieves an $\alpha$-approximation with respect to a given cost function, such as the radius ( $k$-center), the sum of (squared) distances between points and their closest center ( $k$-median and $k$-means), if the following holds. For every $k$ the cost of its $k$-clustering can be bounded by $\alpha$ times the cost of an optimal clustering of size $k$. However for most of the popular $k$-clustering objectives there does not exist a hierarchical clustering with approximation factor $\alpha=1$ since the optimal clusterings are in general not hierarchically compatible. Therefore we are interested in the smallest $\alpha$ such that there always exists a hierarchical clustering with approximation factor $\alpha$. We construct a clustering instance which shows that for the objective discrete radius (drad) we have $\alpha \geq 4$ and for radius (rad) and diameter (diam) we have $\alpha \geq 3+2 \sqrt{2}$. For drad we already know that we can always compute a hierarchical clustering with approximation factor 4 and we show that there always exists a hierarchical clustering with approximation factor $3+2 \sqrt{2}$ for rad and diam.

In practice agglomerative clustering methods are often used to compute hierarchical clusterings. One such algorithm is the complete linkage algorithm, which starts with the clustering where every point is in its own cluster and merges the two clusters whose union has the smallest (discrete) radius or diameter among all possible merges until all points are in the same cluster. We know that this algorithm does compute an $O(1)$ approximation in the case where the metric space is Euclidean and of constant dimension. For general metric spaces we only know that the approximation factor of the algorithm is in $\Omega(\log (k))$. We show that the approximation factor is in fact in $\Omega(k)$ for discrete radius and diameter and that complete linkage computes an $O(k)$-approximation for discrete radius and an $O\left(k^{1.59}\right)$-approximation for diameter.

We further consider $k$-median $/ k$-means with lower bounds, where we need to partition the set of data points into at most $k$ clusters of size at least $B$ for a given bound $B \in \mathbb{N}$ while minimizing the $k$-median or $k$-means objective. There already exist $O(1)$ approximation algorithms for the related facility location problem with lower bounds, which can be transformed into an $O(1)$-approximation algorithm for $k$-median with lower bounds. We present a general approach that shows how to transform any approximation algorithm for facility location with lower bounds into an approximation algorithm for $k$-median with lower bounds. Since the resulting approximation factors are high, we consider a relaxed variant of lower bounds, which we call weak lower bounds. Here we allow that points can be contained in multiple clusters. We discuss how to compute a $(6.5+\epsilon)-$ approximation for $k$-median with weak lower bounds and an $O(1)$-approximation for $k$-means with weak lower bounds. Furthermore we show that we can transform every solution with weak lower bounds into a solution with 2 -weak lower bounds, where every point is contained in at most two clusters, while the cost only increases by a constant factor. We generalize this result and show that in fact we can achieve $(1+\epsilon)$-weak lower bounds, where every point is assigned to one center and possibly a fraction of $\epsilon$ to another center. Finally we present a bi-criteria approximation algorithm for $k$-means with lower bounds.


In the last part of this thesis we study the minimum-error triangulation problem. Given a set of triangulation points $\mathcal{S} \subset \mathbb{R}^{2}$ and values $f: \mathcal{S} \rightarrow \mathbb{R}$ and a set of reference points $\mathcal{R}$ in the convex hull of $\mathcal{S}$ with values $h: \mathcal{R} \rightarrow \mathbb{R}$, we want to find a triangulation of $\mathcal{S}$ such that the linear interpolation of $f$ on the triangulation represents the values at $\mathcal{R}$ as well as possible, i.e., the sum of squared differences between the values at $\mathcal{R}$ and their interpolation is minimized. This problem has been studied before in the context of sea surface reconstruction. While there exist many heuristics to compute good minimum-error triangulations it was not known whether there exist polynomial time approximation algorithms for this problem. We show that the problem to decide whether there exists a triangulation of zero error is already NP-hard, which implies that there does not exist an approximation algorithm for minimum-error triangulation which runs in polynomial time unless $P=N P$.
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## Chapter 1

## Introduction

Clustering is an unsupervised learning tool for finding structures in data and has been extensively used and studied in the last decades. Usually we are given a set of data points and a measure which tells us how similar or dissimilar two data points are. The task is then to compute a partition of the data into a certain number of subsets, or clusters as we call them from now on. Naturally we would like that similar objects are contained in the same cluster while dissimilar objects are contained in different clusters.

Clustering can be modeled in many different ways. We focus on a popular theoretical model where the data is represented by points in a metric space, for example the Euclidean space, and that the number $k$ of clusters is part of the input. The metric then indicates how similar or dissimilar two points are. If two points have a small distance to each other, they are assumed to be similar and are more likely to be contained in the same cluster. Often we additionally have to choose a center out of the metric space for every cluster that represents the points in the cluster well. Then the goal is to minimize some cost function like the maximum radius or diameter of a cluster ( $k$-center/ $k$-diameter) or the sum of (squared) distances of points to their centers ( $k$-median $/ k$-means). We call a solution which has the smallest cost among all possible clusterings optimal.

As an example we can think of the problem of placing $k$ shops in some given area. In this scenario the points represent households and the task is to find good locations to build $k$ shops which serve the households well. If we want that there is no person which has to travel too far to its nearest shop, we would like to minimize the maximum traveling distance between a household and its nearest shop. This can be modeled by the $k$-center problem. Another possibility is to minimize the total traveling distance of all persons. So there may be persons which have a large traveling distance to a shop but we guarantee that a large fraction of persons do not travel a long distance to their nearest shop. This can be modeled by sum based cost functions such as $k$-median and $k$-means.

In general we cannot expect to compute an optimal solution efficiently for any of these problems unless $P=N P$. Here efficient means that the running time of the algorithm is polynomial in the input size of the problem instance. Therefore we focus on computing a solution which is close to the optimal solution. If OPT denotes the cost of an optimal clustering and $\alpha>1$, we want to compute a solution of cost at most $\alpha$ OPT efficiently. Such solutions are called $\alpha$-approximations. For $k$-center there exists an efficient algorithm which computes such a solution for any instance for $\alpha=2$ [43]. For $k$-median and $k$-means there exist such algorithms for $\alpha=2.67059+\epsilon$ [32] and $\alpha=5.912+\epsilon$ [31], respectively.

For some applications it is desirable to only allow clusters which have some additional properties. For example given some number $B$ we can ask for a clustering where every cluster consists of at least $B$ points. This problem is known as clustering with lower bounds. Similarly we can enforce the clusters to have a size of at most $B$, which is known as clustering with upper bounds. In the above example where we have to place shops this could be useful to model that it is only economically viable to open a shop if it serves at least $B$ households (lower bounds) or to model that it has a certain capacity of goods and therefore can only serve at most $B$ households (upper bounds).

It is usually harder to compute reasonably good solutions for clustering under side constraints efficiently. In the unconstrained version we make the problem easier by allowing for solutions which are not necessarily optimal with respect to the given cost function but have a cost that is within a factor $\alpha$ of the optimal cost. Similarly we can relax the side constraints. For clustering with lower bounds we allow that clusters violate the lower bound condition by some factor $\beta \in(0,1)$, i.e., every cluster has to contain $\beta B$ instead of $B$ points. In a similar way we can relax upper bound constraints. This leads to the concept of bi-criteria approximations. For clustering with lower bounds we call a solution an ( $\alpha, \beta$ )-approximation if every cluster contains at least $\beta B$ points and has cost at most $\alpha$ OPT. Here OPT denotes the cost of the best clustering where every cluster consists of at least $B$ points. Another possibility to relax the lower bound constraint is to allow that a point can be contained in multiple clusters. While this may increase the cost induced by a point, this allows us to satisfy the lower bound constraints more easily. We call this clustering with weak lower bounds and will see how one can obtain reasonably good solutions for this relaxed version of the problem.

However, all of these problems require that we know the number of clusters $k$ beforehand. It may be already a non-trivial task to determine the right number of clusters for some given data set and there may be multiple reasonable values for $k$. Suppose that the data consists of DNA sequences of different animals. It is not hard to picture that there are multiple values of $k$ which produce sensible clusterings, for example for different taxonomic ranks as order, family or species. We expect that the data admits a hierarchical structure which allows to group the animals on different levels of granularity (e.g. the taxonomic ranks). This leads us to the concept of hierarchical clustering. A hierarchical clustering of a data set is actually a sequence of clusterings, one for each possible number of clusters. We require that every two clusterings are hierarchically compatible: Given a $k$-clustering and a $k^{\prime}$-clustering with $k<k^{\prime}$, the two clusterings are hierarchically compatible if for every cluster in the $k^{\prime}$-clustering there is a cluster in the $k$-clustering containing this cluster.

A hierarchical clustering provides information on different levels of granularity. However, it is not clear how to evaluate the quality of such clusterings. A way to evaluate the quality is to compare the cost of the $k$-clustering with the cost of an optimal $k$-clustering for every $k$. This has the advantage that we can guarantee a good cost on every level. Roughly speaking given some $\alpha \geq 1$ we want to find a hierarchical clustering which is an $\alpha$-approximation, i.e., the cost of its $k$-clustering is worse by factor at most $\alpha$ than the cost of an optimal $k$-clustering for every $k$. However, it may happen that the optimal clusterings are not hierarchically compatible, so we can generally not expect that there exists a hierarchical clustering which is optimal for every possible number of clusters.

There are two common ways to compute hierarchical clusterings. The first possibility is to start with the clustering in which every data point forms its own cluster and then successively merge two clusters until all points are in the same cluster. It is easy to see
that the result is a hierarchical clustering. Usually the decision which two clusters we merge in each step depends on the cost function which is to be optimized. These kinds of approaches are known as agglomerative clustering methods. The second possibility is to construct clusterings the other way around. We start with the clustering of size one which consists of a cluster containing all points and successively divide a cluster into two clusters until every point forms its own cluster. These kinds of approaches are known as divisive clustering methods.

We study the performance of the popular complete linkage algorithm, which is an agglomerative clustering method. In every step complete linkage merges the two clusters whose merge results in the smallest radius (or diameter). We are interested in bounding the ratio between the radius (or diameter) of the $k$-clustering computed by complete linkage and the radius (or diameter) of the optimal $k$-clustering solution for every possible $k$.

Besides the analysis of the approximation guarantee of popular algorithms for hierarchical clustering, we are interested in the smallest $\alpha$ such that there exists a hierarchical clustering with approximation factor $\alpha$ for every clustering instance. We call this $\alpha$ the price of hierarchy.

In the last part of this thesis we focus on the minimum-error triangulation problem. This problem is considered in the work by Nitzke et al. [68 who focus on computing triangulations of the sea surface by taking into account two types of data. The first type of data is altimeter data obtained from tide gauge stations located at the sea shore. The second type of data is altimeter data of the sea surface measured by satellites. The tide gauge stations serve as triangulation points which are used to triangulate the sea surface. Every triangulation of the sea surface now induces a piece-wise linear map by linearly interpolating the altimeter data at the tide gauge stations in every triangle. A triangulation is considered good if the interpolation of the tide gauge altimeter data represents the satellite altimeter data on the sea surface well. Data from the tide gauge stations is available for a long period of time, starting in the late 17th century for some of the tide gauge stations while satellite altimeter data is only available since 1993. Suppose we learn a good triangulation of the sea surface at some given year, then it is a reasonable assumption that the learned triangulation of the sea surface together with the altimeter data from tide gauge stations will recover the altimeter data on the sea surface for years where satellite altimeter data is not available. Using integer linear programming techniques Nietzke et al. [68] learn such a triangulation of the sea surface using altimeter data from tide gauge stations and satellite altimeter data at some fixed time and evaluate their triangulation at other times where both altimeter data from tide gauge stations and satellite altimeter data are available. However, the question remains whether we can expect to find efficient (approximation) algorithms which compute such minimum-error triangulations. We will see later that unless $P=N P$ we cannot expect to find such algorithms.

### 1.1 Clustering Objectives

The $k$-clustering problem can be defined as follows: We are given a metric space $(\mathcal{X}, d)$, a set of $n$ points $\mathcal{P} \subset \mathcal{X}$ and an objective function which assigns to every $k$-clustering a positive real number. A $k$-clustering is a partition of the set $\mathcal{P}$ into $k$ subsets $\mathscr{C}=$ $\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right)$. For an objective function cost we denote by $\mathcal{O}_{\text {cost }}$ the optimal solution with
respect to the objective cost. The task is to compute a $k$-clustering which approximates the optimal solution as well as possible.

We consider the following objective functions throughout this thesis.
(discrete) $k$-center: The discrete radius of a cluster $\mathcal{C} \subset \mathcal{P}$ is defined as $\operatorname{drad}(\mathcal{C})=$ $\min _{c \in \mathcal{C}} \max _{x \in \mathcal{C}} d(c, x)$. Thus it is the radius of the cluster with respect to the best possible center chosen from $\mathcal{C}$. The cost of a $k$-clustering $\mathscr{C}$ is then given as $\operatorname{drad}(\mathscr{C})=\max _{\mathcal{C} \in \mathscr{C}} \operatorname{drad}(\mathcal{C})$, the maximum radius of a cluster in $\mathscr{C}$.
(non-discrete) $k$-center: The radius of a cluster $\mathcal{C} \subset \mathcal{P}$ is defined as $\operatorname{rad}(\mathcal{C})=\min _{c \in \mathcal{X}}$ $\max _{x \in \mathcal{C}} d(c, x)$. Thus it is the radius of the cluster with respect to the best possible center chosen from $\mathcal{X}$. The cost of a $k$-clustering $\mathscr{C}$ is then given as $\operatorname{rad}(\mathscr{C})=$ $\max _{\mathcal{C} \in \mathscr{C}} \operatorname{rad}(\mathcal{C})$.
$k$-diameter: The diameter of a cluster $\mathcal{C} \subset \mathcal{P}$ is defined as $\operatorname{diam}(\mathcal{C})=\max _{x, y \in \mathcal{C}} d(x, y)$. Thus it is the maximum distance between two points in the same cluster. The cost of a $k$-clustering $\mathscr{C}$ is then given as $\operatorname{diam}(\mathscr{C})=\max _{\mathcal{C} \in \mathscr{C}} \operatorname{diam}(\mathcal{C})$.

The only difference between radius and discrete radius is the restriction that for the discrete radius the center has to be contained in the cluster itself. While this may be a small detail this has actually an impact on the price of hierarchy as well as on the approximation guarantee of complete linkage as we see later.

All of these problems are related to each other. For the optimal solutions it holds that $\operatorname{rad}\left(\mathcal{O}_{\mathrm{rad}}\right) \leq \operatorname{diam}\left(\mathcal{O}_{\text {diam }}\right) \leq 2 \operatorname{rad}\left(\mathcal{O}_{\mathrm{rad}}\right)$ and for any $k$-clustering $\mathscr{C}$ we obtain a similar inequality $\operatorname{rad}(\mathscr{C}) \leq \operatorname{diam}(\mathscr{C}) \leq 2 \operatorname{rad}(\mathscr{C})$. Therefore a $k$-clustering $\mathscr{C}$ which is an $\alpha$-approximation with respect to rad is a $2 \alpha$-approximation for the diam objective and vice versa. This is also true for the combinations diam, drad and rad, drad.

One of the easiest approximation algorithms for a clustering problem is probably the algorithm of Gonzales [43] for $k$-center and $k$-diameter. It first computes an enumeration of points in $\mathcal{P}$ as follows. The first point $p_{1}$ is chosen arbitrarily from the set $\mathcal{P}$, the second point $p_{2}$ is then the point with largest distance to $p_{1}$. If we determined $p_{1}, \ldots, p_{i}$ already then the $(i+1)$-st point is the point which maximizes $\min _{1 \leq j \leq i} d\left(p, p_{j}\right)$ for $p \in \mathcal{P}$. Thus $p_{i+1}$ is the point in $\mathcal{P}$ farthest away from the first $i$ points.

Now we can use the enumeration of points in $\mathcal{P}$ to determine a $k$-clustering. We assign every point in $\mathcal{P}$ to the nearest point from $p_{1}, \ldots, p_{k}$. Then two points are in the same cluster if they are assigned to the same point. This yields a $k$-clustering that is a 2 -approximation with respect to the cost functions rad, drad, diam. Since it is NP-hard to compute $\alpha$-approximations for all of these objectives for $\alpha<2$ 52 this algorithm already achieves the best possible approximation guarantee. Another wellknown 2-approximation algorithm for these objectives is the algorithm by Hochbaum and Shmoys 52].

When talking about sum-based objectives we usually define a $k$-clustering not as a partition of the set $\mathcal{P}$ but as a set of $k$ centers $C \subset \mathcal{X}$ and an assignment $\sigma: \mathcal{P} \rightarrow C$ of points to centers. Let $C=\left\{c_{1}, \ldots, c_{k}\right\}$, then this gives us a partition of the set $\mathcal{P}$ into $k$ subsets $\mathscr{C}=\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right)$ with $\mathcal{C}_{i}=\sigma^{-1}\left(c_{i}\right)$. Thus both definitions are related to each other. The most popular sum-based objectives are $k$-median and $k$-means.
$k$-median: This objective is a sum over the distances between points and their assigned centers $\operatorname{med}(C, \sigma)=\sum_{x \in \mathcal{P}} d(x, \sigma(x))$.


Figure 1.1: An instance for 3-means consisting of 9 points. A possible solution of Lloyd's algorithm is depicted in gray and the optimal solution is depicted in red.
$k$-means: Similarly to the $k$-median objective we take the sum over the squared distances between points and their assigned centers mean $(C, \sigma)=\sum_{x \in \mathcal{P}} d^{2}(x, \sigma(x))$.

Usually these problems, especially $k$-means, are studied in the Euclidean space. Here we consider the more general version where $(\mathcal{X}, d)$ can be any metric space. Approximation algorithms for $k$-median and $k$-means have been extensively studied. In the case of an arbitrary metric space we know that both problems are NP-hard to approximate within a factor of $1+2 / e$ for $k$-median and $1+8 / e$ for $k$-means [48]. The best known approximation algorithms achieve an approximation factor of $2.67059+\epsilon$ [32] for $k$-median and $9+\epsilon[54]$ for $k$-means. If the underlying metric space is Euclidean then we know that both problems are NP-hard to approximate within a factor of 1.015 for $k$-median and 1.06 for $k$-means [34] while the best known approximation algorithms achieve an approximation guarantee of $2.406+\epsilon$ for $k$-median and $5.912+\epsilon$ for $k$-means [31]. However, these algorithms are very complex. Therefore, in practice simpler algorithms are used, even though they do not have good theoretical performance. For instances in the Euclidean space Lloyd's algorithm [64] has become a popular heuristic to compute solutions for $k$-means. It starts with $k$ centers chosen arbitrarily from $\mathcal{P}$ and is based on two optimization steps. The first step is the following: If we are given a set of $k$ centers, we compute the respective $k$-clustering by assigning every point to its closest center. In the second step we then optimize over the choice of centers, i.e., for a cluster we define the new center to be the point which minimizes the sum of squared distances to points in the cluster. It is a well-known fact that the best choice for the new center is the mean of points in the cluster. Then we proceed with the first and second optimization step until the solution stabilizes. While this works well in practice, the running time of Lloyd's algorithm can be exponential in the worst case [8] and the computed solution can be arbitrarily bad. To see that the solution can be arbitrary bad we consider a set of 9 points on the plane with coordinates $(0,0),(0,1),(0,-1),(-\Delta, 0),(-\Delta, 1),(-\Delta,-1),(\Delta, 0),(\Delta, 1),(\Delta,-1)$ as illustrated in Figure 1.1. If we want to compute a 3 -means solution with Lloyd's algorithm we may choose $(0,0),(0,1),(0,-1)$ as centers in the beginning. Now assigning every point to its closest center and recomputing the means of the clusters will result again in the centers $(0,0),(0,1),(0,-1)$. The respective solution has then cost $6 \Delta^{2}$ while the optimal solution chooses $(-\Delta, 0),(0,0),(\Delta, 0)$ as centers and has cost 6 . Since we can choose $\Delta$ arbitrarily large, this shows that the approximation factor of Lloyd's algorithm can be arbitrarily bad.

The $k$-means++ algorithm improves upon the choice of the $k$ centers in the beginning of Lloyd's algorithm. It samples the first center uniformly at random from $\mathcal{P}$, then the $i$-th center is sampled proportionally to the squared distance to the first $i-1$ centers, so if a point is very far away from the centers sampled so far, the probability to sample this center is high. After sampling the $k$ centers we proceed with Lloyd's algorithm. The


Figure 1.2: Here we see a possible 4-center solution with lower bound $B=6$. As we see it is better to take a clustering of size three since any solution with four clusters results in clusters of larger radius to satisfy the lower bound.
$k$-means++ algorithm computes an $O(\log (k))$-approximation in expectation [9].
Facility location is not exactly a clustering problem but closely related to $k$-median clustering. We are given a set of clients $\mathcal{D}$, a set of facilities $\mathcal{F}$ with facility opening costs $f_{i} \geq 0$ for every $i \in \mathcal{F}$ and a metric $d$ on $\mathcal{D} \cup \mathcal{F}$. The task is to compute a set $C \subset \mathcal{F}$ of open facilities and an assignment $\sigma: \mathcal{D} \rightarrow C$ such that the following objective is minimized:
facility location: The objective is a sum of the opening cost of facilities and the sum of distances between clients and their assigned facility $\mathrm{fac}(C, \sigma)=\sum_{i \in C} f_{i}+$ $\sum_{p \in \mathcal{D}} d(p, \sigma(p))$.

The facility location problem is very similar to the $k$-median problem with the only difference that the number of centers is not bounded by $k$ but instead we pay a certain cost for every center we choose. Li [60] presents the currently best approximation algorithm with an approximation ratio of 1.488 , while the best known lower bound is 1.463 [48] unless $\mathrm{P}=\mathrm{NP}$.

### 1.2 Clustering with Weak Lower Bounds

In the first part of this thesis we study $k$-clustering problems with lower bound constraints. Suppose we are given a metric space $(\mathcal{X}, d)$, a set of $n$ points $\mathcal{P} \subset \mathcal{X}$ and a number $1 \leq B \leq n$. We are interested in computing a clustering consisting of at most $k$ clusters such that the size of every cluster is at least $B$, while minimizing some objective function like $k$-center, $k$-median or $k$-means. Notice that here we explicitly allow clusterings that consist of fewer than $k$ clusters. We can define lower-bounded facility location in a similar way by enforcing that every open facility serves at least $B$ clients.

Enforcing a lower bound on the size of a cluster can be of interest for example if the data points contain sensitive information, so we want to publish only a representative (e.g. the center) and the size of each cluster. If now the clusters are sufficiently large this guarantees a certain level of anonymity for the individual data points. This idea was proposed by Aggarwal et al. 3] as a motivation to study $k$-center with lower bounds.

Lower bound constraints have been studied before in the context of radii-based clustering and facility location. If we consider the $k$-center objective, we first notice that in the unconstrained version of the problem the cost of an optimal solution decreases
with growing $k$, this may not be the case for clustering with lower bounds as we see for example in Figure 1.2. If $k$ is too large it may be even impossible to find solutions with $k$ clusters which satisfy the lower bound constraint at every cluster. Therefore we also may remove the constraint of having at most $k$ clusters and instead ask for a clustering which minimizes the maximum radius and may have arbitrarily many clusters of size at least $B$. Aggarwal et al. [3] studied both versions of the problem, one where the number of clusters is upper bounded by some number $k$, i.e., $k$-center with lower bounds, and one where the number of clusters can be arbitrarily large. For both versions they give a polynomial time 2-approximation. In the more general version of this problem the lower bound is not uniform but every point $p \in \mathcal{X}$ has its own lower bound $B(p)$, which has to be satisfied if $p$ is chosen as center of a cluster. For this version Ahmadian and Swamy [5] present a 3 -approximation.

Regarding sum based objectives Karger and Minkoff [55] as well as Guha, Meyerson and Munagala [49] show how to compute bi-criteria solutions for lower-bounded facility location, i.e. solutions that can violate the lower bound by a certain factor and whose cost can be bounded in terms of the cost of an optimal solution. The first algorithm which computes a constant factor approximation to lower-bounded facility location is the algorithm by Svitkina [72]. It first computes a bi-criteria solution as in [55, 49]. To decide which facilities to remove from the solution to satisfy the lower bound constraints, Svitkina reduces the instance to an instance of capacitated facility location, for which constant factor approximations are already known [19]. The result is a 558approximation, which was later improved to 82.6 by Ahmadian and Swamy [4]. As in radii-based clustering we can consider a more general version of lower-bounded facility location which allows for an individual lower bound $B(i)$ for every facility $i$. Li [61] proves that there is a 4000-approximation for this problem, which we call non-uniform lower-bounded facility location. There also has been an effort to design algorithms with better approximation guarantees which run in FPT time. Bera et al. [20] give a 4.676 -approximation for $k$-median with lower bounds running in time $2^{k} \operatorname{poly}(n)$. For Euclidean instances in $\mathbb{R}^{d}$, Bandyapadhyay et al. [18] give a $(1+\epsilon)$-approximation for $k$-median and $k$-means with lower bounds running in time $2^{\widetilde{O}\left(k / \epsilon^{O(1)}\right)} \operatorname{poly}(n d)$.

We are interested in $k$-median $/ k$-means clustering with lower bounds. Most of the algorithms known for facility location with lower bounds can be transformed into algorithms for $k$-median with lower bounds while the approximation factor can increase by a constant factor. The bi-criteria algorithm for lower-bounded facility location in [55, 49] can be transformed relatively straightforwardly to a bi-criteria algorithm for $k$-median with lower bounds [50]. Furthermore the algorithms [72, 4] for lower-bounded facility location can be adapted for $k$-median by replacing the first reduction step. This is discussed in more detail in 51. We show that using the concept of nesting, which is for example also used in the design of approximation algorithms for hierarchical clustering [63], any approximation algorithm for facility location with lower bounds can be transformed into an approximation algorithm for $k$-median with lower bounds and this reduction works also for more general $k$-clustering problems including $k$-means.

Since the approximation factor of algorithms for facility location with lower bounds is relatively high this yields high approximation factors for $k$-median with lower bounds as well. Also it is not clear whether the results in [72, 4, 49, [55] can be adapted for $k$ means since the triangle inequality does not hold for squared Euclidean metrics, which causes a problem when bounding the cost of the computed clustering.


Figure 1.3: On the difference between lower-bounded clustering and weakly lowerbounded clustering.

Therefore we consider a relaxation of this problem which we call weakly lower-bounded $k$-clustering where every point may be part of multiple clusters. Now our solution does not consist of a partitioning of $\mathcal{P}$, instead we want to cover $\mathcal{P}$ by at most $k$ clusters, each of size at least $B$, and these clusters may intersect. To explain this idea, consider Figure 1.3. The instance consists of two sets of $(B-1)$ points such that the distance of two points in the same set is small and the distance of two points in different sets is large. For simplicity we assume that the distance between points in the same set is zero. In Figure 1.3 we have two locations with $B-1$ points, and the distance between the two locations is $\Delta$. If we enforce a lower bound of $B$, we can open only one center, which results in a cost of $(B-1) \Delta$ for 2 -median and $\Omega\left(B \Delta^{2}\right)$ for 2-means. If we allow points to be assigned to multiple centers we can open two centers, one at each of the two locations, and assign one point from every location to both centers and all other points to its nearest center. This yields clusters of size $B$ and the cost reduces from $(B-1) \Delta$ to $2 \Delta$ for 2-median and from $\Omega\left(B \Delta^{2}\right)$ to $\Omega\left(\Delta^{2}\right)$ for 2-means. Thus even if we have to pay additional connection cost for two of the points, the overall cost is smaller. In conclusion we see that the cost of an optimal solution for clustering with lower bounds cannot be bounded by the cost of an optimal solution for clustering with weak lower bounds within a constant factor.

### 1.2.1 Results

We obtain the following results. First we show that any solution which satisfies lower bounds but has arbitrary many clusters can be transformed into a solution with at most $k$ clusters.

Corollary (2.2.4). Suppose there exists a $\lambda$-approximation algorithm for $k$-median and a $\mu$-approximation algorithm for facility location with uniform or non-uniform lower bounds. Then there exists a $(2 \mu+\lambda)$-approximation for $k$-median with uniform lower bounds and a $(3 \mu+2 \lambda)$-approximation for $k$-median with non-uniform lower bounds.

Then we focus on weakly lower-bounded $k$-median $/ k$-means. Both problems can be reduced relatively straightforwardly to $k$-median $/ k$-means with center costs, i.e., a variant where opening a center $c$ induces a cost $f_{c}$. Since there exists a $(3.25+\epsilon)$ approximation for $k$-median with center costs [28] and an $O(1)$-approximation for $k$ means with center costs [53], we obtain a $(6.5+\epsilon)$-approximation for weakly lower bounded $k$-median and an $O(1)$-approximation for weakly lower-bounded $k$-means.

We show that we can transform every solution for weakly lower-bounded $k$-median $/ k$ means into a solution where every point is assigned to at most two centers, which we call solutions with 2 -weak lower bounds. Both $k$-median and $k$-means are special cases of the generalized $k$-median problem where the distance function $d$ satisfies all properties of a metric but the triangle inequality is only satisfied with a factor $\alpha$, i.e., for all $x, y, z \in \mathcal{X}$ we have $d(x, z) \leq \alpha(d(x, y)+d(y, z))$. The cost of a solution to this problem equals the $k$-median cost med since it is just the sum of distances between points an their assigned centers.

Theorem (2.3.4. Given a solution ( $C, \sigma$ ) to generalized $k$-median with weak lower bounds, we can compute a solution $(\widetilde{C}, \widetilde{\sigma})$ to generalized $k$-median with 2-weak lower bounds (assigning every point at most twice) in polynomial time such that med $(\widetilde{C}, \widetilde{\sigma}) \leq$ $\alpha(\alpha+1) \operatorname{med}(C, \sigma)$.

If we plug in $\alpha=1$ for $k$-median, we obtain a solution for $k$-median with 2 -weak lower bounds which is by factor 2 worse than the given solution for $k$-median with weak lower bounds. For $k$-means we plug in $\alpha=2$ and get an increase by a factor of 6 .

Remember that lower-bounded clustering can be of interest when the points contain sensitive information which we want to protect. The lower bound guarantees that publishing the centers of the clusters does not reveal information about the individual data points. We also can use 2 -weak lower-bounded clustering to guarantee anonymity since the lower bound is satisfied for every cluster and at the same time the data distortion is not to large, since every point is allowed to be contained in at most two clusters. We can reduce the distortion of the data set even further by allowing a point to be assigned to one center and with a fraction $\epsilon \in(0,1)$ to a second center. We say that such solutions satisfy $(1+\epsilon)$-weak lower bounds.

Theorem 2.3.10. Given $0<\epsilon<1$ and a solution $(C, \sigma)$ to generalized $k$-median with weak lower bounds, we can compute a solution $(\widetilde{C}, \widetilde{\sigma})$ to generalized $k$-median with $(1+\epsilon)$-weak lower bounds in polynomial time such that $\operatorname{med}(\widetilde{C}, \widetilde{\sigma}) \leq\left(\left\lceil\frac{1}{\epsilon}\right\rceil \alpha(\alpha+1)+\right.$ 1) $\operatorname{med}(C, \sigma)$.

Finally, we show that our results imply an $(O(1), O(1))$-bi-criteria approximation algorithm for generalized $k$-median with lower bounds, where the lower bounds are satisfied only to an extent of $B / O(1)$.

Theorem 2.4.2. Given a $\gamma$-approximate solution ( $C, \sigma$ ) to generalized $k$-median with 2-weak lower bounds and a fixed $\beta \in[0.5,1)$ we can compute a $\left(\beta, \gamma \max \left\{\frac{\alpha \beta}{1-\beta}+1, \frac{\alpha^{2} \beta}{1-\beta}\right\}\right)$ -bi-criteria solution to generalized $k$-median with lower bounds in polynomial time. In particular, there exists a polynomial time ( $\frac{1}{2}, O(1)$ )-bi-criteria approximation algorithm for $k$-means with lower bounds.

Notice that there already exists a bi-criteria algorithm for facility location [49, 55] which can be transformed easily into a bi-criteria algorithm for $k$-median. However, the triangle inequality is crucial for the analysis of this algorithm, therefore it is not clear if it can be used to compute a bi-criteria approximation for $k$-means with lower bounds. Notice that, unless we specify it, all these results hold for the more general case of nonuniform lower bounds even if we focused on uniform lower bounds in the introduction for simplicity.

These results presented in Chapter 2 are published in [17]. The work [17] is motivated by the master thesis On Variants of Lower-Bounded Facility Location [10] supervised by Melanie Schmidt, where we first develop the concept of weak lower bounds for the facility location problem and present an approximation algorithm for this problem. Furthermore we show how to modify a solution with weak lower bounds into a solution with 2weak lower bounds while the cost only increases by a constant factor. The work [17] builds upon [10] but considers $k$-median and $k$-means with weak lower bounds. The approximation algorithms for $k$-median and $k$-means with weak lower bounds follow the same idea as in [10]. The modification of a solution with weak lower bounds into a solution with 2-weak lower bounds is similar to [10] but contains significant modifications
to work for $k$-means. The work [17] has been carried out together with Melanie Schmidt who also gave the initial idea for the concept of weak lower bounds. The reduction of lower-bounded generalized $k$-median to lower-bounded generalized facility location presented in Section 2.2 was developed by Melanie Schmidt. The proof that a solution with weak lower bounds can be transformed into a solution with 2 -weak lower bounds (or $(1+\epsilon)$-weak lower bounds) was done by the author of this thesis as well as the development of the bi-criteria algorithm and the proof of its approximation factor.

### 1.3 Hierarchical Clustering

In the second part of this thesis we study hierarchical clustering, which is defined as follows.

Definition. Let $(\mathcal{X}, d)$ be a metric space and $\mathcal{P} \subset \mathcal{X}$ a set of $n$ points. A hierarchical clustering $\mathscr{H}$ is a sequence of clusterings $\left(\mathcal{H}_{n}, \ldots, \mathcal{H}_{1}\right)$ of the set $\mathcal{P}$ such that $\mathcal{H}_{k}$ is a $k$-clustering and it satisfies the following property: for every $1 \leq k<k^{\prime} \leq n$ and every cluster $A \in \mathcal{H}_{k^{\prime}}$ there exists a cluster $B \in \mathcal{H}_{k}$ with $A \subset B$. In this case we call $\mathcal{H}_{k^{\prime}}$ and $\mathcal{H}_{k}$ hierarchically compatible with each other.

A hierarchical clustering is thus a sequence of clusterings where the clustering with $k^{\prime}$ clusters is a refinement of the clustering with $k<k^{\prime}$ clusters. To evaluate the quality of a hierarchical clustering we fix a $k$-clustering objective and compare to the optimal cost on every level of granularity.

Definition. Let cost be an objective function for $k$-clustering which is to be minimized and $\mathcal{O}_{k}$ an optimal $k$-clustering with respect to cost. We say that $\mathscr{H}$ has an approximation factor of $\alpha$ with respect to cost if $\mathscr{H}$ is an $\alpha$-approximation on every level of granularity, i.e., $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq \alpha \cdot \operatorname{cost}\left(\mathcal{O}_{k}\right)$ for all $1 \leq k \leq n$.

We see that a small approximation factor $\alpha$ yields a strong guarantee for the hierarchical clustering on every level of granularity. In fact $\alpha=1$ would imply that the hierarchical clustering is optimal on every level. However, this cannot be achieved on every clustering instance since there are not necessarily optimal clusterings $\mathcal{O}_{n}, \ldots, \mathcal{O}_{1}$ with respect to cost which are hierarchically compatible. We can see in Figure 1.4 a clustering instance consisting of four points. For cost $=$ diam we have diam $\left(\mathcal{O}_{3}\right)=1$ and $\operatorname{diam}\left(\mathcal{O}_{2}\right)=2$. However, $\mathcal{O}_{3}$ and $\mathcal{O}_{2}$ are not hierarchically compatible and it is easy to see that there exists no hierarchical clustering which has an approximation guarantee $<\frac{3}{2}$.

This yields the question whether there even exist $\alpha$-approximations for constant $\alpha$. This question was answered positively by Dasgupta and Long [39] and Charikar et al. [27]. They both present independently an algorithm that computes efficiently an 8-approximate hierarchical clustering with respect to the objectives rad, drad and diam. It is known that under reasonable conditions both algorithms even compute the same clustering [37]. Mondal [66] claims in a recent work that there exists an efficient 6 -approximation for the drad objective. However, we will later see that this algorithm does not achieve the claimed guarantee by presenting an instance where it computes only a 7 -approximation. For the objectives med and mean Plaxton [70] proposed constantfactor approximations later on and Lin et al. 63] present a general framework that also leads to constant approximation guarantees for many objective functions including med and mean. Their framework can be applied to compute hierarchical clusterings for any


Figure 1.4: Here we see the optimal clusterings of size three and size two with respect to cost $=$ diam. These two clusterings are not hierarchically compatible.
cost function which satisfies a certain nesting property, especially those of $k$-median and $k$-means. This yields a $20.71 \alpha$-approximation for $k$-median and a $576 \beta$-approximation for $k$-means. Here $\alpha=2.67059$ and $\beta=5.912$ are the currently best approximation guarantees for $k$-median [32] and $k$-means [31]. These factors can be improved to $16 \alpha$ for $k$-median [36] and $32 \beta$ for $k$-means [46].

There are still several questions arising: Are there algorithms which run in polynomial time and can improve upon these factors? The 8 -approximation by [39, 27] is still the best known polynomial time algorithm for the objectives rad, drad and diam.

What is the best approximation guarantee that we can get in polynomial time under the assumption that $\mathrm{P} \neq \mathrm{NP}$ ? So far we only have the hardness results from the flat $k$ center $/ k$-diameter clustering which directly transform to the hierarchical setting. Unless $\mathrm{P}=\mathrm{NP}$ there is no polynomial time $\alpha$-approximation for hierarchical clustering for $\alpha<2$ and the objectives drad, rad and diam. For drad, rad this is an immediate consequence of the reduction from dominating set presented by [52]. A similar reduction from clique cover yields the statement for diam. However, it is not clear whether it is even possible to construct hierarchical clusterings which have approximation guarantee $\alpha<2$, which already yields the final question.

What is the best approximation guarantee if we are not restricted to polynomial time algorithms but are just interested in the best approximation factor that a hierarchical clustering can achieve? As we have seen earlier, Figure 1.4 shows an easy example where the approximation guarantee for the diameter is greater than one. Das and KenyonMathieu [37] and Großwendt [46] present instances for diam and rad, drad, where no hierarchical clustering has an approximation guarantee smaller than 2 . On the other hand Großwendt [46] proves an upper bound of 4 on the approximation guarantee of drad by using the framework of Lin et al. [63]. For the two other objectives diam, rad the best known upper bound results from the 8 -approximation by [39, 27].

Recently other cost functions for hierarchical clustering were proposed, which do not compare to the optimal clustering on every level. Dasgupta [38] defines a new cost function for similarity measures and presents an $O(\alpha \log (n))$-approximation for the respective problem. This was later improved to $O(\alpha)$ independently by Charikar and Chatziafratis [26] and Cohen-Addad et al. [33]. Here $\alpha$ is the approximation guarantee of sparsest cut. However, Cohen-Addad et al. [33] prove that every hierarchical clustering is an $O(1)$-approximation to the corresponding cost function for dissimilarity measures when the dissimilarity measure is a metric. A cost function more suitable for Euclidean spaces was developed by Wang and Moseley [74]. They prove that a randomly generated hierarchical clustering performs poorly for this cost function and show that bisecting $k$ means computes an $O(1)$-approximation.

### 1.3.1 Complete Linkage

Aside from the theoretical results, there also exist greedy heuristics, which are more commonly used in applications. One very simple agglomerative algorithm is the following: starting from the clustering where every point is separate, it merges in every step the two clusters whose merge results in the smallest increase of the cost function. For the diam objective this algorithm is known as complete linkage. For convenience we refer to the respective algorithm for rad and drad as complete linkage as well. For the mean objective this is Ward's method [75]. Other popular greedy heuristics include single linkage and average linkage. Single linkage merges in every step the two clusters with smallest distance to each other and average linkage merges the two clusters with smallest average distance to each other. Here the distance of two clusters $A, B$ is defined as $\min _{x \in A, y \in B} d(x, y)$ and the average distance is defined as $\frac{1}{|A||B|} \sum_{x \in A, y \in B} d(x, y)$.

Ackermann et al. [1] analyze the approximation guarantee of complete linkage in the Euclidean space. They show an approximation guarantee of $\Omega(\log (k))$ for the objectives drad, rad and diam assuming the dimension of the Euclidean space to be constant. Surprisingly the dependence on the dimension $d$ of the Euclidean space varies with the choice of the objective function. For drad the approximation factor only depends linearly on $d$, for rad it depends exponentially on $d$ and for diam it depends doubly exponentially on $d$. Later Großwendt and Röglin [44] improved the approximation guarantee to $O(1)$ under the assumption that $d$ is constant. There are not many results regarding complete linkage in general metric spaces. Dasgupta and Long [39] show a lower bound of $O(\log (k))$ on the approximation guarantee with respect to diam. For Ward's method Großwendt et al. [45] show an approximation guarantee of 2 under the strong assumption that the optimal clusters are well separated. We analyze the approximation guarantee of complete linkage in general metric spaces. We show that the approximation guarantee of complete linkage is in $\Theta(k)$ for the drad. For diam we show a lower bound of $\Omega(k)$ and an upper bound of $O\left(k^{\ln (3) / \ln (2)}\right)$ on the approximation factor. Our results show that within our standard definition of the approximation factor complete linkage does not perform better than single linkage, for which we show an upper bound of $O(k)$ on the approximation factor. This is surprising since single linkage is not designed to minimize the diam or drad objective. However, in the definition of the approximation factor we always consider the largest ratio between the cost of the clustering computed by complete linkage and the optimal clustering as we vary over all possible cluster sizes. In fact complete linkage for drad produces reasonable results for most of the cluster sizes especially when compared to single linkage. To go past the worst case definition of an approximation factor we therefore consider what approximation factor is achieved by both clustering methods on average. We define the average approximation factor of a hierarchical clustering as the average of all ratios between the cost of a $k$-clustering and that of an optimal $k$-clustering. We show that the average approximation factor of complete linkage for drad is in $O(\log (n))$ while the average approximation factor of single linkage is in $\Omega(n)$. Thus complete linkage for drad produces a hierarchical clustering that is better on average than that produced by single linkage.

### 1.3.2 Results

Price of hierarchy. We have seen an example where it is not possible to find a hierarchical clustering which is optimal on every level of granularity. Thus given some objective function cost we are interested in the smallest $\alpha$ for which there always exists
a hierarchical clustering which is an $\alpha$-approximation with respect to cost.
Definition. For cost $\in\{$ diam, rad, drad$\}$ the price of hierarchy $\rho_{\text {cost }} \geq 1$ is defined as follows.

1. For every instance $(\mathcal{X}, \mathcal{P}, d)$, there exists a hierarchical clustering $\mathscr{H}$ of $\mathcal{P}$ that is a $\rho_{\text {cost }}$-approximation with respect to cost.
2. For any $\alpha<\rho_{\text {cost }}$ there exists an instance $(\mathcal{X}, \mathcal{P}, d)$, such that there is no hierarchical clustering of $\mathcal{P}$ that is an $\alpha$-approximation with respect to cost.

We compute the price of hierarchy for all three objectives. First we provide a better upper bound for the objectives rad, diam.

Theorem (3.1.2. For cost $\in\{$ diam, rad $\}$ we have $\rho_{\text {cost }} \leq 3+2 \sqrt{2} \approx 5.828$.
Second we construct an instance where there is no hierarchical clustering with approximation factor $<3+2 \sqrt{2}$ for rad, diam and approximation factor $<4$ for drad.
Theorem 3.1.8. For cost $\in\{$ diam, rad $\}$ we have $\rho_{\text {cost }} \geq 3+2 \sqrt{2}$ and for cost $=\mathrm{drad}$ we have $\rho_{\text {cost }} \geq 4$.

Notice that this implies that the price of hierarchy is exactly $3+2 \sqrt{2}$ for rad, diam. For drad we can combine our result with the upper bound of 4 by [46] to see that the price of hierarchy is exactly 4 . The upper bound of $3+2 \sqrt{2}$ for the radius was also recently proved by Bock [22] in independent work.

Complete linkage. In the second part of this chapter we analyze the approximation guarantee of complete linkage and single linkage for the objectives drad and diam. Thus we can assume that the clustering instance $(\mathcal{X}, \mathcal{P}, d)$ satisfies $\mathcal{X}=\mathcal{P}$.

Theorem (3.2.4). Let $\mathscr{H}=\left(\mathcal{H}_{n}, \ldots, \mathcal{H}_{1}\right)$ be the hierarchical clustering computed by complete linkage on $(\mathcal{P}, d)$ with respect to drad. For all $1 \leq k \leq n$ the radius $\operatorname{drad}\left(\mathcal{H}_{k}\right)$ is upper bounded by $O(k) \operatorname{drad}\left(\mathcal{O}_{k}\right)$, where $\mathcal{O}_{k}$ is an optimal $k$-clustering with respect to drad.

Theorem (3.2.12). Let $\mathscr{H}=\left(\mathcal{H}_{n}, \ldots, \mathcal{H}_{1}\right)$ be the hierarchical clustering computed by complete linkage on $(\mathcal{P}, d)$ with respect to diam. For all $1 \leq k \leq n$ the diameter diam $\left(\mathcal{H}_{k}\right)$ is upper bounded by $\left\lceil k^{\ln (3) / \ln (2)}\right\rceil \operatorname{diam}\left(\mathcal{O}_{k}\right)$, where $\mathcal{O}_{k}$ is an optimal $k$-clustering with respect to diam.

On the other hand we construct for both objectives instances where the cost of the $k$-clustering computed by complete linkage is by factor at least $k$ worse than the cost of an optimal $k$-clustering.

Theorem (3.2.21). For every $k \in \mathbb{N}$ there exists an instance $\left(V\left(P_{k}\right), d\right)$ on which complete linkage, minimizing either diam or drad, computes a solution of diameter $k$ or radius $\frac{k}{2}$, respectively, whereas the cost of an optimal solution is 1 .

Thus the performance guarantee of complete linkage in general metric spaces with respect to drad is in $\Theta(k)$. It remains an open question whether the analysis for diam can be improved to prove an approximation guarantee of $\Theta(k)$.

Finally we present an easy proof that complete linkage computes an $O(1)$-approximation in the Euclidean metric space. This result is a simplification of the proof presented by

Großwendt and Röglin [44 and implies slightly smaller approximation factors compared to [44.

Chapter 3 contains results from the two works [13] and [14].
The work [13] has been carried out together with Anna Großwendt, Heiko Röglin, Melanie Schmidt and Julian Wargalla. The paper is the result of many discussions between all authors and a dynamic developing process that all authors contributed to. Nevertheless, for the construction of the lower bound instance as well as the proof for the performance guarantee of single linkage, the main contribution is due to Anna Großwendt and Julian Wargalla. The proof of the upper bound on complete linkage for drad and diam is mainly due to the the author of this thesis, and the notion of the average approximation factor is solely due to the author of this thesis.

The work [14] has been carried out together with Heiko Röglin. Heiko Röglin suggested to study the price of hierarchy for different clustering objectives. The paper is the result of many discussions between both authors and a dynamic developing process that both authors contributed to. However the author of this thesis mainly developed the algorithm for the upper bound on the price of hierarchy for the objectives diam and rad as well as the clustering instance and the proof for the lower bound on the price of hierarchy for all three objectives.

Furthermore this chapter contains unpublished material. We give a simplified analysis of the last steps of complete linkage presented in [44] which also yields slightly better approximation factors.

### 1.4 Minimum-Error Triangulations

Given a set $\mathcal{S}$ on the Euclidean plane, a triangulation of $\mathcal{S}$ is a maximal set of straight line edges between points in $\mathcal{S}$ which do not intersect except at their endpoints. We define a triangle as the convex hull of three non-collinear points $s, t, u$ and say that it is part of a triangulation of $\mathcal{S}$ if its vertices $s, t, u$ are in $\mathcal{S}$, it does not contain further points from $\mathcal{S}$ and edges between the vertices $s, t, u$ are part of the triangulation. The maybe most widely known triangulation is the Delaunay triangulation. A triangulation of $\mathcal{S}$ is called a Delaunay triangulation if for every triangle in the triangulation the circumcircle of the triangle does not contain points from $\mathcal{S}$ other than its vertices in its interior. If the points in $\mathcal{S}$ are in general position, i.e., no more than three points from $\mathcal{S}$ lie on a circle, such a Delaunay triangulation exists, is unique and can be computed in time $O(n \log (n))$ [40] where $n$ is the number of points. Furthermore among all triangulations it maximizes the minimum angle of a triangle [40. Usually one is interested in finding a triangulation which optimizes a certain objective function. A problem of this flavor is the minimum-weight triangulation problem, where the objective to be minimized is the sum of lengths of edges in the triangulation. There exist polynomial time algorithms which solve this problem on simple polygons [42, 56] as well as a constant factor approximation in the general case [59]. However, it has been a long standing open problem whether the minimum-weight triangulation can be computed efficiently until Mulzer and Rote 67] proved that this problem is NP-hard.

Now suppose that additionally to the triangulation points $\mathcal{S}$ there exists a function $f$ assigning to every point in $\mathcal{S}$ a real value. Every triangulation $D$ of the set $\mathcal{S}$ then yields a piece-wise linear function on the convex hull of $\mathcal{S}$, where the convex hull of a set of points is defined as follows.

Definition. For a set $M \subset \mathbb{R}^{d}$ let $\operatorname{conv}(M)=\left\{\sum_{i=1}^{n} \alpha_{i} x_{i} \mid \sum_{i=1}^{n} \alpha_{i}=1, \alpha_{i} \geq\right.$ $\left.0,\left\{x_{1}, \ldots, x_{n}\right\} \subset M, n \in \mathbb{N}\right\}$ denote the convex hull of $M$.

For every triangle $T$ with vertices $s, t, u$ in the triangulation $D$ we obtain a linear interpolation $f_{D}$ of $f$ as follows. For every point $v \in T$ there exist unique $\alpha, \beta, \gamma \geq 0$ with $\alpha+\beta+\gamma=1$ and $v=\alpha s+\beta t+\gamma u$, so we define $f_{D}(v)=\alpha f(s)+\beta f(t)+$ $\gamma f(u)$. Data-dependent triangulation problems, which were introduced by Dyn, Levin and Rippa in [41, are optimization problems related to properties of the function $f_{D}$. They considered the smoothness of the function $f_{D}$ as an optimization criterion, i.e., the interpolation does not vary too much between neighboring vertices in the triangulation. Furthermore they suggest to study three-dimensional properties of the triangulation. Notice that we can move points from $\mathcal{S}$ into the three-dimensional space by appending the values given by the function $f$. Then every triangulation of $\mathcal{S}$ naturally transforms into a triangulation in the three dimensional space. Dyn, Levin and Rippa [41] propose to optimize properties of the three-dimensional triangulation, for example to maximize the minimum angle or to minimize the sum of edge lengths.

Finally they also introduced minimum-error criteria which are useful in the case that the function $f$ is defined not only on $\mathcal{S}$ but on the convex hull of $\mathcal{S}$. A triangulation $D$ is then considered good if the respective interpolation $f_{D}$ represents the function $f$ well. We call this problem the minimum-error triangulation problem and define it formally as follows.

An instance of the minimum-error triangulation problem consists of a set of triangulation points $\mathcal{S} \subset \mathbb{R}^{2}$ with measurement values given by the function $f: S \rightarrow \mathbb{R}$ and a set of reference points $\mathcal{R} \subset \operatorname{conv}(\mathcal{S})$ with reference values given by the function $h: \mathcal{R} \rightarrow \mathbb{R}$. For a triangulation $D$ of $\mathcal{S}$ the error of the triangulation is defined as

$$
\operatorname{Err}_{D}(\mathcal{R})=\sum_{r \in \mathcal{R}}\left(f_{D}(r)-h(r)\right)^{2}
$$

Thus the error measures how well the interpolation matches the reference values.
The minimum-error triangulation problem is of interest in the context of reconstructing the sea level in the last centuries which can help to understand the impact of climate change on the sea. For this purpose one can use sea level recordings starting at the late 17th century on tide gauge stations which are usually located at the sea shore. However, these tide gauge stations even today are sparsely distributed and not distributed uniformly over the globe. Since 1993 gridded altimeter data, obtained from measurements by satellite, is available and allows for a better reconstruction of the sea level. To provide a reconstruction of the sea level in years where satellite measurements are not available a common approach is to learn global base functions in years where satellite measurements are available [30]. Another approach by Olivieri and Spada 69] suggests to compute a triangulation of the sea surface with the tide gauge stations as triangulation points. Knowing the measurements at the tide gauge stations, this provides a reconstruction of the altimeter data on the whole sea surface: In every triangle one can reconstruct the altimeter data by linearly interpolating the measurements at the tide gauge stations that form the vertices of that triangle. Now the question arises how to find a reasonable triangulation of the sea surface. Olivieri and Spada [69] use the Delaunay triangulation to reconstruct the sea level of the Baltic Sea. We know that the Delaunay triangulation maximizes the minimum angle of a triangulation over all possible triangulations of the points [40] and therefore produces nicely shaped triangles. However, the Delaunay triangulation is known to be unique and independent of the altimeter data at the tide
gauge stations [40] so it does not allow for optimization over how well the triangulation represents the altimeter data obtained from satellite measurements. Therefore Nitzke et al. 68] propose to take the altimeter data from satellite measurements into account to compute a good triangulation of the sea surface. At a year where both tide gauge data as well as data from satellite measurements is available, we learn a minimum-error triangulation of the sea surface which minimizes the sum of the squared differences between the satellite altimeter data and its interpolation given by the triangulation and then use this triangulation to reconstruct the sea level in years where no satellite altimeter data is available. However, such triangulations might contain badly shaped triangles which only minimize the error at that specific year and do not generalize well to other years. Therefore Nitzke et al. [68] suggested to restrict the set of possible triangulations that one can choose from to minimize the error. They suggested to only consider $k$-order Delaunay triangulations. A $k$-order Delaunay triangulation introduced in 47 by Gudmundsson, Hammar and van Kreveld is a triangulation where every circumcircle of a triangle contains at most $k$ points other than the vertices of the triangle in its interior. If $k=0$ this gives us the definition of Delaunay triangulations and if $k$ equals the number of triangulation points then every triangulation is a $k$-order Delaunay triangulation. The parameter $k$ is a trade off between nicely shaped triangulations and triangulations with small error. Nitzke et al. [68] evaluate this approach for values $k \leq 3$ on the North Sea and show that their reconstruction outperforms the reconstruction obtained from the Delaunay triangulation in [69] for up to 19 years back in time. To find a triangulation of minimum error among all $k$-order Delaunay triangulations they use integer linear programming techniques.

In general there exist many heuristics to compute solutions for data-dependent triangulations [6, 24, 41, 73]. Most of these heuristics are based on a local search algorithm called Lawson's edge flip algorithm [58]. For a given triangulation Lawson's edge flip algorithm replaces one edge of the triangulation such that the given objective is improved and repeats this procedure.

For the minimum-weight triangulation problem there exist several algorithms running in FPT time [7, 23, 29, 42, 56, which can be adapted to the minimum-error triangulation problem [21]. In the case where the set of triangulations is restricted to 1-order Delaunay triangulations Gudmundsson, Hammar and van Kreveld [47] give a polynomial time algorithm to compute optimal solutions for some data-dependent triangulation problems which also yields a polynomial time algorithm to the minimum-error triangulation problem restricted to 1-order Delaunay triangulations. For $k$-order Delaunay triangulations Silveira and van Kreveld [71] present an algorithm for a class of data-dependent triangulation problems including the minimum-error triangulation problem, where the running time is not necessarily polynomial but depends exponentially on the number of connected components in the so called order- $k$ Delaunay fixed-edge graph.

To compute minimum-error triangulations on a large set of points, for example to reconstruct the global sea surface, one may want to find efficient approximation algorithms for the minimum-error triangulation problem. Therefore the question arises whether this problem is NP-hard or even NP-hard to approximate within a certain factor. We know that the previously mentioned minimum-weight triangulation problem is NP-hard [67] as well as the surface-approximation problem [2] which is the problem of finding a piece-wise linear function of minimum complexity that approximates a given surface well.

### 1.4.1 Results

We show that the minimum-error triangulation problem is NP-hard to approximate. To show this we first prove the NP-hardness of the closely related zero-error triangulation problem. The zero-error triangulation problem asks for a triangulation $D$ of $\mathcal{S}$ with $f_{D}(r)=h(r)$ for all $r \in \mathcal{R}$, or equivalently $\operatorname{Err}_{D}(\mathcal{R})=0$.

Theorem 4.3.1). The zero-error triangulation problem is NP-hard.
We prove the NP-hardness of the zero-error triangulation problem via a reduction from planar 3SAT. Notice that the NP-hardness of this problem directly implies that the minimum-error triangulation problem likely cannot be approximated efficiently.

Corollary (4.3.2). The minimum-error triangulation problem cannot be approximated within any multiplicative factor in polynomial time unless $\mathrm{P}=\mathrm{NP}$.

The following results, also contained in [11, are contributions of the other co-authors and are not discussed in detail in the main body of the dissertation. In the following we give a brief summary of these results.

For the sea surface reconstruction problem we propose to use the dynamic programming approach introduced by Silveira and van Kreveld [71] to compute a minimum-error triangulation with the restriction that the triangulation is a $k$-order Delaunay triangulation. The runtime of this algorithm depends exponentially on the number of connected components in the order- $k$ Delaunay fixed-edge graph. For $k=1$ we know that this graph is connected [47]. We analyze properties of this graph for $k=2,3$ and prove that for $k=2$ every connected component consists of at least two vertices and present an instance whose order- $k$ Delaunay fixed-edge graph is not connected. For $k \geq 3$ we present an instance whose order- $k$ Delaunay fixed-edge graph consists of $\left\lfloor\frac{n}{6}\right\rfloor$ connected components, implying an exponential running time of the algorithm in the worst case. Here $n$ is the number of triangulation points. However, the experiments on different projections of the tide gauge data set show that the algorithm is reasonably fast for data sets of medium size and $k \leq 7$ in practice. Finally we use the computed triangulation to reconstruct the sea surface at other years and evaluate its quality similarly to the approach by Nitzke et al. [68]. The experiments show that the reconstruction improves with larger $k$.

The work [11] which contains the NP-hardness proof presented in Chapter 4 has been carried out with Anne Driemel, Jan-Henrik Haunert, Herman Haverkort, Jürgen Kusche, Elmar Langetepe, Philip Mayer, Petra Mutzel and Heiko Röglin. Jan-Henrik Haunert suggested to study the hardness of the minimum-error triangulation problem. Anne Driemel and Herman Haverkort suggested the usage of the paraboloid for the definition of the reference and measurement values and constructed the wire gadget. Based on that idea the author of this thesis constructed the other gadgets and elaborated the NPhardness proof including the proof of the properties of the gadgets and the final reduction from planar 3SAT. The properties of the bit were elaborated by Herman Haverkort.

## Chapter 2

## Achieving Anonymity via Weak Lower Bound Constraints for k-Median and k-Means

This chapter contains results from the work Achieving Anonymity via Weak Lower Bound Constraints for $k$-median and $k$-means [17] by Anna Arutyunova and Melanie Schmidt published in the proceedings of the Symposium on Theoretical Aspects of Computer Science (STACS), 2021. A full version of the paper is also available at arXiv [16].

Lower bounds were studied previously for the facility location problem and for $k$ center. Svitkina [72] presents the first constant factor approximation to facility location with uniform lower bounds. The approximation factor was later improved by Ahmadian and Swamy [5] to 82.6 and Li [61] gives the first constant factor approximation to facility location with non-uniform lower bounds. For $k$-center with lower bounds Aggarwal et al. [3] present a 2 -approximation.

In this chapter we consider $k$-median and $k$-means with lower bounds. Given a set $\mathcal{P}$ we want to find a clustering of $\mathcal{P}$ where every cluster consists of at least $B$ points while minimizing the $k$-median or $k$-means objective. We show that any solution which satisfies lower bounds but may open more than $k$ centers can be transformed into a solution which satisfies lower bounds and opens at most $k$ centers while the cost of the solution only increases by a constant factor. Furthermore we consider a relaxation of the lower bounds constraint which we call weak lower bounds and finally we present a bi-criteria approximation algorithm for both problems.

### 2.1 Preliminaries

Instead of considering $k$-median and $k$-means separately we define a generalization of both problems and consider this generalization in the following.

Definition 2.1.1. An instance to the generalized $k$-median problem consists of a set $\mathcal{X}$ with distance function $d: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}$ and a set of points $\mathcal{P} \subset \mathcal{X}$. The distance function is symmetric and satisfies $d(x, y)=0$ iff $x=y$. Furthermore there exists a constant $\alpha \geq 1$ such that $d$ satisfies the $\alpha$-relaxed triangle inequality, i.e., for all $x, y, z \in \mathcal{X}$ we have

$$
d(x, z) \leq \alpha(d(x, y)+d(y, z))
$$
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$A$ solution consists of a set $C \subset \mathcal{X}$ with $|C| \leq k$ and an assignment $\sigma: \mathcal{P} \rightarrow C$ with cost

$$
\operatorname{med}(C, \sigma)=\sum_{x \in \mathcal{P}} d(x, \sigma(x)) .
$$

Notice that the $k$-median problem equals the generalized $k$-median problem with $\alpha=1$. For the $k$-means problem in the Euclidean space we set $d$ to be the squared Euclidean distance and $\mathcal{X}=\mathbb{R}^{d}$. However since $\mathcal{X}$ is assumed to be part of the input we restrict ourselves to the case where $\mathcal{X}$ is a finite set of size polynomial in $|\mathcal{P}|$. It is well-known that for any constant $\epsilon \in(0,1)$ and for any $\mathcal{P} \subset \mathbb{R}^{d}$ we can compute a set $\mathcal{X}$ whose size is polynomial in $|\mathcal{P}|$ in polynomial time and that any $\gamma$-approximation yields a $(\gamma+\epsilon)$-approximation for the original problem [65]. Therefore we assume for the $k$-means problem that $\mathcal{X}$ is a finite set which is part of the input from now on. Observe that the squared Euclidean metric satisfies the relaxed triangle inequality for $\alpha=2$ as the following easy computation shows.
Lemma 2.1.2. For $x, y, z \in \mathbb{R}^{d}$ we have $\|x-z\|_{2}^{2} \leq 2\|x-y\|_{2}^{2}+2\|y-z\|_{2}^{2}$.
Proof. First notice that

$$
0 \leq\left(\|x-y\|_{2}-\|y-z\|_{2}\right)^{2}=\|x-y\|_{2}^{2}+\|y-z\|_{2}^{2}-2\|x-y\|_{2}\|y-z\|_{2} .
$$

We use the triangle inequality for $\|\cdot\|_{2}$ to obtain

$$
\|x-z\|_{2}^{2} \leq\left(\|x-y\|_{2}+\|y-z\|_{2}\right)^{2} \leq 2\|x-y\|_{2}^{2}+2\|y-z\|_{2}^{2} .
$$

Lower bounds have already been studied for facility location by [72, 61]. Similar to the generalized $k$-median problem we can consider a generalized version of the facility location problem, where the distance function only satisfies the relaxed triangle inequality.

Definition 2.1.3. An instance to the generalized facility location problem consists of a set $\mathcal{X}$ with distance function $d: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}$, a set of points $\mathcal{P} \subset \mathcal{X}$ and facility opening costs $f_{x} \geq 0$ for all $x \in \mathcal{X}$. The distance function is symmetric and satisfies $d(x, y)=0$ iff $x=y$. Furthermore there exists a constant $\alpha \geq 1$ such that $d$ satisfies the $\alpha$-relaxed triangle inequality. A solution consists of a set $C \subset \mathcal{X}$ and an assignment $\sigma: \mathcal{P} \rightarrow C$ with cost

$$
\mathrm{fac}(C, \sigma)=\sum_{x \in \mathcal{P}} d(x, \sigma(x))+\sum_{c \in C} f_{c} .
$$

The generalized $k$-median problem with center costs equals the generalized facility location problem, with the only difference that the set $C$ has to contain at most $k$ centers.

Given a solution $(C, \sigma)$ for generalized $k$-median or generalized facility location, we say that $\sigma^{-1}(c)$ is the cluster with center $c \in C$ and call $\left(\sigma^{-1}(c)\right)_{c \in C}$ the clustering associated to $(C, \sigma)$. In the lower-bounded generalized $k$-median and lower-bounded generalized facility location problem we demand that every center in the solution $(C, \sigma)$ gets assigned a minimum number of points. For uniform lower bounds, the input additionally contains a number $B$ and the solution must satisfy $\left|\sigma^{-1}(c)\right| \geq B$ for all $c \in C$. Non-uniform lower bounds are specified by a function $B: \mathcal{X} \rightarrow \mathbb{N}$ and the solution must satisfy $\left|\sigma^{-1}(c)\right| \geq B(c)$ for all $c \in C$.

Notice that Euclidean $k$-means with uniform lower bounds can be modeled by generalized $k$-median with uniform lower bounds since we can restrict the set $\mathcal{X}$ to have
size polynomial in $|\mathcal{P}|$ [65]. This does not work for Euclidean $k$-means with non-uniform lower bounds since by restricting the centers to be in $\mathcal{X}$ we may be forced to satisfy large lower bounds and therefore all solutions may have high cost compared to the cost of an optimal solution for the original problem. Therefore we only consider the variant of $k$-means with non-uniform lower bounds where the set of centers is already part of the input.

Clustering with lower bounds can be of interest when the set $\mathcal{P}$ contains data which needs to be protected. Enforcing lower bounds guarantees a certain level of anonymity. Therefore it would be sufficient to consider uniform lower bounds, however most of our results also hold for non-uniform lower bounds. Therefore most of the time we consider the general case of non-uniform lower bounds.

Our new problem variant called weakly lower-bounded generalized $k$-median is a relaxation of the lower bound constraint in the following way. Given lower bounds $B: \mathcal{X} \rightarrow \mathbb{N}$, the goal is to compute a set of at most $k$ centers $C \subset \mathcal{X}$ and an assignment $\sigma: \mathcal{P} \rightarrow 2^{C} \backslash\{\emptyset\}$ such that the lower bound is satisfied, i.e., $|\{x \in \mathcal{P} \mid c \in \sigma(x)\}| \geq B(c)$ for all $c \in C$. Here $2^{C}$ denotes the power set of $C$. If a point is assigned to multiple centers the distance of the point to all assigned centers is paid by the solution. The total cost of a solution is given by

$$
\operatorname{med}(C, \sigma)=\sum_{x \in \mathcal{P}} \sum_{c \in \sigma(x)} d(x, c)
$$

If a solution of a weakly lower-bounded clustering problem satisfies that every point is assigned to at most $b$ centers, then we say that the solution satisfies $b$-weak lower bounds. Weak lower bounds were already considered in [10] for the facility location problem.

### 2.2 Reducing Lower-Bounded $k$-Clustering to Lower-Bounded Facility Location

We observe that by using a known technique from the area of approximation algorithms for hierarchical clustering, we can turn an approximation algorithm for lower-bounded generalized facility location into an algorithm for lower-bounded generalized $k$-median. The technique is called nesting. Given two solutions $\left(C_{1}, \sigma_{1}\right)$ and $\left(C_{2}, \sigma_{2}\right)$ for the same clustering problem with different number of centers $k_{1}>k_{2}$, nesting describes how to find a solution $(C, \sigma)$ with $k_{2}$ centers which has a cost bounded by a constant times the costs of $\left(C_{1}, \sigma_{1}\right)$ and $\left(C_{2}, \sigma_{2}\right)$ and which is hierarchically compatible with $\left(C_{1}, \sigma_{1}\right)$, i.e., the clusters in $(C, \sigma)$ result from merging clusters in $\left(C_{1}, \sigma_{1}\right)$. Suppose we consider the generalized $k$-median problem with lower bounds. Let ( $C_{1}, \sigma_{1}$ ) be a solution which satisfies lower bounds but may violate the cardinality constraint of $k$ for the number of cluster centers and $\left(C_{2}, \sigma_{2}\right)$ be a solution which consists of at most $k$ centers but may violate the lower bound constraint. The resulting solution $(C, \sigma)$ has at most $k$ centers and the clusters result from clusters that satisfy the lower bound - thus they satisfy the lower bound as well. For uniform lower bounds, the execution of this plan is very straightforward, for non-uniform lower bounds we have to be a bit more careful and adjust the nesting appropriately. Although the reduction is applicable to lower-bounded generalized $k$-median, this only helps to obtain constant-factor approximations for lowerbounded $k$-median because no approximation algorithms for generalized facility location with lower bounds are known for $\alpha>1$.
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More generally this approach can also be applied for generalized $k$-median under side constraints which are benign in the following sense: If a clustering satisfies the constraint, then the clustering resulting from merging two clusters is also feasible under the constraint. This is true for lower-bounded clustering since a cluster arising from merging two clusters with $B$ points each definitely has at least $B$ points, too. We call such constraints mergeable constraints. A slightly weaker mergability property holds for non-uniform lower bounds where the constraint depends on the center: If we merge two clusters that satisfy lower bounds $B\left(c_{1}\right)$ and $B\left(c_{2}\right)$ of their centers $c_{1}$ and $c_{2}$, then the merged cluster still satisfies the lower bounds of $c_{1}$ and $c_{2}$, so as long as the merged cluster uses one of these two centers, the lower bound is still satisfied.

For many clustering problems under side constraints, solving the version where the number of centers is at most $k$ is much more difficult to tackle than solving its facility location variant where we allow arbitrary many centers and the facility opening costs are set to zero. For example, uniform capacitated facility location allows for a 3 -approximation, while finding a constant-factor approximation for uniform capacitated $k$-median is a long-standing open problem. However, this is not the case for lowerbounded clustering because of the above described mergability property.

Roughly speaking, we show that for mergable constraints, we can turn a generalized $k$-median solution and a constrained facility location solution (with facility opening cost equal zero) into a constrained generalized $k$-median solution which does not cost much more. To do this, we borrow a concept from the area of hierarchical clustering which formalizes what it costs to merge clusters under a specific clustering objective.

Definition 2.2.1 (adapted from [63]). A generalized facility location problem satisfies the $(\gamma, \delta)$-nesting property for reals $\gamma, \delta \geq 0$ if for any input point set $\mathcal{P}$ and any two solutions $S_{1}=\left(C_{1}, \sigma_{1}\right)$ and $S_{2}=\left(C_{2}, \sigma_{2}\right)$ with $\left|C_{1}\right|>\left|C_{2}\right|$, a solution $S=(C, \sigma)$ can be computed such that

- $S_{1}$ and $S$ are hierarchically compatible, i.e., for all $c \in C_{1}$ there exists a $c^{\prime} \in C$ such that for all $x \in \mathcal{P}$ with $\sigma_{1}(x)=c$ it holds that $\sigma(x)=c^{\prime}$,
- $\operatorname{fac}(C, \sigma) \leq \gamma \cdot \operatorname{fac}\left(C_{1}, \sigma_{1}\right)+\delta \cdot \operatorname{fac}\left(C_{2}, \sigma_{2}\right)$, and
- $|C| \leq\left|C_{2}\right|$.

We call such a solution $(\gamma, \delta)$-nested with respect to $S_{1}$ and $S_{2}$.
Lin et al. [63] show that the standard facility location/k-median cost function satisfies the $(2,1)$-nesting property (also see Lemma 2.2 .3 below). Combining this with the bestknown constant-factor approximation for $k$-median [25], which achieves a $(2.67059+\epsilon)$ approximation [32], and the 82.6 -approximation for facility location with uniform lower bounds by Ahmadian and Swamy [4, the following lemma implies a $(167.87059+\epsilon)$ approximation for $k$-median with uniform lower bounds.

Lemma 2.2.2. Assume that we are given a generalized facility location problem with facility opening costs equal zero that satisfies the ( $\gamma, \delta$ )-nesting property, a $\beta$-approximation algorithm for its generalized $k$-median variant and an $\alpha$-approximation algorithm for the constrained generalized facility location variant under a mergeable constraint. Then there is a $(\gamma \cdot \alpha+\delta \cdot \beta)$-approximation algorithm for the generalized $k$-median problem under the same constraint.
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 BOUND CONSTRAINTS FOR K-MEDIAN AND K-MEANSProof. We compute two solutions: An $\alpha$-approximate solution $S_{1}=\left(C_{1}, \sigma_{1}\right)$ for the constrained generalized facility location variant and a $\beta$-approximate solution $S_{2}=\left(C_{2}, \sigma_{2}\right)$ for the unconstrained generalized $k$-median problem. Remember that the opening cost for facilities equals zero.

By the nesting property, we get a solution $S=(C, \sigma)$ for the constrained generalized $k$-median problem which costs $\operatorname{med}(C, \sigma) \leq \gamma \cdot \operatorname{fac}\left(C_{1}, \sigma_{1}\right)+\delta \cdot \operatorname{med}\left(C_{2}, \sigma_{2}\right)$, that is hierarchically compatible with $S_{1}$ and satisfies that $|C| \leq\left|C_{2}\right| \leq k$. The unconstrained generalized $k$-median problem is a relaxation of the constrained generalized $k$-median problem because all we do is drop the constraint. The constrained facility location problem with facility opening cost zero arises from dropping the condition that $|C| \leq k$, so it is also a relaxation. Thus,

$$
\begin{aligned}
\operatorname{med}(C, \sigma) & \leq \gamma \cdot \operatorname{fac}\left(C_{1}, \sigma_{1}\right)+\delta \cdot \operatorname{med}\left(C_{2}, \sigma_{2}\right) \\
& \leq \gamma \cdot \alpha \cdot \operatorname{med}\left(\mathcal{O}_{k}\right)+\delta \cdot \beta \cdot \operatorname{med}\left(\mathcal{O}_{k}\right),
\end{aligned}
$$

where $\mathcal{O}_{k}$ is an optimal solution for the constrained generalized $k$-median problem. Since $S$ is hierarchically compatible with $S_{1}$, we know that every cluster in $S$ results from merging two clusters in $S_{1}$. Since $S_{1}$ satisfies the constraint and the constraint is mergeable, $S$ also satisfies the constraint.

Notice that Definition 2.2.1 does not require that the center set $C$ is a subset of $C_{2}$. For (truly) mergable constraints like uniform lower bounds, this poses no problem because the constraint is not affected by the choice of center. However, for non-uniform lower bounds, we have to be a little more careful: We need that the merged cluster is assigned to a center whose lower bound is indeed satisfied. Definition 2.2.1 does not guarantee this. We thus prove the following slight generalization of the nesting step by Lin et al. [63] (Statement 1 only generalizes to the case of arbitrary $\alpha$, but Statement 2 gives the generalization that we need for non-uniform lower bounds).

Lemma 2.2.3. Let $S_{1}=\left(C_{1}, \sigma_{1}\right)$ and $S_{2}=\left(C_{2}, \sigma_{2}\right)$ be two solutions with $\left|C_{1}\right|>\left|C_{2}\right|$ for the generalized facility location problem with facility opening costs equal to zero. We can compute

1. a solution $S=\left(C_{2}^{\prime}, \sigma\right)$ with $C_{2}^{\prime} \subseteq C_{2}$ that is $\left(\alpha+\alpha^{2}, \alpha^{2}\right)$-nested with respect to $S_{1}$ and $S_{2}$,
2. a solution $S=\left(C_{1}^{\prime}, \sigma^{\prime}\right)$ with $C_{1}^{\prime} \subseteq C_{1}$ that is $\left(\alpha^{3}+2 \alpha^{2}, \alpha^{3}+\alpha^{2}\right)$-nested with respect to $S_{1}$ and $S_{2}$, and which satisfies that for all $c \in C_{1}^{\prime}$ and for all $x \in \mathcal{P}$ with $\sigma_{1}(x)=c$, it holds that $\sigma^{\prime}(x)=c$.

Proof. We have two solutions $S_{1}=\left(C_{1}, \sigma_{1}\right)$ and $S_{2}=\left(C_{2}, \sigma_{2}\right)$ with $\left|C_{1}\right|>\left|C_{2}\right|$.
For all $c_{i} \in C_{1}$, let $P_{i}$ be the set of all points assigned to $c_{i} \in C_{1}$ by $\sigma_{1}$, and for all $o_{j} \in C_{2}$, let $O_{j}$ be the set of all points assigned to $o_{j}$ by $\sigma_{2}$. First we create a solution $S=\left(C_{2}^{\prime}, \sigma\right)$ with $C_{2}^{\prime} \subseteq C_{2}$. For all $i$, we assign every point $x \in P_{i}$ the center $o_{j}$ which is closest to $c_{i}$, i.e., $\sigma(x)=\arg \min _{o \in C_{2}} d\left(c_{i}, o\right)$. By this choice we know that for any $x \in P_{i}, d\left(c_{i}, o_{j}\right) \leq d\left(c_{i}, \sigma_{2}(x)\right)$. By two applications of the relaxed triangle inequality,
we get that

$$
\begin{aligned}
\sum_{x \in P_{i}} d\left(x, o_{j}\right) & \leq \sum_{x \in P_{i}} \alpha \cdot d\left(x, c_{i}\right)+\sum_{x \in P_{i}} \alpha \cdot d\left(c_{i}, o_{j}\right) \\
& \leq \alpha \cdot \sum_{x \in P_{i}} d\left(x, c_{i}\right)+\alpha \cdot \sum_{x \in P_{i}} d\left(c_{i}, \sigma_{2}(x)\right) \\
& \leq \alpha \cdot \sum_{x \in P_{i}} d\left(x, c_{i}\right)+\alpha \cdot \sum_{x \in P_{i}} \alpha \cdot\left(d\left(c_{i}, x\right)+d\left(x, \sigma_{2}(x)\right)\right. \\
& =\left(\alpha+\alpha^{2}\right) \cdot \sum_{x \in P_{i}} d\left(x, \sigma_{1}(x)\right)+\alpha^{2} \cdot \sum_{x \in P_{i}} d\left(x, \sigma_{2}(x)\right)
\end{aligned}
$$

Adding the cost of all clusters yields the statement.
Now we convert $S$ into a solution $\left(C_{1}^{\prime}, \sigma^{\prime}\right)$ with $C_{1}^{\prime} \subset C_{1}$ at the cost of an increase in the nesting factors. Let $i$ be fixed. So far, we have reassigned the points in $P_{i}$ to the center $o_{j}$ in $C_{2}$ closest to $c_{i}$. Now among all $c \in C_{1}$ for which $o_{j}$ was the closest center, we choose a center that is closest to $o_{j}$ and reassign the points there. More formally let $D_{j}=\left\{\sigma_{1}(x) \mid x \in \mathcal{P}, \sigma(x)=o_{j}\right\}$ we define $\sigma^{\prime}(x)=\arg \min _{c \in D_{j}} d\left(o_{j}, c\right)$ for all points $x \in P_{i}$. The points are now assigned only to points in $C_{1}$. We know that all points assigned to $o_{j}$ by $\sigma$ are (re)assigned to $\arg \min _{c \in D_{j}} d\left(o_{j}, c\right)$. And because we only reassign a new center to the clustering induced by $\left(C_{2}^{\prime}, \sigma\right)$, we know that it still has at most $\left|C_{2}^{\prime}\right| \leq\left|C_{2}\right|$ many clusters. The cost is bounded by

$$
\begin{aligned}
\sum_{x \in P_{i}} d\left(x, \sigma^{\prime}(x)\right) & \leq \sum_{x \in P_{i}} \alpha \cdot d\left(x, o_{j}\right)+\alpha \cdot d\left(o_{j}, \sigma^{\prime}(x)\right) \\
& =\sum_{x \in P_{i}} \alpha \cdot d\left(x, o_{j}\right)+\alpha \cdot d\left(o_{j}, c_{i}\right) \\
& \leq \sum_{x \in P_{i}} \alpha^{2} \cdot d\left(x, c_{i}\right)+\left(\alpha^{2}+\alpha\right) \cdot d\left(o_{j}, c_{i}\right) \\
& \leq \sum_{x \in P_{i}} \alpha^{2} d\left(x, c_{i}\right)+\left(\alpha^{2}+\alpha\right) \sum_{x \in P_{i}} \alpha \cdot\left(d\left(c_{i}, x\right)+d\left(x, \sigma_{2}(x)\right)\right) \\
& =\left(\alpha^{3}+2 \alpha^{2}\right) \cdot \sum_{x \in P_{i}} d\left(x, \sigma_{1}(x)\right)+\left(\alpha^{3}+\alpha^{2}\right) \cdot \sum_{x \in P_{i}} d\left(x, \sigma_{2}(x)\right)
\end{aligned}
$$

Statement 2 of Lemma 2.2 .3 guarantees a solution where the centers are a subset of the centers in solution $S_{1}$, and the assignment ensures that points that were previously assigned to the chosen centers $C_{1}^{\prime}$ are still assigned to their previous center. This has the following benefit: if the mergeability of the constraint depends on the center as for non-uniform lower bounds, we still satisfy the constraint. Indeed, for all $c \in C_{1}^{\prime}$ we now know that all points previously assigned to $c$ are still assigned to $c$, then this means that if the lower bound for $c$ was satisfied by $S_{1}$, then it is also satisfied for $S$. We obtain the following result for $k$-median with lower bounds as an immediate consequence of Lemma 2.2.3.
Corollary 2.2.4. Suppose there exists a $\lambda$-approximation algorithm for $k$-median and a $\mu$-approximation algorithm for facility location with uniform or non-uniform lower bounds. Then there exists a $(2 \mu+\lambda)$-approximation for $k$-median with uniform lower bounds and a $(3 \mu+2 \lambda)$-approximation for $k$-median with non-uniform lower bounds.

Thus, we plug in the the $O(1)$-approximation for facility location with non-uniform lower bounds by Li [61] as $S_{1}$ and the already mentioned $(2.67059+\epsilon)$-approximation [32] for $k$-median as $S_{2}$ and get an $O(1)$-approximation for $k$-median with non-uniform lower bounds.

### 2.3 Generalized $k$-Median with Weak Lower Bounds

Now we consider a relaxed version of generalized $k$-median with lower bounds where points in $\mathcal{P}$ can be assigned multiple times. This relaxation does make sense since we have lower bounds on the centers, so it can be more valuable to assign points to multiple centers to satisfy the lower bounds instead of closing the respective centers.

For standard $k$-median $/ k$-means with weak lower bounds we give an algorithm that computes a $(6.5+\epsilon)$-approximation and an $O(1)$-approximation respectively. Furthermore we show that a solution to generalized $k$-median with weak lower bounds can be transformed into a solution to generalized $k$-median with 2-weak lower bounds in polynomial time. We show that this transformation increases the cost only by a factor of $\alpha(\alpha+1)$. We combine this with the approximation algorithm for standard $k$-median $/ k$ means with weak lower bounds and obtain an approximation algorithm for standard $k$-median $/ k$-means with 2 -weak lower bounds. If we allow fractional assignments we show how to obtain a solution which assigns every point by an amount of at most $1+\epsilon$ for arbitrary $\epsilon \in(0,1)$, losing $\left\lceil\frac{1}{\epsilon}\right\rceil \alpha(\alpha+1)+1$ in the approximation factor.

The results in this section hold for the more general case of non-uniform lower bounds. Therefore we only consider non-uniform lower bounds from now on.

### 2.3.1 Computing a Solution

This paragraph mainly follows the ideas in [10], where it is described how one can obtain an approximation algorithm for weakly lower-bounded facility location. We adapt the approach in [10 for weakly lower-bounded generalized $k$-median.

To approximate generalized $k$-median with weak non-uniform lower bounds, we reduce this problem to generalized $k$-median with center costs. Remember that this problem is a combination of generalized $k$-median and generalized facility location where we are only allowed to choose at most $k$ centers and we have to pay a certain cost for opening centers.

The reduction that we use works by introducing a center cost of

$$
\begin{equation*}
f_{c}=\sum_{p \in D_{c}} d(p, c) \tag{2.1}
\end{equation*}
$$

for every point $c \in \mathcal{X}$. This cost is paid if $c$ becomes a center. Here $D_{c}$ is the set consisting of the $B(c)$ nearest points in $\mathcal{P}$ to $c$. The idea for this reduction is adapted from the bi-criteria algorithm for lower-bounded facility location presented by Guha, Meyerson and Munagala [49] and Karger, Minkoff [55].

Note that for a center $c$ in a feasible solution $(C, \sigma)$ to generalized $k$-median with weak lower bounds, the term $\sum_{p \in D_{c}} d(p, c)$ is a lower bound on the assignment cost caused by $c$. This leads to the following lemma.

Lemma 2.3.1. Let $\mathcal{O}^{\prime}$ be an optimal solution to the generalized $k$-median problem with center costs and $\mathcal{O}=(O, \sigma)$ be an optimal solution to generalized $k$-median with weak lower bounds. It holds that $\operatorname{fac}\left(\mathcal{O}^{\prime}\right) \leq 2 \operatorname{med}(\mathcal{O})$.

Proof. For $p \in \mathcal{P}$ let $c_{p}=\operatorname{argmin}\{d(p, c) \mid c \in \sigma(p)\}$ be the closest center to which $p$ is assigned in $\mathcal{O}$. We define $\sigma^{\prime}(p)=c_{p}$ for all $p \in \mathcal{P}$ and obtain a feasible solution $\left(O, \sigma^{\prime}\right)$
to the generalized $k$-median problem with center costs. Furthermore we have

$$
\begin{aligned}
\operatorname{fac}\left(\mathcal{O}^{\prime}\right) & \leq \operatorname{fac}\left(O, \sigma^{\prime}\right)=\sum_{c \in O} f_{c}+\sum_{p \in \mathcal{P}} d\left(p, \sigma^{\prime}(p)\right) \\
& =\sum_{c \in O} \sum_{p \in D_{c}} d(p, c)+\sum_{p \in \mathcal{P}} d\left(p, \sigma^{\prime}(p)\right) \\
& \leq 2 \sum_{p \in \mathcal{P}} \sum_{c \in \sigma(p)} d(p, c) \\
& =2 \operatorname{med}(\mathcal{O})
\end{aligned}
$$

The second inequality follows from the fact that $\sum_{c \in O} \sum_{p \in D_{c}} d(p, c)$ and $\sum_{p \in \mathcal{P}} d\left(p, \sigma^{\prime}(p)\right)$ are both lower bounds on the assignment cost of $\mathcal{O}$.

Let $(C, \sigma)$ be a solution for the generalized $k$-median problem with center costs. To turn it into a solution for generalized $k$-median with weak lower bounds we have to modify the assignment. Let $c \in C$ and $n_{c}=\left|\sigma^{-1}(c)\right|$. We additionally assign $m_{c}=\max \left\{0, B(c)-n_{c}\right\}$ points to $c$ to satisfy the lower bound. Let $S_{c} \subset D_{c}$ be the set of points in $D_{c}$ which are not assigned to $c$. We choose $m_{c}$ points from $S_{c}$ and assign them to $c$. This is feasible since we are allowed to assign points multiple times. Let $\left(C, \sigma^{\prime}\right)$ be the corresponding solution.

Lemma 2.3.2. It holds that $\operatorname{med}\left(C, \sigma^{\prime}\right) \leq f a c(C, \sigma)$.
Proof. The additional assignment cost for each center $c \in C$ can be upper bounded by $\sum_{p \in D_{c}} d(p, c)$. We obtain

$$
\begin{aligned}
\operatorname{med}\left(C, \sigma^{\prime}\right) & \leq \sum_{c \in C} \sum_{p \in D_{c}} d(p, c)+\sum_{p \in \mathcal{P}} d(p, \sigma(p)) \\
& =\operatorname{fac}(C, \sigma)
\end{aligned}
$$

Lemma 2.3.1 and Lemma 2.3.2 imply the following corollary.
Corollary 2.3.3. Given a $\gamma$-approximation for the generalized $k$-median problem with center costs, we get a $2 \gamma$-approximation for the generalized $k$-median problem with weak lower bounds in polynomial time.

We use the $(3.25+\epsilon)$-approximation for the $k$-median problem with center costs [28], which results in a $(6.5+\epsilon)$-approximation for $k$-median with weak lower bounds. For $k$ means, we use the algorithm by Jain and Vazirani [53] which was originally designed for $k$-median. However, as outlined in the journal version [53], it can be used for $k$-means, and also for $k$-median with center costs. The two extensions are not conflicting and can both be applied to obtain an $O(1)$-approximation for the $k$-means problem with center costs.

### 2.3.2 Reducing the Number of Assignments per Point to 2

We see that the solution for standard $k$-median/k-means with weak lower bounds computed above can assign a point to all centers in the worst case. The number of assigned centers per point cannot be bounded by a constant. This may not be desirable in the
context of publishing anonymized representatives since the distortion of the original data set is not bounded.

However, we show that any solution to the generalized $k$-median problem with weak lower bounds can be transformed into a solution assigning every point at most twice. This increases the cost by a factor of $\alpha(\alpha+1)$. Recall that $\alpha$ is the constant appearing in the relaxed triangle inequality. This leads to the following theorem.

Theorem 2.3.4. Given a solution $(C, \sigma)$ to generalized $k$-median with weak lower bounds, we can compute a solution $(\widetilde{C}, \widetilde{\sigma})$ to generalized $k$-median with 2-weak lower bounds (assigning every point at most twice) in polynomial time such that $\operatorname{med}(\widetilde{C}, \widetilde{\sigma}) \leq$ $\alpha(\alpha+1) \operatorname{med}(C, \sigma)$.

A similar statement is already known for weakly lower-bounded facility location in [10, where the authors show that we can obtain a solution with 2 -weak lower bounds for facility location while the cost of the respective solution increases by a factor of 2 . While our proof is inspired by their approach it differs in the reassignment process to construct a solution with 2 -weak lower bounds. This is necessary to achieve that the cost only increases by a constant factor, especially for distances which are not determined by a metric.

Reassignment process. We start by setting $\widetilde{C}=C$ and $\widetilde{\sigma}=\sigma$ and modify both $\widetilde{C}$ and $\widetilde{\sigma}$ until we obtain a feasible solution to generalized $k$-median with 2-weak lower bounds. During the process, the centers in $\widetilde{C}$ are called currently open, and when a center is deleted from $\widetilde{C}$, we say it is closed. The centers are processed in an arbitrary but fixed order, i.e., we assume that $C=\left\{c_{1}, \ldots, c_{k^{\prime}}\right\}$ for some $k^{\prime} \leq k$ and process them in order $c_{1}, \ldots, c_{k^{\prime}}$. We say that $c_{i}$ is smaller than $c_{j}$ if $i<j$.

Let $c=c_{i}$ be the currently processed center. By $P_{c}$, we denote the set of points assigned to $c$ under $\tilde{\sigma}$. We divide $P_{c}$ into three sets $P_{c}^{1}=\left\{q \in P_{c}| | \widetilde{\sigma}(q) \mid=1\right\}$, $P_{c}^{2}=\left\{q \in P_{c}| | \widetilde{\sigma}(q) \mid=2\right\}$ and $P_{c}^{3}=\left\{q \in P_{c}| | \widetilde{\sigma}(q) \mid \geq 3\right\}$. Furthermore with $C\left(P_{c}^{3}\right)$ we denote all centers which are connected to at least one point in $P_{c}^{3}$ under $\widetilde{\sigma}$.

If $P_{c}^{3}$ is empty, we are done and proceed with the next center in $\widetilde{C}$. Otherwise we need to empty $P_{c}^{3}$. Observe that points in $P_{c}^{3}$ are assigned to multiple centers, so if we delete the connection between one of these points and $c$, the point is still served by some other center. However, doing so may violate the lower bound at $c$. So we have to replace this connection.

As long as $P_{c}^{3}$ is non-empty, we do the following. We pick a center $d=\min C\left(P_{c}^{3}\right) \backslash\{c\}$ and a point $x \in P_{c}^{3}$ connected to $d$. We want to assign a point $y$ from $P_{d}^{1}$ to $c$ to free $x$. For technical reasons, we restrict the choice of $y$ : We exclude all points from the subset $\overline{P_{d}^{1}}:=\left\{q \in P_{d}^{1}| | \sigma(q) \mid \geq 3\right.$ and $\left.\sigma(q) \cap\left\{c_{1}, \ldots, c_{i-1}\right\} \cap \widetilde{C} \neq \emptyset\right\}$, i.e., all points which were assigned to at least 3 centers under the initial assignment $\sigma$, and where one of these at least 3 centers is still open and smaller than $c$.

If $P_{d}^{1} \backslash \overline{P_{d}^{1}}$ is non-empty, we pick a point $y \in P_{d}^{1} \backslash \overline{P_{d}^{1}}$ arbitrarily. We set $\widetilde{\sigma}(y)=\{d, c\}$ and $\widetilde{\sigma}(x)=\widetilde{\sigma}(x) \backslash\{c\}$. So $x$ is no longer connected to $c$, but to satisfy the lower bound at $c$ we replace $x$ by $y$ (Figure 2.1).

If $P_{d}^{1} \backslash \overline{P_{d}^{1}}$ is empty, our replacement plan does not work. Instead, we close $d$. This means that $x$ is now assigned to one center less, and, if this happens repeatedly, $x$ will at some point no longer be in $P_{c}^{3}$. Since we close $d$, all points in $P_{d}^{1}$ have to be reassigned because they are only connected to $d$. For each $q \in P_{d}^{1}$, we reassign $q$ to the smallest

```
Algorithm 1: Reducing the number of assigned centers per point to two
    1 define an ordering on the centers \(c_{1} \leq c_{2} \ldots \leq c_{k^{\prime}}\)
    set \(\widetilde{C}:=C\) and \(\widetilde{\sigma}:=\sigma\)
    for all \(c \in C\)
        \(P_{c}:=\{q \in \mathcal{P} \mid c \in \widetilde{\sigma}(q)\}\)
        \(P_{c}^{3}:=\left\{q \in P_{c}| | \widetilde{\sigma}(q) \mid \geq 3\right\}, \quad P_{c}^{i}:=\left\{q \in P_{c}| | \widetilde{\sigma}(q) \mid=i\right\}\) for \(i=1,2\)
        \(C\left(P_{c}^{3}\right):=\bigcup_{q \in P_{c}^{3}} \widetilde{\sigma}(q)\)
    for \(i=1\) to \(l\) do
        while \(P_{c_{i}}^{3} \neq \emptyset\) do
            \(d=\min C\left(P_{c_{i}}^{3}\right) \backslash\left\{c_{i}\right\}\)
            \(\overline{P_{d}^{1}}=\left\{q \in P_{d}^{1}| | \sigma(q) \mid \geq 3\right.\) and \(\left.\left.\sigma(q) \cap\left\{c_{1}, \ldots, c_{i-1}\right\} \cap \widetilde{C} \neq \emptyset\right\}\right\}\)
            if \(P_{d}^{1} \backslash \overline{P_{d}^{1}}=\emptyset\) then
                for all \(q \in P_{d}^{1}\)
                        let \(e=\min (\sigma(q) \cap \widetilde{C})\)
                set \(\widetilde{\sigma}(q)=\{e\}\)
                delete \(d\) from \(\widetilde{C}\) and all connections to \(d\) in \(\widetilde{\sigma}\)
            else
                pick \(x \in P_{c_{i}}^{3}\) connected to \(d\) and \(y \in P_{d}^{1} \backslash \overline{P_{d}^{1}}\)
                set \(\widetilde{\sigma}(x)=\widetilde{\sigma}(x) \backslash\left\{c_{i}\right\}, \tilde{\sigma}(y)=\left\{c_{i}, d\right\}\)
```

currently open center in $\sigma(q)$. Notice that such a center exists and is smaller than $c$ because $P_{d}^{1}=\overline{P_{d}^{1}}$ and for every $q \in \overline{P_{d}^{1}}$, there is at least one center in $\sigma(q) \cap \widetilde{C}$ which is smaller than $c$.

The entire process is described in Algorithm 1. It satisfies the following invariants.
Lemma 2.3.5. Algorithm 1 computes a feasible solution $(\widetilde{C}, \widetilde{\sigma})$ to generalized $k$-median with 2-weak lower bounds. Furthermore the following properties hold during all steps of the algorithm.

1. The algorithm never establishes connections for points currently assigned more than once.
2. For any center $c \in C, P_{c}$ does not change before $c$ is processed or closed.
3. If a connection between $x \in \mathcal{P}$ and the currently processed center $c \in \widetilde{C}$ is deleted by the algorithm, we have from this time on $x \notin P_{c}^{3}$ until termination. Moreover $P_{c}^{3}$ remains empty after $c$ is processed.


Figure 2.1: Connection between $x \in P_{c}^{3}$ and $c$ is deleted. A point $y \in P_{d}^{1}$ replaces $x$.
4. While the algorithm processes $c \in C$ we always have $c<\min C\left(P_{c}^{3}\right) \backslash\{c\}$. Moreover all currently open centers which are smaller than c remain open until termination.
5. If the algorithm establishes a new connection in Line 14 or Line 18 it remains until termination.

Proof. The process terminates: For every iteration of the while loop starting in Line 8 , either a point is deleted from $P_{c_{i}}^{3}$ or there is at least one point $x \in P_{c_{i}}^{3}$ for which $|\widetilde{\sigma}(x)|$ is reduced by one. Furthermore $|\widetilde{\sigma}(x)|$ does never increase for any $x \in P_{c_{i}}^{3}$.

The final solution satisfies lower bounds: Every time we delete a connection between a point and a center it either happens because the center is closed or we replace this connection by assigning a new point to it. So the lower bounds are satisfied at all open centers.

All points stay connected to a center: Assume that the algorithm deletes the connection between a point $p$ and the center $d$ it is exclusively assigned to. This only happens if at this time $d$ is closed by the algorithm. Then $p$ is assigned to another center as defined in Line 14.

We conclude that the solution is feasible.
Property 1 The algorithm establishes connections in Line 14 and Line 18 which always involve a point currently assigned once.

Property 2; Let $c \in C$. Connections are only changed for the center that is currently processed or for a smaller center which has been processed already. Thus, the algorithm does not add or delete any connections involving $c$ before $c$ is processed or closed.

Property 3. Assume that after the connection between $x \in P_{c}^{3}$ and $c$ is deleted by the algorithm, $x$ is again part of $P_{c}^{3}$. That would require that the algorithm establishes a new connection for a point which is connected more than once, which does not happen by Property 1. For the same reason $P_{c}^{3}$ remains empty after $c$ is processed by the algorithm.

Property 4. Assume $c$ is currently processed by the algorithm and $d=\min C\left(P_{c}^{3}\right) \backslash\{c\}$. We know that at this time $P_{d}^{3}$ is non-empty, which is by Property 3 only possible if $d$ is processed after $c$. Thus we have $c<d$. This also means that centers can only be closed by the algorithm if they are not processed so far.

Property 5: If a connection is deleted, the respective point is either connected to more than two centers or to a center which is closed at this time. A connection in Line 14 or Line 18 is established by the algorithm between a point which is at this time assigned exactly once and a center which is already processed or currently processed by the algorithm. Thus the point is from this time on never assigned to more than two centers and the center remains open until termination by Property 4 . So the necessary conditions for a deletion of this connection are never fulfilled.

We now want to bound the cost of new connections created by the algorithm by the cost of the original solution. Notice that only Line 18 generates new connections, Line 14 re-establishes connections that were originally present. So let $N_{c}$ be the set of all points newly assigned to $c$ by the algorithm in Line 18 while center $c$ is processed. For $y \in N_{c}$ let $d_{y}$ be the respective center in Line 9 of Algorithm 1 and $x_{y}$ the point in Line 17 contained in $P_{c}^{3}$ and connected to $d_{y}$.

Using the $\alpha$-relaxed triangle inequality, we obtain the following upper bound.

$$
\begin{align*}
d(y, c) & \leq \alpha\left(d\left(y, x_{y}\right)+d\left(x_{y}, c\right)\right) \leq \alpha\left(\alpha\left(d\left(y, d_{y}\right)+d\left(d_{y}, x_{y}\right)\right)+d\left(x_{y}, c\right)\right) \\
& =\alpha^{2}\left(d\left(y, d_{y}\right)+d\left(d_{y}, x_{y}\right)\right)+\alpha d\left(x_{y}, c\right) . \tag{2.2}
\end{align*}
$$

We can apply $\sqrt{2.2}$ to all $c \in \widetilde{C}$ and all $y \in N_{c}$. This yields the following upper bound on the cost of the final solution $(\widetilde{C}, \widetilde{\sigma})$.

$$
\begin{align*}
\operatorname{med}(\widetilde{C}, \widetilde{\sigma}) & =\sum_{c \in \widetilde{C}} \sum_{\substack{y \in \mathcal{P}: \\
c \in \tilde{\sigma}(y)}} d(y, c)=\sum_{c \in \widetilde{C}}\left(\sum_{y \in P_{c} \backslash N_{c}} d(y, c)+\sum_{y \in N_{c}} d(y, c)\right) \\
& \leq \sum_{c \in \widetilde{C}}\left(\sum_{y \in P_{c} \backslash N_{c}} d(y, c)+\sum_{y \in N_{c}} \alpha^{2}\left(d\left(y, d_{y}\right)+d\left(d_{y}, x_{y}\right)\right)+\alpha d\left(x_{y}, c\right)\right) . \tag{2.3}
\end{align*}
$$

Expression (2.3) is what we want to pay for. We show in Observation 2.3.6 below that all involved distances contribute to the original cost as well. So in principle, we can bound each summand by a term in the original cost. But what we need to do is to bound the number of times that each term in the original cost gets charged. To organize the counting, we count how many times a specific tuple of a point $z$ and a center $f$ occurs as $d(z, f)$ in 2.3). Since it is important at which position a tuple appears, we give names to the different occurrences (also see Figure 2.2).

We say that that a tuple appears as a tuple of Type 0 if it appears as $d(y, c)$ in (2.3), as tuple of Type 1 if it appears as $d\left(x_{y}, c\right)$, and as tuple of Type 2 if it appears as $d\left(y, d_{y}\right)$ or $d\left(d_{y}, x_{y}\right)$. We distinguish the latter type further by calling a tuple occurring as $d\left(y, d_{y}\right)$ a tuple of Type 2.1 and a tuple occurring as $d\left(x_{y}, d_{y}\right)$ a tuple of Type 2.2. We say that $\left(y, d_{y}\right),\left(d_{y}, x_{y}\right)$ and $\left(x_{y}, c\right)$ contribute to the cost of $(y, c)$, where by the cost of $(y, c)$ we mean the upper bound on $d(y, c)$ in 2.2 which we want to pay for.

Observation 2.3.6. If a tuple $(z, f), z \in \mathcal{P}, f \in C$, occurs as Type 0 , 1 or 2 , then $f \in \sigma(z)$, so in particular, $d(z, f)$ occurs as a term in the cost of the original solution.

Proof. For a center $c$ the set $P_{c} \backslash N_{c}$ consists of points which are assigned to $c$ by the initial assignment $\sigma$ or assigned to $c$ while $c$ is not processed by the algorithm. The latter can only happen if a connection is reestablished in Line 14 which requires that the connection was already present in $(C, \sigma)$. So Type 0 tuples satisfy the statement.

For Type 1 and 2 tuples, consider $y \in N_{c}$ for some center $c$ and the respective tuples $\left(x_{y}, c\right),\left(y, d_{y}\right),\left(x_{y}, d_{y}\right)$. Notice that both $y$ and $x_{y}$ are connected to $d_{y}$ the step before $y$ is assigned to $c$. By Property 4 of Lemma 2.3.5 we have $c<d_{y}$. Thus we know by Property 2 of Lemma 2.3 .5 that $P_{d_{y}}$ is not changed by the algorithm at least until $y$ is assigned to $c$. So $d_{y} \in \sigma(y)$ and $d_{y} \in \sigma\left(x_{y}\right)$ which proves that Type 2 tuples satisfy the statement. Moreover it holds that $c \in \sigma\left(x_{y}\right)$ since there is a time where $x_{y} \in P_{c}^{3}$. This can, by Property 1 of Lemma 2.3.5, only happen if the connection between $x_{y}$ and $c$ is already part of $(C, \sigma)$. Thus, Type 1 tuples satisfy the statement.

As indicated above, a tuple $(z, f)$ can contribute to the cost of multiple tuples. Notice that a tuple occurs at most once as a tuple of Type 0 in 2.3. To bound the cost of $(\widetilde{C}, \widetilde{\sigma})$ we bound the number of times a tuple appears as Type 1 or Type 2 tuple in (2.3).


Figure 2.2: Bounding the distance between $y$ and $c$. The respective distances appear with a factor of $\alpha$ or $\alpha^{2}$. Tuple $\left(x_{y}, c\right)$ is of Type 1 and $\left(x_{y}, d_{y}\right),\left(y, d_{y}\right)$ are of Type 2.

Lemma 2.3.7. For all $z \in \mathcal{P}, f \in C$, the tuple $(z, f)$ can appear in (2.3) at most once as a tuple of Type 1 and at most once as a tuple of Type 2.

Proof. In the following, the tuple whose cost the tuple $(z, f)$ contributes to will always be named $(y, c)$, and we denote the time at which $y$ is newly assigned to $c$ by $t$.

Type 1: Assume $(z, f)$ contributes to the cost of $(y, c)$ as a tuple of Type 1 . Then $f=c$. Notice that at the time step before $t$ we must have $z \in P_{c}^{3}$ and afterwards, $z$ is never again contained in $P_{c}^{3}$ by Property 3 of Lemma 2.3.5. Thus the pair $(z, c)$ can never again be responsible for any reassignment to $c$, i.e., $(z, c)=(z, f)$ does not contribute to any further cost as a tuple of Type 1.

Type 2.1: Assume that $(z, f)$ contributes to the cost of $(y, c)$ as a tuple of Type 2.1. Then $z=y$. At the time step before $t$, we have $y \in P_{f}^{1}, f \in C\left(P_{c}^{3}\right)$, and at time $t$, we have $y \in P_{c}^{2} \cap P_{f}^{2}$. By Property 5 of Lemma 2.3.5. newly established connections are never deleted, so after time $t$, it always holds that $y \in P_{c}$. So even if $y$ is in $P_{f}$ at a later time, it cannot be in $P_{f}^{1}$ since it is also connected to $c$. So $(y, f)=(z, f)$ does not contribute to any further cost as tuple of Type 2.1. Furthermore by Property 1 of Lemma 2.3.5 we know that $y$ is always assigned to fewer than three centers after $t$ which means that $(y, f)$ does not contribute as tuple of Type 2.2 to the cost of any connection established by the algorithm after $t$ either.

Type 2.2: Finally we consider the case where $(z, f)$ contributes to the cost of $(y, c)$ as a tuple of Type 2.2. At time $t$, the algorithm processes $c$. By the way the algorithm chooses $f$ and $z$, we know that $z \in P_{c}^{3}$ (at the beginning of the process, i.e., before $t$ ) and $f=\min C\left(P_{c}^{3}\right) \backslash\{c\}$. After $t$, Property 3 of Lemma 2.3 .5 implies $z \notin P_{c}^{3}$, which means that as a tuple of Type 2.2, it can never again contribute to the cost of any tuple containing $c$. Assume instead that it contributes (as Type 2.2) to the cost of a tuple $\left(y^{\prime}, c^{\prime}\right)$ for a center $c^{\prime} \neq c$, and some point $y^{\prime} \in \mathcal{P}$. This is supposed to happen after $t$, so $y^{\prime}$ is newly assigned to $c^{\prime}$ at some time $t^{\prime}>t$. Before $c^{\prime}$ is processed, we must always have $z \in P_{c^{\prime}}^{3}$ by Property 1 and 2 of Lemma 2.3.5. So in particular, at time $t<t^{\prime}$ we have $c^{\prime} \in C\left(P_{c}^{3}\right) \backslash\{c\}$. Moreover we know that at some time while $c^{\prime}$ is processed by the algorithm we have $f=\min C\left(P_{c^{\prime}}^{3}\right) \backslash\left\{c^{\prime}\right\}$. Using Property 4 of Lemma 2.3.5 we conclude that $c^{\prime}<f$. Which is a contradiction since the algorithm chose $f$ and not $c^{\prime}$ at time $t$, i.e., $f=\min C\left(P_{c}^{3}\right) \backslash\{c\}$ must hold. Thus, $(z, f)$ cannot contribute to the cost of $\left(y^{\prime}, c^{\prime}\right)$ as a tuple of Type 2.2.

It is left to show that $(z, f)$ cannot contribute to the cost of any $\left(y^{\prime}, c^{\prime}\right)$ as a tuple of Type 2.1 at some time $t^{\prime}>t$. For a contribution as Type 2.1, we would have $z=y^{\prime}$ and $y^{\prime} \in P_{f}^{1}$. We show that in this case $y^{\prime}$ is in fact contained in $\overline{P_{f}^{1}}$. Remember that at time $t$ we have $y^{\prime}=z \in P_{c}^{3}$ and that this only happens if $\left|\sigma\left(y^{\prime}\right)\right| \geq 3$ by Property 1 of Lemma 2.3.5. Moreover $c$ is still open by Property 4 of Lemma 2.3.5 and is smaller than $c^{\prime}$. Thus $c \in \sigma\left(y^{\prime}\right) \cap\left\{e \mid e<c^{\prime}\right\} \cap \widetilde{C}$, which proves $y^{\prime} \in \overline{P_{f}^{1}}$. Therefore the algorithm does
not assign $y^{\prime}$ to $c^{\prime}$ (see Lines 11 15) and $(z, f)$ does not contribute as tuple of Type 2.1 to the cost of any connection established by the algorithm after $t$.

We now know that a tuple only appears at most once as any of the three tuple types. For the final counting, we define $T 0, T 1$ and $T 2$ as the sets of all tuples of Type 0,1 and 2 , respectively. We could already prove a bound on the cost now, but to make it slightly smaller and prove Theorem 2.3.4, we need one final statement.
Lemma 2.3.8. The set $T 0 \cap T 1 \cap T 2$ is empty.
Proof. Let $(z, f) \in T 0 \cap T 1 \cap T 2$. Since $(z, f)$ is of Type 0 , the point $z$ must be connected to $f$ in the final assignment $\widetilde{\sigma}$. We distinguish whether the connection between $z$ and $f$ was deleted at some point by the algorithm or not. If it is not deleted, $(z, f)$ cannot be of Type 1 since this would require that $z$ is temporarily not assigned to $f$. Otherwise the connection between $z$ and $f$ was deleted while $f$ was processed and later reestablished by the algorithm in Line 14

By assumption the tuple is also of Type 2. Assume it is of Type 2.1 and contributes to the cost of a tuple $(y, c)$ with $z=y$. We know that $c<f$ by Property 4 of Lemma 2.3.5. Consider the time when $z$ is newly assigned to $c$. The step before we have $z \in P_{f}^{1}$. On the other hand while $f$ is processed we have $z \in P_{f}^{3}$ in contradiction to Property 1 of Lemma 2.3.5.

Assume finally that $(z, f)$ is of Type 2.2 and contributes to the cost of a tuple $(y, c)$. Again we have $c<f$. Consider the time $y$ is newly assigned to $c$. The step before we have $z \in P_{c}^{3}$ and, by Property 1 and 2 of Lemma 2.3 .5 also $z \in P_{f}^{3}$. At the time the connection between $z$ and $f$ is reestablished by the algorithm, both centers are contained in $\sigma(z) \cap \widetilde{C}$. This is a contradiction to $c<f=\min (\sigma(z) \cap \widetilde{C})$. This completes the proof.

Proof of Theorem 2.3.4. Slightly abusing the notation we write $d(e)$ for a tuple $e=$ $(z, f)$ by which we mean the distance $d(z, f)$. Combining Lemma 2.3.7 and 2.3.8 we obtain

$$
\begin{align*}
\operatorname{med}(\widetilde{C}, \widetilde{\sigma}) & \leq \sum_{c \in \widetilde{C}}\left(\sum_{y \in P_{c} \backslash N_{c}} d(y, c)+\sum_{y \in N_{c}} \alpha^{2}\left(d\left(y, d_{y}\right)+d\left(d_{y}, x_{y}\right)\right)+\alpha d\left(x_{y}, c\right)\right)  \tag{2.3}\\
& =\sum_{e \in T 0} d(e)+\alpha^{2} \sum_{e \in T 2} d(e)+\alpha \sum_{e \in T 1} d(e)  \tag{2.4}\\
& \leq\left(\alpha^{2}+\alpha\right) \operatorname{med}(C, a) . \tag{2.5}
\end{align*}
$$

By Lemma 2.3.7 we know that a tuple only appears at most once as any of the three tuple types. We replace (2.3) by summing up the cost of all tuples in $T i$ for $i=0,1,2$ with the respective factor for each type and obtain (2.4).

Finally by Observation 2.3.6 the cost $d(e)$ for $e \in T 0 \cup T 1 \cup T 2$ occurs as a term in the original solution and $T 0 \cap T 1 \cap T 2=\emptyset$ by Lemma 2.3.8, which proves (2.5).

In Section 2.3.1 we reduce generalized $k$-median with weak lower bounds to generalized $k$-median with center cost and obtain a $(6.5+\epsilon)$ or $O(1)$-approximation for $k$-median or $k$-means with weak lower bounds, respectively. We combine this with Theorem 2.3.4 to get a solution with 2 -weak lower bounds whose cost is a constant factor away from the problem with weak lower bounds. Since weak lower bounds are a relaxation of 2 -weak lower bounds, we get:
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 BOUND CONSTRAINTS FOR K-MEDIAN AND K-MEANSCorollary 2.3.9. Let $\mathcal{O}$ be an optimal solution to $k$-median $/ k$-means with 2-weak lower bounds and $\epsilon>0$ be a constant. We can compute a solution ( $C, \sigma$ ) in polynomial time for

1. $k$-median with 2-weak lower bounds with $\operatorname{med}(C, \sigma) \leq(13+\epsilon) \operatorname{med}(\mathcal{O})$
2. $k$-means with 2-weak lower bounds with mean $(C, \sigma) \leq O(1) \operatorname{mean}(\mathcal{O})$.

### 2.3.3 Reducing the Number of Assignments per Point to ( $1+\epsilon$ )

So it is possible to reduce the number of assignments per point to two at a constant factor increase in the approximation factor. We can go even further and allow points to be fractionally assigned to centers which poses the question if it is possible to bound the assigned amount by a number smaller than two. Indeed we can prove for every $\epsilon \in(0,1)$ that we can modify a solution to generalized $k$-median with weak lower bounds such that every point is assigned by an amount of at most $1+\epsilon$ and the cost increases by a factor of $\mathcal{O}\left(\frac{1}{\epsilon} \alpha^{2}\right)$. Note that even if we allow fractional assignments of points to centers, the centers remain either open or closed, which differentiates our result from a truly fractional solution, where it is also allowed to open centers fractionally. Furthermore, the new assignment assigns every point to at most two centers. It is assigned by an amount of one to one center and potentially by an additional amount of $\epsilon$ to a second center. We say that such solutions satisfy $(1+\epsilon)$-weak lower bounds.

Since we consider fractional assignments we modify our notation and denote with $\widetilde{\sigma}_{x}^{c} \in[0,1]$ the amount by which $x \in \mathcal{P}$ is assigned to $c \in \widetilde{C}$, where $\widetilde{C}$ is the set of centers. Let $\tilde{\sigma}_{x}=\sum_{c \in \widetilde{C}} \widetilde{\sigma}_{x}^{c}$ be the amount by which $x \in \mathcal{P}$ is assigned to $\widetilde{C}$. The assignment $\tilde{\sigma}$ is feasible if $\widetilde{\sigma}_{x} \geq 1$ for all $x \in \mathcal{P}$ and $\sum_{x \in \mathcal{P}} \widetilde{\sigma}_{x}^{c} \geq B(c)$ for all $c \in \widetilde{C}$, and its cost is

$$
\operatorname{med}(\widetilde{C}, \widetilde{\sigma})=\sum_{c \in \widetilde{C}} \sum_{x \in \mathcal{P}} \widetilde{\sigma}_{x}^{c} d(x, c)
$$

The proof of the following theorem is similar to the proof of Theorem 2.3.4 but to satisfy lower bounds we can only assign an amount of $\epsilon$ from points which are already assigned once. Therefore we consider suitable sets with $\left\lceil\frac{1}{\epsilon}\right\rceil$ points, which leads to the increase of $\mathcal{O}\left(\frac{1}{\epsilon}\right)$ in the approximation factor.

Theorem 2.3.10. Given $0<\epsilon<1$ and a solution $(C, \sigma)$ to generalized $k$-median with weak lower bounds, we can compute a solution $(\widetilde{C}, \widetilde{\sigma})$ to generalized $k$-median with $(1+\epsilon)$-weak lower bounds in polynomial time such that $\operatorname{med}(\widetilde{C}, \widetilde{\sigma}) \leq\left(\left\lceil\frac{1}{\epsilon}\right\rceil \alpha(\alpha+1)+\right.$ 1) $\operatorname{med}(C, \sigma)$.

Reassignment process. In the beginning we set $\widetilde{C}=C$. For $q \in \mathcal{P}$ let $\widetilde{\sigma}_{q}^{c}=1$ if $c \in \sigma(q)$ and otherwise let $\widetilde{\sigma}_{q}^{c}=0$. We modify both $\widetilde{C}$ and $\widetilde{\sigma}$ until we obtain a valid solution to generalized $k$-median with $(1+\epsilon)$-weak lower bounds. During the process, the centers in $\widetilde{C}$ are called currently open, and when a center is deleted from $\widetilde{C}$, we say it is closed. The centers are processed in an arbitrary but fixed order, i.e., we assume that $\widetilde{C}=C=\left\{c_{1}, \ldots, c_{k^{\prime}}\right\}$ for some $k^{\prime} \leq k$ and process them in order $c_{1}, \ldots, c_{k^{\prime}}$. We say that $c_{i}$ is smaller than $c_{j}$ if $i<j$.

Before we start explaining the reassignment we observe that the following properties hold for $(\widetilde{C}, \widetilde{\sigma})$ in the beginning.

1. for all $q \in \mathcal{P}$ we have either $\widetilde{\sigma}_{q} \in \mathbb{N}$ or $\widetilde{\sigma}_{q}=1+\epsilon$.
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2. if $\widetilde{\sigma}_{q}=1+\epsilon$ then $q$ is assigned to one center by an amount of one and to a second center by an amount of $\epsilon$.
3. if $\widetilde{\sigma}_{q} \in \mathbb{N}$ then $\widetilde{\sigma}_{q}^{c} \in\{0,1\}$ for all $c \in \widetilde{C}$.

We ensure that these properties also hold during the whole reassignment process.
Let $c=c_{i}$ be the currently processed center. By $P_{c}$ we denote the set of points assigned to $c$ by a positive amount under $\widetilde{\sigma}$. We divide $P_{c}$ into the four sets $P_{c}^{1}=\left\{q \in P_{c} \mid\right.$ $\left.\widetilde{\sigma}_{q}=\widetilde{\sigma}_{q}^{c}=1\right\}, P_{c}^{\epsilon}=\left\{q \in P_{c} \mid \widetilde{\sigma}_{q}=1+\epsilon, \widetilde{\sigma}_{q}^{c}=\epsilon\right\}, Q_{c}^{\epsilon}=\left\{q \in P_{c} \mid \widetilde{\sigma}_{q}=1+\epsilon, \widetilde{\sigma}_{q}^{c}=1\right\}$ and finally $P_{c}^{2}=\left\{q \in P_{c} \mid \widetilde{\sigma}_{q} \geq 2, \widetilde{\sigma}_{q}^{c}=1\right\}$. Thus we differentiate between points which are assigned exclusively to $c$, points which are assigned by an amount of $\epsilon$ to $c$ and by an amount of one to an other center or vice versa and points which are assigned by an amount of one to $c$ and by an amount of at least one to some other centers. Furthermore with $C\left(P_{c}^{2}\right)$ we denote all centers which are connected to at least one point in $P_{c}^{2}$ under $\tilde{\sigma}$. Observe that indeed $P_{c}=P_{c}^{1} \cup P_{c}^{\epsilon} \cup Q_{c}^{\epsilon} \cup P_{c}^{2}$ if the above properties hold at that time.

Notice that points in $P_{c} \backslash P_{c}^{2}$ are already assigned by an amount of at most $1+\epsilon$, so we only care about points in $P_{c}^{2}$. If $P_{c}^{2}$ is empty, we are done and proceed with the next center in $\widetilde{C}$. Otherwise we need to empty $P_{c}^{2}$. Observe that points in $P_{c}^{2}$ are assigned to multiple centers, so if we delete the connection between one of these points and $c$, the point is still served by some other center. However, doing so violates the lower bound at $c$. So we have to replace this connection.

As long as $P_{c}^{2}$ is non-empty, we do the following. We pick a center $d=\min C\left(P_{c}^{2}\right) \backslash\{c\}$ and a point $x \in P_{c}^{2}$ connected to $d$. We want to assign points from $P_{d}^{1}$ by amount of $\epsilon$ to $c$ to free $x$. For technical reasons, we restrict the choice of these points: We exclude all points from the subset $\overline{P_{d}^{1}}:=\left\{q \in P_{d}^{1}| | \sigma(q) \mid \geq 2\right.$ and $\left.\sigma(q) \cap\left\{c_{1}, \ldots, c_{i-1}\right\} \cap \widetilde{C} \neq \emptyset\right\}$, i.e., all points which were assigned to at least 2 centers under the initial assignment $\sigma$, and where one of these at least 2 centers is still open and smaller than $c$.

We can only assign points from $P_{d}^{1} \backslash \overline{P_{d}^{1}}$ to $c$ if its cardinality is at least $\left\lceil\frac{1}{\epsilon}\right\rceil$. If this is the case we choose a set $A$ of $\left\lceil\frac{1}{\epsilon}\right\rceil$ points from $P_{d}^{1} \backslash \overline{P_{d}^{1}}$ and set $\widetilde{\sigma}_{q}^{c}=\epsilon$ for all $q \in A$. Furthermore we set $\widetilde{\sigma}_{x}^{c}=0$. So $x$ is no longer connected to $c$, but to satisfy the lower bound at $c$ we replace $x$ by a set of $\left\lceil\frac{1}{\epsilon}\right\rceil$ points which are now connected to $c$ by an amount of $\epsilon$ (Figure 2.3). By this we guarantee that the lower bound at $c$ is still satisfied.

If $\left|P_{d}^{1} \backslash \overline{P_{d}^{1}}\right|<\left\lceil\frac{1}{\epsilon}\right\rceil$ our replacement plan does not work. Instead we close $d$ and set $\widetilde{\sigma}_{q}^{d}=0$ for all $q \in \mathcal{P}$. If we close $d$, points in $P_{d}^{1} \cup Q_{d}^{\epsilon}$ will be assigned by an amount smaller than one, thus we do the following. All points in $P_{d}^{1} \backslash \overline{P_{d}^{1}}$ are reassigned to $c$, i.e., $\widetilde{\sigma}_{q}^{c}=1$ for $q \in P_{d}^{1} \backslash \overline{P_{d}^{1}}$ (Figure 2.4). Since we assign all points in $P_{d}^{1} \backslash \overline{P_{d}^{1}}$ to $c$, we could delete this many connections between points in $P_{c}^{2}$ and $c$. But for simplicity, if $P_{d}^{1} \backslash \overline{P_{d}^{1}}$ is non-empty and $\widetilde{\sigma}_{x} \geq 3$, we only delete the connection between $x$ and $c$. A point $q \in \overline{P_{d}^{1}}$ is reassigned to the smallest open center in $\sigma(q)$ by an amount of one. And finally every point in $Q_{d}^{\epsilon}$ is assigned by an amount of $\epsilon$ to some other center than $d$, so we add an additional amount of $1-\epsilon$ to this assignment.

Observe that none of the above reassignments violates the claimed properties for $(\widetilde{C}, \widetilde{\sigma})$ above. The entire procedure is described in Algorithm 2 .

Lemma 2.3.11. Algorithm 2 computes a feasible solution $(\widetilde{C}, \widetilde{\sigma})$ to generalized $k$-median with $(1+\epsilon)$-weak lower bounds. Furthermore the following properties hold during all steps of the algorithm.

```
Algorithm 2: Reducing the number of assigned centers per point to \(1+\epsilon\)
    define an ordering on the centers \(c_{1}<c_{2} \ldots<c_{k^{\prime}}\)
    set \(\widetilde{C}:=C\) and \(\widetilde{\sigma}_{q}^{c}=1\) if \(c \in \sigma(q)\) otherwise set \(\widetilde{\sigma}_{q}^{c}=0\)
    for all \(c \in C\)
        \(P_{c}=\left\{q \in \mathcal{P} \mid \widetilde{\sigma}_{q}^{c}>0\right\}\)
        \(P_{c}^{1}=\left\{q \in P_{c} \mid \widetilde{\sigma}_{q}=\widetilde{\sigma}_{q}^{c}=1\right\}\)
        \(P_{c}^{\epsilon}=\left\{q \in P_{c} \mid \widetilde{\sigma}_{q}=1+\epsilon, \widetilde{\sigma}_{q}^{c}=\epsilon\right\}\)
        \(Q_{c}^{\epsilon}=\left\{q \in P_{c} \mid \widetilde{\sigma}_{q}=1+\epsilon, \widetilde{\sigma}_{q}^{c}=1\right\}\)
        \(P_{c}^{2}=\left\{q \in P_{c} \mid \widetilde{\sigma}_{q} \geq 2, \widetilde{\sigma}_{q}^{c}=1\right\}\)
    for \(i=1\) to \(k^{\prime}\) do
        while \(P_{c_{i}}^{2} \neq \emptyset\) do
            \(d=\min C\left(P_{c_{i}}^{2}\right) \backslash\left\{c_{i}\right\}\)
            \(\overline{P_{d}^{1}}=P_{d}^{1} \cap\left\{q \in \mathcal{P}| | \sigma(q) \mid \geq 2\right.\) and \(\left.\sigma(q) \cap\left\{c_{1}, \ldots, c_{i-1}\right\} \cap \widetilde{C} \neq \emptyset\right\}\)
        if \(\left|P_{d}^{1} \backslash \overline{P_{d}^{1}}\right|<\frac{1}{\epsilon}\) then
            delete \(d\) from \(\widetilde{C}\) and all connections to \(d\) in \(\widetilde{\sigma}\)
            for all \(q \in \overline{P_{d}^{1}}\)
                            let \(e=\min (\sigma(q) \cap \widetilde{C})\)
                            set \(\widetilde{\sigma}_{q}^{e}=1\)
            for all \(q \in Q_{d}^{\epsilon}\)
                            let \(e \in \widetilde{C}\) such that \(\widetilde{\sigma}_{q}^{e}=\epsilon\)
                            set \(\widetilde{\sigma}_{q}^{e}=1\)
            if \(P_{d}^{1} \backslash \overline{P_{d}^{1}} \neq \emptyset\) then
                pick \(x \in P_{c_{i}}^{2}\) connected to \(d\)
                if \(\widetilde{\sigma}_{x} \geq 3 \operatorname{set} \widetilde{\sigma}_{x}^{c_{i}}=0\)
                for all \(q \in P_{d}^{1} \backslash \overline{P_{d}^{1}}\)
                    set \(\widetilde{\sigma}_{q}^{c_{i}}=1\)
            else
                pick \(x \in P_{c_{i}}^{2}\) connected to \(d\) and \(A \subset P_{d}^{1} \backslash \overline{P_{d}^{1}}\) of cardinality \(\left\lceil\frac{1}{\epsilon}\right\rceil\)
                set \(\tilde{\sigma}_{x}^{c_{i}}=0\) and \(\tilde{\sigma}_{y}^{c_{i}}=\epsilon\) for all \(y \in A\)
```
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1. For any center $c \in C, P_{c}$ does not change before $c$ is processed or closed. Up to that point all points in $P_{c}$ are assigned by an amount of 1 to $c$.
2. If a connection between $x \in \mathcal{P}$ and the currently processed center $c \in \widetilde{C}$ is deleted by the algorithm, we have from this time on $x \notin P_{c}^{2}$ until termination. Moreover $P_{c}^{2}$ remains empty after $c$ is processed.
3. While the algorithm processes $c \in C$ we always have $c<\min C\left(P_{c}^{2}\right) \backslash\{c\}$. Moreover all currently open centers which are smaller than c remain open until termination.
4. If the algorithm establishes a new connection in Line 17, Line 25 or Line 28 it remains until termination.

Proof. The process terminates: For every iteration of the while loop starting in Line 10 , either a point is deleted from $P_{c_{i}}^{2}$ or there is at least one point $x \in P_{c_{i}}^{2}$ for which $\widetilde{\sigma}_{x}$ is reduced by one. Furthermore $\tilde{\sigma}_{x}$ does never increase for any $x \in P_{c_{i}}^{2}$.

The final solution satisfies lower bounds: Every time we delete a connection between a point and a center it either happens because the center is closed or we replace this connection by assigning $\left\lceil\frac{1}{\epsilon}\right\rceil$ new points each by an amount of $\epsilon$ to it. So the lower bounds are satisfied at all open centers.

All points are assigned by an amount of at least 1: Assume that the algorithm deletes the connection between a point $p$ and a center $d$. This either happens if $p$ is assigned by a total amount of at least 2 at this time or $d$ is closed by the algorithm. In the last case we ensure in Line 17 , Line 20 or Line 25 that $p$ is assigned by an amount of one to an other center after we close $d$.

All points are assigned by an amount of at most $1+\epsilon$ : For $c \in C$ we know by Property 2 that $P_{c}^{2}$ is empty after termination. Then $P_{c}=P_{c}^{1} \cup P_{c}^{\epsilon} \cup Q_{c}^{\epsilon}$, so all points connected to $c$ are assigned by a total amount of at most $1+\epsilon$.

We conclude that the solution is feasible.
Property 1; Let $c \in C$. Assume the property is true up to a time $t$. In the next step connections may change for the center that is currently processed, for a smaller center which has been processed already or for a center which is currently connected to a point by an amount of $\epsilon$. If $c$ is not processed so far none of this applies to it, so the property also holds in the next step.

Property 2; Assume that after the connection between $x \in P_{c}$ and $c$ is deleted by the algorithm, $x$ is part of $P_{c}^{2}$. That would require that the algorithm assigns $x$ to a center by an amount of one while it is already assigned to a second center by an amount of one, which does not happen. For the same reason $P_{c}^{2}$ remains empty after $c$ is processed by the algorithm.

Property 3: Assume $c$ is currently processed by the algorithm and $d=\min C\left(P_{c}^{2}\right) \backslash\{c\}$. We know that at this time $P_{d}^{2}$ is non-empty. Which is by Property 2 only possible if $d$ is processed after $c$. Thus we have $c<d$. This also means that centers can only be closed by the algorithm if they are not processed so far.

Property 4: A connection established in Line 17 involves a center which is already processed by the algorithm. By Property 3 such centers remain open, thus the connection is not deleted until termination. In Line 25 and Line 28 the algorithm establishes a connection between the currently processed center $c$ and some point $p$ which is assigned by an amount of at most 1 at this time. If this connection is deleted at some later point in time, this would require that $c$ is closed by the algorithm or $p \in P_{c}^{2}$. Both can not happen.

We bound the cost of $(\widetilde{C}, \widetilde{\sigma})$ in a similar way we bounded the cost of the solution in Theorem 2.3.4 Let $N_{c}$ denote the set of points which are newly assigned by $\epsilon$ respectively 1 to $c$ while $c$ is processed. This happens in Line 25 and Line 28 of the algorithm. We want to charge the cost of these new connections to the cost of the original solution.

For $y \in N_{c}$ let $d_{y}$ be the respective center in Line 11 of Algorithm 2 and $x_{y}$ the point in Line 22 respectively Line 27 contained in $P_{c}^{2}$ and connected to $d_{y}$. Using the $\alpha$-relaxed triangle inequality, we obtain the following upper bound.

$$
\begin{align*}
d(y, c) & \leq \alpha\left(d\left(y, x_{y}\right)+d\left(x_{y}, c\right)\right) \leq \alpha\left(\alpha\left(d\left(y, d_{y}\right)+d\left(d_{y}, x_{y}\right)\right)+d\left(x_{y}, c\right)\right) \\
& \leq \alpha^{2}\left(d\left(y, d_{y}\right)+d\left(d_{y}, x_{y}\right)\right)+\alpha d\left(x_{y}, c\right) . \tag{2.6}
\end{align*}
$$

We can apply (2.6) to all $c \in \widetilde{C}$ and all $y \in N_{c}$. This yields the following upper bound on the cost of the final solution $(\widetilde{C}, \widetilde{\sigma})$.

$$
\begin{align*}
\operatorname{med}(\widetilde{C}, \widetilde{\sigma}) & =\sum_{c \in \widetilde{C}} \sum_{y \in \mathcal{P}} d(y, c) \widetilde{\sigma}_{y}^{c} \leq \sum_{c \in \widetilde{C}}\left(\sum_{y \in P_{c} \backslash N_{c}} d(y, c)+\sum_{y \in N_{c}} d(y, c)\right) \\
& \leq \sum_{c \in \widetilde{C}}\left(\sum_{y \in P_{c} \backslash N_{c}} d(y, c)+\sum_{y \in N_{c}} \alpha^{2}\left(d\left(y, d_{y}\right)+d\left(d_{y}, x_{y}\right)\right)+\alpha d\left(x_{y}, c\right)\right) . \tag{2.7}
\end{align*}
$$

Notice that in the first inequality we use the fact that $\widetilde{\sigma}_{y}^{c} \leq 1$. So we pay the the price of connecting $y$ to $c$ by an amount of 1 independent of whether $\widetilde{\sigma}_{y}^{c}$ is 1 or $\epsilon$.

Expression (2.7) is what we want to pay for. Observe that all involved distances contribute to the original cost as well (we state this formally in Observation 2.3.12 below). So in principle, we can charge each summand to a term in the original cost. But what we need to do is to bound the number of times that each term in the original cost gets charged. To organize the counting, we count how many times a specific tuple of a point $z$ and a center $f$ occurs as $d(z, f)$ in (2.7). Since it is important at which position a tuple appears, we give names to the different occurrences. We say that that a tuple appears as a tuple of Type 0 if it appears as $d(y, c)$ in 2.7 , as tuple of Type 1 if it appears as $d\left(x_{y}, c\right)$, and as tuple of Type 2 if it appears as $d\left(y, d_{y}\right)$ or $d\left(d_{y}, x_{y}\right)$. We distinct the latter type further by calling a tuple occurring as $d\left(y, d_{y}\right)$ a tuple of Type 2.1 and a tuple occurring as $d\left(x_{y}, d_{y}\right)$ a tuple of Type 2.2. We say that $\left(y, d_{y}\right),\left(d_{y}, x_{y}\right)$ and $\left(x_{y}, c\right)$ contribute to the cost of $(y, c)$, where by the cost of $(y, c)$ we mean the upper bound on $d(y, c)$ in 2.6 which we want to pay for.
Observation 2.3.12. If a tuple $(z, f), z \in \mathcal{P}, f \in C$, occurs as Type 0 , 1 or 2, then $f \in \sigma(z)$, so in particular, $d(z, f)$ occurs as a term in the cost of the original solution.

Proof. For a center $c$ the set $P_{c} \backslash N_{c}$ contains points which are assigned to $c$ by the initial assignment $\sigma$ or assigned to $c$ while $c$ is not processed by the algorithm. Latter can only happen if a connection is reestablished in Line 17 which requires that the connection was already present in $(C, \sigma)$. So Type 0 tuples satisfy the statement.

For Type 1 and 2 tuples, consider $y \in N_{c}$ for some center $c$ and the respective tuples $\left(x_{y}, c\right),\left(y, d_{y}\right),\left(x_{y}, d_{y}\right)$. Notice that both $y$ and $x_{y}$ are connected to $d_{y}$ before $y$ is assigned to $c$. By Property 3 of Lemma 2.3 .11 we have $c<d_{y}$. Thus we know by Property 1 of Lemma 2.3.11 that $d_{y} \in \sigma(y)$ and $d_{y} \in \sigma\left(x_{y}\right)$ which proves that Type 2 tuples satisfy the statement. Moreover it holds that $c \in \sigma\left(x_{y}\right)$ since there is a time where $x_{y} \in P_{c}^{2}$, which can only happen if the connection between $x_{y}$ and $c$ is already part of $(C, \sigma)$. Thus, Type 1 tuples satisfy the statement.

## CHAPTER 2. ACHIEVING ANONYMITY VIA WEAK LOWER BOUND CONSTRAINTS FOR K-MEDIAN AND K-MEANS

As indicated above, a tuple $(z, f)$ can contribute to the cost of multiple tuples. Notice that a tuple occurs at most once as a tuple of Type 0 in 2.7. To bound the cost of $(\widetilde{C}, \widetilde{\sigma})$ we bound the number of times a tuple appears as Type 1 or Type 2 tuple in (2.7).

Remember that we used a similar statement in the proof of Theorem 2.3.4, where we proved that every tuple can appear at most once as each type. However here we can only bound the appearance by $\left\lceil\frac{1}{\epsilon}\right\rceil$ for Type 1 and Type 2 tuples due to Line 25 and Line 28 where we assign up to $\left\lceil\frac{1}{\epsilon}\right\rceil$ points from $P_{d}^{1}$ to $c$. Notice that even if we assign each of these points initially by an amount of $\epsilon$ to $c$ as it is done in Line 28, that amount can be increased to 1 at some later time in Line 20. The proof is similar to that of Lemma 2.3.7 but we carry out the arguments again for sake of completeness.

Lemma 2.3.13. For all $z \in \mathcal{P}, f \in C$, the tuple $(z, f)$ appears in (2.7) at most $\left\lceil\frac{1}{\epsilon}\right\rceil$ times as tuple of Type 1 and at most $\left\lceil\frac{1}{\epsilon}\right\rceil$ times as tuple of Type 2.
Proof. In the following, the tuple whose cost the tuple $(z, f)$ contributes to will always be named $(y, c)$, and we denote the time at which $y$ is newly assigned to $c$ by $t$.

Type 1: Assume $(z, f)$ contributes to the cost of $(y, c)$ as a Tuple of Type 1. Then $f=c$. At $t$ we assign up to $\left\lceil\frac{1}{\epsilon}\right\rceil$ points to $c$. So $(z, f)$ contributes to the cost of at most $\left\lceil\frac{1}{\epsilon}\right\rceil$ connections established by the algorithm at $t$ as tuple of Type 1 . Notice that at the time step before $t$ we must have $z \in P_{c}^{2}$ and afterwards, $z$ is never again contained in $P_{c}^{2}$ by Property 2 of Lemma 2.3.11. Thus the tuple ( $z, c$ ) can not be responsible for any assignment to $c$ after $t$, i.e., $(z, c)=(z, f)$ does not contribute to any further cost as a tuple of Type 1.

Type 2.1: Assume that $(z, f)$ contributes to the cost of $(y, c)$ as a Tuple of Type 2.1. Then $z=y$. At the time step before $t$, we have $y \in P_{f}^{1}, f \in C\left(P_{c}^{2}\right)$. By Property 4 of Lemma 2.3.11, newly established connections stay, so after time $t$, it always holds that $y \in P_{c}$. So even if $y$ is in $P_{f}$ at a later time, it can not be in $P_{f}^{1}$ since it is also connected to $c$. So $(y, f)=(z, f)$ does not contribute to any further cost as tuple of Type 2.1. Furthermore, observe that the algorithm never adds a connection to a point which is assigned more than once. So we know that $y$ is always assigned by an amount of at most $1+\epsilon$ after $t$ which means that $(y, f)$ does not contribute as tuple of Type 2.2 to the cost of any connection established by the algorithm after $t$ either.

Type 2.2: Finally we consider the case where $(z, f)$ contributes to the cost of $(y, c)$ as a tuple of Type 2.2. At time $t$, the algorithm processes $c$. By the way the algorithm chooses $f$ and $z$, we know that $z \in P_{c}^{2}$ (at the beginning of the process, i.e., before $t$ ) and $f=\min C\left(P_{c}^{2}\right) \backslash\{c\}$. After $t$, Property 2 of Lemma 2.3.11 implies $z \notin P_{c}^{2}$, which means that as a tuple of Type 2.2 , it can not contribute to the cost of any tuple containing $c$ after $t$. However it contributes as tuple of Type 2.2 to the cost of up to $\left\lceil\frac{1}{\epsilon}\right\rceil-1$ additional connections at time $t$ (see Line $\lceil 25$ and Line 28). Assume instead that it contributes (as Type 2.2) to the cost of a tuple ( $y^{\prime}, c^{\prime}$ ) for a center $c^{\prime} \neq c$, and some point $y^{\prime} \in \mathcal{P}$. This is supposed to happen after $t$, so $y^{\prime}$ is newly assigned to $c^{\prime}$ at some time $t^{\prime}>t$. The step before $t^{\prime}$ we have $z \in P_{c^{\prime}}^{2}$. Thus before $c^{\prime}$ is processed, we must always have $z \in P_{c^{\prime}}^{2}$ by Property 1 of Lemma 2.3.11. So in particular, at time $t<t^{\prime}$ we have $c^{\prime} \in C\left(P_{c}^{2}\right) \backslash\{c\}$. Moreover we know that at some time while $c^{\prime}$ is processed by the algorithm we have $f=\min C\left(P_{c^{\prime}}^{2}\right) \backslash\left\{c^{\prime}\right\}$. Using Property 3 of Lemma 2.3.11 we conclude that $c^{\prime}<f$. Which is a contradiction since the algorithm chose $f$ and not $c^{\prime}$ at time $t$, i.e., $f=\min C\left(P_{c}^{2}\right) \backslash\{c\}$ must hold. Thus, $(z, f)$ can not contribute to the cost of $\left(y^{\prime}, c^{\prime}\right)$ as a tuple of Type 2.2.

It is left to show that $(z, f)$ can not contribute to the cost of any $\left(y^{\prime}, c^{\prime}\right)$ as a tuple of Type 2.1 at some time $t^{\prime}>t$. For a contribution as Type 2.1, we would have $z=y^{\prime}$ and


Figure 2.3: Shows case $\left|P_{d}^{1} \backslash \overline{P_{d}^{1}}\right|>\left\lceil\frac{1}{\epsilon}\right\rceil$. Pick a set $A \subset P_{d}^{1} \backslash \overline{P_{d}^{1}}$ of cardinality $\left\lceil\frac{1}{\epsilon}\right\rceil$ and assign an amount of $\epsilon$ from points in $A$ to $c$. Here $A=P_{d}^{1} \backslash \overline{P_{d}^{1}}$.
$y^{\prime} \in P_{f}^{1}$. We show that in this case $y^{\prime}$ is even contained in $\overline{P_{f}^{1}}$. Remember that at time $t$ we have $y^{\prime}=z \in P_{c}^{2}$ and that this only happens if $\left|\sigma\left(y^{\prime}\right)\right| \geq 2$. Moreover $c$ is sill open by Property 3 of Lemma 2.3.11 and is smaller than $c^{\prime}$. Thus $c \in \sigma\left(y^{\prime}\right) \cap\left\{e \mid e<c^{\prime}\right\} \cap \widetilde{C}$, which proves $y^{\prime} \in \overline{P_{f}^{1}}$. Therefore the algorithm does not assign $y^{\prime}$ to $c^{\prime}$ (see Line 17) and $(z, f)$ does not contribute as tuple of Type 2.1 to the cost of any connection established by the algorithm after $t$.

For the final counting, we define $T 0, T 1$ and $T 2$ as the sets of all tuples of Type 0 , 1 and 2 , respectively.

Proof of Theorem 2.3.4 Slightly abusing the notation we write $d(e)$ for a tuple $e=$ $(z, f)$ by which we mean the distance $d(z, f)$. We obtain

$$
\begin{align*}
\operatorname{med}(\widetilde{C}, \widetilde{\sigma}) & \leq \sum_{c \in \widetilde{C}}\left(\sum_{y \in P_{c} \backslash N_{c}} d(y, c)+\sum_{y \in N_{c}} \alpha^{2}\left(d\left(y, d_{y}\right)+d\left(d_{y}, x_{y}\right)\right)+\alpha d\left(x_{y}, c\right)\right)  \tag{2.7}\\
& =\sum_{e \in T 0} d(e)+\alpha^{2}\left\lceil\frac{1}{\epsilon}\right\rceil \sum_{e \in T 2} d(e)+\alpha\left\lceil\frac{1}{\epsilon}\right\rceil \sum_{e \in T 1} d(e)  \tag{2.8}\\
& \leq\left(\left\lceil\frac{1}{\epsilon}\right\rceil \alpha(\alpha+1)+1\right) \operatorname{med}(C, a) . \tag{2.9}
\end{align*}
$$

Here we replace 2.7 by summing up the cost of all tuples in $T i$ for $i=0,1,2$ with the respective factor times the maximal number of appearances for each type. Thus by Lemma 2.3.13 we obtain a total factor of 1 for Type $0, \alpha^{2}\left\lceil\frac{1}{\epsilon}\right\rceil$ for Type 1 and $\alpha\left\lceil\frac{1}{\epsilon}\right\rceil$ for Type 2 (see (2.8)).

Finally by Observation 2.3 .12 the cost $d(e)$ for $e \in T 0 \cup T 1 \cup T 2$ occurs as a term in the original solution which proves (2.9).

Note that we also prove that we can find a fractional assignment of a special structure. The assignment $\tilde{\sigma}$ assigns every point to at most two centers. It is assigned by an amount on one to one center and eventually by an additional amount of $\epsilon$ to a second center.

Combining the results in Section 2.3.1 with Theorem 2.3.10 we obtain:


Figure 2.4: Shows case $\left|P_{d}^{1} \backslash \overline{P_{d}^{1}}\right|<\left\lceil\frac{1}{\epsilon}\right\rceil$. Center $d$ is closed and points from $P_{d}^{1} \backslash \overline{P_{d}^{1}}$ are assigned to $c$.


Figure 2.5: Showing the case where $d$ is closed. To bound the distance from points in $P_{d}^{1} \backslash \overline{P_{d}^{1}}$ to $c$ the respective distances appear with a factor of $\left\lceil\frac{1}{\epsilon}\right\rceil \alpha,\left\lceil\frac{1}{\epsilon}\right\rceil \alpha^{2}$ or $\alpha^{2}$.

Corollary 2.3.14. Let $\mathcal{O}$ be an optimal solution to $k$-median $/ k$-means with $\left(1+\epsilon^{\prime}\right)$-weak lower bounds and $\epsilon>0$ be a constant. We can compute a solution $(C, \sigma)$ in polynomial time for

1. $k$-median with $\left(1+\epsilon^{\prime}\right)$-weak lower bounds with $\operatorname{med}(C, \sigma) \leq\left((13+\epsilon)\left\lceil\frac{1}{\epsilon^{\prime}}\right\rceil+6.5+\right.$ $\epsilon) \operatorname{med}(\mathcal{O})$
2. $k$-means with $\left(1+\epsilon^{\prime}\right)$-weak lower bounds with $\operatorname{mean}(C, \sigma) \leq O\left(\frac{1}{\epsilon^{\prime}}\right) \operatorname{mean}(\mathcal{O})$.

### 2.4 A Bi-Criteria Algorithm to Generalized $k$-Median with Lower Bounds

So far we presented an algorithm that computes a set of at most $k$ centers $C \subset \mathcal{X}$ and an assignment $\sigma: \mathcal{P} \rightarrow 2^{C}$ such that the lower bound is satisfied at all centers and every point is assigned at least once and at most twice. Instead allowing a point to be assigned multiple times to satisfy the lower bounds, we can instead allow to violate the lower bound by some fixed factor. Such solutions are called bi-criteria approximations and are defined as follows.

Definition 2.4.1. $A(\beta, \delta)$-bi-criteria solution for generalized $k$-median with lower bounds consists of at most $k$ centers $C \subset \mathcal{X}$ and an assignment $\sigma: \mathcal{P} \rightarrow C$ such that at least


Figure 2.6: Shows the case where $A_{i}$ contains at least $\left\lceil\beta B\left(c_{i}\right)\right\rceil$ unassigned points. The three points on the left are already assigned to other centers and the three points on the right are newly assigned to $c_{i}$. The gray connections come from $\sigma$.
$\beta B(c)$ points are assigned to $c \in C$ by $\sigma$ and $\operatorname{med}(C, \sigma) \leq \delta \operatorname{med}(\mathcal{O})$. Here $\mathcal{O}$ denotes an optimal solution to generalized $k$-median with lower bounds.

Guha, Meyerson and Munagala [49] and Karger, Minkoff [55] presented a bi-criteria algorithm for facility location with lower bounds which can easily be transformed into a bi-criteria algorithm for $k$-median with lower bounds. However their approach only works for distances which are given be a metric, especially it does not yield a constant factor bi-criteria approximation for $k$-means with lower bounds. In this section we use our results on 2-weak lower bounds to compute a bi-criteria approximation for generalized $k$-means with lower bounds.

Theorem 2.4.2. Given a $\gamma$-approximate solution $(C, \sigma)$ to generalized $k$-median with 2-weak lower bounds and a fixed $\beta \in[0.5,1)$ we can compute a $\left(\beta, \gamma \max \left\{\frac{\alpha \beta}{1-\beta}+1, \frac{\alpha^{2} \beta}{1-\beta}\right\}\right)$ -bi-criteria solution to generalized $k$-median with lower bounds in polynomial time. In particular, there exists a polynomial time $\left(\frac{1}{2}, O(1)\right)$-bi-criteria approximation algorithm for $k$-means with lower bounds.

Proof. Given a $\beta \geq \frac{1}{2}$ and a $\gamma$-approximate solution to generalized $k$-median with 2 -weak lower bounds $(C, \sigma)$, we can compute a $\left(\beta, \gamma \max \left\{\frac{\alpha \beta}{1-\beta}+1, \frac{\alpha^{2} \beta}{1-\beta}\right\}\right)$-bi-criteria solution in the following way. Let $C=\left\{c_{1}, \ldots, c_{k^{\prime}}\right\}$ for some $k^{\prime} \leq k$. We process the centers in order $c_{1}, \ldots, c_{k^{\prime}}$ and decide if they are open or closed. We say that $c_{i}$ is smaller than $c_{j}$ if $i<j$. If we decide that a center $c$ is open we directly assign at least $\lceil\beta B(c)\rceil$ points to $c$. In the beginning all points are unassigned.

Consider center $c_{i}$. Let $A_{i}$ be the set of all points assigned to $c_{i}$ under $\sigma$. We know that $\left|A_{i}\right| \geq B\left(c_{i}\right)$. If at least $\left\lceil\beta B\left(c_{i}\right)\right\rceil$ points in $A_{i}$ are not assigned so far, $c_{i}$ remains open and all currently unassigned points from $A_{i}$ are assigned to $c_{i}$ (Figure 2.6). If fewer than $\left\lceil\beta B\left(c_{i}\right)\right\rceil$ points from $A_{i}$ are unassigned, the center is closed.

Let $C^{\prime}$ denote the centers from $\left\{c_{1}, \ldots, c_{i-1}\right\}$ which are open and $B_{i}$ the set of unassigned points from $A_{i}$ which are not connected to any center larger than $c_{i}$ under $\sigma$. To guarantee that all points are assigned at the end, we have to take care of points in $B_{i}$. By assumption there are at most $\left\lfloor\beta B\left(c_{i}\right)\right\rfloor$ such points. We simply assign any point $p \in B_{i}$ to the nearest center $\arg \min _{c \in C^{\prime}} d(c, p)$ in $C^{\prime}$. The whole procedure is described in Algorithm 3.

To upper bound the assignment cost in the case $c_{i}$ is closed by the algorithm we consider a second assignment $\tau$, which may be fractional. We define for $p \in B_{i}$ and
$c \in C^{\prime}$ a value $\tau_{p}^{c} \in[0,1]$ which indicates the amount by which $p$ is assigned to $c$. We claim that we can find a fractional assignment such that for every $q \in B_{i}$ and $f \in C^{\prime}$ the following holds

1. point $q$ is assigned by an amount of one, i.e.,

$$
\sum_{c \in C^{\prime}} \tau_{q}^{c}=1
$$

2. and at most $\frac{\beta}{1-\beta}\left|\left\{p \in A_{i} \mid f \in \sigma(p)\right\}\right|$ amount is assigned to $f$, i.e.,

$$
\sum_{p \in B_{i}} \tau_{p}^{f} \leq \frac{\beta}{1-\beta}\left|\left\{p \in A_{i} \mid f \in \sigma(p)\right\}\right|
$$

Such an assignment can be found since

$$
\begin{aligned}
\frac{\beta}{1-\beta} \sum_{c \in C^{\prime}}\left|\left\{p \in A_{i} \mid c \in \sigma(p)\right\}\right| & =\frac{\beta}{1-\beta}\left|\left\{p \in A_{i} \mid \sigma(p) \cap C^{\prime} \neq \emptyset\right\}\right| \\
& \geq \frac{\beta(1-\beta)}{1-\beta} B\left(c_{i}\right) \geq\left|B_{i}\right| .
\end{aligned}
$$

To see the first inequality we observe the following. If a point $p \in A_{i}$ is connected to an open center $c \in C^{\prime}$ under $\sigma$, it is already assigned to $c$ by the algorithm. So the set of points from $A_{i}$ which are already assigned to some center equals $\left\{p \in A_{i} \mid \sigma(p) \cap C^{\prime} \neq \emptyset\right\}$. We know that $\left|A_{i}\right| \geq B\left(c_{i}\right)$ and that at most $\left\lfloor\beta B\left(c_{i}\right)\right\rfloor$ points from $A_{i}$ are unassigned. Thus we have $\left|\left\{p \in A_{i} \mid \sigma(p) \cap C^{\prime} \neq \emptyset\right\}\right| \geq(1-\beta) B\left(c_{i}\right)$.

Let $\tau$ be an assignment satisfying the above properties. We obtain the following upper bound to the cost of $\tau$.

$$
\begin{aligned}
\sum_{c \in C^{\prime}} \sum_{p \in B_{i}} \tau_{p}^{c} d(p, c) & \leq \sum_{c \in C^{\prime}}\left(\sum_{x \in A_{i}: c \in \sigma(x)} \frac{\beta}{1-\beta}\left(\alpha^{2} d\left(c_{i}, x\right)+\alpha d(x, c)\right)+\sum_{p \in B_{i}} \tau_{p}^{c} \alpha^{2} d\left(p, c_{i}\right)\right) \\
& \leq \frac{\alpha \beta}{1-\beta} \sum_{c \in C^{\prime}} \sum_{x \in A_{i}: c \in \sigma(x)} d(x, c)+\frac{\alpha^{2} \beta}{1-\beta} \sum_{x \in A_{i}} d\left(x, c_{i}\right) .
\end{aligned}
$$

For the first inequality we used the above bound on $\sum_{p \in B_{i}} \tau_{p}^{c}$. We can charge every point in $\left\{x \in A_{i} \mid c \in \sigma(x)\right\}$ up to an amount of $\frac{\beta}{1-\beta}$ for the assignment cost of $B_{i}$ to c. Assume such a point $x$ gets charged by an amount of $\delta \leq \tau_{p}^{c}$ for the distance $d(p, c)$. We obtain the following upper bound on the cost

$$
\delta d(p, c) \leq \delta\left(\alpha^{2} d\left(p, c_{i}\right)+\alpha^{2} d\left(c_{i}, x\right)+\alpha d(x, c)\right) .
$$

Thus in total the distance $d\left(p, c_{i}\right)$ appears with a factor of $\tau_{p}^{c} \alpha^{2}$, distance $d\left(c_{i}, x\right)$ with factor $\frac{\beta}{1-\beta} \alpha^{2}$ and $d(x, c)$ with factor $\frac{\beta}{1-\beta} \alpha$ in the upper bound on the assignment cost of $B_{i}$ to $c$.

The second inequality follows immediately from $\frac{\beta}{1-\beta} \leq 1, \sum_{c \in C^{\prime}} \tau_{p}^{c}=1$ and $B_{i} \cap\{x \in$ $\left.A_{i} \mid \sigma(x) \cap C^{\prime} \neq \emptyset\right\}=\emptyset$.


Figure 2.7: Showing assignment $\tau$ in the case where $c_{i}$ is closed. The two points from $B_{i}$ are distributed to centers in $C^{\prime}$. The gray connections come from $\sigma . \alpha$ and $\alpha^{2}$ are the factors with which the respective distances appear in the upper bound of the new connection.

Assigning every point in $B_{i}$ to its nearest center can only be cheaper than distributing $B_{i}$ to centers in $C^{\prime}$ via $\tau$. We obtain

$$
\begin{align*}
\sum_{p \in B_{i}} \min _{c \in C^{\prime}} d(p, c) & \leq \sum_{c \in C^{\prime}} \sum_{p \in B_{i}} \tau_{p}^{c} d(p, c) \\
& \leq \frac{\alpha \beta}{1-\beta} \sum_{c \in C^{\prime}} \sum_{x \in A_{i}: c \in \sigma(x)} d(x, c)+\frac{\alpha^{2} \beta}{1-\beta} \sum_{x \in A_{i}} d\left(x, c_{i}\right) . \tag{2.10}
\end{align*}
$$

Let $\left(C^{\prime}, \sigma^{\prime}\right)$ be the final solution computed by the algorithm.

$$
\begin{aligned}
& \operatorname{med}\left(C^{\prime}, \sigma^{\prime}\right)=\sum_{\substack{c \in C^{\prime}}} \sum_{\substack{x \in \mathcal{P}: \\
\sigma^{\prime}(x)=c}} d(x, c) \\
& \quad \leq \sum_{\substack{c \in C^{\prime} \\
c \in \sigma(x)}} \sum_{\substack{x \in \mathcal{P}: \\
c \in(x)}} d(x, c)+\frac{\alpha \beta}{1-\beta} \sum_{\substack{c \in C^{\prime} \\
c \in \sigma(x)}} \sum_{\substack{x \in \mathcal{P}: \\
c \in(x)}} d(x, c)+\frac{\alpha^{2} \beta}{1-\beta} \sum_{c \in C \backslash C^{\prime}} \sum_{\substack{x \in \mathcal{P}: \\
c \in \sigma(x)}} d(x, c) \\
& \quad \leq \max \left\{\frac{\alpha \beta}{1-\beta}+1, \frac{\alpha^{2} \beta}{1-\beta}\right\} \sum_{c \in C} \sum_{\substack{x \in P: \\
c \in \sigma(x)}} d(x, c) \\
& \quad=\max \left\{\frac{\alpha \beta}{1-\beta}+1, \frac{\alpha^{2} \beta}{1-\beta}\right\} \operatorname{med}(C, \sigma) .
\end{aligned}
$$

To see the first inequality we use the upper bound in (2.10). Let $x \in \mathcal{P}$ and $c \in \sigma(x)$. If $c$ is closed in the final solution the distance $d(x, c)$ is only charged with a factor of $\frac{\alpha^{2} \beta}{1-\beta}$ in (2.10) for closing $c$. If $c$ is open in the final solution the distance $d(x, c)$ is charged with factor one if $\sigma^{\prime}(x)=c$ and can also be charged with a factor of $\frac{\alpha \beta}{1-\beta}$ in (2.10) for closing a center $d \in \sigma(x)$. This can happen at most once since $|\sigma(x)| \leq 2$. This proves the second inequality.

Since generalized $k$-median with 2 -weak lower bounds is a relaxation of generalized $k$-median with lower bounds we obtain

$$
\operatorname{cost}\left(C^{\prime}, \sigma^{\prime}\right) \leq \gamma \max \left\{\frac{\alpha \beta}{1-\beta}+1, \frac{\alpha^{2} \beta}{1-\beta}\right\} \operatorname{cost}(\mathcal{O}) .
$$

```
Algorithm 3: A \(\left(\beta, \gamma \max \left\{\frac{\alpha \beta}{1-\beta}+1, \frac{\alpha^{2} \beta}{1-\beta}\right\}\right)\)-bi-criteria approximation algo-
rithm to generalized \(k\)-median with lower bounds
    Input : \(\gamma\)-approximate solution \((C, \sigma)\) to generalized \(k\)-median with 2 -weak
    lower bounds, \(C=\left\{c_{1}, \ldots, c_{k^{\prime}}\right\}\)
    Output: Bi-criteria solution \(\left(C^{\prime}, \sigma^{\prime}\right)\) to generalized \(k\)-median with lower
            bounds.
    set \(C^{\prime}=\emptyset, \sigma^{\prime}(x)=\perp\) for all \(x \in \mathcal{P}\)
    \(N=\mathcal{P}\)
    for \(i=1\) to \(k^{\prime}\) do
    \(A_{i}=\left\{x \in \mathcal{P} \mid c_{i} \in \sigma(x)\right\}\)
    \(B_{i}=\left\{x \in A_{i} \mid \sigma(x) \subset\left\{c_{1} \ldots, c_{i}\right\}\right\} \cap N\)
    if \(A_{i} \cap N \geq \beta B\left(c_{i}\right)\) then
        set \(\sigma^{\prime}(x)=c_{i}\) for all \(x \in A_{i} \cap N\)
        \(N=N \backslash A_{i}\)
        \(C^{\prime}=C^{\prime} \cup\left\{c_{i}\right\}\)
    else
        set \(\sigma^{\prime}(x)=\arg \min _{c \in C^{\prime}} d(x, c)\) for all \(x \in B_{i}\)
```

This yields the $\left(\beta, \gamma \max \left\{\frac{\alpha \beta}{1-\beta}+1, \frac{\alpha^{2} \beta}{1-\beta}\right\}\right)$-bi-criteria approximation to generalized $k$ median with lower bounds. For $k$-means with lower bounds we apply Corollary 2.3.9 to see that there exists an $\left(\frac{1}{2}, O(1)\right)$-bi-criteria algorithm with polynomial running time.

## Chapter 3

## Hierarchical Clustering

The first part of this chapter contains results from the paper The Price of Hierarchical Clustering [14] by Anna Arutyunova and Heiko Röglin published in the proceedings of the European Symposium on Algorithms (ESA), 2022. A full version of this paper is available at arXiv [15].

The second part of this chapter contains results from the paper Upper and Lower Bounds for Complete Linkage in General Metric Spaces [13] by Anna Arutyunova, Anna Großwendt, Heiko Röglin, Melanie Schmidt and Julian Wargalla published in the proceedings of the International Workshop on Approximation Algorithms for Combinatorial Optimization Problems (APPROX), 2021. This paper is currently under consideration at the journal Machine Learning. This chapter extends [13] by an improved upper bound for complete linkage for the diameter, which was improved from $O\left(k^{2}\right)$ to $O\left(k^{1.59}\right)$, and the notion of the average approximation factor.

In this chapter we consider the problem of computing hierarchical clusterings with respect to several objective functions. Given a set of $n$ points $\mathcal{P}$ in a metric space $\mathcal{X}$ with metric $d$, the task is to compute a $k$-clustering for every $1 \leq k \leq n$ such that the clusterings are hierarchicallly compatible. Informally speaking two clusterings are hierarchically compatible if one is a refinement of the other. We say that a hierarchical clustering achieves an approximation factor $\alpha$ if every $k$-clustering is an $\alpha$-approximation to the optimal $k$-clustering.

Remember that a $k$-clustering $\mathscr{C}=\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right)$ is a partition of the set $\mathcal{P}$ into $k$ clusters. The radius of the clustering is given by the maximal radius of one of its clusters. We consider two variants of the radius: the discrete radius, where the center of a cluster must be contained in the cluster itself, and the non-discrete radius, where the center can be any point in $\mathcal{X}$. More formally for a cluster $\mathcal{C} \subset \mathcal{P}$ the discrete radius is defined as

$$
\operatorname{drad}(\mathcal{C})=\min _{c \in \mathcal{C}} \max _{p \in \mathcal{C}} d(p, c)
$$

and the discrete radius of the $k$-clustering $\mathscr{C}$ is given by $\operatorname{drad}(\mathscr{C})=\max _{\mathcal{C} \in \mathscr{C}} \operatorname{drad}(\mathcal{C})$. The non-discrete radius of a cluster $\mathcal{C} \subset \mathcal{P}$ is defined as

$$
\operatorname{rad}(\mathcal{C})=\min _{c \in \mathcal{X}} \max _{p \in \mathcal{C}} d(p, c)
$$

and the non-discrete radius of the $k$-clustering $\mathscr{C}$ is $\operatorname{given}$ by $\operatorname{rad}(\mathscr{C})=\max _{\mathcal{C} \in \mathscr{C}} \operatorname{rad}(\mathcal{C})$. Furthermore the diameter of a cluster $\mathcal{C} \subset \mathcal{P}$ is defined as the maximum distance between two point in the cluster

$$
\operatorname{diam}(\mathcal{C})=\max _{p, q \in \mathcal{C}} d(p, q)
$$



Figure 3.1: Here we see the optimal clusterings of size three and size two with respect to the diameter. These two clusterings are not hierarchically compatible.
and the diameter of the $k$-clustering $\mathscr{C}$ is given by $\operatorname{diam}(\mathscr{C})=\max _{\mathcal{C} \in \mathscr{C}} \operatorname{diam}(\mathcal{C})$.
Now a hierarchical clustering and its approximation factor are defined as follows.
Definition 3.0.1. Given an instance $(\mathcal{X}, \mathcal{P}, d)$, let $n=|\mathcal{P}|$. We call two clusterings $\mathcal{C}$ and $\mathcal{C}^{\prime}$ of $\mathcal{P}$ with $|\mathcal{C}| \geq\left|\mathcal{C}^{\prime}\right|$ hierarchically compatible if for all $C \in \mathcal{C}$ there exists $C^{\prime} \in \mathcal{C}^{\prime}$ with $C \subset C^{\prime}$. A hierarchical clustering of $\mathcal{P}$ is a sequence of clusterings $\mathscr{H}=$ $\left(\mathcal{H}_{n}, \ldots, \mathcal{H}_{1}\right)$, such that

1. $\mathcal{H}_{i}$ is an i-clustering of $\mathcal{P}$
2. for $1<i \leq n$ the two clusterings $\mathcal{H}_{i-1}$ and $\mathcal{H}_{i}$ are hierarchically compatible.

For cost $\in\{\mathrm{diam}, \mathrm{rad}, \mathrm{drad}\}$ let $\mathcal{O}_{i}$ denote the optimal $i$-clustering with respect to cost. We say that $\mathscr{H}$ is an $\alpha$-approximation with respect to cost if for all $i=1, \ldots, n$ we have

$$
\operatorname{cost}\left(\mathcal{H}_{i}\right) \leq \alpha \cdot \operatorname{cost}\left(\mathcal{O}_{i}\right)
$$

Remember the example from the introduction shown in Figure 3.1 where we see that optimal clusterings do not have to be hierarchically compatible and therefore $\alpha=1$ is usually not possible.

Given a clustering objective we can now ask the following two questions: What is the best polynomial time approximation algorithm unless $P=N P$ ? If given unlimited computation time, what is the best approximation factor that we can achieve? We consider the three objectives discrete radius, non-discrete radius and diameter. Regarding the first question, the best known algorithms are by Dasgupta and Long [39] and Charikar et al. [27] and both achieve an 8 -approximation for all three objectives. Mondal [66] claims that there exists a 6 -approximation for the discrete radius. The algorithm presented in [66] is a modification of the algortihm in [39]. However we present an instance in Section 3.1.3 where the algorithm in [66 does not achieve this approximation factor.

As we see in Figure 3.1 the answer to the second question has to be greater or equal to $\frac{3}{2}$ when considering the diameter. In the first part of this chapter we compute the best possible approximation factor for the objectives discrete radius, non-discrete radius and diameter.

Even though there exist polynomial time constant factor approximations for most of the popular clustering objectives such as the algorithms in [39, 27], agglomerative clustering methods are much more popular in practice. The complete linkage algorithm is such an agglomerative clustering method which starts with all points in separate clusters and in every step merges the two clusters whose cost results in the smallest increase of the considered objective function. Originally this algorithm seeks to minimize the diameter of emerging clusters in every step, but we also consider the variant where the algorithm minimizes the radius and call it also complete linkage for convenience. We analyze the performance guarantee of complete linkage in general metric spaces. So far it is only known that complete linkage may produce a hierarchical clustering which is not
better than a $\log _{2}(k)$-approximation [39] for the diameter. We provide upper bounds for complete linkage with respect to radius and diameter and also show examples where complete linkage computes a hierarchical clustering which is by factor $\Omega(k)$ worse than the optimal clustering for both radius and diameter.

We know that complete linkage performs reasonably well in the Euclidean space. Ackerman et al. [1] show an approximation guarantee of $O(\log (k))$ for all three objectives assuming the dimension of the Euclidean space to be constant. Their analysis was later improved by Großwendt and Röglin [44] who show approximation guarantee $O(1)$ under the assumption that the dimension is constant. In the third part of this chapter we give a simplified proof of the analysis in [44] which also yields slightly better approximation factors.

### 3.1 The Price of Hierarchy

Since optimal clusterings are generally not hierarchically compatible, there is usually no hierarchical clustering with approximation guarantee $\alpha=1$. We have to accept that the restriction on hierarchically compatible clusterings comes with an unavoidable increase in the cost compared to an optimal solution.

Definition 3.1.1. For cost $\in\{$ diam, rad, drad $\}$ the price of hierarchy $\rho_{\text {cost }} \geq 1$ is defined as follows.

1. For every instance $(\mathcal{X}, \mathcal{P}, d)$, there exists a hierarchical clustering $\mathscr{H}$ of $\mathcal{P}$ that is a $\rho_{\text {cost-approximation }}$ with respect to cost.
2. For any $\alpha<\rho_{\text {cost }}$ there exists an instance $(\mathcal{X}, \mathcal{P}, d)$, such that there is no hierarchical clustering of $\mathcal{P}$ that is an $\alpha$-approximation with respect to cost.

Thus $\rho_{\text {cost }}$ is the smallest possible number such that for every clustering instance there is a hierarchical clustering with approximation guarantee $\rho_{\text {cost }}$. In the next two sections we focus on computing the price of hierarchy for all three objectives.

### 3.1.1 An Upper Bound on the Price of Hierarchy

The framework by by Lin et al. [63] can be applied to compute incremental and hierarchical solutions to a large class of minimization problems. It yields an upper bound of 4 on the price of hierarchy for the discrete radius [46]. It also yields upper bounds for the price of hierarchy for radius and diameter, which are not tight, however. We first discuss their framework in the context of hierarchical clustering for (discrete) radius and diameter. In the second part we then present an improved version of their algorithm for radius and diameter that yields the following better upper bound on the price of hierarchy for radius and diameter.

Theorem 3.1.2. For cost $\in\{\operatorname{diam}$, rad $\}$ we have $\rho_{\text {cost }} \leq 3+2 \sqrt{2} \approx 5.828$.
First we introduce the notion of a hierarchical sequence, which is a relaxation of a hierarchical clustering in the sense that it does not have to contain a $k$-clustering for every $1 \leq k \leq|\mathcal{P}|$.

Definition 3.1.3. Given an instance $(\mathcal{X}, \mathcal{P}, d)$, with $n=|\mathcal{P}|$. We call a sequence $\mathscr{C}=\left(\mathcal{C}^{(t)}, \ldots, \mathcal{C}^{(1)}\right)$ of clusterings a hierarchical sequence if it satisfies

```
Algorithm 4: (Lin et al. 63])
    Input : Clustering instance \((\mathcal{X}, \mathcal{P}, d)\), with \(d(x, y)>2\) for all \(x, y \in \mathcal{P}\),
                optimal clusterings \(\mathcal{O}_{|\mathcal{P}|}, \ldots, \mathcal{O}_{1}\) of \(\mathcal{P}\) with respect to cost
    Output: A hierarchical clustering of \(\mathcal{P}\)
    Set \(\Delta=\operatorname{cost}\left(\mathcal{O}_{1}\right), t=\left\lceil\log _{2 \gamma}(\Delta)\right\rceil+1\) and \(\mathcal{C}^{(t)}=\mathcal{O}_{|\mathcal{P}|}\)
    for \(i=t-1\) to 1 do
        Let \(1 \leq n_{i} \leq|\mathcal{P}|\) be the smallest number such that
        \(\operatorname{cost}\left(\overline{\mathcal{O}}_{n_{i}}\right) \in\left((2 \gamma)^{t-i-1},(2 \gamma)^{t-i}\right]\)
        if such a number exists then
            set \(\mathcal{C}^{(i)}=\) Augment \(_{\text {cost }}\left(\mathcal{C}^{(i+1)}, \mathcal{O}_{n_{i}}, \gamma, \delta\right)\)
        else
            \(\operatorname{set} \mathcal{C}^{(i)}=\mathcal{C}^{(i+1)}\)
    return \(h\left(\mathcal{C}^{(t)}, \ldots, \mathcal{C}^{(1)}\right)\)
```

1. $\left|\mathcal{C}^{(t)}\right|=n$ and $\left|\mathcal{C}^{(1)}\right|=1$
2. for $1 \leq i \leq t$ either $\mathcal{C}^{(i-1)}=\mathcal{C}^{(i)}$ or $\mathcal{C}^{(i-1)}$ is obtained from $\mathcal{C}^{(i)}$ by merging some of its clusters.

Such a hierarchical sequence can be extended to a hierarchical clustering of $\mathcal{P}$ as follows. We define the respective hierarchical clustering $h(\mathscr{C})$ by assigning every $1 \leq i \leq n$ the clustering among $\mathcal{C}^{(t)}, \ldots, \mathcal{C}^{(1)}$ of smallest cost and size at most $i$. We say that $\mathscr{C}$ is an $\alpha$-approximation iff $h(\mathscr{C})$ is an $\alpha$-approximation.

Before we are able to define the algorithm we need one important definition from 63].

Definition 3.1.4. Given an instance $(\mathcal{X}, \mathcal{P}, d)$. For cost $\in\{$ diam, rad, drad $\}$ we say that the $(\gamma, \delta)$-nesting property holds for reals $\gamma, \delta \geq 0$, if for any two clusterings $\mathcal{C}, \mathcal{D}$ of $\mathcal{P}$ with $|\mathcal{C}|>|\mathcal{D}|$ there exists a clustering $\mathcal{C}^{\prime}$ with

1. $\left|\mathcal{C}^{\prime}\right| \leq|\mathcal{D}|$
2. $\mathcal{C}^{\prime}$ is hierarchically compatible with $\mathcal{C}$ and
3. $\operatorname{cost}\left(\mathcal{C}^{\prime}\right) \leq \gamma \operatorname{cost}(\mathcal{C})+\delta \operatorname{cost}(\mathcal{D})$.

We say that $\mathcal{C}^{\prime}$ is a nesting of $\mathcal{C}$ at $\mathcal{D}$. Let Augment ${ }_{\text {cost }}(\mathcal{C}, \mathcal{D}, \gamma, \delta)$ denote the subroutine that computes such a clustering $\mathcal{C}^{\prime}$.

The algorithm of Lin et al. [63] is shown as Algorithm 4. It computes a hierarchical sequence $\mathscr{C}=\left(\mathcal{C}^{(t)}, \ldots, \mathcal{C}^{(1)}\right)$ of clusterings as follows. Starting with $\mathcal{C}^{(t)}=\mathcal{O}_{|\mathcal{P}|}$ the algorithm builds the $i$-th clustering $\mathcal{C}^{(i)}$ as nesting of $\mathcal{C}^{(i+1)}$ at an optimal clustering $\mathcal{O}_{n_{i}}$. This guarantees that the clusterings are hierarchically compatible.

Theorem 3.1.5 ([63]). For cost $\in\{\mathrm{drad}, \mathrm{rad}, \mathrm{diam}\}$, if the $(\gamma, \delta)$-nesting property holds for reals $\gamma \geq 1, \delta>0$, then Algorithm 4 computes a hierarchical clustering of $\mathcal{P}$ with approximation guarantee $4 \gamma \delta$ with respect to cost.

```
Algorithm 5:
    Input : Step size \(\alpha>1\). Clustering instance \((\mathcal{X}, \mathcal{P}, d)\), with \(d(x, y)>2\) for all
                \(x, y \in \mathcal{P}\), optimal clusterings \(\mathcal{O}_{|\mathcal{P}|}, \ldots, \mathcal{O}_{1}\) of \(\mathcal{P}\) with respect to cost
    Output: A hierarchical clustering of \(\mathcal{P}\)
    Set \(\Delta=\operatorname{cost}\left(\mathcal{O}_{1}\right), t=\left\lceil\log _{\alpha}(\Delta)\right\rceil+1\) and \(\mathcal{C}^{(t)}=\mathcal{O}_{|\mathcal{P}|}\)
    For all \(C \in \mathcal{C}^{(t)}\) we set \(\operatorname{parent}_{t}(C)=C\)
    for \(i=t-1\) to 1 do
        Let \(1 \leq n_{i} \leq|\mathcal{P}|\) be the smallest number such that \(\operatorname{cost}\left(\mathcal{O}_{n_{i}}\right) \in\left(\alpha^{t-i-1}, \alpha^{t-i}\right]\)
        if such a number exists then
            For \(C \in \mathcal{C}^{(i+1)}\) let \(O \in \mathcal{O}_{n_{i}}\) be a cluster with parent \({ }_{i+1}(C) \cap O \neq \emptyset\) and
            set \(\operatorname{Nest}_{i}(C)=O\)
            Set \(\mathcal{C}^{(i)}=\left\{\bigcup_{C \in \operatorname{Nesta}_{i}^{(-1)}(O)} C \mid O \in \mathcal{O}_{n_{i}}\right\}\)
            Set parent \({ }_{i}\left(\bigcup_{C \in \text { Nest }_{i}^{(-1)}(O)} C\right)=O\) for all \(O \in \mathcal{O}_{n_{i}}\)
        else
            set \(\mathcal{C}^{(i)}=\mathcal{C}^{(i+1)}\), parent \(_{i}=\) parent \(_{i+1}\)
    return \(h\left(\left(\mathcal{C}^{(t)}, \ldots, \mathcal{C}^{(1)}\right)\right)\)
```

Großwendt [46] proved the existence of such a nesting property for diam, rad, and drad.

Lemma 3.1.6 ([46]). For cost $\in\{$ diam, rad $\}$ there exists a $(2,1)$-nesting and for cost $=$ drad there exists a $(1,1)$-nesting.

In combination with Theorem 3.1.5 this yields $\rho_{\text {drad }} \leq 4$. However, for the other two objectives we obtain an upper bound of only 8 . We improve Algorithm 4 to obtain the claimed upper bound of $3+2 \sqrt{2}$.

In the definition of the $(\gamma, \delta)$-nesting property we require a nesting of $\mathcal{C}$ at $\mathcal{D}$ for arbitrary clusterings $\mathcal{C}, \mathcal{D}$ with $|\mathcal{C}|>|\mathcal{D}|$. However, in Algorithm 4 we know more about the structure of $\mathcal{C}$. This clustering is obtained by repeatedly nesting at optimal clusterings of increasing cost. In Algorithm 5 we define a nesting subroutine for this type of clusterings that eventually leads to a better approximation guarantee.

The main difference between Algorithm 4 and Algorithm 5 is the replacement of the function Augment ${ }_{\text {cost }}\left(\mathcal{C}_{i+1}, \mathcal{O}_{n_{i}}, \gamma, \delta\right)$, which computes the nesting of $\mathcal{C}^{(i+1)}$ at $\mathcal{O}_{n_{i}}$, by a more explicit approach to compute such a nesting. We use the fact that $\mathcal{C}^{(i+1)}$ is obtained by a nesting at $\mathcal{O}_{n_{i+1}}$. This is reflected in the function parent ${ }_{i+1}$ which assigns every cluster in $\mathcal{C}^{(i+1)}$ a cluster from $\mathcal{O}_{n_{i+1}}$. In iteration $i$ we then use the $(i+1)$-st parent function to determine which clusters of $\mathcal{C}^{(i+1)}$ will be merged to obtain $\mathcal{C}^{(i)}$. We are allowed to merge clusters $C, D \in \mathcal{C}^{(i+1)}$ if there is a cluster $O \in \mathcal{O}_{n_{i}}$ which has a non-empty intersection with both parent ${ }_{i+1}(C)$ and parent ${ }_{i+1}(D)$. The parent of the merged cluster in $\mathcal{C}^{(i)}$ is then set to $O$.

Lemma 3.1.7. For cost $\in\{$ diam, rad $\}$ and any $\alpha>1$ Algorithm 5 computes a hierarchical clustering with approximation guarantee $\alpha\left(\frac{2}{\alpha-1}+1\right)$.
Proof. Let $n$ denote the cardinality of $\mathcal{P}$. Notice first that $\left(\mathcal{C}^{(t)}, \ldots, \mathcal{C}^{(1)}\right)$ is indeed a hierarchical sequence. The first property of a hierarchical sequence is satisfied: We define
$\mathcal{C}^{(t)}=\mathcal{O}_{n}$ and since $\operatorname{cost}\left(\mathcal{O}_{1}\right)=\Delta \in\left(\alpha^{t-2}, \alpha^{t-1}\right]$ we obtain $\left|\mathcal{C}^{(1)}\right| \leq n_{1}=1$. The second property is satisfied since $\mathcal{C}^{(i)}$ either equals $\mathcal{C}^{(i+1)}$ or is obtained by merging clusters from $\mathcal{C}^{(i+1)}$. Thus Algorithm 5 indeed computes a hierarchical clustering.

Diameter $($ cost $=$ diam $)$ : Let $1 \leq i \leq t$. We claim

1. for every cluster $C \in \mathcal{C}^{(i)}$ and every point $p \in \operatorname{parent}_{i}(C)$ that $\max _{q \in C} d(p, q) \leq$ $\sum_{l=1}^{t-i} \alpha^{l}$,
2. that $\operatorname{diam}\left(\mathcal{C}^{(i)}\right) \leq \alpha^{t-i}+2 \sum_{l=1}^{t-i-1} \alpha^{l}$.

We prove this by induction over $i$, starting with $i=t$ in decreasing order. Observe that $\mathcal{C}^{(t)}$ consists only of clusters of size one so these claims are true for $i=t$.

Let $1 \leq i \leq t-1$. If $\mathcal{C}^{(i)}=\mathcal{C}^{(i+1)}$ both claims are true by induction hypothesis. Thus we assume from now on that $\mathcal{C}^{(i)} \neq \mathcal{C}^{(i+1)}$. For the first claim, we fix a cluster $C \in C^{(i)}$ and two points $p \in \operatorname{parent}_{i}(C)$ and $q \in C$. Let $D \in \mathcal{C}^{(i+1)}$ be the cluster which contains $q$. Since $\mathcal{C}^{(i)}$ is obtained by merging clusters from $\mathcal{C}^{(i+1)}$, we know that $D \subset C$ and thus $\operatorname{parent}_{i+1}(D) \cap \operatorname{parent}_{i}(C) \neq \emptyset$. Let $x \in \operatorname{parent}_{i+1}(D) \cap \operatorname{parent}_{i}(C)$. By the induction hypothesis

$$
d(x, q) \leq \max _{y \in D} d(x, y) \leq \sum_{l=1}^{t-i-1} \alpha^{l}
$$

Since $p$ and $x$ both lie in parent ${ }_{i}(C)$ we obtain $d(p, x) \leq \operatorname{diam}\left(\mathcal{O}_{n_{i}}\right) \leq \alpha^{t-i}$. Using the triangle inequality we conclude

$$
d(p, q) \leq d(p, x)+d(x, q) \leq \sum_{l=1}^{t-i} \alpha^{l}
$$

For the second claim we again fix a cluster $C \in \mathcal{C}^{(i)}$ and two points $p, q \in C$. Let $B, D \in \mathcal{C}^{(i+1)}$ such that $p \in B$ and $q \in D$. Observe that $B \cup D \subset C$ and thus $\operatorname{parent}_{i+1}(B) \cap \operatorname{parent}_{i}(C) \neq \emptyset \neq \operatorname{parent}_{i+1}(D) \cap \operatorname{parent}_{i}(C)$. Let $x_{p} \in \operatorname{parent}_{i+1}(B) \cap$ parent $_{i}(C)$ and $x_{q} \in$ parent $_{i+1}(D) \cap$ parent $_{i}(C)$. Since $x_{p}$ and $x_{q}$ both lie in parent ${ }_{i}(C)$ we obtain $d\left(x_{p}, x_{q}\right) \leq \operatorname{diam}\left(\mathcal{O}_{n_{i}}\right) \leq \alpha^{t-i}$. We apply the triangle inequality and the induction hypothesis of the first claim to obtain

$$
d(p, q) \leq d\left(p, x_{p}\right)+d\left(x_{p}, x_{q}\right)+d\left(x_{q}, q\right) \leq \alpha^{t-i}+2 \sum_{l=1}^{t-i-1} \alpha^{l}
$$

Radius (cost $=\mathrm{rad}$ ): Let $1 \leq i \leq t$. We claim that for every cluster $C \in \mathcal{C}^{(i)}$ and the center $c$ of the cluster parent ${ }_{i}(C)$, it holds that $\max _{q \in C} d(c, q) \leq \alpha^{t-i}+2 \sum_{l=1}^{t-i-1} \alpha^{l}$. Notice that this immediately implies

$$
\operatorname{rad}\left(\mathcal{C}^{(i)}\right) \leq \alpha^{t-i}+2 \sum_{l=1}^{t-i-1} \alpha^{l}
$$

We prove this by induction over $i$. Observe that $\mathcal{C}^{(t)}$ consists only of clusters of size one. So this claim is true for $i=t$. Let $1 \leq i \leq t-1$. If $\mathcal{C}^{(i)}=\mathcal{C}^{(i+1)}$ the claim is true by induction hypothesis. Thus we assume from now on that $\mathcal{C}^{(i)} \neq \mathcal{C}^{(i+1)}$. We fix a cluster $C \in C^{(i)}$, a point $q \in C$ and denote by $c$ the center of parent ${ }_{i}(C)$. Let $D \in \mathcal{C}^{(i+1)}$ be the cluster which contains $q$. Since $\mathcal{C}^{(i)}$ is obtained by merging clusters from $\mathcal{C}^{(i+1)}$, we know
that $D \subset C$ and thus parent ${ }_{i+1}(D) \cap \operatorname{parent}_{i}(C) \neq \emptyset$. Let $x \in \operatorname{parent}_{i+1}(D) \cap \operatorname{parent}_{i}(C)$. By induction hypothesis the following holds for the center $d$ of parent ${ }_{i+1}(D)$ :

$$
\max _{v \in D} d(d, v) \leq \alpha^{t-i-1}+2 \sum_{l=1}^{t-i-2} \alpha^{l}
$$

Together with the triangle inequality this implies

$$
d(x, q) \leq d(x, d)+d(d, q) \leq \operatorname{rad}\left(\mathcal{O}_{n_{i+1}}\right)+\alpha^{t-i-1}+2 \sum_{l=1}^{t-i-2} \alpha^{l} \leq 2 \sum_{l=1}^{t-i-1} \alpha^{l} .
$$

This yields the claim, as

$$
d(c, q) \leq d(c, x)+d(x, q) \leq \operatorname{rad}\left(\mathcal{O}_{n_{i}}\right)+2 \sum_{l=1}^{t-i-1} \alpha^{l} \leq \alpha^{t-i}+2 \sum_{l=1}^{t-i-1} \alpha^{l}
$$

Finally we can bound the approximation factor for both radius and diameter. Let $\operatorname{cost} \in\{\operatorname{diam}, \operatorname{rad}\}$. Since $d(x, y)>2$ for all $x, y \in \mathcal{P}$ we get that $\operatorname{cost}\left(\mathcal{O}_{n-1}\right)>1$. Thus for every $1 \leq m<n$ there is $1 \leq i \leq t-1$ such that $\operatorname{cost}\left(\mathcal{O}_{m}\right) \in\left(\alpha^{t-i-1}, \alpha^{t-i}\right]$. Thus the clustering $h\left(\left(\mathcal{C}^{(t)}, \ldots, \mathcal{C}^{(1)}\right)\right)$ is an $\alpha\left(\frac{2}{\alpha-1}+1\right)$-approximation iff for all $1 \leq i \leq t$

$$
\operatorname{cost}\left(\mathcal{C}^{(i)}\right) \leq \alpha\left(\frac{2}{\alpha-1}+1\right) \operatorname{cost}(\mathcal{O})
$$

for all optimal clusterings $\mathcal{O}$ with $\operatorname{cost}(\mathcal{O}) \in\left(\alpha^{t-i-1}, \alpha^{t-i}\right]$. We obtain

$$
\begin{aligned}
\operatorname{cost}\left(\mathcal{C}^{(i)}\right) & \leq \alpha^{t-i}+2 \sum_{l=1}^{t-i-1} \alpha^{l}<\alpha^{t-i}+2 \cdot \frac{\alpha^{t-i}}{\alpha-1} \\
& =\alpha^{t-i}\left(\frac{2}{\alpha-1}+1\right) \leq \alpha\left(\frac{2}{\alpha-1}+1\right) \operatorname{cost}(\mathcal{O})
\end{aligned}
$$

Theorem 3.1.2. For cost $\in\{$ diam, rad$\}$ we have $\rho_{\text {cost }} \leq 3+2 \sqrt{2} \approx 5.828$.
Proof. Let $(\mathcal{X}, \mathcal{P}, d)$ be a clustering instance. We can assume without loss of generality that $d(x, y)>2$ for all $x, y \in \mathcal{P}$, otherwise we scale the metric $d$ accordingly. For cost $\in\{$ diam, rad $\}$ we then use Algorithm 5 with $\alpha=1+\sqrt{2}$ to compute a hierarchical clustering. By Lemma 3.1.7 we obtain a hierarchical clustering that is an $3+2 \sqrt{2}$ approximation and thus $\rho_{\text {cost }} \leq 3+2 \sqrt{2}$.

### 3.1.2 A Lower Bound on the Price of Hierarchy

The most challenging part is to improve the lower bounds on the price of hierarchy for diameter, radius, and discrete radius.

Theorem 3.1.8. For cost $\in\{$ diam, rad $\}$ we have $\rho_{\text {cost }} \geq 3+2 \sqrt{2}$ and for cost $=\mathrm{drad}$ we have $\rho_{\text {cost }} \geq 4$.

There is already existing work in this area by Das and Kenyon-Mathieu [37] for the diameter and Großwendt [46] for the radius. Both show a lower bound of 2 for the respective objective. To improve upon these results we have to construct much more complex instances which differ significantly from those in [37, 46].

For every $\epsilon>0$ we will construct a clustering instance $(\mathcal{X}, \mathcal{P}, d)$ such that for any hierarchical clustering $\mathscr{H}=\left(\mathcal{H}_{|\mathcal{P}|}, \ldots, \mathcal{H}_{1}\right)$ of $\mathcal{P}$ there is $1 \leq i \leq|\mathcal{P}|$ such that $\operatorname{cost}\left(\mathcal{H}_{i}\right) \geq \alpha \cdot \operatorname{cost}\left(\mathcal{O}_{i}\right)$, where $\mathcal{O}_{i}$ is an optimal $i$-clustering of $\mathcal{P}$ with respect to cost and $\alpha=(3+2 \sqrt{2}-\epsilon)$ for cost $\in\{$ diam, rad $\}$ and $\alpha=4-\epsilon$ for cost $=\mathrm{drad}$.

The proof is divided in three parts. First we introduce the clustering instance $(\mathcal{X}, \mathcal{P}, d)$ and determine its optimal clusterings. In the second part we develop the notion of a bad cluster. We prove that any hierarchical clustering contains such bad clusters and develop a lower bound on their cost. In the third part we compare the lower bound to the cost of optimal clusterings and prove Theorem 3.1.8.

## Definition of the Clustering Instance

For $n \in \mathbb{N}$ we denote by $[n]$ the set of numbers from 1 to $n$. Let $k \in \mathbb{N}$ and $\Gamma=k+1$. For $0 \leq \ell \leq k$ we define point sets $\mathcal{Q}_{\ell}$ and $\mathcal{P}_{\ell}$ recursively as follows

1. For $\ell=0$ let $\mathcal{P}_{0}=\mathcal{Q}_{0}=[1]$ and denote by $N_{0}$ the cardinality of $\mathcal{P}_{0}$.
2. For $\ell>0$ let $\mathcal{Q}_{\ell}=\left[\Gamma \cdot N_{\ell-1}\right]^{N_{\ell-1}}$ and $\mathcal{P}_{\ell}=\prod_{i=0}^{\ell} \mathcal{Q}_{i}$. Furthermore set $N_{\ell}=\left|\mathcal{P}_{\ell}\right|$.

Moreover let $\phi_{\ell}: \mathcal{P}_{\ell} \rightarrow\left[N_{\ell}\right]$ be a bijection for $0 \leq \ell \leq k$.
We refer to a point $X \in \mathcal{P}_{k}$ as a matrix with $k+1$ rows and $N_{\ell-1}$ entries in the $\ell$-th row. Thus we write

$$
X=\left(x_{01}|\ldots| x_{\ell 1}, \ldots, x_{\ell N_{\ell-1}}|\ldots| x_{k 1}, \ldots, x_{k N_{k-1}}\right) .
$$

Let $X_{\ell}=\left(x_{\ell 1}, \ldots, x_{\ell N_{\ell-1}}\right) \in \mathcal{Q}_{\ell}$ for $0 \leq \ell \leq k$. For a shorter representation we can replace the $\ell$-th row directly by $X_{\ell}$ and for $0 \leq i \leq j \leq k$ we can replace the $i$-th up to $j$-th row by $X_{[i: j]}=\left(X_{i}|\ldots| X_{j}\right)$.

Let $X \in \mathcal{P}_{k}$ and $1 \leq \ell \leq k$. Notice that $X_{[0: \ell-1]} \in \mathcal{P}_{\ell-1}$ and let $m=\phi_{\ell-1}\left(X_{[0: \ell-1]}\right)$, we define

$$
A_{\ell}^{X}=\left\{\left(X_{[0: \ell-1]}\left|x_{\ell 1}, \ldots, x_{\ell m-1}, \star, x_{\ell m+1}, \ldots, x_{\ell N_{\ell-1}}\right| X_{[\ell+1: k]}\right) \mid \star \in\left[\Gamma \cdot N_{\ell-1}\right]\right\} .
$$

Thus all coordinates of points in $A_{\ell}^{X}$ are fixed and agree with those of $X$ except one which is variable. Here $X_{[0: \ell-1]}$ serves as prefix which indicates through $\phi_{\ell-1}$ which coordinate of $X_{\ell}$ can be changed.

We define $\mathcal{A}_{\ell}=\left\{A_{\ell}^{X} \mid X \in \mathcal{P}_{k}\right\}$ as the set containing all subsets of this form. It is clear that $\mathcal{A}_{\ell}$ is a partition of $\mathcal{P}_{k}$ and that it contains only sets of size $\Gamma \cdot N_{\ell-1}$. Furthermore we set $\mathcal{A}_{0}=\left\{\{X\} \mid X \in \mathcal{P}_{k}\right\}$.

Example 3.1.9. If we perform the first three steps of the construction we get $\mathcal{Q}_{0}=$ $[1], \mathcal{Q}_{1}=[\Gamma], Q_{2}=\left[\Gamma^{2}\right]^{\Gamma}$ and

$$
\begin{aligned}
& \mathcal{P}_{1}=\left\{\left(1 \mid x_{11}\right) \mid x_{11} \in[\Gamma]\right\}, \\
& \mathcal{P}_{2}=\left\{\left(1\left|x_{11}\right| x_{21}, \ldots, x_{2 \Gamma}\right) \mid x_{11} \in[\Gamma], x_{2 i} \in\left[\Gamma^{2}\right] \text { for } 1 \leq i \leq \Gamma\right\}
\end{aligned}
$$

Since $\phi_{0}$ is a map between two sets of cardinality one this map is always unique. Now suppose that we picked $\phi_{1}$ such that $\phi_{1}\left(\left(x_{01} \mid x_{11}\right)\right)=x_{11}$ for all $\left(x_{01} \mid x_{11}\right) \in \mathcal{P}_{1}$. Then the partition $\mathcal{A}_{1}$ consists of the sets

$$
\left\{\left(1|\star| x_{21}, \ldots, x_{2 \Gamma}\right) \mid \star \in[\Gamma]\right\}
$$

with $x_{2 i} \in\left[\Gamma^{2}\right]$ for all $1 \leq i \leq \Gamma$. The partition $\mathcal{A}_{2}$ consists of the sets

$$
\left\{\left(1\left|x_{11}\right| x_{21}, \ldots, x_{2 x_{11}-1}, \star, x_{2 x_{11}+1}, \ldots, x_{2 \Gamma}\right) \mid \star \in\left[\Gamma^{2}\right]\right\}
$$

with $x_{11} \in[\Gamma]$ and $x_{2 i} \in\left[\Gamma^{2}\right]$ for all $1 \leq i \leq \Gamma$ with $i \neq x_{11}$.
Let $G=(V, E, w)$ denote the weighted hyper-graph with $V=\mathcal{P}_{k}$ and $E=\bigcup_{i=1}^{k} \mathcal{A}_{i}$. The weight of a hyper-edge $e \in E$ is set to $\ell$ iff $e \in \mathcal{A}_{\ell}$. For $0 \leq \ell \leq k$, the sub-graph $G_{\ell}=\left(V_{\ell}, E_{\ell}, w_{\ell}\right)$ is given by $V_{\ell}=\mathcal{P}_{k}, E_{\ell}=\bigcup_{i=0}^{\ell} \mathcal{A}_{i}$ and $w_{\ell}=w_{\mid E_{\ell}}$.

We extend $G$ to a hyper-graph $H=\left(V^{\prime}, E^{\prime}, w^{\prime}\right)$ as follows. Let $V^{\prime}=V \cup \bigcup_{i=0}^{k}\left\{v_{A} \mid\right.$ $\left.A \in \mathcal{A}_{i}\right\}$ and $E^{\prime}=E \cup \bigcup_{i=0}^{k}\left\{\left\{v, v_{A}\right\} \mid A \in \mathcal{A}_{i}, v \in A\right\}$. Thus $H$ contains one vertex for every $A \in \bigcup_{i=0}^{k} \mathcal{A}_{i}$ and this vertex is connected by edges to every vertex $v \in A$. For $e \in E$ we set $w^{\prime}(e)=w(e)$ and for $e=\left\{v, v_{A}\right\}$ for some $A \in \mathcal{A}_{\ell}$ and $v \in A$ we set $w^{\prime}(e)=\ell / 2$.

The clustering instance $(\mathcal{X}, \mathcal{P}, d)$ is given by $\mathcal{X}=V^{\prime}, \mathcal{P}=V$, and $d$ as the shortest path metric on $H$. Observe that the extension of $G$ to $H$ is only necessary for the lower bound for the radius but not for the diameter and the discrete radius. This is because the additional points $V^{\prime} \backslash V$ do not belong to $\mathcal{P}$ and are hence irrelevant for the clustering instance for the diameter and discrete radius. In the lower bound for the radius they will be used as centers, however.

Lemma 3.1.10. Let $p, q \in V$, then $d(p, q)$ is the length of a shortest path between $p$ and $q$ in $G$.

Proof. By definition $d(p, q)$ is the length of a shortest path between $p$ and $q$ in $H$. Suppose the shortest path contains a vertex $v_{A}$ for some $A \in \bigcup_{i=0}^{k} \mathcal{A}_{i}$ with $v \in A$ as predecessor and $w \in A$ as ancestor. Since $v$ and $w$ are connected in $H$ by the hyper-edge $A$ we can delete $v_{A}$ from the path and the length of the path does not change. The resulting path is also a path in $G$, so $d(p, q)$ is also the length of a shortest path between $p$ and $q$ in $G$.

Next we state some structural properties of the graph $G$ and the clustering instance $(\mathcal{X}, \mathcal{P}, d)$. To establish a lower bound on the approximation factor of a hierarchical clustering we first focus on the optimal clusterings of the instance $(\mathcal{X}, \mathcal{P}, d)$. One can already guess that $\mathcal{A}_{\ell}$ is an optimal clustering with $\frac{N_{k}}{\Gamma N_{\ell-1}}$ clusters with respect to $\operatorname{cost} \epsilon$ \{diam, rad, drad\} and we will prove this in this section. First we need the following statement about the connected components of $G_{\ell}$.

Lemma 3.1.11. The vertex set of every connected component in $G_{\ell}$ has cardinality $N_{\ell}$ and is of the form $V_{\ell}^{X}=\left\{\left(X^{\prime} \mid X\right) \mid X^{\prime} \in \mathcal{P}_{\ell}\right\}$ for a given $X=\left(X_{\ell+1}|\ldots| X_{k}\right) \in$ $\prod_{i=\ell+1}^{k} \mathcal{Q}_{i}$.
Proof. Notice that $\left|V_{\ell}^{X}\right|=N_{\ell}$ and that $\left\{V_{\ell}^{X} \mid X \in \prod_{i=\ell+1}^{k} \mathcal{Q}_{i}\right\}$ is a partition of $V$. Furthermore since $E_{\ell}=\bigcup_{i=0}^{\ell} \mathcal{A}_{i}$ any edge $e \in E_{\ell}$ is either completely contained in or disjoint to $V_{\ell}^{X}$.


Figure 3.2: Here we see the construction of the path. It corresponds to changing the coordinates of $Y$ successively until they match $Z$. We use an edge in $\mathcal{A}_{\ell}$ to change $y_{l s}$ to $z_{l s}$, next we change $y_{l s^{\prime}}$ to $z_{l s^{\prime}}$ and proceed like this until we obtain $Z$. The respective edges are then connected to a path from $V_{\ell-1}^{X}$ to $V_{\ell-1}^{Z}$.

It is left to show that $V_{\ell}^{X}$ is connected. We prove this via induction over $\ell$. For $\ell=0$ this is clear because $\left|V_{0}^{X}\right|=1$. For $\ell>0$ let $Y=\left(Y_{\ell} \mid X\right), Z=\left(Z_{\ell} \mid X\right) \in \prod_{i=\ell}^{k} \mathcal{Q}_{i}$. By the induction hypothesis we know that the sets $V_{\ell-1}^{Y}, V_{\ell-1}^{Z}$ are connected. To prove that $V_{\ell}^{X}$ is connected it is sufficient to show that there is a path from a point in $V_{\ell-1}^{Y}$ to a point in $V_{\ell-1}^{Z}$. We show this claim by induction over the number $m$ of coordinates in which $Y$ and $Z$ differ. For $m=0$ there is nothing to show. If $m>0$ pick $1 \leq s \leq N_{\ell-1}$ such that $y_{\ell s} \neq z_{\ell s}$ and let $P=\phi_{\ell-1}^{-1}(s) \in \prod_{i=0}^{\ell-1} \mathcal{Q}_{i}$. Consider the point $\left(P\left|Y_{\ell}\right| X\right)$ which is contained in $V_{\ell-1}^{Y}$. This point is also contained in the set

$$
\left\{\left(P\left|y_{\ell 1}, \ldots, y_{\ell s-1}, \star, y_{\ell s+1}, \ldots, y_{\ell N_{\ell-1}}\right| X\right) \mid \star \in\left[\Gamma \cdot N_{\ell-1}\right]\right\} \in E_{\ell}
$$

Thus there is an edge in $G_{\ell}$ connecting a point in $V_{\ell-1}^{Y}$ to a point in $V_{\ell-1}^{Y^{\prime}}$ with $Y^{\prime}=$ $\left(y_{\ell 1}, \ldots, y_{\ell s-1}, z_{\ell s}, y_{\ell s+1}, \ldots, y_{N_{\ell-1}} \mid X\right)$. Now $Y^{\prime}$ and $Z$ differ in $m-1$ coordinates, thus there is a path between two points in $V_{\ell-1}^{Y^{\prime}}$ and $V_{\ell-1}^{Z}$ by induction hypothesis. If we combine this with the induction hypothesis that $V_{\ell-1}^{Y}$ is connected this yields the claim (see Figure 3.2 for an illustration).

Lemma 3.1.12. Any clustering of $(\mathcal{X}, \mathcal{P}, d)$ with fewer than $\frac{N_{k}}{N_{\ell-1}}$ clusters costs at least $\ell$ if cost $\in\{$ diam, drad $\}$ and $\ell / 2$ if cost $=\mathrm{rad}$.

Proof. The shortest path in $G$ between any two points which lie in different connected components of $G_{\ell-1}$ must contain an edge of weight $\geq \ell$. Thus any set of points $M \subset V$ which is disconnected in $G_{\ell-1}$ has diameter $\geq \ell$. Remember that the discrete radius of $M$ is given by $\operatorname{drad}(M)=\min _{c \in M} \max _{p \in M} d(p, c)$. For every possible choice of $c \in M$ there exists a point $p \in M$ which is not in the same connected component of $G_{\ell-1}$ as $c$, thus $d(c, p) \geq \ell$ and therefore $\operatorname{drad}(M) \geq \ell$ and $\operatorname{rad}(M) \geq \operatorname{diam}(M) / 2 \geq \ell / 2$.

We conclude that if cost $\in\{$ diam, drad $\}$ any cluster of cost smaller than $\ell$ is contained in one of the sets $V_{\ell-1}^{X}$ for some $X \in \prod_{i=\ell}^{k} \mathcal{Q}_{i}$ by Lemma 3.1.11 and any clustering with fewer than $\left|\prod_{i=\ell}^{k} \mathcal{Q}_{i}\right|$ clusters costs at least $\ell$. By the same argument if cost $=$ rad any cluster of cost smaller than $\ell / 2$ is contained in one of the sets $V_{\ell-1}^{X}$ for some $X \in \prod_{i=\ell}^{k} \mathcal{Q}_{i}$ by Lemma 3.1.11 and any clustering with fewer than $\left|\prod_{i=\ell}^{k} \mathcal{Q}_{i}\right|$ clusters costs at least
$\ell / 2$. Since

$$
\left|\prod_{i=\ell}^{k} \mathcal{Q}_{i}\right|=\frac{\left|\prod_{i=0}^{k} \mathcal{Q}_{i}\right|}{\left|\prod_{i=0}^{\ell-1} \mathcal{Q}_{i}\right|}=\frac{N_{k}}{N_{\ell-1}}
$$

this proves the lemma.

Corollary 3.1.13. For $1 \leq \ell \leq k$ and $\operatorname{cost} \in\{d i a m, r a d, \operatorname{drad}\}$ the clustering $\mathcal{A}_{\ell}$ is an optimal $\frac{N_{k}}{\Gamma N_{\ell-1}}$-clustering for the instance $(\mathcal{X}, \mathcal{P}, d)$. Furthermore $\operatorname{diam}\left(\mathcal{A}_{\ell}\right)=\operatorname{drad}\left(\mathcal{A}_{\ell}\right)=\ell$ and $\operatorname{rad}\left(\mathcal{A}_{\ell}\right)=\ell / 2$.
Proof. If cost $\in\{$ diam, drad$\}$ we obtain by definition of $(\mathcal{X}, \mathcal{P}, d)$ that $\operatorname{cost}\left(\mathcal{A}_{\ell}\right) \leq \ell$. If $\operatorname{cost}=\operatorname{rad}$ we obtain that $\operatorname{cost}(\mathcal{A}) \leq \ell / 2$ by picking $v_{A} \in \mathcal{X} \backslash \mathcal{P}$ as center for $A \in \mathcal{A}_{\ell}$. On the other hand $\left|\mathcal{A}_{\ell}\right|=\frac{N_{k}}{\Gamma N_{\ell-1}}<\frac{N_{k}}{N_{\ell-1}}$ and thus $\operatorname{cost}\left(\mathcal{A}_{\ell}\right) \geq \ell$ if cost $\in\{$ diam, drad $\}$ and $\operatorname{cost}\left(\mathcal{A}_{\ell}\right) \geq \ell / 2$ for $\operatorname{cost}=\mathrm{rad}$ by Lemma 3.1.12.

## Characterization of Hierarchical Clusterings

Let from now on $\mathscr{H}=\left(\mathcal{H}_{N_{k}}, \ldots, \mathcal{H}_{1}\right)$ denote a hierarchical clustering of $(\mathcal{X}, \mathcal{P}, d)$. We introduce the notion of bad clusters in $\mathcal{H}_{\frac{N_{k}}{\Gamma N_{\ell-1}}}$ which are clusters whose cost increases repeatedly, as we will see later. In this section we prove the existence of such clusters in $\mathscr{H}$ and we give a lower bound on their cost.
Definition 3.1.14. We call all clusters $C \in \mathcal{H}_{N_{k}}$ bad at time 0 and denote by $\operatorname{Ker}_{0}(C)=$ $C$ the kernel of $C$ at time 0 and set $\operatorname{Bad}(0)=\mathcal{H}_{N_{k}}$.

For $1 \leq \ell \leq k$ we say that a cluster $C \in \mathcal{H}_{\frac{N_{k}}{\Gamma N_{\ell-1}}}$ is anchored at $\ell \leq \ell^{\prime} \leq k$ if the set $\bigcup_{D \in \operatorname{Bad}(\ell-1): D \subset C} \operatorname{Ker}_{\ell-1}(D)$ is

1. connected in $G_{\ell^{\prime}}$,
2. disconnected in $G_{\ell^{\prime}-1}$.

We call $C$ bad at time $\ell$ if $C$ is anchored at some $\ell^{\prime} \geq \ell$. We denote by $\operatorname{Bad}(\ell) \subset \mathcal{H} \frac{N_{k}}{\Gamma N_{\ell-1}}$ the set of all bad clusters at time $\ell$. If $C$ is bad we define the kernel of $C$ as the union of all kernels of bad clusters at time $\ell-1$ contained in $C$, i.e.,

$$
\operatorname{Ker}_{\ell}(C)=\bigcup_{D \in \operatorname{Bad}(\ell-1): D \subset C} \operatorname{Ker}_{\ell-1}(D) .
$$

All clusters in $\mathcal{H}_{\Gamma N_{k}} \backslash \operatorname{Bad}(\ell)$ are called good.
The example in Figure 3.3 shows that a bad cluster at time $\ell$ can contain clusters which are good at time $\ell-1$. However we are only interested in points that are contained exclusively in bad clusters at any time $t<\ell$. The set $\operatorname{Ker}_{\ell}(C)$ contains exactly such points.

We will use two crucial properties to prove the final lower bound on the approximation factor of any hierarchical clustering $\mathscr{H}$ of $(\mathcal{X}, \mathcal{P}, d)$. We first observe that bad clusters exist in $\mathscr{H}$ for every time-step $1 \leq \ell \leq k$ and second that these clusters have a large cost compared to the optimal clustering.


Figure 3.3: An illustration of the evolution of good and bad clusters: In the example, we see five clusters at time $\ell-1$. The clusters $A, B, D, E$ are assumed to be bad, with their kernels depicted in dark gray, while $C$ is assumed to be a good cluster. At time $\ell$, clusters $A, B$ and $C$ are merged. The resulting cluster is bad because the kernels of $A$ and $B$ lie in different connected components of $G_{\ell-1}$. Clusters $D$ and $E$ are still present at time $\ell$, but now $D$ is a good cluster since its kernel is completely contained in $V_{\ell-1}^{Z}$, while $E$ is still bad, since its kernel is disconnected in $G_{\ell-1}$.

Lemma 3.1.15. Let $C$ be a good cluster at time $1 \leq \ell \leq k$ and

$$
W=\bigcup_{D \in \operatorname{Bad}(\ell-1): D \subset C} \operatorname{Ker}_{\ell-1}(D)
$$

then $W$ is connected in $G_{\ell-1}$ and thus $|W| \leq N_{\ell-1}$.
Proof. Suppose $W$ is disconnected in $G_{\ell-1}$. Since $G_{k}=G$ is connected, there must be a time $\ell^{\prime} \geq \ell$ such that $W$ is connected in $G_{\ell^{\prime}}$ and disconnected in $G_{\ell^{\prime}-1}$. But then $C$ is a bad cluster at time $\ell$ which is anchored at $\ell^{\prime}$ in contradiction to our assumption. Thus $W$ is connected in $G_{\ell-1}$. By Lemma 3.1.11 we know that every connected component in $G_{\ell-1}$ is of size $N_{\ell-1}$.

Lemma 3.1.16. For all $0 \leq \ell \leq k$ we have $\sum_{C \in \operatorname{Bad}(\ell)}\left|\operatorname{Ker}_{\ell}(C)\right| \geq \frac{\Gamma-\ell}{\Gamma} N_{k}$.
Proof. We prove this via induction over $\ell$. For $\ell=0$ this is clear since $\bigcup_{C \in \operatorname{Bad}(0)} \operatorname{Ker}_{0}(C)=$ $\mathcal{P}_{k}$.

Now suppose that $\ell>0$ and that

$$
\sum_{C \in \operatorname{Bad}(\ell)}\left|\operatorname{Ker}_{\ell}(C)\right|<\frac{\Gamma-\ell}{\Gamma} N_{k}
$$

By induction hypothesis we know that

$$
\sum_{C \in \operatorname{Bad}(\ell-1)}\left|\operatorname{Ker}_{\ell-1}(C)\right| \geq \frac{\Gamma-\ell+1}{\Gamma} N_{k}
$$

Thus the number of points which are in the kernel of a bad cluster at time $\ell-1$ but not at time $\ell$ is larger than

$$
\frac{\Gamma-\ell+1}{\Gamma} N_{k}-\frac{\Gamma-\ell}{\Gamma} N_{k}=\frac{N_{k}}{\Gamma} .
$$



Figure 3.4: A shortest path between $X$ and $Y$. It consists of two shortest paths inside the connected components of $G_{j-1}$ and the unique edge of weight $j$ between these components.

In other words these are points that are in the kernel of a bad cluster at time $\ell-1$ but contained in a good cluster at time $\ell$. Now we use that any good cluster at time $\ell$ can contain only $N_{\ell-1}$ such points by Lemma 3.1.15. Thus the number of good clusters is greater than

$$
\frac{N_{k}}{\Gamma} \cdot \frac{1}{N_{\ell-1}}=\frac{N_{k}}{\Gamma N_{\ell-1}}
$$

We obtain that $\mathcal{H}_{\frac{N_{k}}{\Gamma N_{\ell-1}}}$ contains more than $\frac{N_{k}}{\Gamma N_{\ell-1}}$ clusters, which is not possible.
Remember that $\Gamma=k+1$, thus an immediate consequence of Lemma 3.1.16 is the existence of bad clusters at time $\ell$ for any $0 \leq \ell \leq k$. To prove that their (discrete) radius and diameter is indeed large we need a lower bound on the distance between two points $X, Y \in \mathcal{P}$ that lie in different connected components of $G_{j-1}$ for some $1 \leq j \leq k$.

Suppose that the points $X$ and $Y$ only differ in one coordinate, i.e., there is a $1 \leq s \leq N_{j-1}$ such that $x_{j s} \neq y_{j s}$, while $X$ and $Y$ agree in all other coordinates. There is only one edge in $G_{j}$ connecting $V_{j-1}^{X_{[j: k]}}$ with $V_{j-1}^{Y_{[j: k]}}$. Let $P=\phi_{j-1}^{-1}(s)$, then this edge connects the points $\left(P \mid X_{[j: k]}\right)$ and $\left(P \mid Y_{[j: k]}\right)$. If we connect $X$ to $\left(P \mid X_{[j: k]}\right)$ and $\left(P \mid Y_{[j: k]}\right)$ to $Y$ via a shortest path, this results in a path from $X$ to $Y$, see Figure 3.4. We show that this path is indeed a shortest path between $X$ and $Y$ and generalize this to arbitrary $X$ and $Y$ which are disconnected in $G_{j-1}$.

Lemma 3.1.17. Let $X, Y \in \mathcal{P}$ be two points and suppose there is $1 \leq j \leq k$ and $1 \leq s \leq N_{j-1}$ such that $x_{j s} \neq y_{j s}$. Let $P=\phi_{j-1}^{-1}(s) \in \prod_{i=0}^{j-1} \mathcal{Q}_{i}$. Then

$$
d(X, Y) \geq d\left(X,\left(P \mid X_{[j: k]}\right)\right)+j+d\left(Y,\left(P \mid Y_{[j: k]}\right)\right)
$$

Proof. Observe that if two points in $G$ are connected by an edge they differ in exactly one coordinate. Since $x_{j s} \neq y_{j s}$ any shortest path connecting $X$ and $Y$ must contain two consecutive points $Z, Z^{\prime}$ with $Z=\left(P\left|Z_{j}\right| \ldots \mid Z_{k}\right)$ and $Z^{\prime}=\left(P\left|Z_{j}^{\prime}\right| \ldots \mid Z_{k}^{\prime}\right)$ such that $z_{j s}=x_{j s}, z_{j s}^{\prime}=y_{j s}$ and $Z$ agrees with $Z^{\prime}$ in all remaining coordinates. We obtain

$$
d(X, Y)=d(X, Z)+d\left(Z, Z^{\prime}\right)+d\left(Z^{\prime}, Y\right)=d(X, Z)+j+d\left(Z^{\prime}, Y\right)
$$

It is now left to show that $d(X, Z) \geq d\left(X,\left(P \mid X_{[j: k]}\right)\right)$ and $d\left(Y, Z^{\prime}\right) \geq d(Y,(P \mid$ $\left.\left.Y_{[j: k]}\right)\right)$. To prove this we consider a shortest path $V^{1}, \ldots, V^{t}$ connecting $V^{1}=X$ with
$V^{t}=Z$. Let $W^{i}=\left(V_{[0: j-1]}^{i} \mid X_{[j: k]}\right)$ for $i=1, \ldots, t$. We claim that $W^{i}$ is connected to $W^{i+1}$ by an edge in $G$ and that $d\left(V^{i}, V^{i+1}\right) \geq d\left(W^{i}, W^{i+1}\right)$ for all $1 \leq i \leq t-1$. So let $1 \leq i \leq t-1$, we know that $V^{i}$ and $V^{i+1}$ differ in exactly one coordinate. If they differ at a coordinate in row $r \geq j$ we have $W^{i}=W^{i+1}$ and thus the claim holds. Otherwise let $u=\phi_{r-1}\left(V_{[0: r-1]}^{i}\right)$ then $V^{i}$ and $V^{i+1}$ satisfy $v_{r u}^{i} \neq v_{r u}^{i+1}$ and $d\left(V^{i}, V^{i+1}\right)=r$. Since $r \leq j-1$ we obtain that $W^{i}$ is connected to $W^{i+1}$ by the edge

$$
\left\{\left(V_{[0: r-1]}^{i}\left|v_{r 1}^{i}, \ldots, v_{r u-1}^{i}, \star, v_{r u+1}^{i}, \ldots, v_{r N_{r-1}}^{i}\right| W_{[r+1: k]}^{i}\right) \mid \star \in\left[\Gamma N_{r-1}\right]\right\}
$$

which has weight $r$. This yields the claim.
Observe that $W^{1}=X$ and $W^{t}=\left(P \mid X_{[j: k]}\right)$ and that

$$
d\left(X,\left(P \mid X_{[j: k]}\right)\right) \leq \sum_{i=1}^{t-1} d\left(W^{i}, W^{i+1}\right) \leq \sum_{i=1}^{t-1} d\left(V^{i}, V^{i+1}\right)=d(X, Z)
$$

Analogously one can show $d\left(Y, Z^{\prime}\right) \geq d\left(Y,\left(P \mid Y_{[j: k]}\right)\right)$ and obtains

$$
d(X, Y)=d(X, Z)+j+d\left(Z^{\prime}, Y\right) \geq d\left(X,\left(P \mid X_{[j: k]}\right)\right)+j+d\left(Y,\left(P \mid Y_{[j: k]}\right)\right)
$$

We now define the so called anchor set $\mathrm{Anc}_{\ell}(C)$ of a bad cluster $C$ at time $\ell$. If $C$ is anchored at $\ell^{\prime}$ then $\operatorname{Anc}_{\ell}(C)$ is the union of $\ell^{\prime}$ and the anchor set of some bad cluster $D \subset C$ at time $\ell-1$. If we choose $D$ appropriately the sum of anchors in $\operatorname{Anc}_{\ell}(C)$ is a lower bound on the discrete radius of $C$, as we show later. It is clear that $\ell^{\prime}$ itself is a lower bound on the discrete radius since $\operatorname{Ker}_{\ell}(C)$ is disconnected in $G_{\ell^{\prime}-1}$ by definition. If we additionally assume that the discrete radius of $D$ is large, e.g., lower bounded by the sum of anchors in $\mathrm{Anc}_{\ell-1}(D)$, then it is reasonable to assume that the discrete radius of $C$ is lower bounded by some function in $\ell^{\prime}$ and the sum of anchors in $\operatorname{Anc}_{\ell-1}(D)$. Before proving this we give a formal definition of $\mathrm{Anc}_{\ell}(C)$ and how to choose $D$.

Definition 3.1.18. Let $1 \leq \ell \leq k$ and $C$ be a bad cluster at time $\ell$ which is anchored at $\ell^{\prime} \geq \ell$. If $\ell=1$ we define the anchor set of $C$ as $\operatorname{Anc}_{1}(C)=\left\{\ell^{\prime}\right\}$ and set $\operatorname{prev}(C)=\{X\}$ for some $X \in C$.

For $\ell>1$ we distinguish two cases.
Case 1: $C$ contains a bad cluster $D$ which is bad at time $\ell-1$ and anchored at $\ell^{\prime}$. We then set $\operatorname{Anc}_{\ell}(C)=\operatorname{Anc}_{\ell-1}(D)$ and $\operatorname{prev}(C)=D$.

Case 2: $C$ does not contain such a cluster. Then let $D \subset C$ be a bad cluster at time $\ell-1$ minimizing

$$
\sum_{a \in \operatorname{Anc}_{\ell-1}(D)} a
$$

among all clusters $D^{\prime} \in \operatorname{Bad}(\ell-1)$ with $D^{\prime} \subset C$. We set $\operatorname{Anc}_{\ell}(C)=\operatorname{Anc}_{\ell-1}(D) \cup$ $\left\{\ell^{\prime}\right\}$ and $\operatorname{prev}(C)=D$.

Observe that in Case 2 of the previous definition, the bad cluster $D$ must be anchored at some $\ell_{D}<\ell^{\prime}$.

Lemma 3.1.19. Let $1 \leq \ell \leq k$ and $C$ be a bad cluster at time $\ell$. If $C$ contains a cluster $D$ which is bad at time $\ell-1$ then $\operatorname{Ker}_{\ell-1}(D) \subset \operatorname{Ker}_{\ell}(C)$.

Proof. Since $D \in \operatorname{Bad}(\ell-1)$ and $D \subset C$, we get

$$
\operatorname{Ker}_{\ell-1}(D) \subset \bigcup_{D^{\prime} \subset \operatorname{Bad}(\ell-1): D^{\prime} \subset C} \operatorname{Ker}_{\ell-1}\left(D^{\prime}\right)=\operatorname{Ker}_{\ell}(C)
$$

With the help of Lemma 3.1.17 we are able to show how the discrete radius and diameter of a bad cluster, depends on the sum of anchors.
Lemma 3.1.20. Let $1 \leq \ell \leq k$ and $C$ be a bad cluster at time $\ell$ anchored at $\ell^{\prime}$. Then for any point $Z \in \mathcal{P}$ there is $X \in \operatorname{Ker}_{\ell}(C)$ such that

$$
d(Z, X) \geq \sum_{a \in \operatorname{Anc}_{\ell}(C)} a
$$

Proof. Let $Z \in \mathcal{P}$ and suppose that $C$ is a bad cluster at time $\ell$ anchored at $\ell^{\prime}$. We prove the lemma via induction over $\ell$. For $\ell=1$ we know that $\operatorname{Ker}_{\ell}(C)$ is disconnected in $G_{\ell^{\prime}-1}$ by definition. Thus there is a point $X \in \operatorname{Ker}_{\ell}(C)$ which is disconnected from $Z$ in $G_{\ell^{\prime}-1}$ yielding

$$
d(Z, X) \geq \ell^{\prime}=\sum_{a \in \operatorname{Anc}_{1}(C)} a
$$

Let $\ell>1$. If $D=\operatorname{prev}(C)$ is anchored at $\ell^{\prime}$ we apply Lemma 3.1.19 to observe that $\operatorname{Ker}_{\ell-1}(D) \subset \operatorname{Ker}_{\ell}(C)$. By induction hypothesis the lemma holds for $D$. Since $\operatorname{Anc}_{\ell}(C)=\operatorname{Anc}_{\ell-1}(D)$ the lemma also holds for $C$.

Otherwise let $D=\operatorname{prev}(C)$ be anchored at $\ell_{D}<\ell^{\prime}$. We know that $\operatorname{Ker}_{\ell}(C)$ is disconnected in $G_{\ell^{\prime}-1}$. On the other hand $\operatorname{Ker}_{\ell-1}(D)$ is connected in $G_{\ell^{\prime}-1}$ since $\ell_{D}<\ell^{\prime}$. Thus there is $V \in \operatorname{Ker}_{\ell}(C)$ which is disconnected from $\operatorname{Ker}_{\ell-1}(D)$ in $G_{\ell^{\prime}-1}$. Let $E \subset C$ be the cluster at time $\ell-1$ which contains $V$. Since $V \in \operatorname{Ker}_{\ell}(C)$ we know that $E$ is a bad cluster at time $\ell-1$ anchored at $\ell_{E}<\ell^{\prime}$. We know that $\operatorname{Ker}_{\ell-1}(E)$ is connected in $G_{\ell^{\prime}-1}$ and lies in a different connected component than $\operatorname{Ker}_{\ell-1}(D)$. Thus $Z$ is disconnected from $\operatorname{Ker}_{\ell-1}(D)$ or $\operatorname{Ker}_{\ell-1}(E)$ in $G_{\ell^{\prime}-1}$.

We assume without loss of generality that $Z$ is disconnected from $E$ in $G_{\ell^{\prime}-1}$. Since $\operatorname{Ker}_{\ell-1}(E)$ is connected in $G_{\ell^{\prime}-1}$ we know by Lemma 3.1.11 that $\left(P \mid Y_{\left[\ell^{\prime}: k\right]}\right)=\left(P \mid Y_{\left[\ell^{\prime}: k\right]}^{\prime}\right)$ for all $Y, Y^{\prime} \in \operatorname{Ker}_{\ell-1}(E)$. Also by Lemma 3.1.11 there is $\ell^{\prime} \leq r \leq k$ and $1 \leq s \leq N_{r-1}$ such that $z_{r s} \neq y_{r s}$ for all $Y \in \operatorname{Ker}_{\ell-1}(E)$. Let $P=\phi_{r-1}^{-1}(s)$. Thus we know by induction hypothesis that there is a point $X \in \operatorname{Ker}_{\ell-1}(E) \subset \operatorname{Ker}_{\ell}(C)$ with

$$
d\left(X,\left(P \mid X_{[r: k]}\right)\right) \geq \sum_{a \in \operatorname{Anc}_{\ell-1}(E)} a .
$$

Figure 3.5 shows an exemplary path between $X$ and $Z$.
We apply Lemma 3.1.17 to see that

$$
\begin{aligned}
d(Z, X) & \geq d\left(Z,\left(P \mid Z_{[r: k]}\right)\right)+r+d\left(X,\left(P \mid X_{[r: k]}\right)\right) \\
& \geq r+\sum_{a \in \operatorname{Anc}_{\ell-1}(E)} a \\
& \geq \ell^{\prime}+\sum_{a \in \operatorname{Anc}_{\ell-1}(E)} a \\
& \geq \sum_{a \in \operatorname{Anc}_{\ell}(C)} a
\end{aligned}
$$



Figure 3.5: Shows the special case where $Z_{[r: k]}$ and $Y_{[r: k]}$ only differ in the $r s$-coordinate. The length of the red path is lower bounded by $\sum_{a \in \operatorname{Anc}_{\ell-1}(E)} a$.


Figure 3.6: Shows the special case where $X_{\left[\ell^{\prime}: k\right]}$ and $Y_{\left[\ell^{\prime}: k\right]}$ only differ in the $\ell^{\prime} s$-coordinate. The length of the blue path is lower bounded by $\sum_{a \in \operatorname{Anc}_{\ell-1}(D)} a$, while the length of the red path is lower bounded by $\sum_{a \in \operatorname{Anc}_{\ell-1}(E)} a$.

Here the last inequality follows from the minimality of $\sum_{a \in \operatorname{Anc}_{\ell-1}(D)} a$ among all clusters $D^{\prime} \in \operatorname{Bad}(\ell-1)$ with $D^{\prime} \subset C$.

If $Z$ is disconnected from $D$ in $G_{\ell^{\prime}-1}$ our argument still works after replacing $E$ by $D$.

Lemma 3.1.21. Let $1 \leq \ell \leq k$ and $C$ be a bad cluster at time $\ell$ anchored at $\ell^{\prime}$. Then there are two points $X, Y \in \operatorname{Ker}_{\ell}(C)$ such that

$$
d(X, Y) \geq \ell^{\prime}+2 \sum_{a \in \operatorname{Anc}_{\ell}(C) \backslash\left\{\ell^{\prime}\right\}} a .
$$

Proof. Suppose that $C$ is a bad cluster at time $\ell$ anchored at $\ell^{\prime}$. We prove the lemma via induction over $\ell$. For $\ell=1$ we know that $\operatorname{Ker}_{\ell}(C)$ is disconnected in $G_{\ell^{\prime}-1}$ by definition. Thus there are two points $X, Y \in \operatorname{Ker}_{\ell}(C)$ that are disconnected in $G_{\ell^{\prime}-1}$ yielding

$$
d(X, Y) \geq \ell^{\prime}=\ell^{\prime}+2 \sum_{a \in \operatorname{Anc}_{1}(C) \backslash\left\{\ell^{\prime}\right\}} a
$$

Let $\ell>1$. If $D=\operatorname{prev}(C)$ is anchored at $\ell^{\prime}$ we apply Lemma 3.1.19 to observe that $\operatorname{Ker}_{\ell-1}(D) \subset \operatorname{Ker}_{\ell}(C)$. By induction hypothesis the lemma holds for $D$. Since $\operatorname{Anc}_{\ell}(C)=\operatorname{Anc}_{\ell-1}(D)$ the lemma also holds for $C$.

Otherwise let $D=\operatorname{prev}(C)$ be anchored at $\ell_{D}<\ell^{\prime}$. We know that $\operatorname{Ker}_{\ell}(C)$ is disconnected in $G_{\ell^{\prime}-1}$ and $\operatorname{Ker}_{\ell-1}(D)$ is connected in $G_{\ell^{\prime}-1}$. Thus there is $V \in \operatorname{Ker}_{\ell}(C)$ which is disconnected from $\operatorname{Ker}_{\ell-1}(D)$ in $G_{\ell^{\prime}-1}$. Let $E \subset C$ be the cluster at time $\ell-1$ which contains $V$. We know that $E$ is a bad cluster at time $\ell-1$ anchored at $\ell_{E}<\ell^{\prime}$.

Furthermore $\operatorname{Ker}_{\ell-1}(E)$ is connected in $G_{\ell^{\prime}-1}$ and lies in a different connected component than $\operatorname{Ker}_{\ell-1}(D)$.

Since $\operatorname{Ker}_{\ell-1}(D)$ and $\operatorname{Ker}_{\ell-1}(E)$ are disconnected in $G_{\ell^{\prime}-1}$ but connected in $G_{\ell^{\prime}}$, there must be $1 \leq s \leq N_{\ell^{\prime}-1}$ such that for all $U \in \operatorname{Ker}_{\ell-1}(D)$ and $T \in \operatorname{Ker}_{\ell-1}(E)$ we have $u_{\ell^{\prime} s} \neq t_{\ell^{\prime} s}$ by Lemma 3.1.11. Let $P=\phi_{\ell^{\prime}-1}^{-1}(s)$, we know by Lemma 3.1.17 that

$$
d(U, T) \geq d\left(U,\left(P \mid U_{\left[\ell^{\prime}: k\right]}\right)\right)+\ell^{\prime}+d\left(T,\left(P \mid T_{\left[\ell^{\prime}: k\right]}\right)\right)
$$

Let $U \in \operatorname{Ker}_{\ell-1}(D)$ and $T \in \operatorname{Ker}_{\ell-1}(E)$. We know by Lemma 3.1.20 that for any two points $Z=\left(P \mid U_{\left[\ell^{\prime}: k\right]}\right)$ and $Z^{\prime}=\left(P \mid T_{\left[\ell^{\prime}: k\right]}\right)$ there must be $X \in \operatorname{Ker}_{\ell-1}(D)$ and $Y \in \operatorname{Ker}_{\ell-1}(E)$ such that

$$
d(X, Z) \geq \sum_{a \in \operatorname{Anc} c_{\ell-1}(D)} a
$$

and

$$
d\left(Y, Z^{\prime}\right) \geq \sum_{a \in \operatorname{Anc} c_{\ell-1}(E)} a
$$

We use Lemma 3.1.11 to observe that $Z=\left(P \mid X_{\left[\ell^{\prime}: k\right]}\right)$ and $Z^{\prime}=\left(P \mid Y_{\left[\ell^{\prime}: k\right]}\right)$ because $X$ is connected to $U$ and $Y$ is connected to $T$ in $G_{\ell^{\prime}-1}$. Figure 3.6 shows an exemplary path between $X$ and $Y$. Thus

$$
\begin{aligned}
d(X, Y) & \geq d\left(X,\left(P \mid X_{\left[\ell^{\prime}: k\right]}\right)\right)+\ell^{\prime}+d\left(Y,\left(P \mid Y_{\left[\ell^{\prime}: k\right]}\right)\right) \\
& \geq d(X, Z)+\ell^{\prime}+d\left(Y, Z^{\prime}\right) \\
& \geq \ell^{\prime}+\sum_{a \in \operatorname{Anc}_{\ell-1}(D)} a+\sum_{a \in \operatorname{Anc}_{\ell-1}(E)} a \\
& \geq \ell^{\prime}+2 \sum_{a \in \operatorname{Anc}_{\ell}(C) \backslash\left\{\ell^{\prime}\right\}} a
\end{aligned}
$$

Here the last inequality follows from the minimality of $\sum_{a \in \operatorname{Anc}_{\ell-1}(D)} a$ among all clusters $D^{\prime} \in \operatorname{Bad}(\ell-1)$ with $D^{\prime} \subset C$.

Comparison to Optimal Clusterings Our initial motivation was to construct an instance where any hierarchical clustering has a high approximation ratio. If we consider an arbitrary time $1 \leq \ell \leq k$ then the hierarchical clustering $\mathscr{H}$ on $(\mathcal{X}, \mathcal{P}, d)$ may be even optimal at time $\ell$. Thus the bounds which we develop in Lemma3.1.20 and Lemma 3.1.21 on the discrete radius and diameter of bad clusters are useless without linking the cost of a bad cluster at time $\ell$ to the cost of bad clusters at other time steps. Therefore we construct a sequence of clusters $C_{1} \subset C_{2} \ldots \subset C_{k}$ where $C_{i}$ is a bad cluster at time $i$ such that $\operatorname{Anc}_{1}\left(C_{1}\right) \subset \operatorname{Anc}_{2}\left(C_{2}\right) \subset \ldots \subset \operatorname{Anc}_{k}\left(C_{k}\right)$. We then show with the help of Lemma 3.1.20 and Lemma 3.1.21 that at least one of these clusters has a high discrete radius and diameter compared to the optimal cost.

Lemma 3.1.22. Let $C_{k}$ be a bad cluster at time $k$. For $1 \leq i \leq k-1$ we define $C_{i}=\operatorname{prev}\left(C_{i+1}\right)$. For all $1 \leq i \leq k-1$ cluster $C_{i}$ is bad at time $i$ and one of the following two cases occurs:

$$
\text { 1. } \operatorname{Anc}_{i}\left(C_{i}\right)=\operatorname{Anc}_{i+1}\left(C_{i+1}\right) \text {, }
$$

2. $\operatorname{Anc}_{i+1}\left(C_{i+1}\right) \backslash\{\ell\}=\operatorname{Anc}_{i}\left(C_{i}\right)$, where $\ell=\max \operatorname{Anc}_{i+1}\left(C_{i+1}\right)$.

Proof. For $i=k$ cluster $C_{k}$ is bad at time $k$ by assumption. If $C_{i+1}$ is a bad cluster at time $i+1$ then $C_{i}=\operatorname{prev}\left(C_{i+1}\right)$ is a bad cluster at time $i$, by definition of prev.

Let $C_{i}$ be anchored at $\ell^{\prime} \geq i$ and $C_{i+1}$ be anchored at $\ell \geq i+1$. Since $\operatorname{Ker}_{i}\left(C_{i}\right) \subset$ $\operatorname{Ker}_{i+1}\left(C_{i+1}\right)$ by Lemma 3.1.19, we know that $\ell^{\prime} \leq \ell$. If $\ell^{\prime}=\ell$ we obtain by Definition 3.1.18, that $\operatorname{Anc}_{i}\left(C_{i}\right)=\operatorname{Anc}_{i+1}\left(C_{i+1}\right)$, so the lemma holds in this case.

If $\ell^{\prime}<\ell$ we know by Definition 3.1.18 that $\operatorname{Anc}_{i}\left(C_{i}\right)=\operatorname{Anc}_{i+1}\left(C_{i+1}\right) \backslash\{\ell\}$. So the lemma also holds in this case.

Corollary 3.1.23. Let $C_{k}$ be a bad cluster at time $k$. For $1 \leq i \leq k-1$ we define $C_{i}=\operatorname{prev}\left(C_{i+1}\right)$. Let $\operatorname{Anc}_{k}\left(C_{k}\right)=\left\{\ell_{1}, \ldots, \ell_{s}\right\}$ such that $\ell_{t-1}<\ell_{t}$ for all $2 \leq t \leq s$ and let $\ell_{0}=0$. Then for any $1 \leq t \leq s$ and for any $i$ with $\ell_{t-1}<i \leq \ell_{t}$, we have $\left\{\ell_{1}, \ldots, \ell_{t}\right\} \subset \operatorname{Anc}_{i}\left(C_{i}\right)$.

Proof. We prove this via induction over $i$, starting from $i=k$ in decreasing order. There is nothing to show for $i=k$. For $i<k$ we distinguish two cases. If $\operatorname{Anc}\left(C_{i}\right)=$ $\operatorname{Anc}_{i+1}\left(C_{i+1}\right)$, the lemma follows from the induction hypothesis.

Otherwise remember that $\operatorname{Anc}_{i}\left(C_{i}\right) \subset \operatorname{Anc}_{k}\left(C_{k}\right)$ and $\ell_{t-1}<i$. Thus we know that $m a x \operatorname{Anc}_{i}\left(C_{i}\right) \in\left\{\ell_{t}, \ldots, \ell_{s}\right\}$ and therefore $\ell_{t} \leq \max \operatorname{Anc}_{i}\left(C_{i}\right)$. By Lemma 3.1.22 we know that $\operatorname{Anc}_{i}\left(C_{i}\right)=\operatorname{Anc}_{i+1}\left(C_{i+1}\right) \backslash\{\ell\}$, where $\ell=m a x \operatorname{Anc}_{i+1}\left(C_{i+1}\right)$. Thus $\ell_{t} \leq$ $m a x \operatorname{Anc}_{i}\left(C_{i}\right)<\max \operatorname{Anc}_{i+1}\left(C_{i+1}\right)=\ell$ and by induction hypothesis we obtain

$$
\left\{\ell_{1}, \ldots, \ell_{t}\right\} \subset \operatorname{Anc}_{i+1}\left(C_{i+1}\right) \backslash\{\ell\}=\operatorname{Anc}_{i}\left(C_{i}\right) .
$$

Before we are able to prove the theorem we need some final lemma.
Lemma 3.1.24. For every $\epsilon>0$ there exists $k \in \mathbb{N}$ such that for every $s \in \mathbb{N}$ any sequence of $s+1$ numbers $\left(\ell_{0}, \ldots, \ell_{s}\right) \in \mathbb{R}_{\geq 0}^{s+1}$ with $\ell_{0}=0$ and $\ell_{s}=k$ satisfies the following.

1. There exists $1 \leq t \leq s$ such that for $\alpha_{1}=4-\epsilon$ and $\Delta_{1}=1$ we have

$$
\frac{\ell_{t}+\Delta_{1} \sum_{i=0}^{t-1} \ell_{i}}{\ell_{t-1}+1}>\alpha_{1} .
$$

2. There exists $1 \leq t \leq s$ such that for $\alpha_{2}=3+2 \sqrt{2}-\epsilon$ and $\Delta_{2}=2$ we have

$$
\frac{\ell_{t}+\Delta_{2} \sum_{i=0}^{t-1} \ell_{i}}{\ell_{t-1}+1}>\alpha_{2}
$$

Proof. Let $k, s \in \mathbb{N}$ and $j \in\{1,2\}$. We call a sequence $\left(a_{0}, \ldots, a_{s}\right) \in \mathbb{R}_{\geq 0}^{s+1}$ feasible if $a_{0}=0, a_{s}=k$ and for all $1 \leq t \leq s$ we have

$$
\begin{equation*}
\frac{a_{t}+\Delta_{j} \sum_{i=0}^{t-1} a_{i}}{a_{t-1}+1} \leq \alpha_{j} . \tag{3.1}
\end{equation*}
$$

Our proof is divided in two parts. In the first part we argue that for all $k, s \in \mathbb{N}$ the existence of a feasible sequence $\left(\ell_{0}, \ldots, \ell_{s}\right)$ yields the existence of a feasible sequence $\left(b_{0}, \ldots, b_{s}\right)$ which satisfies (3.1) for all $u+1 \leq t \leq s$ with equality, where $u$ is the smallest number such that $b_{u} \neq 0$. In the second part we observe that there exists $k \in \mathbb{N}$ such that for all $s \in \mathbb{N}$ there is no feasible sequence $\left(a_{0}, \ldots, a_{s}\right) \in \mathbb{R}_{\geq 0}^{s+1}$ which satisfies (3.1) for all $u+1 \leq t \leq s$ with equality, where $u$ is the smallest number such that $a_{u} \neq 0$. In combination both parts yield the lemma.

Part 1: Let $k, s \in \mathbb{N}$ and suppose that there exists a feasible sequence $\left(\ell_{0}, \ldots, \ell_{s}\right)$. We consider the set

$$
M=\left\{\left(a_{0}, \ldots, a_{s}\right) \in \mathbb{R}_{\geq 0}^{s+1} \mid\left(a_{0}, \ldots, a_{s}\right) \text { is feasible }\right\}
$$

of all feasible sequences.
For $\left(a_{0}, \ldots, a_{s}\right) \in M$, we claim that $a_{t} \leq\left(\alpha_{j}+1\right)^{t+1}$ for all $0 \leq t \leq s$. We show this via a simple induction over $t$. If $t=0$ there is nothing to show since $a_{0}=0$. For $t>0$ we obtain

$$
a_{t} \leq \alpha_{j}\left(a_{t-1}+1\right)-\Delta_{j} \sum_{i=0}^{t-1} a_{i} \leq \alpha_{j}\left(a_{t-1}+1\right) \leq \alpha_{j}\left(\left(\alpha_{j}+1\right)^{t}+1\right) \leq\left(\alpha_{j}+1\right)^{t+1}
$$

Here the first inequality follows from the feasibility of the sequence. As a consequence we see that $M$ is a bounded set. Furthermore $M$ is also closed since $a_{0}=0, a_{t}=k$ are both linear inequalities and (3.1) is a linear inequality for all $1 \leq t \leq s$. Thus $M$ is compact.

We consider the function $F: M \rightarrow \mathbb{R}$ with $F\left(a_{0}, \ldots, a_{s}\right)=\sum_{i=0}^{s} a_{i}$. Since $F$ is continuous and $M$ is compact and non-empty we know that $F$ attains a minimum on $M$, i.e., there is $\left(b_{0}, \ldots, b_{s}\right) \in M$ with $F\left(b_{0}, \ldots, b_{s}\right) \leq F\left(a_{0}, \ldots, a_{s}\right)$ for all $\left(a_{0}, \ldots, a_{s}\right) \in M$. We claim that $\left(b_{0}, \ldots, b_{s}\right)$ satisfies (3.1) with equality for all $u+1 \leq t \leq s$, where $u$ is the smallest number such that $b_{u} \neq 0$. Suppose this is not the case and let $u+1 \leq t \leq s$ be a number such that

$$
\frac{b_{t}+\Delta_{j} \sum_{i=0}^{t-1} b_{i}}{b_{t-1}+1}<\alpha_{j}
$$

If $b_{t-1}=0$, then $\left(0, \ldots, 0, b_{t}, \ldots, b_{s}\right)$ is also feasible and moreover

$$
F\left(0, \ldots, 0, b_{t}, \ldots, b_{s}\right)=\sum_{i=t}^{s} b_{i}<b_{u}+\sum_{i=t}^{s} b_{i} \leq F\left(b_{0}, \ldots, b_{s}\right)
$$

in contradiction to $\left(b_{0}, \ldots, b_{s}\right)$ being a minimum. Thus we must have $b_{t-1}>0$ and therefore by continuity there exists an $\epsilon \in\left(0, b_{t-1}\right)$, such that

$$
\frac{b_{t}+\Delta_{j}\left(b_{t-1}-\epsilon\right)+\Delta_{j} \sum_{i=0}^{t-2} b_{i}}{b_{t-1}-\epsilon+1} \leq \alpha_{j} .
$$

Observe that the sequence $\left(c_{0}, \ldots, c_{s}\right)=\left(b_{0}, \ldots, b_{t-2}, b_{t-1}-\epsilon, b_{t}, \ldots, b_{s}\right)$ is still feasible. The $t$-th inequality is satisfied by choice of $\epsilon$. All other inequalities are satisfied, since for all $1 \leq r \leq s$ with $r \neq t$ we have

$$
\frac{c_{r}+\Delta_{j} \sum_{i=0}^{r-1} c_{i}}{c_{r-1}+1} \leq \frac{b_{r}+\Delta_{j} \sum_{i=0}^{r-1} b_{i}}{b_{r-1}+1} \leq \alpha_{j} .
$$

On the other hand

$$
F\left(c_{0}, \ldots, c_{s}\right)=\sum_{i=0}^{s} c_{i}=-\epsilon+\sum_{i=0}^{s} b_{i}<F\left(b_{0}, \ldots, b_{s}\right)
$$

which again stands in contradiction to $\left(b_{0}, \ldots, b_{s}\right)$ being the minimum. Thus $\left(b_{0}, \ldots, b_{s}\right)$ is of the desired form.

Part 2: Let $k, s \in \mathbb{N}$ and $\left(a_{0}, \ldots, a_{s}\right) \in \mathbb{R}_{\geq 0}^{s+1}$ be a feasible sequence which satisfies (3.1) for all $u+1 \leq t \leq s$ with equality, where $u$ is the smallest number such that $a_{u} \neq 0$. Thus we know that $a_{1}=\ldots=a_{u-1}=0$ and $a_{u} \in\left(0, \alpha_{j}\right]$. Furthermore

$$
a_{u+1}=\alpha_{j}\left(a_{u}+1\right)-\Delta_{j} \sum_{i=0}^{u} a_{i}=\alpha_{j}\left(a_{u}+1\right)-\Delta_{j} a_{u}
$$

and for $u+2 \leq t \leq s$ we have

$$
\begin{aligned}
a_{t} & =\alpha_{j}\left(a_{t-1}+1\right)-\Delta_{j} \sum_{i=0}^{t-1} a_{i} \\
& =\alpha_{j}\left(a_{t-1}+1\right)-\Delta_{j} a_{t-1}-\Delta_{j} \sum_{i=0}^{t-2} a_{i} \\
& =\alpha_{j}\left(a_{t-1}+1\right)-\Delta_{j} a_{t-1}-\left(\alpha_{j}\left(a_{t-2}+1\right)-a_{t-1}\right) \\
& =\alpha_{j}\left(a_{t-1}-a_{t-2}\right)-\left(\Delta_{j}-1\right) a_{t-1}
\end{aligned}
$$

Here we use that (3.1) is satisfied with equality for $t$ and $t-1$.
Let

$$
\Psi=\frac{\alpha_{j}-\Delta_{j}+1+\sqrt{\left(\alpha_{j}-\Delta_{j}+1\right)^{2}-4 \alpha_{j}}}{2}
$$

and

$$
\Theta=\frac{\alpha_{j}-\Delta_{j}+1-\sqrt{\left(\alpha_{j}-\Delta_{j}+1\right)^{2}-4 \alpha_{j}}}{2}
$$

be the two roots of the polynomial $X^{2}-\left(\alpha_{j}-\Delta_{j}+1\right) X+\alpha_{j}$. We observe later that $\Phi \neq \Theta$. Let $x=\frac{\Theta a_{u}-a_{u+1}}{\Theta-\Phi}$ and $y=\frac{a_{u+1}-\Phi a_{u}}{\Theta-\Phi}$.

Claim: It holds that $a_{t}=\Phi^{t-u} x+\Theta^{t-u} y$ for all $u \leq t \leq s$.
We prove this claim by induction over $t$. For $t=u$ we obtain

$$
x+y=\frac{\Theta a_{u}-a_{u+1}+a_{u+1}-\Phi a_{u}}{\Theta-\Phi}=a_{u}
$$

For $t=u+1$ we obtain

$$
\Phi x+\Theta y=\frac{\Phi \Theta a_{u}-\Phi a_{u+1}+\Theta a_{u+1}-\Theta \Phi a_{u}}{\Theta-\Phi}=a_{u+1}
$$

For $t>u+1$ we obtain

$$
\begin{aligned}
& \Phi^{t-u} x+\Theta^{t-u} y \\
& =\Phi^{t-u-2} x\left(\left(\alpha_{j}-\Delta_{j}+1\right) \Phi-\alpha_{j}\right)+\Theta^{t-u-2} y\left(\left(\alpha_{j}-\Delta_{j}+1\right) \Theta-\alpha_{j}\right) \\
& =\alpha_{j}\left(\left(\Phi^{t-u-1} x+\Theta^{t-u-1} y\right)-\left(\Phi^{t-u-2} x+\Theta^{t-u-2} y\right)\right)-\left(\Delta_{j}-1\right)\left(\Phi^{t-u-1} x+\Theta^{t-u-1} y\right) \\
& =\alpha_{j}\left(a_{t-1}-a_{t-2}\right)-\left(\Delta_{j}-1\right) a_{t-1} \\
& =a_{t}
\end{aligned}
$$

For the first equality we used that $\Phi$ and $\Theta$ are roots of $X^{2}-\left(\alpha_{j}-\Delta_{j}+1\right) X+\alpha_{j}$, i.e., $\Phi^{2}=\left(\alpha_{j}-\Delta_{j}+1\right) \Phi-\alpha_{j}$ and $\Theta^{2}=\left(\alpha_{j}-\Delta_{j}+1\right) \Theta-\alpha_{j}$. For the third equality we used the induction hypothesis. This proves the claim.

We argue that if $k$ is large enough, there must be $u \leq t \leq s$ with $a_{t}<0$ in contradiction to our assumption that $\left(a_{0}, \ldots, a_{s}\right)$ is feasible. For this we observe that by


Figure 3.7: Here we see the normalized numbers on the complex plane.
choice of $\alpha_{j}$ and $\Delta_{j}$, we get $\left(\alpha_{j}-\Delta_{j}+1\right)^{2}-4 \alpha_{j}<0$ and thus $\Phi$ and $\Theta$ are complex numbers. Furthermore $\Phi$ and $\Theta$ are complex conjugates and so are $x$ and $y$. Thus there exists $r>0$ such that the real part of $\Phi^{r} x$ and $\Theta^{r} y$ is negative and thus $\Phi^{r} x+\Theta^{r} y$ is negative, see Figure 3.7.

Observe that $a_{t} \leq\left(\alpha_{j}+1\right)^{t-u+1}$ for $u \leq t \leq s$. One can prove this similar to the bound in Part 1. Thus if $k \geq\left(\alpha_{j}+1\right)^{r+1}$ we obtain $s \geq r+u$ and $a_{r+u}=\Phi^{r} x+\Theta^{r} y$ is negative. Therefore $\left(a_{0}, \ldots, a_{s}\right)$ is not feasible in contradiction to our assumption.

Let now $k \geq\left(\alpha_{j}+1\right)^{r+1}$ and suppose there exists $s \in \mathbb{N}$ and a feasible sequence $\left(\ell_{0}, \ldots, \ell_{s}\right)$. By the first part we know that there also exists a feasible sequence $\left(a_{0}, \ldots, a_{s}\right)$ which satisfies (3.1) for all $u+1 \leq t \leq s$ with equality, where $u$ is the smallest number such that $a_{u} \neq 0$. This is in contradiction with the second part, where we prove that for $k \geq\left(\alpha_{j}+1\right)^{r+1}$ such a sequence cannot exist.

Theorem 3.1.8. For cost $\in\{$ diam, rad $\}$ we have $\rho_{\text {cost }} \geq 3+2 \sqrt{2}$ and for cost $=$ drad we have $\rho_{\text {cost }} \geq 4$.

Proof. Let $\epsilon>0$ and $k$ be the respective number from Lemma 3.1.24. We claim that the approximation factor of any hierarchical clustering $\mathscr{H}=\left(\mathcal{H}_{N_{k}}, \ldots, \mathcal{H}_{1}\right)$ on the instance $(\mathcal{X}, \mathcal{P}, d)$ is larger than $3+2 \sqrt{2}-\epsilon$ if cost $\in\{$ diam, $\operatorname{rad}\}$ and larger than $4-\epsilon$ if cost $=$ drad. First we use Lemma $\sqrt{3.1 .16}$ to observe that there is a cluster $C_{k} \in \mathcal{H}_{\Gamma N_{k}}^{\Gamma N_{k-1}}$ that is bad at time $k$. For $1 \leq i \leq k-1$ we define $C_{i}=\operatorname{prev}\left(C_{i+1}\right)$. Let $\operatorname{Anc}_{k}\left(C_{k}\right)=\left\{\ell_{1}, \ldots, \ell_{s}\right\}$ with $\ell_{t-1}<\ell_{t}$ for $2 \leq t \leq s$ and let $\ell_{0}=0$. We know by Corollary 3.1.23, that for any $1 \leq t \leq s$ and for $i=\ell_{t-1}+1$ we have $\left\{\ell_{1}, \ldots, \ell_{t}\right\} \subset \operatorname{Anc}_{i}\left(C_{i}\right)$. Let $\ell^{\prime}=m a x \operatorname{Anc}_{i}\left(C_{i}\right)$,
we obtain by Lemma 3.1.21 and Lemma 3.1.20 that

$$
\begin{aligned}
\operatorname{diam}\left(C_{i}\right) & \geq \ell^{\prime}+2 \sum_{a \in \operatorname{Anc}_{i}\left(C_{i}\right) \backslash\left\{\ell^{\prime}\right\}} a \geq \ell_{t}+2 \sum_{u=1}^{t-1} \ell_{u}, \\
\operatorname{rad}\left(C_{i}\right) & \geq \frac{\operatorname{diam}\left(C_{i}\right)}{2} \geq \frac{\ell_{t}+2 \sum_{u=1}^{t-1} \ell_{u}}{2}, \\
\operatorname{drad}\left(C_{i}\right) & \geq \sum_{a \in \operatorname{Anc}_{i}\left(C_{i}\right)} a \geq \sum_{u=1} \ell_{u} .
\end{aligned}
$$

Remember that by Corollary 3.1 .13 ( $\mathcal{A}_{i}$ is an optimal $\frac{N_{k}}{\Gamma N_{i-1}}$-clustering with $\operatorname{cost}\left(\mathcal{A}_{i}\right)=i$ if cost $\in\{\operatorname{diam}, \operatorname{drad}\}$ and $\operatorname{cost}\left(\mathcal{A}_{i}\right)=i / 2$ if cost $=\mathrm{rad}$. We obtain

$$
\begin{aligned}
\frac{\operatorname{rad}\left(C_{i}\right)}{\operatorname{rad}\left(\mathcal{A}_{i}\right)} & =\frac{2 \operatorname{rad}\left(C_{i}\right)}{2 \operatorname{rad}\left(\mathcal{A}_{i}\right)} \geq \frac{\operatorname{diam}\left(C_{i}\right)}{\operatorname{diam}\left(\mathcal{A}_{i}\right)} \geq \frac{\ell_{t}+2 \sum_{u=1}^{t-1} \ell_{u}}{\ell_{t-1}+1} \\
\frac{\operatorname{drad}\left(C_{i}\right)}{\operatorname{drad}\left(\mathcal{A}_{i}\right)} & \geq \frac{\sum_{u=1}^{t} \ell_{u}}{\ell_{t-1}+1}
\end{aligned}
$$

which are lower bounds on the approximation factor of $\mathscr{H}$.
We apply Lemma 3.1 .24 on $\left(\ell_{0}, \ldots, \ell_{s}\right)$ to observe that there is $1 \leq t^{\prime} \leq s$ such that

$$
\frac{\ell_{t^{\prime}}+2 \sum_{u=1}^{t^{\prime}-1} \ell_{u}}{\ell_{t^{\prime}-1}+1}>3+2 \sqrt{2}-\epsilon
$$

and an $1 \leq t^{\prime \prime} \leq s$ such that

$$
\frac{\sum_{u=1}^{t^{\prime \prime}} \ell_{u}}{\ell_{t^{\prime \prime}-1}+1}>4-\epsilon
$$

This proves the theorem.

### 3.1.3 Counterexample for Mondal's Algorithm

So far we learned that the price of hierarchy is $3+2 \sqrt{2}$ for rad, diam and 4 for drad. However, the price of hierarchy does not reveal whether one can compute hierarchical clusterings with these approximation guarantees. The best polynomial time algorithm is the 8 -approximation by Dasgupta and Long [39]. Mondal claims that one can even obtain a 6 -approximation for the discrete radius objective [66, Theorem 3.7]. We claim that this is not correct and present an example where the approximation factor is 7 . First we give a brief summary of Mondal's algorithm.

Let $(\mathcal{X}, \mathcal{P}, d)$ be the clustering instance. In the beginning we compute a numbering of the points in $\mathcal{P}$ by running Gonzales' algorithm [43]. The numbering is computed as follows. We pick the first point $x_{1} \in \mathcal{P}$ arbitrarily and set $R_{1}=\infty$. For $2 \leq k \leq|\mathcal{P}|$ we set

$$
x_{k}=\operatorname{argmax}_{x \in \mathcal{P} \backslash\left\{x_{1}, \ldots, x_{k-1}\right\}} \min _{1 \leq i \leq k-1} d\left(x, x_{i}\right)
$$

and $R_{k}=\min _{1 \leq i \leq k-1} d\left(x_{k}, x_{i}\right)$. In other words the $k$-th point is picked as far as possible from the points $x_{1}, \ldots, x_{k-1}$ and we denote by $R_{k}$ the distance of $x_{k}$ to $x_{1}, \ldots, x_{k-1}$.

Based on the $R$-values we define the parent of a point $x \in \mathcal{P} \backslash\left\{x_{1}\right\}$. Let $N(x)=$ $\operatorname{argmin}\left\{d(x, y) \mid y \in \mathcal{P}, R_{x} \leq \frac{R_{y}}{2}\right\}$ denote the parent of $x$. In other words $N(x)$ is the

$$
\begin{aligned}
R_{1} & =\infty \\
R_{2} & =24-2 \epsilon \\
R_{3} & =R_{4}=16-\epsilon \\
R_{5} & =8 \\
R_{6} & =R_{7}=R_{8}=R_{9}=8-\epsilon \\
R_{10} & =R_{11}=R_{12}=R_{13}=4 \\
R_{14} & =R_{15}=4-\epsilon \\
R_{16} & =R_{17}=R_{18}=R_{19}=R_{20} \\
& =R_{21}=R_{22}=R_{23}=2 \\
R_{24} & =R_{25}=2-\epsilon \\
R_{26} & =R_{27}=1
\end{aligned}
$$



Figure 3.8: Here we see the clustering instance and the numbering obtained from Gonzales' algorithm as well as the optimal 9 -clustering with radius 2 depicted in gray.
point nearest to $x$ that satisfies $R_{x} \leq \frac{R_{N(x)}}{2}$. Notice that every point in $\mathcal{P} \backslash\left\{x_{1}\right\}$ has a properly defined parent, as $R_{1}=\infty$.

We build a tree on $\mathcal{P}$ as follows. For every point $x \in \mathcal{P}$ we simply add an edge between $x$ and $N(x)$. The resulting graph is cycle free, since $R_{x}<R_{N(x)}$ for all $x \in \mathcal{P}$, and contains $|\mathcal{P}|-1$ edges. Thus it is indeed a tree.

For any given $1 \leq k \leq|\mathcal{P}|$ we observe that by deleting the edges $\left\{x_{i}, N\left(x_{i}\right)\right\}$ for all $2 \leq i \leq k$ the tree decomposes into $k$ connected components with vertex sets $H_{k}^{1}, \ldots, H_{k}^{k}$. We define the $k$-clustering on $\mathcal{P}$ to be $\mathcal{H}_{k}=\left(H_{k}^{1}, \ldots, H_{k}^{k}\right)$. Then $\mathscr{H}=\left(\mathcal{H}_{|\mathcal{P}|}, \ldots, \mathcal{H}_{1}\right)$ is a hierarchical clustering of $\mathcal{P}$.

We believe that the algorithm by Mondal does not differ significantly from the algorithm by Dasgupta and Long. Since we already know that the analysis of the approximation guarantee of Dasgupta and Long's algorithm is tight [37], the significant improvement on the approximation guarantee seems surprising. We present an example where Mondal's algorithm in fact computes a $7-\epsilon$ approximation for some arbitrarily small $\epsilon>0$, contradicting the claimed approximation guarantee of 6 . We believe that this example can be generalized to prove that the approximation guarantee of Mondal's algorithm is at least 8 .

Let $\epsilon \in\left(0, \frac{1}{2}\right)$. Figure 3.8 shows a graph with 27 points that need to be clustered.


Figure 3.9: Here we see the final tree. To obtain the 9 -clustering we cut the red edges. The resulting clustering contains the cluster $\left\{x_{5}, x_{10}, x_{11}, x_{20}, x_{21}, x_{26}, x_{27}\right\}$ of radius 14 $3 \epsilon$.

The metric is given by the shortest-path metric in the graph. We perform Mondal's algorithm on this instance under the assumption that we can decide how to break ties, whenever they occur.

In Figure 3.8 we see the numbering of the points which is computed by Gonzales' algorithm as well as all $R$-values. Figure 3.9 shows the resulting tree. We obtain the 9 -clustering by cutting all edges $\left\{x_{i}, N\left(x_{i}\right)\right\}$ with $2 \leq i \leq 9$. This clustering contains the cluster $\left\{x_{5}, x_{10}, x_{11}, x_{20}, x_{21}, x_{26}, x_{27}\right\}$, whose radius is $14-3 \epsilon$, while the radius of the optimal 9 -clustering is 2 (see Figure 3.8).

### 3.2 Complete Linkage in General Metric Spaces

Complete linkage is a popular algorithm for computing hierarchical clusterings. Given a set of $n$ points $\mathcal{P}$ contained in a metric space $(\mathcal{X}, d)$, the algorithm starts with the $n$-clustering $\mathcal{H}_{n}$ where every point is contained in its own cluster. In every step complete linkage then merges the two clusters whose merge results in the smallest increase of the objective function cost $\in\{$ drad, rad, diam $\}$, i.e., given a $(k+1)$-clustering $\mathcal{H}_{k+1}$ complete linkage merges the two clusters $A, B \in \mathcal{H}_{k+1}$ that minimize $\operatorname{cost}(A \cup B)$. This process terminates when only one cluster is left.

The single linkage algorithm is also a popular agglomerative clustering method. Instead of minimizing the given objective function single linkage merges the two clusters with smallest distance to each other. Given a $(k+1)$-clustering $\mathcal{H}_{k+1}$ single linkage merges the two clusters $A, B \in \mathcal{H}_{k+1}$ that minimize $d(A, B)=\min _{x \in A, y \in B} d(x, y)$. In this section we analyze the approximation guarantee for complete linkage and single linkage for the objectives drad and diam.

One of the biggest and most well-known issues concerning single linkage is that of chaining. If there is a sequence of points $x_{1}, \ldots, x_{k} \in \mathcal{P}$ with $d\left(x_{i}, x_{i+1}\right)$ relatively small for all $i$, then single linkage might merge all of them together, despite the resulting cluster being quite large. Dasgupta and Long [39] show with their lower bound of $\Omega(\log (k))$ that a similar process of chaining can also occur when executing complete linkage. They give the example of points placed on a regular $(k \times k)$-grid with a spacing of 1 . The distance is given by the sum of the discrete metric on the horizontal axis and the logarithm of the absolute value of the vertical axis. That is, $d\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=\mathbf{1}_{x \neq x^{\prime}}+\log _{2}\left(1+\left|y-y^{\prime}\right|\right)$. Now, although an optimal clustering just consists of the individual rows of the grid, complete linkage might reproduce the columns instead (assuming that $k$ is a power of 2): iteratively go from top to bottom and merge vertically neighboring clusters. Every such iteration halves the number of clusters and, due to the logarithm, only increases the cost by 1 , just as when merging along the rows. Of course, we would have to pay only once to merge horizontally, whereas we have to pay $\log _{2}(k)$ times to merge vertically, but complete linkage cannot distinguish between these two cases. In fact, one can shift the vertical placement by arbitrarily small values to ensure that complete linkage always chooses the bad case.

We have to heavily modify the example to improve upon this $\log _{2}(k)$ factor. The fundamental problem is this: a vertical merge is only allowed to increase the cost by 1 to tie it with any horizontal merge, whereas the number of rows occupied by a cluster (and thus its diameter) doubles. We raise the lower bound by constructing an instance on which complete linkage iteratively merges diagonally shifted clusters. This process of merging clusters is much slower and does not require us to introduce a logarithmic scaling: merging one such cluster into the other incurs a cost of 1 , while at the same time increasing the number of occupied rows only by one. The instance that we describe later is successively built from smaller components that exhibit exactly this behaviour, while ensuring that any such merge does not pay for the whole row.

Following the work [1] one can show for complete linkage an upper bound of $\log _{2}(|P|-$ $k$ ) for drad. This comes from the following easy property, which is true for the radius but cannot be transferred to diameter: Suppose the optimal drad solution $\mathcal{O}$ has cost $x$. In a complete linkage clustering consisting of more than $k$ clusters two of its centers must lie in the same optimal cluster and therefore are at distance $\leq 2 x$ to each other. Thus the merge that is performed by complete linkage increases the cost by at most $2 x$. However


Figure 3.10: On the left we see two clusters with radius $r$ whose centers lie in the same optimal cluster with radius $x$. The radius of the merged cluster is at most $r+2 x$. On the right we have a similar situation for the diameter but we can upper bound the diameter of the merged cluster only by $2 d+x$.
if we replace drad by diam we see that the cost is more than doubled in the worst case (see Figure 3.10), which is not enough to obtain an upper bound polynomial in $k$. Thus we introduce another perspective on the cost of a cluster. A cluster is good if its cost is small enough in comparison to the number of optimal clusters from $\mathcal{O}$ which it intersects. As $\mathcal{O}$ consists of $k$ clusters this already implies a sufficiently small upper bound for good clusters. For all remaining clusters we show that their number is small enough. This approach leads to an upper bound of $O\left(k^{\ln (3) / \ln (2)}\right)$ for diam and, in combination with the $\log _{2}(|P|-k)$ upper bound, an upper bound of $O(k)$ for drad.

To analyze the hierarchical clustering $\mathscr{H}$ constructed by complete linkage we often consider the smallest clustering from $\mathscr{H}$ (in terms of the number of clusters) whose cost does not exceed a given bound. This perspective is already used in [44] and allows for a better handling of the cost.

Definition 3.2.1. Let cost $\in\{d \mathrm{drad}$, diam $\}$ and let $\mathscr{H}=\left(\mathcal{H}_{n}, \ldots, \mathcal{H}_{1}\right)$ be the hierarchical clustering computed by complete linkage with respect to cost $\in\{\mathrm{drad}, \mathrm{diam}\}$. For any $x \geq 0$ let $t_{\leq x}=\min \left\{k \mid \operatorname{cost}\left(\mathcal{H}_{k}\right) \leq x\right\}$ and set $\mathcal{C}_{x}=\mathcal{H}_{t \leq x}$. Furthermore, for a cluster $C \subseteq \mathcal{P}$ and an optimal $k$-clustering $\mathcal{O}=\mathcal{O}_{k}$ we denote by $\mathcal{O}_{C}=\{O \in \mathcal{O} \mid O \cap C \neq \emptyset\}$ the set of all optimal $k$-clusters hit by $C$.

Observe that $\mathcal{C}_{x}$ is the smallest clustering from $\mathscr{H}$ with cost at most $x$. Thus it has the useful property that every merge of two clusters in $\mathcal{C}_{x}$ results in a clustering of cost more than $x$.

### 3.2.1 Approximation Guarantee of Single Linkage

As outlined in [39] there are clustering instances where single linkage builds chains yielding the lower bound $\Omega(k)$ on the approximation factor. We show that this is the worst case scenario, as in fact single linkage computes an $O(k)$-approximation for diam and drad.

Let $\left(\mathcal{H}_{k}\right)_{k=1}^{n}$ be the hierarchical clustering computed by single linkage on $(\mathcal{P}, d)$. Recall that $\mathcal{H}_{k-1}$ arises from $\mathcal{H}_{k}$ by merging two clusters $A, B \in \mathcal{H}_{k}$ that minimize $d(A, B)$.

We first compare the radius of $\mathcal{H}_{k}$ to the radius of an optimal $k$-clustering $\mathcal{O}$ with respect to drad. We introduce a graph $G$ whose vertices are the optimal clusters $V(G)=$ $\mathcal{O}$ and whose edges $E(G)=\left\{\left\{O, O^{\prime}\right\} \subseteq \mathcal{O} \mid d\left(O, O^{\prime}\right) \leq 2 \operatorname{drad}(\mathcal{O})\right\}$ connect all pairs of optimal clusters $O, O^{\prime} \in \mathcal{O}$ with distance at most twice the optimal radius.

We make a similar construction to compare the diameter of $\mathcal{H}_{k}$ to the diameter of an optimal diam clustering $\mathcal{O}^{\prime}$. We consider the graph $G^{\prime}$ with $V\left(G^{\prime}\right)=\mathcal{O}^{\prime}$ where two clusters in $\mathcal{O}^{\prime}$ are connected via an edge if their distance is at most diam $\left(\mathcal{O}^{\prime}\right)$.

To estimate the cost of a single linkage cluster $C \in \mathcal{H}_{k}$ we look at the optimal clusters hit by $C$. The next lemma shows that for any two points in $C$ we can find a path connecting them that passes through a chain of optimal clusters with distance at $\operatorname{most} 2 \operatorname{drad}(\mathcal{O})$ or $\operatorname{diam}\left(\mathcal{O}^{\prime}\right)$ when considering the radius or diameter, respectively. One can already anticipate that this gives an upper bound of $O(k) \operatorname{drad}(\mathcal{O})$ or $O(k) \operatorname{diam}\left(\mathcal{O}^{\prime}\right)$ on the radius or diameter of any such cluster $C$. In Figure 3.11 we see an example of such a cluster $C$ and the optimal clusters hit by $C$.

Lemma 3.2.2. Let $C \in \mathcal{H}_{t}$ be a cluster computed by single linkage at a time step $t \geq k$. Then the graphs $G\left[\mathcal{O}_{C}\right]$ and $G^{\prime}\left[\mathcal{O}_{C}^{\prime}\right]$ induced by the vertex set of optimal clusters hit by $C$ are connected.

Proof. We prove the lemma for $G\left[\mathcal{O}_{C}\right]$ by induction. At the beginning $(t=n)$ the lemma obviously holds, since any cluster contained in $\mathcal{H}_{n}$ is a point and thus hits only one single optimal cluster. Assume now that the claim holds for $t>k$. By the pigeonhole principle there must exist two clusters $C, C^{\prime} \in \mathcal{H}_{t}$ with two points $c \in C$ and $c^{\prime} \in C^{\prime}$ lying in the same optimal cluster $O \in \mathcal{O}$. We know that $d\left(C, C^{\prime}\right) \leq 2 \operatorname{drad}(O) \leq 2 \operatorname{drad}(\mathcal{O})$. But this value is exactly the objective that single linkage minimizes, so we know in particular that this upper bound also holds for the distance between the clusters $D, D^{\prime}$ chosen by single linkage. Combining this with the induction hypothesis that both $G\left[\mathcal{O}_{D}\right]$ and $G\left[\mathcal{O}_{D^{\prime}}\right]$ are connected finishes the proof. One proves analogously that $G^{\prime}\left[\mathcal{O}_{C}^{\prime}\right]$ is connected by replacing $d\left(C, C^{\prime}\right) \leq 2 \operatorname{drad}(O) \leq 2 \operatorname{drad}(\mathcal{O})$ through $d\left(C, C^{\prime}\right) \leq \operatorname{diam}\left(\mathcal{O}^{\prime}\right)$ in the above argument.

As we see in Figure 3.11 this already yields an upper bound of $2 k$ diam $\left(\mathcal{O}^{\prime}\right)$ on the diameter of $C$. We estimate the radius of $C$ by looking at the paths going through optimal clusters in $\mathcal{O}_{C}$ that are at distance at most $2 \operatorname{drad}(\mathcal{O})$ from one another. Choosing the center appropriately and uncoiling these paths in our original space $\mathcal{P}$ yields our upper bound of $(2 k+2) \operatorname{drad}(\mathcal{O})$.

Theorem 3.2.3. Let cost $\in\{\mathrm{drad}, \mathrm{diam}\}$ and $\left(\mathcal{H}_{k}\right)_{k=1}^{n}$ be the hierarchical clustering computed by single linkage on $(\mathcal{P}, d)$ and let $\mathcal{O}_{k}$ be an optimal clustering with respect to cost. We have for all $1 \leq k \leq n$

1. $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq(2 k+2) \cdot \operatorname{cost}\left(\mathcal{O}_{k}\right)$ if $\operatorname{cost}=\mathrm{drad}$
2. $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq 2 k \cdot \operatorname{cost}\left(\mathcal{O}_{k}\right)$ if $\operatorname{cost}=\operatorname{diam}$.

Proof. We prove the statement for drad. Fix an arbitrary time step $1 \leq k \leq n$ and denote $\mathcal{O}=\mathcal{O}_{k}$. Let $C \in \mathcal{H}_{k}$ be an arbitrary cluster and $Q$ a longest simple path in $G\left[\mathcal{O}_{C}\right]$. Choose as center for $C$ an arbitrary point $c \in C \cap O$ from an optimal cluster $O$ lying in the middle of $Q$. Note that by this choice every other vertex in $G\left[\mathcal{O}_{C}\right]$ is reachable from $O$ by a path of length at most $\frac{k}{2}$. Uncoiling such paths in $\mathcal{P}$ gives us an upper bound of $2(k+1) \operatorname{drad}(\mathcal{O})$ for the distance between $c$ and any other point $z \in C$ as follows: If $O_{z} \in \mathcal{O}$ is the optimal cluster containing $z$, then by choice of $O$, there exists a path $O=O_{1}, \ldots, O_{\ell+1}=O_{z}$ in $G\left[\mathcal{O}_{C}\right]$ of length $\ell \leq \frac{k}{2}$ connecting them.


Figure 3.11: Cluster $C$ hits the optimal clusters $A_{1}, \ldots, A_{\ell}$ with $d\left(A_{i}, A_{i+1}\right) \leq 2 \operatorname{drad}(\mathcal{O})$ when considering the radius on the left and $d\left(A_{i}, A_{i+1}\right) \leq \operatorname{diam}\left(\mathcal{O}^{\prime}\right)$ when considering the diameter on the right. In the left picture, we see that choosing center $c$ in $A_{\left\lceil\frac{\ell}{2}\right\rceil}$ leads to $\operatorname{drad}(C) \leq 2(\ell+1) \operatorname{drad}(\mathcal{O})$. Similarly the diameter of $C$ in the right picture is at $\operatorname{most} 2 \ell \operatorname{drad}(\mathcal{O})$.

That means, for each $i=1, \ldots, \ell$ there exist points $x_{i} \in O_{i}, y_{i+1} \in O_{i+1}$ such that $d\left(x_{i}, y_{i+1}\right) \leq 2 \operatorname{drad}(\mathcal{O})$. Hence

$$
\begin{aligned}
d(c, z) \leq & d\left(c, x_{1}\right)+\sum_{i=1}^{\ell-1}\left(d\left(x_{i}, y_{i+1}\right)+d\left(y_{i+1}, x_{i+1}\right)\right) \\
& +d\left(x_{\ell}, y_{\ell+1}\right)+d\left(y_{\ell+1}, z\right) \\
\leq & 2(2 \ell+1) \operatorname{drad}(\mathcal{O}) \leq 2(k+1) \operatorname{drad}(\mathcal{O}) .
\end{aligned}
$$

Using Lemma 3.2.2 one proves the statement for diam analogously.

### 3.2.2 An Upper Bound for Complete Linkage

Even though complete linkage is often used when it comes to computing a hierarchical clustering, there are no known non-trivial upper bounds for its approximation guarantee in general metric spaces, to the best of the author's knowledge. We give an upper bound for complete linkage for the radius and diameter objective.

## An Upper Bound for Radius-Based Cost

We show that the approximation ratio of complete linkage for the drad objective is in $O(k)$.

Theorem 3.2.4. Let $\mathscr{H}=\left(\mathcal{H}_{n}, \ldots, \mathcal{H}_{1}\right)$ be the hierarchical clustering computed by complete linkage on $(\mathcal{P}, d)$ with respect to drad. For all $1 \leq k \leq n$ the radius $\operatorname{drad}\left(\mathcal{H}_{k}\right)$ is upper bounded by $O(k) \operatorname{drad}\left(\mathcal{O}_{k}\right)$, where $\mathcal{O}_{k}$ is an optimal $k$-clustering with respect to drad.

To simplify the notation we fix an arbitrary $k$ and assume that the optimal $k$ clustering $\mathcal{O}=\mathcal{O}_{k}$ has radius $\operatorname{drad}(\mathcal{O})=\frac{1}{2}$. The latter is possible without loss of generality by scaling the metric appropriately.

We split the proof of Theorem 3.2.4 into two parts. In the first, we derive a crude upper bound for the increasing cost of clusterings produced during the execution of complete linkage. This part follows from [1], which uses the same bound to estimate the
cost of some few merge steps. Lemma 3.2.7 shows that the difference in cost between $\mathcal{H}_{k}$ and $\mathcal{H}_{t}$ for $t>k$ is at most $\left\lceil\log _{2}(t-k)\right\rceil+1$. That is, $\operatorname{drad}\left(\mathcal{H}_{k}\right) \leq\left\lceil\log _{2}(t-\right.$ $k)\rceil+1+\operatorname{drad}\left(\mathcal{H}_{t}\right)$ holds for all $1 \leq k<t \leq n$. A clustering $\mathcal{H}_{t}$ whose radius we can estimate directly (i.e. without refering to any other clustering) thus yields a proper upper bound for $\operatorname{drad}\left(\mathcal{H}_{k}\right)$. Ideally, this clustering should consist of relatively few clusters (so that $\left\lceil\log _{2}(t-k)\right\rceil$ is small), while at the same time not being too expensive. Of course, however, these criteria oppose each other. Naively choosing the initial clustering $\mathcal{H}_{t}=\mathcal{H}_{n}$ is not good enough. Although its radius is minimal, the number of clusters is too high, only yielding an upper bound of $\operatorname{drad}\left(\mathcal{H}_{k}\right) \leq\left\lceil\log _{2}(n-k)\right\rceil+1$. In the second part of the proof we thus set out to find a different clustering to start from.

Part 1: An estimate of the relative difference in cost When dealing with radii, any merge done by complete linkage previous to reaching a $k$-clustering increases the radius by at most $2 \operatorname{drad}(\mathcal{O})=1$ (Figure 3.10). This is due to the fact that the centers of two of those clusters are contained in the same optimal cluster.

We show that complete linkage clusterings at times $t_{\leq x}$ and $t_{\leq x+1}$ can have at most $k$ clusters in common. All other clusters from $\mathcal{C}_{x}$ are merged in $\mathcal{C}_{x+1}$.
Lemma 3.2.5. For all $x \geq 0$ the clustering $\mathcal{C}_{x+1}$ contains at most $k$ clusters of radius at most $x$. In particular, it holds that $\left|\mathcal{C}_{x+1} \cap \mathcal{C}_{x}\right| \leq k$.
Proof. Assume on the contrary that at time $t_{\leq x+1}$ there exist $k+1$ pairwise different clusters $D_{1}, \ldots, D_{k+1}$ of radius at most $x$. Denote by $d_{i} \in D_{i}$ a point that induces the smallest radius, i.e. $\operatorname{drad}\left(D_{i}\right)=\max _{d \in D_{i}} d\left(d, d_{i}\right)$ for all $i$. Then two of these points, say $d_{1}$ and $d_{2}$, have to be contained in the same optimal cluster $O \in \mathcal{O}$. Hence, we know that

$$
\operatorname{drad}\left(D_{1} \cup D_{2}\right) \leq 1+\max _{i \in\{1,2\}} \operatorname{drad}\left(D_{i}\right) \leq 1+x
$$

because $d\left(d_{1}, d_{2}\right) \leq 2 \operatorname{drad}(O) \leq 2 \operatorname{drad}(\mathcal{O})=1$ and $\operatorname{drad}\left(D_{i}\right) \leq x$ for $i=1,2$. This contradicts the definition of $\mathcal{C}_{x+1}$, as $D_{1}$ and $D_{2}$ can still be merged without pushing the radius beyond $x+1$.

With this we can upper bound $\left|\mathcal{C}_{x+i}\right|$ in terms of $\left|\mathcal{C}_{x}\right|$ for all $i \in \mathbb{N}$.
Corollary 3.2.6. For all $i \in \mathbb{N}$ and $x \geq 0$ it holds that $\left|\mathcal{C}_{x+i}\right| \leq k+\frac{1}{2^{2}}\left(\left|\mathcal{C}_{x}\right|-k\right)$.
Proof. First, we consider what happens when we increase the radius by 1. We fix an arbitrary $x^{\prime} \geq 0$. Lemma 3.2 .5 shows that at most $k$ clusters from $\mathcal{C}_{x^{\prime}}$ are left untouched, while the remaining $\left|\mathcal{C}_{x^{\prime}}\right|-k$ clusters have to be merged with at least one other cluster (thus at least halving the number of those clusters) to get to $\mathcal{C}_{x^{\prime}+1}$. This yields a bound of

$$
\left|\mathcal{C}_{x^{\prime}+1}\right| \leq k+\frac{1}{2}\left(\left|\mathcal{C}_{x^{\prime}}\right|-k\right)
$$

Now, the case for general $i \in \mathbb{N}$ follows by a straightforward induction. We have just shown that the claim is true for $i=1$, where we set $x^{\prime}=x$. For the induction step suppose that

$$
\left|\mathcal{C}_{x+i-1}\right| \leq k+\frac{1}{2^{i-1}}\left(\left|\mathcal{C}_{x}\right|-k\right) .
$$

Substituting this into the inequality

$$
\left|\mathcal{C}_{x+i}\right| \leq k+\frac{1}{2}\left(\left|\mathcal{C}_{x+i-1}\right|-k\right),
$$

derived from the first part of our proof with $x^{\prime}=x+i-1$, yields

$$
\left|\mathcal{C}_{x+i}\right| \leq k+\frac{k+\frac{1}{2^{i-1}}\left(\left|\mathcal{C}_{x}\right|-k\right)-k}{2}=k+\frac{1}{2^{i}}\left(\left|\mathcal{C}_{x}\right|-k\right)
$$

as claimed.

Lemma 3.2.7. For all $k<t \leq n$ it holds that $\operatorname{drad}\left(\mathcal{H}_{k}\right) \leq\left\lceil\log _{2}(t-k)\right\rceil+1+\operatorname{drad}\left(\mathcal{H}_{t}\right)$.
Proof. Let $x=\operatorname{drad}\left(\mathcal{H}_{t}\right)$, so that $\mathcal{C}_{x}$ consists of at most $t$ clusters. Applying Corollary 3.2 .6 with $i=\left\lceil\log _{2}(t-k)\right\rceil+1$ then shows that

$$
\left|\mathcal{C}_{x+i}\right|<k+\frac{1}{t-k}\left(\left|\mathcal{C}_{x}\right|-k\right) \leq k+1
$$

That is, $\mathcal{C}_{x+i}$ emerges from $\mathcal{H}_{k}$ by merging some (or none) of its clusters and we can conclude that $\operatorname{drad}\left(\mathcal{H}_{k}\right) \leq \operatorname{drad}\left(\mathcal{C}_{x+i}\right) \leq x+i=\operatorname{drad}\left(\mathcal{H}_{t}\right)+\left\lceil\log _{2}(t-k)\right\rceil+1$.

Part 2: A cheap clustering with few clusters Suppose that there exists a complete linkage clustering $\mathcal{H}_{t}$ for some $t>k$ with $t \in O\left(2^{k}\right)$ clusters and $\operatorname{drad}\left(\mathcal{H}_{t}\right) \in O(k)$. Then applying Lemma 3.2.7 shows that

$$
\operatorname{drad}\left(\mathcal{H}_{k}\right) \in \log _{2}\left(O\left(2^{k}\right)\right)+1+O(k)=O(k)=O(k) \operatorname{drad}(\mathcal{O})
$$

and Theorem 3.2 .4 is proven (recall that $\operatorname{drad}(\mathcal{O})=\frac{1}{2}$ ). We show that $\mathcal{H}_{t}=\mathcal{C}_{4 k+2}$ is a sufficiently good choice. To estimate the size of $\mathcal{C}_{4 k+2}$, we distinguish between active and inactive clusters. Remember that $\mathcal{O}_{C}=\{O \in \mathcal{O} \mid O \cap C \neq \emptyset\}$ is the set of optimal clusters hit by $C$.

Definition 3.2.8. We call a cluster $C \in \mathcal{C}_{x}$ active, if $\operatorname{drad}(C) \leq 4 \cdot\left|\mathcal{O}_{C}\right|$, or if there exists a cluster $C^{\prime} \in \bigcup_{i=1}^{x} \mathcal{C}_{x-i}$ such that $\mathcal{O}_{C}=\mathcal{O}_{C^{\prime}}$ and $\operatorname{drad}\left(C^{\prime}\right) \leq 4 \cdot\left|\mathcal{O}_{C^{\prime}}\right|$. Otherwise, $C$ is called inactive.

The behavior that makes complete linkage difficult to analyze it the problem that complete linkage can merge clusters that are quite far apart. That is complete linkage can produce clusters that are very expensive relative to the number of optimal clusters hit by them. We mark such clusters as inactive and count them directly the first time they are created. We will see that the number of such clusters is small. However the number of active clusters is potentially large, but if the radius of the clustering reaches $4 k+2$, this number can also be bounded as we see in the following lemma.

Lemma 3.2.9. There are at most $2^{k}$ active clusters in $\mathcal{C}_{4 k+2}$.
Proof. Notice that at time $t_{\leq 4 k+2}$ there cannot exist two active clusters $C_{1}$ and $C_{2}$ with $\mathcal{O}_{C_{1}} \subseteq \mathcal{O}_{C_{2}}$. Indeed, since $C_{2}$ hits all the optimal clusters hit by $C_{1}$ we get that

$$
\operatorname{drad}\left(C_{1} \cup C_{2}\right) \leq \operatorname{drad}\left(C_{2}\right)+1 \leq 4\left|\mathcal{O}_{C_{2}}\right|+2 \leq 4 k+2
$$

where the second inequality follows from the fact that $C_{2}$ is active. We conclude that $C_{1}$ and $C_{2}$ would have been merged in $\mathcal{C}_{4 k+2}$. Now, if there are more than $2^{k}$ active clusters in $\mathcal{C}_{4 k+2}$, then at least two of them must hit exactly the same set of optimal clusters. Since we have just ruled this out, the lemma follows.

We estimate the number of inactive clusters by looking at the circumstances under which they arise. As it happens, at each step there are not many clusters whose merge yields an inactive cluster.

Lemma 3.2.10. There are at most $4 k^{2}+k$ inactive clusters in $\mathcal{C}_{4 k+2}$.
Proof. Let $m_{x}$ be the number of inactive clusters in $\mathcal{C}_{x}$. We show that the recurrence relation $m_{x} \leq m_{x-1}+k$ holds for any $x \in \mathbb{N}$. In that case $m_{4 k+2} \leq(4 k+1) k=4 k^{2}+k$ since $m_{1}=0$ and we are done.

To prove the recurrence relation first fix some arbitrary $x \in \mathbb{N}$ and let $D \in \mathcal{C}_{x}$ be an inactive cluster. Let $D_{1}, \ldots, D_{\ell} \in \mathcal{C}_{x-1}$ be the clusters whose merge results in $D$. We show that none of them can be active at time $t_{\leq x-1}$ and have radius at least $x-2$. Since this only leaves few possible clusterings, we get the recurrence inequality given above. Suppose that for one of the clusters, say $D_{i}$, it holds that $4 \cdot\left|\mathcal{O}_{D_{i}}\right|+1 \geq \operatorname{drad}\left(D_{i}\right) \geq x-2$. Right away, notice that $\left|\mathcal{O}_{D_{i}}\right|<\left|\mathcal{O}_{D}\right|$ since otherwise $D$ would also be active by the second part of the definition. But then

$$
\operatorname{drad}(D) \leq x \leq \operatorname{drad}\left(D_{i}\right)+2 \leq 4\left|\mathcal{O}_{D_{i}}\right|+3<4\left(\left|\mathcal{O}_{D_{i}}\right|+1\right) \leq 4\left|\mathcal{O}_{D}\right|
$$

contradicts the assumption of $D$ being inactive. As such, we know that all $D_{i}(i=$ $1, \ldots, \ell)$ must be inactive or have radius less than $x-2$. In other words, each inactive cluster in $\mathcal{C}_{x}$ descends from the set

$$
\left\{D \in \mathcal{C}_{x-1} \mid D \text { is inactive }\right\} \cup\left\{D \in \mathcal{C}_{x-1} \mid \operatorname{drad}(D)<x-2\right\}
$$

The cardinality of the set on the left is $m_{x-1}$ and, by Lemma 3.2.5, the cardinality of the set on the right is at most $k$. This proves the claim.

Corollary 3.2.11. $\mathcal{C}_{4 k+2}$ consists of at most $2^{k}+4 k^{2}+k$ clusters.
Notice that Theorem 3.2 .4 is an immediate consequence of Corollary 3.2 .11 and Lemma 3.2.7.

## An Upper Bound for Diameter-Based Cost

The main challenge in proving an upper bound on the approximation guarantee of complete linkage when replacing the drad objective by the diam objective is to deal with the possibly large increase of cost after a merge step. When we perform complete linkage for the drad objective, complete linkage roughly halves the number of clusters while the radius increases by a constant amount and this is repeated as long as the number of clusters is larger than $k$ (see Corollary 3.2.6). This is an easy conclusion from the fact that whenever the centers of two clusters are contained in the same optimal cluster merging the two clusters increases the radius only by twice the radius of the optimal clustering. If we try to apply this insight to analyze complete linkage for the diam objective we now consider the merge of two clusters which intersect the same optimal cluster. As we see in Figure 3.10 merging these two clusters can double the diameter in the worst case, therefore we are not able to prove a similar statement to Corollary 3.2 .6 for diam. In conclusion when dealing with the diameter we ignore Part 1 of the analysis for the radius and instead follow some ideas of Part 2 where we divide clusters constructed by complete linkage in active and inactive clusters. Even though we substantially change the definition of inactive and active clusters the main idea stays the same: the diameter
of active clusters can be upper bounded nicely while we guarantee that there are not too many inactive clusters. A main difference to Part 2 of the analysis for the radius is now that the total number of active and inactive clusters must be upper bounded by $k$ instead of $O\left(2^{k}\right)$, which yields the increase in the approximation factor for diameter.

We now give a brief overview over the ideas used to upper bound the approximation factor of complete linkage for the diameter. For some arbitrary but fixed $k$ let $\mathcal{O}$ denote an optimal diam solution of size $k$ and assume that $\operatorname{diam}(\mathcal{O})=1$ from now on. Consider the clustering $\mathcal{C}_{1}$ computed by complete linkage at time $t_{\leq 1}$. Observe that every optimal cluster can fully contain at most one cluster from $\mathcal{C}_{1}$, as the union of such clusters would cost at most 1 . Now, consider the graph $G=(V, E)$ with $V=\mathcal{O}$ and edges $\{A, B\} \subset V$ for every cluster $C \in \mathcal{C}_{1}$ intersecting $A$ and $B$. If there is such an edge $\{A, B\}$, then the cost of merging $A$ and $B$ is upper bounded by 3 . We can go even further and consider the merge of all optimal clusters in a connected component of $G$. Suppose the size of the connected component is $m$, then the resulting cluster costs at most $2 m-1$. There are two extreme cases in which we could end up: if $E=\emptyset$, then $\mathcal{C}_{1}=\mathcal{O}$ and complete linkage has successfully recovered the optimal solution. On the other hand, if $G$ is connected, then merging all points costs at most $2 k-1$ and we get an $O(k)$-approximative solution. The remaining cases are more difficult to handle. We proceed by successively adding edges between optimal clusters, while maintaining the property that for a connected component $Z$ in $G$ merging $\cup_{A \in V(Z)} A$ costs at most $|V(Z)|^{\ln (3) / \ln (2)}$. This leads to an upper bound of $\left\lceil k^{\ln (3) / \ln (2)}\right\rceil$ for all clusters $C$ constructed by complete linkage with $C \subset \cup_{A \in V(Z)} A$. We call such clusters active clusters. All clusters which do not admit this property are called inactive clusters. We show that the number of inactive clusters is sufficiently small, such that in the end, we are able to prove that $\mathcal{C}_{\left[k^{\ln (3) / \ln (2)\rceil}\right.}$ consists of at most $k$ clusters. This immediately leads the following theorem.

Theorem 3.2.12. Let $\mathscr{H}=\left(\mathcal{H}_{n}, \ldots, \mathcal{H}_{1}\right)$ be the hierarchical clustering computed by complete linkage on $(\mathcal{P}, d)$ with respect to diam. For all $1 \leq k \leq n$ the diameter diam $\left(\mathcal{H}_{k}\right)$ is upper bounded by $\left\lceil k^{\ln (3) / \ln (2)}\right\rceil \operatorname{diam}\left(\mathcal{O}_{k}\right)$, where $\mathcal{O}_{k}$ is an optimal $k$-clustering with respect to diam.

Let $\alpha=\ln (3) / \ln (2)$ from now on. Essential for this section is a sequence of cluster graphs $G_{t}=\left(V_{t}, E_{t}\right)$ for $t=1, \ldots,\left\lceil k^{\alpha}\right\rceil$ constructed directly on the set $V_{t}=\mathcal{O}$ of optimal $k$-clusters. We start with the cluster graph $G_{1}$ that contains edges $\{A, B\}$ for every two vertices $A, B \in V_{1}=\mathcal{O}$ that are hit by a common cluster from $\mathcal{C}_{1}$. To this we successively add edges based on a vertex labeling in order to create the remaining cluster graphs $G_{2}, \ldots, G_{\left\lceil k^{\ln (3) / \ln (2)\rceil}\right.}$. The labeling distinguishes vertices as being either active or inactive. We denote the set of active vertices in $V_{t}$ by $V_{t}^{a}$ and the set of inactive ones by $V_{t}^{i}$. In the beginning $(t=1)$ the inactive vertices are set to precisely those that are isolated: $V_{1}^{i}=\left\{O \in V_{1} \mid \delta_{G_{1}}(O)=\emptyset\right\}$. For $t \geq 2$, the labeling is outlined in Definition 3.2.13. Over the course of time, active vertices may become inactive, but inactive vertices never become active again.

Given a labeling for $V_{t+1}$, we construct $G_{t+1}$ from $G_{t}$ by adding additional edges: If there are two active vertices $A, B \in V_{t+1}^{a}$ that are both hit by a common cluster from $\mathcal{C}_{t+1}$, we add an edge $\{A, B\}$ to $E_{t+1}$.

Definition 3.2.13. Let $t \geq 1$ and $A \in V_{t+1}$ be an arbitrary optimal cluster and $Z_{A}$ the connected component in $G_{t}$ that contains $A$. We call $A$ inactive (i.e., $A \in V_{t+1}^{i}$ ) if $\left\lceil\operatorname{diam}\left(Z_{A}\right)\right\rceil \leq t$, and active otherwise. Here, and in the following $\operatorname{diam}\left(Z_{A}\right)=$ $\operatorname{diam}\left(\cup_{B \in V\left(Z_{A}\right)} B\right)$ denotes the cost of merging all optimal clusters contained in $V\left(Z_{A}\right)$.

Thus if a connected component in $G_{t}$ has small diameter, then all vertices in this component become inactive in $G_{t+1}$ by definition. We state the following useful properties of inactive vertices in $\left(G_{t}\right)_{t=1}^{\left[k^{\alpha}\right]}$.
Lemma 3.2.14. If $Z$ is a connected component in $G_{t+1}$ with $V(Z) \cap V_{t+1}^{i} \neq \emptyset$, then

1. $Z$ is also a connected component in $G_{t}$ and $\lceil\operatorname{diam}(Z)\rceil \leq t$,
2. we have $V(Z) \subseteq V_{t+1}^{i}$, i.e., all vertices in $Z$ become inactive at the same time.

Moreover we have $V_{t}^{i} \subseteq V_{t+1}^{i}$, so once vertices become inactive, they stay inactive. Equivalently, $V_{t+1}^{a} \subseteq V_{t}^{a}$.
Proof. Take any inactive vertex $A \in V_{t+1}^{i} \cap V(Z)$ and consider the connected component $Z_{A}$ in $G_{t}$ containing $A$. By Definition 3.2 .13 we have that $\left\lceil\operatorname{diam}\left(Z_{A}\right)\right\rceil \leq t$ and so all other vertices in $Z_{A}$ have to be in $V_{t+1}^{i}$ as well. We observe that $E_{t+1} \backslash E_{t}$ only contains edges between vertices from $V_{t+1}^{a}$ by construction. This shows $Z=Z_{A}$.

It is left to show that inactive vertices stay inactive. For $t=1$ the inactive vertices $V_{1}^{i}$ are already connected components with diameter at most 1 . As such, they remain inactive at step $t=2$. For $t \geq 2$, consider an inactive vertex $A \in V_{t}^{i}$ and the connected component $Z \subseteq G_{t}$ containing it. We showed previously that $V(Z) \subset V_{t}^{i}$ and so $Z$ is also a connected component in $G_{t+1}$ with $\lceil\operatorname{diam}(Z)\rceil \leq t-1<t$ and thus $A \in V(Z) \subset$ $V_{t+1}^{i}$.

Definition 3.2.15. Let $C \in \mathcal{C}_{t}$ for some fixed $t \in \mathbb{N}$. We define $\mathscr{I}_{t}=\left\{C \in \mathcal{C}_{t} \mid\right.$ $\left.\mathcal{O}_{C} \cap V_{t}^{i} \neq \emptyset\right\}$ as the set of all clusters in $\mathcal{C}_{t}$ which hit at least one inactive vertex of $G_{t}$. We call these clusters inactive and all clusters from $\mathcal{C}_{t} \backslash \mathscr{I}_{t}$ active.

We prove the following easy property about active clusters.
Lemma 3.2.16. If $C \in \mathcal{C}_{t} \backslash \mathscr{I}_{t}$, then $G_{t}\left[\mathcal{O}_{C}\right]$ forms a clique. In particular there exists a connected component in $G_{t}$ that fully contains $\mathcal{O}_{C}$.
Proof. By definition of $\mathscr{I}_{t}, \mathcal{O}_{C}$ must consist exclusively of active vertices. Since all of them are hit by $C \in \mathcal{C}_{t}$ there exists an edge $\{A, B\} \in E_{t}$ for every pair $A, B \in \mathcal{O}_{C}$. In other words, $G_{t}\left[\mathcal{O}_{C}\right]$ forms a clique and the claim follows.

This does not necessarily hold for an inactive cluster $C \in \mathscr{I}_{t}$. As $C$ contains at least one inactive vertex, the connected component $Z$ which contains this vertex does not grow. If later on complete linkage merges $C$ with another cluster the result is an inactive cluster which may hit vertices outside of $Z$. So $G_{t^{\prime}}$ does not reflect the progression of $C$ for $t^{\prime} \geq t$. However, the number of such clusters cannot exceed $\left|V_{t}^{i}\right|$.

Lemma 3.2.17. The number of inactive clusters in $\mathcal{C}_{t}$ is at most the number of inactive vertices at time $t$. That is, $\left|\mathscr{I}_{t}\right| \leq\left|V_{t}^{i}\right|$ holds for all $t \in \mathbb{N}$.

Proof. We prove the claim by showing that the following inductive construction defines a family of injective mappings $\phi_{t}: \mathscr{I}_{t} \rightarrow V_{t}^{i}$ :

- Let $C \in \mathscr{I}_{1}$ be an inactive cluster. By definition $C$ thus has to intersect an inactive optimal cluster $A \in V_{1}^{i}$. Actually, there can only be one such cluster, as any other optimal cluster that is hit would induce an edge incident to $A$ in $G_{1}$, making it active. Set $\phi_{1}(C)=A$, so that $\mathcal{O}_{C}=\left\{\phi_{1}(C)\right\}$.
- For $t>1$ and $C \in \mathscr{I}_{t}$ we distinguish two cases: If there is no cluster in $\mathscr{I}_{t-1}$ that is a subset of $C$, we pick an arbitrary but fixed $A \in \mathcal{O}_{C} \cap V_{t}^{i}$ and set $\phi_{t}(C)=A$. Otherwise, we know that $C$ must descend from some cluster $D \in \mathscr{I}_{t-1}$ and we can set $\phi_{t}(C)=\phi_{t-1}(D)$. Since $\phi_{t-1}(D) \in V_{t-1}^{i} \subset V_{t}^{i}$ by Lemma 3.2.14, this shows that $\phi_{t}$ really maps into $V_{t}^{i}$.

Suppose that there exist two inactive clusters $C, D \in \mathscr{I}_{1}$ that are mapped to the same inactive vertex $A \in V_{1}^{i}$. Then, by the construction of $\phi_{1}, \mathcal{O}_{C}=\{A\}=\mathcal{O}_{D}$ shows that $C$ and $D$ are actually fully contained in the same optimal cluster. The optimal cluster has diameter at most 1 and so $C$ and $D$ would have already been merged in $\mathcal{C}_{1}$. As this is not possible, $\phi_{1}$ has to be injective.

Now, let $t \geq 2$ be arbitrary and assume $\phi_{t-1}$ to be injective. We show that in that case $\phi_{t}$ also has to be injective. Suppose on the contrary that there exist two different clusters $C, D \in \mathscr{I}_{t}$ with $\phi_{t}(C)=\phi_{t}(D)$. We distinguish three cases.

Case 1: Both $C$ and $D$ descend from (i.e., contain) clusters $C^{\prime}, D^{\prime} \in \mathscr{I}_{t-1}$ with $\phi_{t}(C)=$ $\phi_{t-1}\left(C^{\prime}\right)$ and $\phi_{t}(D)=\phi_{t-1}\left(D^{\prime}\right)$, respectively. Then $\phi_{t-1}\left(C^{\prime}\right)=\phi_{t}(C)=\phi_{t}(D)=$ $\phi_{t-1}\left(D^{\prime}\right)$ entails that $C^{\prime}=D^{\prime}$, since $\phi_{t-1}$ is assumed to be injective. Clearly, $C^{\prime}=D^{\prime}$ cannot end up being a subset of two different clusters in $\mathscr{I}_{t}$ and so we end up in a contradiction.

Case 2: Neither $C$ nor $D$ descend from a cluster in $\mathscr{I}_{t-1}$. In other words, $C$ and $D$ fully descend from clusters in $\mathcal{C}_{t-1} \backslash \mathscr{I}_{t-1}$ and so there exist clusters $C^{\prime}, D^{\prime} \in \mathcal{C}_{t-1} \backslash \mathscr{I}_{t-1}$ contained in $C$ and $D$, respectively, such that $A=\phi_{t}(C)=\phi_{t}(D) \in \mathcal{O}_{C^{\prime}} \cap \mathcal{O}_{D^{\prime}}$. Applying Lemma 3.2 .16 yields the existence of a connected component $Z$ in $G_{t-1}$ with $V(Z) \supset \mathcal{O}_{C^{\prime}} \cup \mathcal{O}_{D^{\prime}}$. We show that this connected component has diameter at most $t-1$. In that case, $C^{\prime}$ and $D^{\prime}$ should have already been merged in $\mathcal{C}_{t-1}$; a contradiction. To show that $\operatorname{diam}(Z) \leq t-1$, consider the connected component $Z^{\prime}$ in $G_{t}$ containing $A=\phi_{t}(C)=\phi_{t}(D) \in \mathcal{O}_{C} \cap \mathcal{O}_{D} \cap V_{t}^{i}$. Since $A$ was chosen from a subset of $V_{t}^{i}$, we know from Lemma 3.2.14 that $Z^{\prime}$ is also a connected component in $G_{t-1}$ with $\operatorname{diam}\left(Z^{\prime}\right) \leq t-1$. Now, $A \in V(Z) \cap V\left(Z^{\prime}\right)$ shows that $Z=Z^{\prime}$ and so we are done.

Case 3: $D$ contains a cluster $D^{\prime} \in \mathscr{I}_{t-1}$, so that $\phi_{t}(D)=\phi_{t-1}\left(D^{\prime}\right) \in V_{t-1}^{i}$, whereas $C$ does not. (The symmetric case with the roles of $C$ and $D$ swapped is left out.) Since $C$ fully descends from $\mathcal{C}_{t-1} \backslash \mathscr{I}_{t-1}$, we know that $\mathcal{O}_{C} \subseteq V_{t-1}^{a}$. But this already yields a contradiction: $V_{t-1}^{a} \ni \phi_{t}(C)=\phi_{t}(D)=\phi_{t-1}\left(D^{\prime}\right) \in V_{t-1}^{i}$.

This covers all possible cases, with each one ending in a contradiction. Hence $\phi_{t}$ has to be injective and by induction this holds for all $t \in \mathbb{N}$.

Active clusters from $\mathcal{C}_{t}$ are nicely represented by the graph $G_{t}$ as shown in Lemma 3.2.16. We can indirectly bound the diameter of active clusters by bounding the diameter of the connected components they are contained in.

Lemma 3.2.18. Let $Z$ be a connected component in $G_{t}$. If $V(Z) \subset V_{t}^{a}$, we have $\lceil\operatorname{diam}(Z)\rceil \leq|V(Z)|^{\alpha}$.

Proof. Again, we prove this via an induction over $t$. For $t=1$ and $A, B \in V(Z)$ we want to upper bound the distance between $p \in A$ and $q \in B$. Let $A=Q_{1}, \ldots, Q_{s}=B$ be a simple path connecting $A$ and $B$ in $Z$. We know by definition of $G_{1}$ that for
$j=1, \ldots, s-1$ there is a pair of points $p_{j} \in Q_{j}$ and $q_{j} \in Q_{j+1}$ with $d\left(p_{j}, q_{j}\right) \leq 1$. Using the triangle inequality we obtain

$$
\begin{aligned}
d(p, q) \leq & d\left(p, p_{1}\right)+\sum_{j=1}^{s-2}\left(d\left(p_{j}, q_{j}\right)+d\left(q_{j}, p_{j+1}\right)\right) \\
& +d\left(p_{s-1}, q_{s-1}\right)+d\left(q_{s-1}, q\right) \\
\leq & 2 s-1
\end{aligned}
$$

Here we use that $q_{j}$ and $p_{j+1}$ are in the same optimal cluster, thus the distance between those points is at most one.

Since $V(Z)$ contains only active vertices we have $|V(Z)| \geq 2$. Using the above upper bound on the distance between two points in $\bigcup_{A \in V(Z)} A$ we obtain

$$
\lceil\operatorname{diam}(Z)\rceil \leq 2|V(Z)|-1 \leq|V(Z)|^{\alpha},
$$

where the last inequality follows from the fact that the function $h(x)=x^{\alpha}-2 x+1$ is convex and $h(1)=h(2)=0$. Thus $h(x) \leq 0$ for $x \in(1,2)$ and $h(x) \geq 0$ for $x \in \mathbb{R}_{\geq 0} \backslash(1,2)$.

For $t>1$ let $Z_{1}, \ldots, Z_{u}$ denote the connected components in $G_{t-1}$ with $V(Z)=$ $\bigcup_{j=1}^{u} V\left(Z_{j}\right)$. Let $j \in\{1, \ldots, u\}$. We observe that $V\left(Z_{j}\right) \subset V(Z) \subset V_{t}^{a} \subset V_{t-1}^{a}$. Thus we obtain by induction that

$$
\begin{equation*}
\left\lceil\operatorname{diam}\left(Z_{j}\right)\right\rceil \leq\left|V\left(Z_{j}\right)\right|^{\alpha} . \tag{3.2}
\end{equation*}
$$

Suppose that $\left\lceil\operatorname{diam}\left(Z_{j}\right)\right\rceil \leq t-1$. Then $V\left(Z_{j}\right) \subset V_{t}^{i}$ by definition, which is a contradiction to $V(Z) \cap V_{t}^{i}=\emptyset$. So we must have

$$
\begin{equation*}
t \leq\left\lceil\operatorname{diam}\left(Z_{j}\right)\right\rceil \tag{3.3}
\end{equation*}
$$

Combining (3.2) and (3.3) we obtain

$$
\begin{equation*}
t \leq\left|V\left(Z_{j}\right)\right|^{\alpha} \tag{3.4}
\end{equation*}
$$

For $A, B \in V(Z)$ we want to upper bound the distance between $p \in A$ and $q \in B$. Let $A=Q_{1}, \ldots, Q_{s}=B$ be a simple path connecting $A$ and $B$ in $Z$ which enters and leaves every connected component $Z_{j}$ for $j \in\{1, \ldots, u\}$ at most once. We divide the path into several parts such that every part lies in one connected component from $\left\{Z_{1}, \ldots, Z_{u}\right\}$. Let $1=m_{1}<m_{2}<\ldots<m_{\ell}=s$ such that $Q_{m_{j}} \ldots, Q_{m_{j+1}-1}$ lie in one connected component $Z^{(j)} \in\left\{Z_{1}, \ldots, Z_{u}\right\}$ and $Z^{(j)} \neq Z^{(j+1)}$ for all $j \in\{1, \ldots, \ell\}$. Since $\left(Q_{m_{j}-1}, Q_{m_{j}}\right) \in E_{t}$ we know that there exists a cluster in $\mathcal{C}_{t}$ that intersects $Q_{m_{j}-1}$ and $Q_{m_{j}}$, thus there is a pair of points $p_{j} \in Q_{m_{j}-1}$ and $q_{j} \in Q_{m_{j}}$ such that $d\left(p_{j}, q_{j}\right) \leq t$. We obtain

$$
\begin{aligned}
\lceil d(p, q)\rceil & \leq \sum_{j=1}^{\ell-1}\left(\left\lceil\operatorname{diam}\left(Z^{(j)}\right)\right\rceil+\left\lceil d\left(p_{j}, q_{j}\right)\right\rceil\right)+\left\lceil\operatorname{diam}\left(Z^{(\ell)}\right)\right\rceil \\
& \leq(\ell-1) t+\sum_{j=1}^{\ell}\left|V\left(Z^{(j)}\right)\right|^{\alpha} \\
& \leq(\ell-1) \min _{1 \leq j \leq \ell}\left|V\left(Z^{(j)}\right)\right|^{\alpha}+\sum_{j=1}^{\ell}\left|V\left(Z^{(j)}\right)\right|^{\alpha} .
\end{aligned}
$$

For the second inequality we use (3.2) and $d\left(p_{j}, q_{j}\right) \leq t$. For the third inequality we use (3.4). Now it remains to show that

$$
(\ell-1) \min _{1 \leq j \leq \ell}\left|V\left(Z^{(j)}\right)\right|^{\alpha}+\sum_{j=1}^{\ell}\left|V\left(Z^{(j)}\right)\right|^{\alpha} \leq\left(\sum_{j=1}^{\ell}\left|V\left(Z^{(j)}\right)\right|\right)^{\alpha} .
$$

For this purpose we assume without loss of generality that $\left|V\left(Z^{(1)}\right)\right| \geq\left|V\left(Z^{(2)}\right)\right| \geq$ $\ldots \geq\left|V\left(Z^{(\ell)}\right)\right|$ and define $x_{j}=\frac{\left|V\left(Z^{(j)}\right)\right|}{\left|V\left(Z^{(1)}\right)\right|}$ for $j=1, \ldots, \ell$. We obtain the following equivalent inequality:

$$
\left|V\left(Z^{(1)}\right)\right|^{\alpha}\left((\ell-1) x_{\ell}^{\alpha}+\sum_{j=1}^{\ell} x_{j}^{\alpha}\right) \leq\left|V\left(Z^{(1)}\right)\right|^{\alpha}\left(\sum_{j=1}^{\ell} x_{j}\right)^{\alpha} .
$$

Since $1=x_{1} \geq \ldots \geq x_{\ell} \geq 0$ this follows directly from Lemma 3.2.19 and thus

$$
\lceil d(p, q)\rceil \leq\left(\sum_{j=1}^{\ell}\left|V\left(Z^{(j)}\right)\right|\right)^{\alpha} \leq|V(Z)|^{\alpha} .
$$

We obtain $\lceil\operatorname{diam}(Z)\rceil \leq|V(Z)|^{\alpha}$ which proves the lemma.
Lemma 3.2.19. For $\ell \geq 1$ let

$$
f\left(y_{1}, \ldots, y_{\ell}\right)=\left((\ell-1) y_{\ell}^{\alpha}+\sum_{j=1}^{\ell} y_{j}^{\alpha}\right)-\left(\sum_{j=1}^{\ell} y_{j}\right)^{\alpha} .
$$

We have $f\left(y_{1}, \ldots, y_{\ell}\right) \leq 0$ for all $1=y_{1} \geq y_{2} \geq \ldots \geq y_{\ell} \geq 0$.
Proof. Let $M=\left\{\left(a_{1}, \ldots, a_{\ell}\right) \mid 1=a_{1} \geq a_{2} \geq \ldots \geq a_{\ell} \geq 0\right\}$. We have to prove that $f\left(y_{1}, \ldots, y_{\ell}\right) \leq 0$ for all $\left(y_{1}, \ldots, y_{\ell}\right) \in M$.

Let $s \geq 1$ and consider all points in $M$ whose sum of coordinates is exactly $s$, i.e., $M_{s}=\left\{\left(a_{1}, \ldots, a_{\ell}\right) \in M \mid a_{1}+\ldots+a_{\ell}=s\right\}$. Notice that $M_{s}$ is a convex polytope and $f$ is a convex function on $M_{s}$ and thus the maximum of $f$ in $M_{s}$ is attained at one of the vertices of $M_{s}$. These vertices have the form $\left(y_{1}, \ldots, y_{\ell}\right)$ of $f$ in $M_{s}$ must be of the form $y_{1}=\ldots=y_{\ell_{1}}=1$ and $y_{\ell_{1}+1}=\ldots=y_{\ell}=b$. We obtain for $k=\ell-\ell_{1}$

$$
\begin{aligned}
f\left(y_{1}, \ldots, y_{\ell}\right) & =(\ell-1) b^{\alpha}+\ell_{1}+\left(\ell-\ell_{1}\right) b^{\alpha}-\left(\ell_{1}+\left(\ell-\ell_{1}\right) b\right)^{\alpha} \\
& =\ell_{1}+\left(2 \ell-\ell_{1}-1\right) b^{\alpha}-\left(\ell_{1}+\left(\ell-\ell_{1}\right) b\right)^{\alpha} \\
& =\ell_{1}+\left(2 k+\ell_{1}-1\right) b^{\alpha}-\left(\ell_{1}+k b\right)^{\alpha} .
\end{aligned}
$$

It is left to show that for all $b \in[0,1]$ and natural numbers $\ell_{1} \geq 1, k \geq 0$ this term is at most 0 . Thus we define for $\ell_{1}, k, b \in \mathbb{R}_{\geq 0}$ the function

$$
g\left(\ell_{1}, k, b\right)=\ell_{1}+\left(2 k+\ell_{1}-1\right) b^{\alpha}-\left(\ell_{1}+k b\right)^{\alpha} .
$$

The partial derivative of $g$ with respect to $k$ is given by

$$
\frac{\partial}{\partial k} g\left(\ell_{1}, k, b\right)=2 b^{\alpha}-\alpha b\left(\ell_{1}+b k\right)^{\alpha-1}
$$

Now suppose that either $\ell_{1} \geq 2$ and $b \in[0,1]$ or $\ell_{1}=1, k \geq 1$ and $b \in[0,1]$. In both cases we obtain

$$
b<0.67\left(\ell_{1}+b k\right) \leq\left(\frac{\alpha}{2}\right)^{\frac{1}{\alpha-1}}\left(\ell_{1}+b k\right)
$$

and thus

$$
\frac{\partial}{\partial k} g\left(\ell_{1}, k, b\right)<2 b\left(\frac{\alpha}{2}\right)^{\frac{\alpha-1}{\alpha-1}}\left(\ell_{1}+b k\right)^{\alpha-1}-\alpha b\left(\ell_{1}+b k\right)^{\alpha-1}=0
$$

Therefore $g$ is monotonically decreasing for these values and we conclude that the maximum of $g$ for $b \in[0,1]$ and natural numbers $\ell_{1} \geq 1, k \geq 0$ must be attained at one of the points $\left(\ell_{1}, 0, b\right),(1,1, b)$ for $\ell_{1} \in \mathbb{N}_{\geq 1}, b \in[0,1]$. Now

$$
g\left(\ell_{1}, 0, b\right)=\ell_{1}+\left(\ell_{1}-1\right) b^{\alpha}-\ell_{1}^{\alpha}
$$

is monotonically increasing in $b$, so the maximum is attained for $b=1$. Observe that $h\left(\ell_{1}\right)=g\left(\ell_{1}, 0,1\right)=2 \ell_{1}-1-\ell_{1}^{\alpha}$ in concave and we have $h(1)=h(2)=0$. Thus $h\left(\ell_{1}\right) \geq 0$ for $\ell_{1} \in(1,2)$ and $h\left(\ell_{1}\right) \leq 0$ for $\ell_{1} \in \mathbb{R}_{\geq 0} \backslash(1,2)$.

It is left to check the value of $g$ at $(1,1, b)$ for $b \in[0,1]$. Let $\phi(b)=g(1,1, b)=$ $1+2 b^{\alpha}-(1+b)^{\alpha}$. We consider the second derivative of $\phi$ which is given by

$$
\frac{\mathrm{d}^{2}}{\mathrm{~d} b^{2}} \phi(b)=\alpha(\alpha-1)\left(2 b^{\alpha-2}-(1+b)^{\alpha-2}\right)
$$

Since $b^{\alpha-2} \geq(1+b)^{\alpha-2}$ we obtain that $\frac{\mathrm{d}^{2}}{\mathrm{~d} b^{2}} \phi(b) \geq 0$ and therefore $\frac{\mathrm{d}}{\mathrm{d} b} \phi(b)$ is monotonically increasing. This implies that $\phi$ is convex on $[0,1]$. Since $\phi(0)=\phi(1)=0$ and $\phi$ is convex we know that $\phi(b) \leq 0$ for all $b \in[0,1]$. This proves the lemma.

We see that a connected component in $G_{\left\lceil k^{\alpha}\right\rceil}$ cannot contain two active clusters, yielding the following upper bound.

Lemma 3.2.20. At time $t_{\leq\left\lceil k^{\alpha}\right\rceil}$ the number of active clusters is less than or equal to the number of active vertices. In other words, $\left|\mathcal{C}_{\left\lceil k^{\alpha}\right\rceil} \backslash \mathscr{I}_{\left\lceil k^{\alpha}\right\rceil}\right| \leq\left|V_{\left\lceil k^{\alpha}\right\rceil}^{a}\right|$.

Proof. By Lemma 3.2 .16 we know that for every cluster $C \in \mathcal{C}_{\left\lceil k^{\alpha}\right\rceil} \backslash \mathscr{I}_{\left\lceil k^{\alpha}\right\rceil}$ the set $\mathcal{O}_{C}$ is fully contained in a connected component $Z_{C}$ from $G_{\left\lceil k^{\alpha}\right\rceil}$. We show that mapping any such $C$ to an arbitrary vertex in $Z_{C}$ yields an injective map $\varphi: \mathcal{C}_{\left\lceil k^{\alpha}\right\rceil} \backslash \mathscr{I}_{\left\lceil k^{\alpha}\right\rceil} \hookrightarrow V_{\left\lceil k^{\alpha}\right\rceil}^{a}$. First, notice that $\varphi$ is well-defined: If $Z_{C}$ contains an inactive vertex, then all its vertices are inactive (Lemma 3.2.14), contradicting the choice of $C$ as active.

Suppose now that there are two different clusters $C, C^{\prime} \in \mathcal{C}_{\left[k^{\alpha}\right\rceil} \backslash \mathscr{I}_{\left\lceil k^{\alpha}\right\rceil}$ that are mapped to the same vertex $\varphi(C)=\varphi\left(C^{\prime}\right)$. Then the connected components $Z_{C}$ and $Z_{C^{\prime}}$, in which they are embedded, already have to coincide ( $Z_{C}=Z_{C^{\prime}}$ ). But we have just shown (Lemma 3.2.18), that $\operatorname{diam}\left(Z_{C}\right) \leq\left|V\left(Z_{C}\right)\right|^{\ln (3) / \ln (2)} \leq\left\lceil k^{\alpha}\right\rceil$ and so $C$ and $C^{\prime}$ would have already been merged in $\mathcal{C}_{\left\lceil k^{\alpha}\right\rceil}$. As such the images of both cannot coincide and the map is injective.

Together with the bound for the number of inactive clusters we are now able to prove the theorem.

Prroof of Theorem 3.2.12. Using Lemma 3.2.17 and 3.2.20 we obtain $\left|\mathcal{C}_{\left\lceil k^{\alpha}\right\rceil}\right|=\mid \mathcal{C}_{\left\lceil k^{\alpha}\right\rceil} \backslash$ $\mathscr{I}_{\left\lceil k^{\alpha}\right\rceil}\left|+\left|\mathscr{I}_{\left\lceil k^{\alpha}\right\rceil}\right| \leq\left|V_{\left\lceil k^{\alpha}\right\rceil}^{a}\right|+\left|V_{\left\lceil k^{\alpha}\right\rceil}^{i}\right|=k\right.$, yielding $\operatorname{diam}\left(\mathcal{H}_{k}\right) \leq \operatorname{diam}\left(\mathcal{C}_{\left\lceil k^{\alpha}\right\rceil}\right) \leq\left\lceil k^{\alpha}\right\rceil \operatorname{diam}\left(\mathcal{O}_{k}\right)$.

### 3.2.3 A Lower Bound for Complete Linkage

In the following we show that complete linkage performs asymptotically bad. That is, for every $k \in \mathbb{N}$ we provide an instance $\left(V\left(P_{k}\right), d\right)$ on which the diameter and radius of a $k$-clustering computed by complete linkage is off by a factor of $\Omega(k)$ from the cost of an optimal solution. This improves upon the previously known lower bound of $\Omega\left(\log _{2}(k)\right)$ established by Dasgupta and Long [39]. Recall that one of the big problems preventing an improved lower bound was that any horizontal merge already paid for all the involved rows. As such, for the worst case one was only allowed to merge vertically, but this can be done at most $\log _{2}(k)$ times. We improve upon this by inductively constructing an instance from smaller components that are diagonally shifted to produce bigger ones. Merging two such diagonally shifted components incurs an additional cost of 1 , while ensuring at the same time that this does not pay for any future merges of parallel components.

A $k$-component $K_{k}=\left(G_{k}, \phi_{k}\right)$ is a combination of a graph $G_{k}=\left(V_{k}, E_{k}\right)$ and a mapping $\phi_{k}: V_{k} \rightarrow\{1, \ldots, k\}$. The mapping is necessary for the construction of the component and later on determines an optimal $k$-clustering on $P_{k}$. We refer to $\phi_{k}(x)$ as the level of $x$. The other part of the component is an undirected graph $G_{k}$, referred to as a $k$-graph, on $2^{k-1}$ points with edge weights in $\mathbb{N}$ that describe the distances between the levels.

The 1 -component $K_{1}$ consists of a single point $x$ with $\phi_{1}(x)=1$. All higher components are constructed inductively from this 1 -component. Given the ( $k-1$ )-component $K_{k-1}$ we construct $K_{k}$ as follows: Let $K_{k-1}^{(0)}$ and $K_{k-1}^{(1)}$ be two copies of the $(k-1)$ component $K_{k-1}$. For the $k$-graph $G_{k}$ we first take the disjoint union of the graphs $G_{k-1}^{(0)}$ and $G_{k-1}^{(1)}$. This already yields all the points of $G_{k}$. For the $k$-mapping $\phi_{k}$ we set $\phi_{k}(x)=\phi_{k-1}^{(i)}(x)+i$ for $x \in V\left(G_{k-1}^{(i)}\right) \subset V\left(G_{k}\right)$. That is, in the first copy the levels stay the same, whereas in the second all levels are shifted by 1 . Finally, to complete $G_{k}$, we add one edge of weight $k-1$ from the unique point $s \in V\left(G_{k}\right)$ with $\phi_{k}(s)=1$ to the unique point $t \in V\left(G_{k}\right)$ with $\phi_{k}(t)=k$. The progression of the first five components is given in Figure 3.12.

The instance $\left(V\left(P_{k}\right), d\right)$ is now constructed from the $k$-component as follows: Let $K_{k}^{(1)}, \ldots, K_{k}^{(k+1)}$ be $k+1$ copies of $K_{k}$. Take the disjoint union of the corresponding $k$-graphs $G_{k}^{(1)}, \ldots, G_{k}^{(k+1)}$ and connect them by adding edges $\{x, y\}$ of weight 1 for every two points $x \in V\left(G_{k}^{(i)}\right)$ and $y \in V\left(G_{k}^{(j)}\right)$ with $\phi_{k}^{(i)}(x)=\phi_{k}^{(j)}(y)$. Note that the sets of points from the same level constitute cliques of diameter and radius 1 and form an optimal solution of cost 1 . To simplify notation we omit the indices and write $\phi_{k}(x)$ to denote the level of a point $x \in V\left(G_{k}^{(j)}\right) \subset V\left(P_{k}\right)$. The distance between two points in $V\left(P_{k}\right)$ is given by the length of a shortest path.

Let $\left(\mathcal{H}_{k^{\prime}}\right)_{k^{\prime}=1}^{n}$ be the clustering produced by complete linkage on $\left(V\left(P_{k}\right), d\right)$ minimizing the radius or diameter. Recall that $\mathcal{H}_{k^{\prime}-1}$ arises from $\mathcal{H}_{k^{\prime}}$ by merging two clusters $A, B \in \mathcal{H}_{k^{\prime}}$ that minimize the radius or diameter of $A \cup B$. Remember that for cost $\in\{$ diam, drad $\}$ we define $t_{\leq x}=\min \left\{k^{\prime} \mid \operatorname{cost}\left(\mathcal{H}_{k^{\prime}}\right) \leq x\right\}$ and that $\mathcal{C}_{x}=\mathcal{H}_{t \leq x}$ denotes the smallest clustering with cost smaller or equal to $x$. We show in the following two subsections that $\mathcal{C}_{k-1}$ consists exactly of the $k+1$ different $k$-graphs that make up the instance resulting in the following theorem.

Theorem 3.2.21. For every $k \in \mathbb{N}$ there exists an instance $\left(V\left(P_{k}\right), d\right)$ on which com-


Figure 3.12: The progression of the first 5 components $K_{1}, \ldots, K_{5}$. The gray sets indicate points on the same level and form the optimal clusters. When analyzing the instance for the radius, the encircled points in the $K_{2}$ and $K_{4}$ component indicate their optimal centers.
plete linkage, minimizing either diam or drad, computes a solution of diameter $k$ or radius $\frac{k}{2}$, respectively, whereas the cost of an optimal solution is 1 .

## A Lower Bound for Diameter-Based Cost

We start with the analysis for diameter-based costs and after that move on to radiusbased costs.

Lemma 3.2.22. The distance between two points $x, y \in V\left(P_{k}\right)$ is at least as big as the difference in levels $\left|\phi_{k}(x)-\phi_{k}(y)\right|$.

Proof. By the inductive construction of the components, an edge of weight $w$ can cross at most $w$ levels. Hence the distance between $x$ and $y$ is at least $\left|\phi_{k}(x)-\phi_{k}(y)\right|$.

Consider an $\ell$-graph $G_{\ell}$. Instead of talking about the cluster $V\left(G_{\ell}\right)$ in $\left(V\left(P_{k}\right), d\right)$ we slightly abuse our notation and see $G_{\ell}$ as a cluster with $\operatorname{diam}\left(G_{\ell}\right)=\max _{x, y \in V\left(G_{l}\right)} d(x, y)$, i.e., the diameter of $V\left(G_{\ell}\right)$. Using the previous lemma we can show inductively that the diameter of any $\ell$-graph in $P_{k}$ is $\ell-1$.

Lemma 3.2.23. Let $G_{\ell}$ be an $\ell$-graph contained in $P_{k}$. We have $\operatorname{diam}\left(G_{\ell}\right)=\ell-1$.
Proof. We prove the upper bound $\operatorname{diam}\left(G_{\ell}\right) \leq \ell-1$ by induction. The 1 -graphs are points and so the claim follows trivially for $\ell=1$. Assume now that we have shown the claim for $\ell-1$. Let $s, t \in V\left(G_{\ell}\right)$ be points such that $d(s, t)=\operatorname{diam}\left(G_{\ell}\right)$. If these points lie in the same graph, say $G_{\ell-1}^{(0)}$, of the two $(\ell-1)$-graphs $G_{\ell-1}^{(0)}$ and $G_{\ell-1}^{(1)}$ that make up $G_{\ell}$, then

$$
\operatorname{diam}\left(G_{\ell}\right)=d(s, t) \leq \operatorname{diam}\left(G_{\ell-1}^{(0)}\right) \leq \ell-2<\ell-1
$$

by induction and we are done. Otherwise we may assume that $s \in V\left(G_{\ell-1}^{(0)}\right)$ and $t \in$ $V\left(G_{\ell-1}^{(1)}\right)$. This leaves us with another case analysis. If $s$ is the unique point with level 1
and $t$ is the unique point in level $\ell$ in $G_{\ell}$ then we are again done, since by construction there exists an edge between $s$ and $t$ of weight $\ell-1$. Otherwise one of $s$ or $t$ must share a level with a point not in the same $(\ell-1)$-graph as themselves. Without loss of generality we may assume that $s$ lies in the same level as some $u \in V\left(G_{\ell-1}^{(1)}\right)$. By induction $d(u, t) \leq \ell-2$ and so

$$
\operatorname{diam}\left(G_{\ell}\right)=d(s, t) \leq d(s, u)+d(u, t) \leq 1+\ell-2=\ell-1
$$

This concludes the proof of the upper bound $\operatorname{diam}\left(G_{\ell}\right) \leq \ell-1$.
To see the lower bound $\operatorname{diam}\left(G_{\ell}\right) \geq \ell-1$, we apply Lemma 3.2 .22 to the unique point $s$ with level 1 and the unique point $t$ with level $\ell$ in $G_{\ell}$. This shows that $\operatorname{diam}\left(G_{\ell}\right) \geq$ $d(s, t) \geq \ell-1$.

The goal now is to show that complete linkage actually reconstructs these graphs as clusters. We already computed the diameter of an $\ell$-graph and now it is left to observe that merging two $\ell$-graphs costs at least $\ell$.

Lemma 3.2.24. Complete linkage might merge clusters on $\left(V\left(P_{k}\right), d\right)$ in such a way that for all $\ell \leq k$, the clustering $\mathcal{C}_{\ell-1}$ consists exactly of the $\ell$-graphs that make up $P_{k}$.

Proof. We again prove the claim by induction. Complete linkage always starts with every point in a separate cluster. Since those are exactly the 1 -graphs and any merge costs at least 1 , the claim follows for $\ell=1$. Suppose now that $\mathcal{C}_{\ell-1}$ consists exactly of the $\ell$-graphs of the instance. Since we are dealing with integer weights, any new merge increases the diameter by at least 1 and so we may merge all pairs of $\ell$-graphs that form the $(\ell+1)$-graphs. These are cheapest merges as they altogether increase the diameter from $\ell-1$ to $\ell$ (see Lemma 3.2 .23 ). To finish the proof we are left to show that at this point there are no more free merges left. Take any two $(\ell+1)$-graphs $G_{\ell+1} \neq G_{\ell+1}^{\prime}$ contained in the current clustering. If they do not exactly cover the same levels, then the distance between the point in the lowest level to the point in the highest level is strictly more than $\ell$ by Lemma 3.2.22. Hence, we can assume that they share the same levels, say level $\lambda$ up to level $\ell+\lambda$. Denote by $s$ the unique point in $V\left(G_{\ell+1}\right)$ with $\phi_{k}(s)=\lambda$ and by $t$ the unique point in $V\left(G_{\ell+1}^{\prime}\right)$ with $\phi_{k}(t)=\ell+\lambda$. A shortest path connecting $s$ and $t$ must contain an edge $\{u, w\}$ with $u \in V\left(G_{\ell+1}\right)$ and $w \in V\left(P_{k}\right) \backslash V\left(G_{\ell+1}\right)$. Such an edge either weights at least $\ell+1$ or weights 1 and connects points in the same level, i.e., $\phi_{k}(u)=\phi_{k}(w)$. In the first case we directly obtain $d(s, t) \geq \ell+1$. In the second case we use Lemma 3.2.22 and obtain

$$
\begin{aligned}
d(s, t) & =d(s, u)+d(u, w)+d(w, t) \\
& \geq\left|\phi_{k}(s)-\phi_{k}(u)\right|+1+\left|\phi_{k}(w)-\phi_{k}(t)\right| \\
& =\left|\phi_{k}(s)-\phi_{k}(t)\right|+1 \\
& =\ell+1
\end{aligned}
$$

It follows that $\mathcal{C}_{\ell}$ consists exactly of the $(\ell+1)$-graphs that make up $P_{k}$.
Proof of Theorem 3.2.21 (diameter). Lemma 3.2 .24 shows that $\mathcal{C}_{k-1}$ can consist of all the $k$-graphs that make up $P_{k}$. There are exactly $k+1$ of them and so there is one merge remaining to get a $k$-clustering. By definition of $\mathcal{C}_{k-1}$, this last merge increases the diameter by at least 1 and so the $k$-clustering produced by complete linkage costs at least $k$, whereas the optimal clustering consisting of the $k$ individual levels costs 1 .

## A Lower Bound for Radius-Based Costs

We show that the instance $\left(V\left(P_{k}\right), d\right)$ also yields a lower bound of $k / 2$ for radius-based costs. This requires some additional work, as we now also have to keep track of the centers that induce an optimal radius. For an $\ell$-graph $G_{\ell}$ we again slightly abuse the notation and talk about $G_{\ell}$ as a cluster with $\operatorname{drad}\left(G_{\ell}\right)=\min _{c \in V\left(G_{\ell}\right)} \max _{x \in V\left(G_{\ell}\right)} d(c, x)$, the radius of $V\left(G_{\ell}\right)$.
Lemma 3.2.25. Let $G_{2 \ell}$ be any of the $2 \ell$-graphs that constitute $P_{k}$ for $1 \leq \ell \leq \frac{k}{2}$ arbitrary. Then it holds that $\operatorname{drad}\left(G_{2 \ell}\right)=\ell$ and furthermore, all optimal centers that induce this radius are themselves already contained in $G_{2 \ell}$ (and not in any other $2 \ell$ graph).

To prove Lemma 3.2 .25 we show that there is a point in $P_{k}$ for which the following holds:

- For all but one of the $\ell$-graphs that constitute $G_{2 \ell}$ we can find a point that we can reach by an edge of weight 1 . Since the diameter of these graphs is $\ell-1$, this is sufficient.
- The remaining $\ell$-graph lies in the same $(\ell+1)$-graph as our point and so we are again done by considering the diameter. Also there are no points that induce a smaller radius, since the diameter of $G_{2 \ell}$ is already $2 \ell-1$.
Proof of Lemma 3.2.25. By Lemma 3.2 .23 we know that the diameter of $G_{2 \ell}$ is $2 \ell-1$. Thus the radius of $G_{2 \ell}$ is at least $\ell$. To show the upper bound of $\ell$ suppose that $G_{2 \ell}$ covers the levels $\lambda$ up to $\lambda+2 \ell-1$ in $P_{k}$. Consider the unique $(\ell+1)$-graph $H_{\ell+1}$ contained in $G_{2 \ell}$ covering the levels $\lambda+\ell-1$ to $\lambda+2 \ell-1$. Let $c$ be the unique point in $H_{\ell+1}$ with level $\lambda+\ell-1$. By Lemma 3.2.23 the diameter of $H_{\ell+1}$ is $\ell$, so any point in $H_{\ell+1}$ is at distance $\leq \ell$ to $c$. Consider now a point $x \in V\left(G_{2 \ell}\right) \backslash V\left(H_{\ell+1}\right)$ and the $\ell$-graph $H_{\ell}$ containing $x$. We claim that $H_{\ell}$ contains a point $y$ with level $\lambda+\ell-1$. If this is not true then $H_{\ell}$ covers the levels $\lambda+\ell$ up to $\lambda+2 \ell-1$ and therefore also contains the unique point in $G_{2 \ell}$ with level $\lambda+2 \ell-1$. This is not possible as the unique point in $G_{2 \ell}$ with level $\lambda+2 \ell-1$ is already contained in $H_{\ell+1}$. So using that the diameter of $H_{\ell}$ is $\ell-1$ and $\phi_{k}(c)=\phi_{k}(y)$ we obtain

$$
d(c, x) \leq d(c, y)+d(y, x) \leq 1+(\ell-1)=\ell .
$$

Now we prove that all optimal centers must be contained in $G_{2 \ell}$. For all points $c \in V\left(P_{k}\right) \backslash V\left(G_{2 \ell}\right)$ we have to show that $\max _{x^{\prime} \in V\left(G_{2 \ell}\right)} d\left(c, x^{\prime}\right) \geq \ell+1$. Suppose that $\phi_{k}(c) \leq \lambda+\ell-1$. Let $x$ be the unique point in $G_{2 \ell}$ with level $\lambda+2 \ell-1$, we claim that $d(c, x) \geq \ell+1$. Consider a shortest path between $c$ and $x$ and let $\{u, w\}$ be an edge on this path with $u \in V\left(P_{k}\right) \backslash V\left(G_{2 \ell}\right)$ and $w \in V\left(G_{2 \ell}\right)$. By construction $\{u, w\}$ either weights at least $2 \ell$ in which case

$$
d(c, x) \geq 2 \ell \geq \ell+1
$$

or it weights 1 and $\phi_{k}(u)=\phi_{k}(w)$, so

$$
\begin{aligned}
d(c, x) & =d(c, u)+d(u, v)+d(v, x) \\
& \geq\left|\phi_{k}(c)-\phi_{k}(u)\right|+1+\left|\phi_{k}(w)-\phi_{k}(x)\right| \\
& =\left|\phi_{k}(c)-\phi_{k}(x)\right|+1 \\
& \geq \ell+1 .
\end{aligned}
$$

In case $\phi_{k}(c) \geq \lambda+\ell$ we can prove analogously that $d(c, y) \geq \ell+1$ for the unique point $y$ in $G_{2 \ell}$ with level $\lambda$. This finishes the proof.

Now we make sure that complete linkage completely reconstructs these components. In particular we show that merging $2 \ell$-graphs which cover the same levels increases the radius of our solution. Here we make use of the fact that sets of optimal centers for any pair of $2 \ell$-graphs do not intersect. Lemma 3.2 .26 ensures that the radius indeed increases.

Lemma 3.2.26. Let $C, D$ be two subsets of $V\left(P_{k}\right)$ with $\operatorname{drad}(C)=\operatorname{drad}(D)$. Let $Z(C)$ and $Z(D)$ denote the set of all optimal centers for $C$ respectively $D$. If $Z(C) \cap Z(D)=\emptyset$ then $\operatorname{drad}(C \cup D)>\operatorname{drad}(C)$.

Proof. Let $x \in V\left(P_{k}\right)$. Since $Z(C) \cap Z(D)=\emptyset$ this point can be an optimal center for at most one of the sets. Assume without loss of generality that $x \notin Z(D)$. We have

$$
\max _{y \in C \cup D} d(y, x) \geq \max _{y \in D} d(y, x)>\operatorname{drad}(D)=\operatorname{drad}(C)
$$

So we have for all $x \in V\left(P_{k}\right)$ that $\max _{y \in C \cup D} d(y, x)>\operatorname{drad}(C)$ which proves the lemma.

Now, with this we can prove that the merging behavior of complete linkage reconstructs our components. Observe that Theorem 3.2.21 is an immediate consequence of Corollary 3.2.27

Corollary 3.2.27. Complete linkage might merge clusters in $\left(V\left(P_{k}\right), d\right)$ in such a way that for $1 \leq \ell \leq \frac{k}{2}$, the clustering $\mathcal{C}_{\ell}$ consists exactly of the $2 \ell$-graphs that make up $P_{k}$.

Proof. The proof is an analogous induction to Lemma 3.2.24 Consider the case $\ell=1$. The first merge increases the radius to 1 . Observe by Lemma 3.2 .25 that the radius of a 2 -graph is 1 . Furthermore, the same lemma shows that the sets of optimal centers for any pair of 2-graphs do not intersect and so, as shown in Lemma 3.2.26 any further merge necessarily has to increase the radius. Hence $\mathcal{C}_{1}$ consists exactly of the 2 -graphs.

Assume now that the claim holds for $\mathcal{C}_{\ell}$. The induction step works essentially the same as the base case. Any merge will increase the radius of the solution by at least 1 by definition of $\mathcal{C}_{\ell}$ and so we might as well merge all $2 \ell$-graphs that together compose a $(2 \ell+2)$-graph as this is a cheapest choice (Lemma 3.2.25). Furthermore, any additional merge would increase the radius to at least $\ell+2$ (again by Lemma 3.2.26) and so $\mathcal{C}_{\ell+1}$ consists of the $(2 \ell+2)$-graphs.

## Lower Bound for Complete Linkage without Bad Ties

Notice that in our analysis we decided which clusters will be merged by complete linkage whenever it has to choose between two merges of the same cost. However with some adjustments on the instance $\left(V\left(P_{k}\right), d\right)$ we can show a lower bound of $\Omega(k)$ for both diameter and radius, for any behavior of complete linkage on ties, as we see next.

We now modify the instance $\left(V\left(P_{k}\right), d\right)$ such that merging two $\ell$-graphs $G_{\ell}, G_{\ell}^{\prime}$ that are part of the same $(\ell+1)$-graph is slightly cheaper than performing any other merge in a clustering consisting of all $\ell$-graphs.

## Diameter-Based Cost

We explain how to adjust the construction of the $k$-components for the diameter. Let $\epsilon \in\left(0, \frac{1}{2}\right)$. The definition of $K_{1}$ stays the same. As before a $k$-component is constructed from two copies $K_{k-1}^{(0)}, K_{k-1}^{(1)}$ of the ( $k-1$ )-component by taking the disjoint union of the corresponding graphs and increasing the level of each point in $K_{k-1}^{(1)}$ by one. Here we do not add an edge of weight $k-1$ between the unique points $s \in V\left(G_{k-1}^{(0)}\right)$ with level 1 and $t \in V\left(G_{k-1}^{(1)}\right)$ with level $k$. Instead we complete $G_{k}$ by adding edges of weight $(k-1)(1-\epsilon)$ between $x \in V\left(G_{k-1}^{(0)}\right)$ and $y \in V\left(G_{k-1}^{(1)}\right)$ if they are not on the same level, i.e., $\phi_{k}(x) \neq \phi_{k}(y)$.

The instance $\left(V\left(P_{k}\right), d\right)$ is then constructed from $k$ copies $K_{k}^{(1)}, \ldots, K_{k}^{(k)}$ of the $k$ component $K_{k}$. We take the disjoint union of the corresponding $k$-graphs $G_{k}^{(1)}, \ldots, G_{k}^{(k)}$ and connect them by adding edges $\{x, y\}$ of weight 1 for every two points $x \in V\left(G_{k}^{(i)}\right)$ and $y \in V\left(G_{k}^{(j)}\right)$ with $\phi_{k}^{(i)}(x)=\phi_{k}^{(j)}(y)$.

We show that the clustering computed by complete linkage on $\left(V\left(P_{k}\right), d\right)$ at time $t_{\leq \ell(1-\epsilon)}$ consists exactly of the $(\ell+1)$-graphs that make up the instance.
Lemma 3.2.28. The distance between two points $x, y \in V\left(P_{k}\right)$ is at least $\mid \phi_{k}(x)-$ $\phi_{k}(y) \mid(1-\epsilon)$.
Proof. By the inductive construction of the components, an edge which crosses $w$ levels costs at least $w(1-\epsilon)$. Hence the distance between $x$ and $y$ is at least $\left|\phi_{k}(x)-\phi_{k}(y)\right|(1-$ $\epsilon)$.

As before we use the previous lemma to show that the diameter of any $\ell$-graph in $P_{k}$ is $(\ell-1)(1-\epsilon)$.

Lemma 3.2.29. Let $G_{\ell}$ be an $\ell$-graph contained in $P_{k}$. We have $\operatorname{diam}\left(G_{\ell}\right)=(\ell-1)(1-$ $\epsilon)$.

Proof. We prove the upper bound $\operatorname{diam}\left(G_{\ell}\right) \leq(\ell-1)(1-\epsilon)$ by induction. The 1graphs are points and so the claim follows trivially for $\ell=1$. Assume now that we have shown the claim for $\ell-1$. Let $G_{\ell}$ be an $\ell$-graph and $s, t \in V\left(G_{\ell}\right)$ points such that $\operatorname{diam}\left(G_{\ell}\right)=d(s, t)$. If these points lie in the same graph, say $G_{\ell-1}^{(0)}$, of the two $(\ell-1)$-graphs $G_{\ell-1}^{(0)}$ and $G_{\ell-1}^{(1)}$ that make up $G_{\ell}$, then

$$
d(s, t) \leq \operatorname{diam}\left(G_{\ell-1}^{(0)}\right) \leq(\ell-2)(1-\epsilon)<(\ell-1)(1-\epsilon)
$$

by induction and we are done. Otherwise we may assume that $s \in V\left(G_{\ell-1}^{(0)}\right)$ and $t \in$ $V\left(G_{\ell-1}^{(1)}\right)$. We distinguish two cases. If $\phi_{k}(s)=\phi_{k}(t)$ these points are connected by an edge of weight one by construction. Notice that an $\ell$-graph does not contain points with the same level if $\ell \leq 2$. Using $\epsilon \leq \frac{1}{2}$ and $\ell \geq 3$ we obtain

$$
d(s, t)=1 \leq(\ell-1)(1-\epsilon) .
$$

If $s$ and $t$ are on different levels there is an edge of weight $(\ell-1)(1-\epsilon)$ between $s$ and $t$ by construction. Thus we obtain in all cases

$$
\operatorname{diam}\left(G_{\ell}\right)=d(s, t) \leq(\ell-1)(1-\epsilon)
$$

To see the lower bound diam $\left(G_{\ell}\right) \geq(\ell-1)(1-\epsilon)$, we apply Lemma 3.2 .28 to the unique point $s \in V\left(G_{\ell}\right)$ with $\phi_{\ell}(s)=1$ and the unique point $t \in V\left(G_{\ell}\right)$ with $\phi_{\ell}(t)=\ell$. This shows that $\operatorname{diam}\left(G_{\ell}\right) \geq d(s, t) \geq(\ell-1)(1-\epsilon)$.

We show that complete linkage must reconstruct these components as clusters.
Lemma 3.2.30. Complete linkage must merge clusters on $\left(V\left(P_{k}\right), d\right)$ in such a way that for all $\ell<k$, the clustering $\mathcal{C}_{\ell(1-\epsilon)}$ consists exactly of the $(\ell+1)$-graphs that make up $P_{k}$.
Proof. We prove the claim by induction. Complete linkage always starts with every point in a separate cluster. Since those are exactly the 1 -graphs and any merge of two points costs at least $(1-\epsilon)$, the claim follows for $\ell=0$. Suppose now that $\mathcal{C}_{(\ell-1)(1-\epsilon)}$ consists exactly of the $\ell$-graphs of the instance. Consider two $\ell$-graphs $G_{\ell} \neq G_{\ell}^{\prime}$ contained in the current clustering. We compute the cost of merging $G_{\ell}$ with $G_{\ell}^{\prime}$. For this purpose we distinguish whether they are contained in the same $(\ell+1)$-graph or not.

Case 1: If they are contained in the same $(\ell+1)$-graph $G_{\ell+1}$ merging $G_{\ell}$ with $G_{\ell}^{\prime}$ results in $G_{\ell+1}$. We obtain by Lemma 3.2 .29 that $\operatorname{diam}\left(G_{\ell+1}\right)=\ell(1-\epsilon)$.

Case 2: If they are not contained in the same $(\ell+1)$-graph, we show that merging $G_{\ell}$ with $G_{\ell}^{\prime}$ costs more than $\ell(1-\epsilon)$. We make the following observations.

1. The edges connecting $x \in V\left(G_{\ell}\right)$ and $y \in V\left(G_{\ell}^{\prime}\right)$ with $\phi_{k}(x) \neq \phi_{k}(y)$ are of weight $\geq(\ell+1)(1-\epsilon)$.
2. There exist $s \in V\left(G_{\ell}\right)$ and $t \in V\left(G_{\ell}^{\prime}\right)$ with $\left|\phi_{k}(s)-\phi_{k}(t)\right| \geq \ell-1$.

The last observation follows from the fact that each of the graphs contains two points whose difference in levels is exactly $\ell-1$.
We prove that $d(s, t)>\ell(1-\epsilon)$ and therefore merging $G_{\ell}$ with $G_{\ell}^{\prime}$ costs more than $\ell(1-\epsilon)$. Any shortest path connecting $s$ and $t$ in $P_{k}$ must contain an edge $\{u, w\}$ between a point $u \in V\left(G_{\ell}\right)$ and a point $w \in V\left(G_{\ell}^{\prime}\right)$. By above observation this edge is either of weight $\geq(\ell+1)(1-\epsilon)$ or $u$ and $w$ are on the same level and the edge is of weight 1 . In the first case we conclude

$$
d(s, t) \geq(\ell+1)(1-\epsilon)>\ell(1-\epsilon)
$$

In the second case we obtain that

$$
\begin{aligned}
d(s, t) & =d(s, u)+1+d(w, t) \\
& \geq\left|\phi_{k}(s)-\phi_{k}(u)\right|(1-\epsilon)+1+\left|\phi_{k}(w)-\phi_{k}(t)\right|(1-\epsilon) \\
& =\left|\phi_{k}(s)-\phi_{k}(t)\right|(1-\epsilon)+1 \\
& \geq(\ell-1)(1-\epsilon)+1 \\
& >\ell(1-\epsilon) .
\end{aligned}
$$

We see that $\mathcal{C}_{\ell(1-\epsilon)}$ must consist exactly of the $(\ell+1)$-graphs of $P_{k}$.
Lemma 3.2 .30 shows that $\mathcal{C}_{(k-1)(1-\epsilon)}$ consists of all the $k$-graphs that make up $P_{k}$. There are exactly $k$ of them, thus the $k$-clustering produced by complete linkage costs $(k-1)(1-\epsilon)$.
Corollary 3.2.31. However the tie-breaks are resolved, complete linkage computes a $k$-clustering on $\left(V\left(P_{k}\right), d\right)$ with diameter $(k-1)(1-\epsilon)$ while the optimal $k$-clustering has diameter 1 .

## Radius-Based Cost

We explain how to adjust the construction of the $k$-components for the radius. Let $\epsilon \in\left(0, \frac{1}{2}\right)$. The definition of $K_{1}$ does not change. As before a $k$-component is constructed from two copies $K_{k-1}^{(0)}, K_{k-1}^{(1)}$ of the ( $k-1$ )-component by taking the disjoint union of the corresponding graphs and increasing the level of each point in $K_{k-1}^{(1)}$ by one. We complete $G_{k}$ by adding edges between $x \in V\left(G_{k-1}^{(0)}\right)$ and $y \in V\left(G_{k-1}^{(1)}\right)$ if $\phi_{k}(x) \neq \phi_{k}(y)$ and we assign this edge a weight of $\left\lceil\frac{k}{2}\right\rceil(1-\epsilon)$ if $\left|\phi_{k}(x)-\phi_{k}(y)\right| \leq\left\lceil\frac{k}{2}\right\rceil-1$ and otherwise a weight of $\left|\phi_{k}(x)-\phi_{k}(y)\right|(1-\epsilon)$.

As before the instance $\left(V\left(P_{k}\right), d\right)$ is constructed from $k$ copies $K_{k}^{(1)}, \ldots, K_{k}^{(k)}$ of the $k$ component $K_{k}$. We take the disjoint union of the corresponding $k$-graphs $G_{k}^{(1)}, \ldots, G_{k}^{(k)}$ and connect them by adding edges $\{x, y\}$ of weight 1 for every two points $x \in V\left(G_{k}^{(i)}\right)$ and $y \in V\left(G_{k}^{(j)}\right)$ with $\phi_{k}^{(i)}(x)=\phi_{k}^{(j)}(y)$. We observe that Lemma 3.2.28 still holds on the adjusted instance. Also notice that the diameter of an $\ell$-graph is still upper bounded by $(\ell-1)(1-\epsilon)$.
Lemma 3.2.32. Let $G_{2 \ell}$ be any of the $2 \ell$-graphs that constitute $P_{k}$ for $1 \leq \ell \leq \frac{k}{2}$. It holds that $\operatorname{drad}\left(G_{2 \ell}\right)=\ell(1-\epsilon)$. Furthermore let $G_{2 \ell}^{\prime}$ be a second $2 \ell$-graph which is not contained in the same $2(\ell+1)$-graph as $G_{2 \ell}$. Any cluster containing $G_{2 \ell}$ and $G_{2 \ell}^{\prime}$ costs at least $\ell(1-\epsilon)+1$.
Proof. We know that $G_{2 \ell}$ contains points $s$ and $t$ with $\left|\phi_{k}(s)-\phi_{k}(t)\right|=2 \ell-1$. Thus for any $x \in V\left(P_{k}\right)$ we have $\max \left\{\left|\phi_{k}(s)-\phi_{k}(x)\right|,\left|\phi_{k}(t)-\phi_{k}(x)\right|\right\} \geq \ell$. By Lemma 3.2.28 we know that $\max \{d(s, x), d(t, x)\} \geq \ell(1-\epsilon)$ and therefore $\operatorname{drad}\left(G_{2 \ell}\right) \geq \ell(1-\epsilon)$.

To prove the upper bound suppose that $G_{2 \ell}$ covers the levels $\lambda$ up to $\lambda+2 \ell-1$ in $P_{k}$. Consider the unique $(\ell+1)$-graph $H_{\ell+1}$ contained in $G_{2 \ell}$ covering the levels $\lambda+\ell-1$ to $\lambda+2 \ell-1$. Let $c$ be the unique point in $H_{\ell+1}$ with level $\lambda+\ell-1$. Remember that the diameter of $H_{\ell+1}$ is at most $\ell(1-\epsilon)$, so any point in $H_{\ell+1}$ is at distance $\leq \ell(1-\epsilon)$ to $c$. Consider now a point $x \in V\left(G_{2 \ell}\right) \backslash V\left(H_{\ell+1}\right)$. We know that $\phi_{k}(x)<\lambda+2 \ell-1$. Thus $\left|\phi_{k}(x)-\phi_{k}(c)\right| \leq \ell-1$. By construction there exists an edge of weight at most $\ell(1-\epsilon)$ between $x$ and $c$ and thus $d(x, c) \leq \ell(1-\epsilon)$.

It is left to show that any cluster containing $G_{2 \ell}$ and $G_{2 \ell}^{\prime}$ costs at least $\ell(1-\epsilon)+1$. Let $y \in V\left(P_{k}\right)$ and let $H_{2(\ell+1)}$ be the $2(\ell+1)$-graph containing $y$. Assume without loss of generality that $G_{2 \ell}$ is not contained in $H_{2(\ell+1)}$. Let $x \in V\left(G_{2 \ell}\right)$ be a point with $\left|\phi_{k}(x)-\phi_{k}(y)\right| \geq \ell$. We claim that $d(x, y) \geq(\ell-1)(1-\epsilon)+1$. A shortest path connecting $x$ and $y$ must contain an edge $\{u, w\}$ with $u \in V\left(P_{k}\right) \backslash V\left(H_{2(\ell+1)}\right)$ and $w \in V\left(H_{2(\ell+1)}\right)$. We know by construction that either $\phi_{k}(u)=\phi_{k}(w)$, or the edge weights at least $(\ell+2)(1-\epsilon)$. In the first case we use Lemma 3.2 .28 and obtain

$$
\begin{aligned}
d(x, y) & =d(x, u)+d(u, w)+d(w, y) \\
& \geq\left|\phi_{k}(x)-\phi_{k}(u)\right|(1-\epsilon)+1+\left|\phi_{k}(w)-\phi_{k}(y)\right|(1-\epsilon) \\
& =\left|\phi_{k}(x)-\phi_{k}(y)\right|(1-\epsilon)+1 \\
& \geq \ell(1-\epsilon)+1
\end{aligned}
$$

and in the second case we obtain

$$
d(x, y) \geq(\ell+2)(1-\epsilon) \geq \ell(1-\epsilon)+1
$$

This immediately leads to the following results.

Corollary 3.2.33. Complete linkage must merge clusters on $\left(V\left(P_{k}\right), d\right)$ in such a way that for all $1 \leq \ell \leq \frac{k}{2}$, the clustering $\mathcal{C}_{\ell(1-\epsilon)}$ consists exactly of the $2 \ell$-graphs that make up $P_{k}$.

Corollary 3.2.34. However the tie-breaks are resolved, complete linkage computes a $k$ clustering on $\left(V\left(P_{k}\right), d\right)$ with radius $\frac{k}{2}(1-\epsilon)$, while the optimal $k$-clustering has radius 1.

### 3.2.4 The Average Approximation Factor

We have seen previously that the approximation guarantee for complete linkage for the radius is in $\Theta(k)$ and that the same holds for single linkage. This is rather surprising since complete linkage merges clusters based on which merge minimizes the objective function, which is not the case for single linkage. Notice that when we perform complete linkage on the worst case instance $\left(V\left(P_{k}\right), d\right)$ presented in Section 3.2.3 complete linkage produces reasonably good clusters for most cluster sizes $\ell \neq k$. Depending on the application we may not need a strong approximation guarantee for all cluster sizes, instead it may be sufficient to find a hierarchical clustering which is a good approximation to the optimal cost for most of the cluster sizes. We try to incorporate this by considering the average approximation factor. The advantage of this new definition is emphasized by the fact that complete linkage for drad performs asymptotically better than single linkage with respect to this definition. This fits our intuition that complete linkage is more suited for the task of constructing hierarchical clusterings for the drad objective than single linkage even though both compute a $\Theta(k)$-approximation with respect to the standard definition of an approximation factor.

Definition 3.2.35. Let $\left(\mathcal{H}_{k}\right)_{k=1}^{n}$ be an arbitrary hierarchical clustering on $(\mathcal{P}, d)$ and let $\left(\mathcal{O}_{k}\right)_{k=1}^{n}$ be optimal solutions for the radius or diameter. We denote by

$$
\operatorname{Avg}\left(\left(\mathcal{H}_{k}\right)_{k=1}^{n}\right)=\frac{1}{n} \sum_{k=1}^{n} \frac{\operatorname{cost}\left(\mathcal{H}_{k}\right)}{\operatorname{cost}\left(\mathcal{O}_{k}\right)}
$$

the average approximation factor of $\left(\mathcal{H}_{k}\right)_{k=1}^{n}$.
The following corollary is an immediate consequence of Lemma 3.2.7
Corollary 3.2.36. Let $\left(\mathcal{H}_{k}\right)_{k=1}^{n}$ be the hierarchical clustering computed by complete linkage for the radius. We have

$$
\operatorname{Avg}\left(\left(\mathcal{H}_{k}\right)_{k=1}^{n}\right) \leq\left\lceil\log _{2}(n)\right\rceil
$$

However the upper bound of $\left\lceil\log _{2}(n)\right\rceil$ seems too pessimistic. It would be interesting to know whether this bound is tight or complete linkage in fact computes a constant factor approximation on average and whether similar results hold for the diameter.

Next we give a lower bound on the average approximation factor for single linkage. Let $n=2^{s}$. Consider the instance $\mathcal{P}=\{1, \ldots, n\} \subset \mathbb{R}$. We can assume that in the $k$-th step single linkage merges the two clusters containing $x_{n-k}$ and $x_{n-k+1}$ as the distance between these clusters is 1 . The $k$-clustering computed by single linkage on $\left(\mathcal{P},\|\cdot\|_{1}\right)$ then equals

$$
\left.\mathcal{H}_{k}=\left\{\left\{x_{1}\right\}, \ldots,\left\{x_{k-1}\right\},\left\{x_{k}, \ldots, x_{n}\right\}\right\}\right\}
$$

and has diameter $n-k$.

On the other hand for $0 \leq t \leq s$ the optimal $2^{t}$-clustering has diameter $2^{s-t}-1$ and consists of clusters with $2^{s-t}$ consecutive points in $\mathcal{P}$ :

$$
\mathcal{O}_{2^{t}}=\left\{\left\{x_{1}, \ldots, x_{2^{s-t}}\right\}, \ldots,\left\{x_{2^{s-t}\left(2^{t}-1\right)+1}, \ldots, x_{2^{s}}\right\}\right\}
$$

Thus we obtain for the diameter

$$
\begin{aligned}
\operatorname{Avg}\left(\left(\mathcal{H}_{k}\right)_{k=1}^{n}\right) & =\frac{1}{n}\left(1+\sum_{t=0}^{s-1} \sum_{k \in\left(2^{t}, 2^{t+1}\right]} \frac{\operatorname{diam}\left(\mathcal{H}_{k}\right)}{\operatorname{diam}\left(\mathcal{O}_{k}\right)}\right) \geq \frac{1}{n} \sum_{t=0}^{s-1} 2^{t} \frac{\operatorname{diam}\left(\mathcal{H}_{2^{t+1}}\right)}{\operatorname{diam}\left(\mathcal{O}_{2^{t}}\right)} \\
& \geq \frac{1}{n} \sum_{t=0}^{s-1} 2^{t} \frac{2^{s}-2^{t+1}}{2^{s-t}}=\frac{1}{n} \sum_{t=0}^{s-1} 2^{2 t} \frac{2^{s-t}-2}{2^{s-t}} \\
& =\frac{1}{n}\left(\sum_{t=0}^{s-1} 4^{t}-\sum_{t=0}^{s-1} \frac{2^{3 t}}{2^{s-1}}\right)=\frac{1}{2^{s}}\left(\sum_{t=0}^{s-1} 4^{t}-\frac{1}{2^{s-1}} \sum_{t=0}^{s-1} 8^{t}\right) \\
& =\frac{1}{2^{s}} \frac{4^{s}-1}{3}-\frac{1}{2^{2 s-1}} \frac{8^{s}-1}{7}=\frac{2^{s}-2^{-s}}{3}-\frac{2^{s+1}-2^{1-2 s}}{7} \\
& \geq \frac{n}{21}-1
\end{aligned}
$$

The same computation can be done for the radius, as the radius of $\mathcal{H}_{2^{t+1}}$ equals $\frac{2^{s}-2^{t+1}}{2}$ and the radius of $\mathcal{O}_{2^{t}}$ equals $\frac{2^{s-t}}{2}$.

Corollary 3.2.37. The average approximation factor achieved by single linkage on $\left(\mathcal{P},\|\cdot\|_{1}\right)$ for both radius and diameter is at least $\frac{n}{21}-1$.

We conclude that the average approximation factor achieved by complete linkage for drad is asymptotically better than the average approximation factor achieved by single linkage. In general it may be of interest to consider other ways to measure the quality of hierarchical clusterings computed by complete linkage and single linkage.

### 3.3 Complete Linkage in the Euclidean Space

We have seen that the approximation guarantee of complete linkage in general metric spaces is in $\Omega(k)$ for the radius and diameter objective. Remember that for the analysis of the radius for a fixed cluster size $k$ we made use of the fact that when a clustering $\mathcal{H}_{k^{\prime}}$ is computed by complete linkage for $k^{\prime}>k$ the next $\frac{k^{\prime}-k}{2}$ merges performed by complete linkage increase the radius by at most $2 \operatorname{drad}(\mathcal{O})$ where $\mathcal{O}$ is the optimal $k$-clustering with respect to drad. This bound on the increase in cost can be improved if we assume that the given metric space is Euclidean. Ackermann et al. [1] use this fact to give better approximation bounds in the Euclidean space. From now on let $\|\cdot\|_{2}$ denote the Euclidean metric.

Definition 3.3.1 ([1]). Given a set of points $\mathcal{P} \subset \mathbb{R}^{d}$ and $k \in \mathbb{N}, r \in \mathbb{R}$. Then $\mathcal{P}$ is called $(k, r)$-coverable, if there exist $k$ points $c_{1}, \ldots, c_{k}$ such that $\mathcal{P} \subset \bigcup_{i=1}^{k} B\left(c_{i}, r\right)$, where $B\left(c_{i}, r\right)=\left\{x \in \mathbb{R}^{d} \mid\left\|x-c_{i}\right\|_{2} \leq r\right\}$ is the ball of radius $r$ around $c_{i}$.

Lemma 3.3.2 ( $\mathbb{1}$ ). Given some $k \in \mathbb{N}, r \in \mathbb{R}$ and a set of more than $k$ points $\mathcal{P} \subset \mathbb{R}^{d}$ which is ( $k, r$ )-coverable, there exist two distinct points $x, y \in \mathcal{P}$ with $\|x-y\|_{2} \leq 4 r \sqrt[d]{\frac{k}{\mathcal{P}}}$.

Using Lemma 3.3.2 Ackermann et al. are able to proof that complete linkage produces a clustering with few clusters whose cost is not too large when compared to the optimal $k$-clustering $\mathcal{O}_{k}$.

Definition 3.3.3. Given the clustering instance $(\mathcal{X}, \mathcal{P}, d)$ and cost $\in\{d r a d$, rad, diam $\}$. Let $\mathcal{C}$ be an arbitrary clustering of $\mathcal{P}$ and $\mathcal{O}_{k}$ the optimal clustering of size $k$ with respect to cost. For $1 \leq k \leq n$ we consider the graph $G\left[\mathcal{C}, \mathcal{O}_{k}\right]$ with vertex set $\mathcal{O}_{k}$, where we connect two vertices $O, O^{\prime} \in \mathcal{O}_{k}$ by an edge if there is a cluster $C \in \mathcal{C}$ which intersects both $O$ and $O^{\prime}$.

Furthermore we say that $\mathcal{C}$ is 2-near to $\mathcal{O}_{k}$ if for every connected component $G=$ $(V, E)$ of $G\left[\mathcal{C}, \mathcal{O}_{k}\right]$ the number of clusters in $\mathcal{C}$ which intersect at least one vertex in $V$ is bounded by $2|V|$.

Lemma 3.3.4 ([1]). Given the clustering instance $\left(\mathbb{R}^{d}, \mathcal{P},\|\cdot\|_{2}\right)$ and cost $\in\{$ drad, rad, diam $\}$, with respect to cost complete linkage computes a clustering $\mathcal{H}_{k^{\prime}}$ that is 2 -near to $\mathcal{O}_{k}$ and whose cost can be upper bounded by

1. $10 d \operatorname{drad}\left(\mathcal{O}_{k}\right)$ if cost $=\mathrm{drad}$
2. $24 d e^{24 d} \operatorname{rad}\left(\mathcal{O}_{k}\right)$ if cost $=\mathrm{rad}$
3. $2^{3 \cdot(42 d)^{d}}(28 d+6) \operatorname{diam}\left(\mathcal{O}_{k}\right)$ if cost $=$ diam
where $\mathcal{O}_{k}$ denotes the optimal $k$-clustering with respect to cost.
So we see that under the assumption that the dimension of the Euclidean space is constant, there exists a clustering with few clusters computed by complete linkage whose cost can be upper bounded by $O(1) \operatorname{cost}\left(\mathcal{O}_{k}\right)$. Ackermann et al. then show that the remaining merge steps performed by complete linkage to obtain the clustering $\mathcal{H}_{k}$ increase the cost of the solution by a factor of at most $O(\log (k))$. The analysis of the remaining merge steps was later improved by Großwendt and Röglin [44. They showed the following statement, which also holds in general metric spaces.

Theorem 3.3.5 ([44]). Given the clustering instance $(\mathcal{X}, \mathcal{P}, d)$ and cost $\in\{$ drad, rad, diam $\}$, let $\mathcal{H}_{k^{\prime}}$ be a 2-near clustering to $\mathcal{O}_{k}$ and $\mathcal{H}_{k}$ be the $k$-clustering computed by complete linkage with respect to cost. We have that

1. $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq 25 \operatorname{cost}\left(\mathcal{H}_{k^{\prime}}\right)+12 \operatorname{cost}\left(\mathcal{O}_{k}\right)$ if $\operatorname{cost}=\mathrm{drad}$
2. $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq 13 \operatorname{cost}\left(\mathcal{H}_{k^{\prime}}\right)+6 \operatorname{cost}\left(\mathcal{O}_{k}\right)$ if $\operatorname{cost}=\operatorname{rad}$
3. $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq 9 \operatorname{cost}\left(\mathcal{H}_{k^{\prime}}\right)+8 \operatorname{cost}\left(\mathcal{O}_{k}\right)$ if $\operatorname{cost}=\operatorname{diam}$

Combining Lemma 3.3 .4 amd Theorem 3.3.5 yields immediately the following corollary.

Corollary 3.3.6. Given the clustering instance $\left(\mathbb{R}^{d}, \mathcal{P},\|\cdot\|_{2}\right)$ and cost $\in\{$ drad, rad, diam $\}$, with respect to cost complete linkage computes a clustering $\mathcal{H}_{k}$ of size $k$ whose cost can be upper bounded by

1. $(250 d+12) \operatorname{drad}\left(\mathcal{O}_{k}\right)$ if cost $=\mathrm{drad}$
2. $\left(312 d e^{24 d}+6\right) \operatorname{rad}\left(\mathcal{O}_{k}\right)$ if cost $=\mathrm{rad}$
3. $\left(9 \cdot 2^{3 \cdot(42 d)^{d}}(28 d+6)+8\right) \operatorname{diam}\left(\mathcal{O}_{k}\right)$ if cost $=$ diam
where $\mathcal{O}_{k}$ denotes the optimal $k$-clustering with respect to cost.
In this section we now give a simplified proof of the analysis presented in [44], which also yields slightly better approximation factors for all three objectives.

We start by observing a simple property about trees.
Lemma 3.3.7. Let $T=(V, E)$ be a tree with $m>1$ vertices. There exists a set $M$ of at most $\frac{m}{2}$ vertices such that every other vertex in $V$ is incident to a vertex in $M$.

Proof. We prove this by induction on $m$. For $m=2,3$ the claim holds. If $m>3$ suppose $T$ is rooted at a vertex $v$ and let $h$ be the height of $T$ with respect to $v$. Let $w \in V$ be a vertex of height $h-1$ that is not a leaf and denote with $Z$ the children of $w$. Observe that $T^{\prime}=T \backslash(Z \cup\{w\})$ is still connected, as all children of $w$ are of height $h$ and therefore must be leaves. If $T^{\prime}$ is empty or consists of only $v$, then the lemma holds for $M=\{w\}$. In the other case $T^{\prime}$ consists of $m^{\prime} \geq 2$ vertices. Thus we can apply the induction hypothesis on $T^{\prime}$ to obtain a set $M^{\prime}$ of at most $\frac{m^{\prime}}{2}$ vertices. We set $M=M^{\prime} \cup\{w\}$ and observe that all vertices in $T$ are incident to at least one vertex in $M$. Furthermore $|M| \leq \frac{m^{\prime}}{2}+1=\frac{m^{\prime}+2}{2}$. Now $T^{\prime}$ contains at least two vertices fewer than $T$ as $Z \neq \emptyset$ and therefore $m^{\prime}+2 \leq m$.

Lemma 3.3.8. Let $\mathcal{C}$ be a clustering of $\mathcal{P}$ and $\mathcal{O}_{k}$ the optimal $k$-clustering with respect to cost $\in\{\mathrm{drad}, \mathrm{rad}, \mathrm{diam}\}$. Let $G=(V, E)$ be a connected component of $G\left[\mathcal{C}, \mathcal{O}_{k}\right]$ with $m>1$ vertices. There exists a clustering of cost at most $3 \operatorname{cost}\left(\mathcal{O}_{k}\right)+2 \operatorname{cost}(\mathcal{C})$ for $\operatorname{cost} \in\{\mathrm{drad}, \mathrm{rad}, \mathrm{diam}\}$, which is obtained by merging at least $\frac{m}{2}$ clusters from $V$.

Proof. We delete edges from $G$ until we obtain a tree. By Lemma 3.3.7 there exists a set $M$ of at most $\frac{m}{2}$ vertices such that every other vertex in $G$ is incident to a vertex from $M$. We reduce the number of clusters by merging every cluster $O \in V \backslash M$ with a cluster in $M$ it is incident to. The resulting clustering consists of at least $\frac{m}{2}$ fewer cluster than $\mathcal{O}_{k}$. Let $C$ be one of the merged clusters and let $O \in M$ be the unique cluster from $M$ contained in $C$. We upper bound the cost of $C$ in terms of $\operatorname{cost}\left(\mathcal{O}_{k}\right)$ and $\operatorname{cost}(\mathcal{C})$.

When we are dealing with the radius and discrete radius, i.e., cost $\in\{d r a d$, rad $\}$ let $o$ be the center of $O$. We know that every point $p \in C$ is either contained in $O$ itself, in which case $d(p, o) \leq \operatorname{cost}\left(\mathcal{O}_{k}\right)$, or in a cluster $O^{\prime} \in V \backslash M$. As $O$ and $O^{\prime}$ are connected by an edge, there must be a cluster in $\mathcal{C}$ which intersects both. Let $q_{1} \in O^{\prime}$ and $q_{2} \in O$ be two points contained in the same cluster of $\mathcal{C}$. We obtain

$$
\begin{aligned}
d(p, o) & \leq d\left(p, q_{1}\right)+d\left(q_{1}, q_{2}\right)+d\left(q_{2}, o\right) \\
& \leq 3 \operatorname{cost}\left(\mathcal{O}_{k}\right)+2 \operatorname{cost}(\mathcal{C}) .
\end{aligned}
$$

When we are dealing with the diameter cost $=$ diam we make a similar computation. Let $p_{1}, p_{2} \in C$ be contained in the optimal clusters $O_{1}$ or $O_{2}$, respectively. We know that there are $q_{1} \in O_{1}, q_{2} \in O$ and $r_{1} \in O, r_{2} \in O_{2}$ such that for each pair both points lie in the same cluster in $\mathcal{C}$. We obtain

$$
\begin{aligned}
d\left(p_{1}, p_{2}\right) & \leq d\left(p_{1}, q_{1}\right)+d\left(q_{1}, q_{2}\right)+d\left(q_{2}, r_{1}\right)+d\left(r_{1}, r_{2}\right)+d\left(r_{2}, p_{2}\right) \\
& \leq 3 \operatorname{cost}\left(\mathcal{O}_{k}\right)+2 \operatorname{cost}(\mathcal{C}) .
\end{aligned}
$$

Thus we showed that we can roughly half the number of clusters by merging clusters in $\mathcal{O}_{k}$ such that the resulting clustering $\mathcal{O}^{\prime}$ is not too expensive. Let $\mathscr{H}=\left(\mathcal{H}_{|\mathcal{P}|}, \ldots \mathcal{H}_{1}\right)$ denote the hierarchical clustering that is computed by complete linkage. Next we fix a complete linkage clustering $\mathcal{H}$ with more than $k$ clusters and use $\mathcal{O}_{k}$ or $\mathcal{O}^{\prime}$ to argue that complete linkage computes a clustering with significantly fewer clusters than $\mathcal{H}$ while the increase in cost can be bounded in terms of $\operatorname{cost}\left(\mathcal{O}_{k}\right)$ or $\operatorname{cost}\left(\mathcal{O}^{\prime}\right)$.

In our analysis we again consider the smallest clustering from $\mathscr{H}$ whose cost does not exceed a given bound $x$, which we denote by $\mathcal{C}_{x}$. Remember that every merge of two clusters in $\mathcal{C}_{x}$ results in a clustering of cost more than $x$. We show the following improved version of Theorem 3.3.5 by Großwendt and Röglin.

Lemma 3.3.9. Given the clustering instance $(\mathcal{X}, \mathcal{P}, d)$ and let cost $\in\{d \mathrm{drad}$, rad, diam $\}$ and let $\mathcal{H}$ be a clustering created by complete linkage with $\operatorname{cost}(\mathcal{H})>2 \operatorname{cost}\left(\mathcal{O}_{k}\right)$ and which is 2 -near to $\mathcal{O}_{k}$, then we have

1. $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq 8 \operatorname{cost}\left(\mathcal{O}_{k}\right)+5 \operatorname{cost}(\mathcal{H})$ for cost $=\operatorname{drad}$
2. $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq 5 \operatorname{cost}\left(\mathcal{O}_{k}\right)+6 \operatorname{cost}(\mathcal{H})$ for $\operatorname{cost}=\operatorname{rad}$
3. $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq 5 \operatorname{cost}\left(\mathcal{O}_{k}\right)+6 \operatorname{cost}(\mathcal{H})$ for $\operatorname{cost}=\operatorname{diam}$.

Proof. Let $G=(V, E)$ be the union of all connected components of $G\left[\mathcal{H}, \mathcal{O}_{k}\right]$ consisting of more than one vertex and $\mathcal{D} \subset \mathcal{H}$ be the clusters which intersect at least one cluster in $V$. Notice that $|\mathcal{D}| \leq 2|V|$ since $\mathcal{H}$ is 2-near to $\mathcal{O}_{k}$. Let $\ell=|V|$. First observe that $\mathcal{H} \backslash \mathcal{D}$ consists of at most $k-\ell$ clusters. If a cluster $C \in \mathcal{H} \backslash \mathcal{D}$ intersects a cluster $O \in \mathcal{O}_{k} \backslash V$, then we already have $C \subset O$, as otherwise $O$ would be incident to another optimal cluster in $G\left[\mathcal{H}, \mathcal{O}_{k}\right]$ and therefore contained in a connected component of size at least two. Furthermore there cannot be two clusters $C_{1}, C_{2} \in \mathcal{H}$ contained in $O$ as merging $C_{1}$ with $C_{2}$ yields a cluster of cost at $\operatorname{most} 2 \operatorname{cost}\left(\mathcal{O}_{k}\right)$. As complete linkage always chooses the merge with smallest increase in $\operatorname{cost}$ and $\operatorname{cost}(\mathcal{H})>2 \operatorname{cost}\left(\mathcal{O}_{k}\right)$ this case does not occur. Thus $|\mathcal{H} \backslash \mathcal{D}| \leq\left|\mathcal{O}_{k} \backslash V\right|=k-\ell$ and so $|\mathcal{H}|=|\mathcal{D}|+|\mathcal{H} \backslash \mathcal{D}| \leq k+\ell$.

Let $x=\operatorname{cost}\left(\mathcal{O}_{k}\right)$ and $y=\operatorname{cost}(\mathcal{H})$. We denote by $\mathcal{O}^{\prime}$ the clustering of cost at most $z=3 x+2 y$ obtained from $\mathcal{O}_{k}$ by merging at least $\frac{\ell}{2}$ cluster from $V$. Such a clustering exists by Lemma 3.3.8.
cost $=\mathrm{drad}:$ Let $C, D \subset \mathcal{P}$ be two arbitrary clusters with centers $c, d$. Observe that

$$
\begin{equation*}
\operatorname{cost}(C \cup D) \leq \max \{\operatorname{cost}(C), \operatorname{cost}(D)\}+d(c, d) . \tag{3.5}
\end{equation*}
$$

We claim that first $\left|\mathcal{C}_{y} \cap \mathcal{C}_{y+2 x}\right| \leq k$ and second $\left|\mathcal{C}_{y+2 x} \cap \mathcal{C}_{y+2 x+2 z}\right| \leq k-\frac{\ell}{2}$.
Suppose the first inequality does not hold, thus there must be two clusters $C, D$ in $\mathcal{C}_{y} \cap \mathcal{C}_{y+2 x}$ whose centers are contained in the same cluster from $\mathcal{O}_{k}$. We use (3.5) and get $\operatorname{cost}(C \cup D) \leq \max \{\operatorname{cost}(C), \operatorname{cost}(D)\}+2 \operatorname{cost}\left(\mathcal{O}_{k}\right) \leq y+2 x$ in contradiction to the definition of $\mathcal{C}_{y+2 x}$. Similarly one can prove the second inequality by replacing $\mathcal{O}_{k}$ by $\mathcal{O}^{\prime}$. If the second inequality is violated, then there must be two clusters $C, D$ in $\mathcal{C}_{y+2 x} \cap \mathcal{C}_{y+2 x+2 z}$ with $\operatorname{cost}(C \cup D) \leq \max \{\operatorname{cost}(C), \operatorname{cost}(D)\}+2 \operatorname{cost}\left(\mathcal{O}^{\prime}\right) \leq y+2 x+2 z$ in contradiction to the definition of $\mathcal{C}_{y+2 x+2 z}$.

We prove later that $\left|\mathcal{C}_{y+2 x+2 z}\right| \leq k$. Under this assumption we obtain $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq$ $\operatorname{cost}\left(\mathcal{C}_{y+2 x+2 z}\right) \leq y+2 x+2 z=8 \operatorname{cost}\left(\mathcal{O}_{k}\right)+5 \operatorname{cost}(\mathcal{H})$, which proves the lemma for the discrete radius.
cost $=\operatorname{rad}:$ Let $C, D \subset \mathcal{P}$ be two arbitrary clusters. We claim that first $\left|\mathcal{C}_{y} \cap \mathcal{C}_{2 y+x}\right| \leq$ $k$ and second $\left|\mathcal{C}_{2 y+x} \cap \mathcal{C}_{4 y+2 x+z}\right| \leq k-\frac{\ell}{2}$. If the first inequality is violated we find two
clusters $C, D$ in $\mathcal{C}_{y} \cap \mathcal{C}_{2 y+x}$ such that both intersect the same cluster $O$ from $\mathcal{O}_{k}$. Let $o$ be the center of that cluster $O$ and $p_{1} \in C \cap O, p_{2} \in D \cap O$. Observe that $\operatorname{cost}(C \cup D) \leq$ $\max _{p \in C \cup D} d(p, o) \leq 2 \max \{\operatorname{cost}(C), \operatorname{cost}(D)\}+\max \left\{d\left(p_{1}, o\right), d\left(p_{2}, o\right)\right\} \leq 2 y+x$ which yields a contradiction. Analogously one can prove the second inequality.

We prove later that $\left|\mathcal{C}_{4 y+2 x+z}\right| \leq k$. Under this assumption we obtain $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq$ $\operatorname{cost}\left(\mathcal{C}_{4 y+2 x+z}\right) \leq 4 y+2 x+z=5 \operatorname{cost}\left(\mathcal{O}_{k}\right)+6 \operatorname{cost}(\mathcal{H})$, which proves the lemma for the radius.
cost $=\operatorname{diam}$ : Let $C, D \subset \mathcal{P}$ be two arbitrary clusters and $p \in C, q \in D$. Then we have

$$
\begin{equation*}
\operatorname{cost}(C \cup D) \leq \operatorname{cost}(C)+d(p, q)+\operatorname{cost}(D) . \tag{3.6}
\end{equation*}
$$

We claim that first $\left|\mathcal{C}_{y} \cap \mathcal{C}_{2 y+x}\right| \leq k$ and second $\left|\mathcal{C}_{2 y+x} \cap \mathcal{C}_{4 y+2 x+z}\right| \leq k-\frac{\ell}{2}$. The argument is again the same. If one of the inequalities is violated we find two clusters $C, D$ in $\mathcal{C}_{y} \cap \mathcal{C}_{2 y+x}$ or $\mathcal{C}_{2 y+x} \cap \mathcal{C}_{4 y+2 x+z}$ such that both intersect the same cluster from $\mathcal{O}_{k}$ or $\mathcal{O}^{\prime}$, respectively. By $(3.6) \operatorname{cost}(C \cup D)$ is upper bounded by $2 y+x$ or $2(2 y+x)+z$ which yields a contradiction.

We prove later that $\left|\mathcal{C}_{4 y+2 x+z}\right| \leq k$. Under this assumption we obtain that $\operatorname{cost}\left(\mathcal{H}_{k}\right) \leq$ $\operatorname{cost}\left(\mathcal{C}_{4 y+2 x+z}\right) \leq 4 y+2 x+z=5 \operatorname{cost}\left(\mathcal{O}_{k}\right)+6 \operatorname{cost}(\mathcal{H})$, which proves the lemma for the diameter.

Let $0 \leq a \leq b \leq c$ such that $\left|\mathcal{C}_{a} \cap \mathcal{C}_{b}\right| \leq k,\left|\mathcal{C}_{b} \cap \mathcal{C}_{c}\right| \leq k-\frac{\ell}{2}$ and $\left|\mathcal{C}_{a}\right| \leq k+\ell$. We know that all clusters in $\mathcal{C}_{a} \backslash \mathcal{C}_{b}$ or $\mathcal{C}_{b} \backslash \mathcal{C}_{c}$ must be merged in $\mathcal{C}_{b}$ or $\mathcal{C}_{c}$, respectively. Thus we obtain the following bounds on the size of both clusterings.

$$
\begin{aligned}
& \left|\mathcal{C}_{b}\right| \leq \frac{\left|\mathcal{C}_{a}\right|-k}{2}+k \\
& \left|\mathcal{C}_{c}\right| \leq \frac{\left|\mathcal{C}_{b}\right|-(k-\ell / 2)}{2}+k-\frac{\ell}{2} \leq \frac{\left|\mathcal{C}_{a}\right|-k}{4}+k-\frac{\ell}{4} \leq k .
\end{aligned}
$$

For the last inequality we use $\left|\mathcal{C}_{a}\right| \leq k+\ell$.
We apply this observation for all three objectives and use that $\left|\mathcal{C}_{y}\right| \leq|\mathcal{H}| \leq k+\ell$ to see that indeed $\left|\mathcal{C}_{y+2 x+2 z}\right| \leq k$ for discrete radius and $\left|\mathcal{C}_{4 y+2 x+z}\right| \leq k$ for radius and diameter.

## Chapter 4

## Minimum-Error Triangulation Is NP-Hard

This chapter contains results from the work Minimum-Error Triangulations for Sea Surface Reconstruction [11] by Anna Arutyunova, Anne Driemel, Jan-Henrik Haunert, Herman Haverkort, Jürgen Kusche, Elmar Langetepe, Philip Mayer, Petra Mutzel and Heiko Röglin published in the proceedings of the International Symposium on Computational Geometry (SoCG), 2022. The first part of the paper contains an NP-hardness proof of the minimum-error triangulation problem. The second part considers a dynamicprogramming approach to compute minimum error triangulations of the sea surface, where the set of allowed triangulations is restricted to so called $k$-OD triangulations. In this chapter we present only the NP-hardness proof while the second part of the paper is omitted. A full version of this paper is also available at arXiv [12] and currently under consideration at the Journal of Computational Geometry.

### 4.1 The Planar 3SAT Problem

To prove that the minimum-error triangulation problem is NP-hard we perform a reduction from the planar 3SAT problem. The Boolean satisfiability problem (SAT problem) is the first problem that has been proven to be NP-complete [35]. This result is often referred as the Cook-Levin theorem.

Definition 4.1.1 (SAT). For a set of variables $V$ we define the set of literals as $V \cup\{\bar{v} \mid$ $v \in V\}$, i.e., a literal is either a variable $v$ or the negation of a variable $\bar{v}$. We define $a$ clause as a subset of literals. Given an assignment $\psi: V \rightarrow\{$ true, false $\}$, we can extend $\psi$ on the set of literals by setting $\psi(\bar{v})=$ true if $\psi(v)=$ false and $\psi(\bar{v})=$ false if $\psi(v)=$ true. We say that a clause $c$ is satisfied under $\psi$ if at least one of the literals in $c$ is assigned the value true under $\psi$.

An instance of the SAT problem consists of a set of variables $V$ and a set of clauses $K$. We call an assignment $\psi: V \rightarrow\{$ true, false $\}$ feasible if all clauses in $K$ are satisfied by $\psi$. The task is to decide whether there exists a feasible assignment.

As an example an instance could consist of the set of variables $V=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ and the set of clauses $K=\left\{\left\{\bar{v}_{1}, v_{2}, v_{4}\right\},\left\{v_{1}, \bar{v}_{2}, v_{3}\right\},\left\{v_{1}, \bar{v}_{3}, \bar{v}_{4}\right\}\right\}$. The instance is satisfiable since the assignment $\psi\left(v_{1}\right)=\psi\left(v_{2}\right)=\psi\left(v_{3}\right)=\psi\left(v_{4}\right)=$ true satisfies all clauses in $K$. We can also write the set of clauses $K$ alternatively in the conjunctive normal form. In
the conjunctive normal form the set of clauses is replaced by the conjunction of its clauses and every clause is written as a disjunction of its literals. In our example this yields the Boolean formula $\left(\overline{v_{1}} \vee v_{2} \vee v_{4}\right) \wedge\left(v_{1} \vee \overline{v_{2}} \vee v_{3}\right) \wedge\left(v_{1} \vee \overline{v_{3}} \vee \overline{v_{4}}\right)$. Other variants of the SAT problem such as the 3SAT problem and the planar 3SAT problem have been proven to be NP-complete as well [35, 62]. The 3SAT problem is a variant of the SAT problem where every clause consists of at most 3 literals. The planar 3SAT problem which will be important in our NP-hardness proof of the minimum-error triangulation problem is a special case of the 3SAT problem in which the incidence graph of the instance is assumed to be planar.

Definition 4.1.2. Given an instance of the SAT problem with variables $V$ and clauses $K$, the vertex set of its incidence graph is given by the disjoint union of $V$ and $K$ and edges $\{v, c\}$ connecting a variable $v$ to a clause $c$ if contains $v$ or $\bar{v}$.

Definition 4.1.3. A Jordan arc is an injective continuous map $\sigma:[0,1] \rightarrow \mathbb{R}^{2}$. We call $\sigma(0)$ and $\sigma(1)$ the endpoints of $\sigma$. A planar embedding of the graph $G=(V, E)$ consists of

1. $a \operatorname{map} f: V \rightarrow \mathbb{R}^{2}$ and
2. for every $e=\{s, t\} \in E$ a Jordan arc $\sigma_{e}$ with endpoints $f(s)$ and $f(t)$, called the embedding of $e$,
such that for all $e=\{s, t\} \in E$ and $e^{\prime} \in E \backslash\{e\}$ we have $\left(\sigma_{e}([0,1]) \cap \sigma_{e^{\prime}}([0,1])\right) \subset f(V)$ and $\left(\sigma_{e}([0,1]) \backslash\{f(s), f(t)\}\right) \cap f(V)=\emptyset$. Thus the embedded edge does not cross any point from $f(V)$ or any other embedded edge except at the embedding of its endpoints. We call a graph $G$ planar if there exists a planar embedding of $G$.

Definition 4.1.4. An instance of the planar 3SAT problem consists of a set of variables $V$ and a set of clauses $K$ such that $K$ contains only clauses of cardinality 3 and the incidence graph of the instance is planar.

Lichtenstein [62 shows that the planar 3SAT problem is NP-hard. Furthermore he shows that we can restrict ourselves to a planar embedding of the incidence graph of the following form: An instance of the planar 3SAT problem can be embedded into the plane such that every clause is represented by a vertex and every variable by a box placed on the horizontal axis. A box is connected to a vertex via a rectilinear edge if the respective variable is contained in the clause. For an example, see Figure 4.1. Such an embedding is also used, for example, in [57].

Before we present the NP-hardness proof we repeat the definition of the minimumerror triangulation problem.

### 4.2 Preliminaries

We recall the definition of the convex hull.
Definition 4.2.1. For a set $M \subset \mathbb{R}^{d}$ let $\operatorname{conv}(M)=\left\{\sum_{i=1}^{n} \alpha_{i} x_{i} \mid \sum_{i=1}^{n} \alpha_{i}=1, \alpha_{i} \geq\right.$ $\left.0, n \in \mathbb{N},\left\{x_{1}, \ldots, x_{n}\right\} \subset M\right\}$ denote the convex hull of $M$. If $M=\{u, v\}$ we also denote the convex hull of $u$ and $v$ by $\overline{u v}$.


Figure 4.1: Embedding of the 3SAT formula $\left(\overline{v_{1}} \vee v_{2} \vee v_{4}\right) \wedge\left(v_{1} \vee \overline{v_{2}} \vee v_{3}\right) \wedge\left(v_{1} \vee \overline{v_{3}} \vee \overline{v_{4}}\right)$.

Remember that a triangulation of a point set $\mathcal{S} \subset \mathbb{R}^{2}$ is a maximal set of non-crossing straight line edges with endpoints in $\mathcal{S}$.

Definition 4.2.2. A triangulation $D$ of $\mathcal{S} \subset \mathbb{R}^{2}$ is a subset of $\{\overline{u v} \mid u, v \in \mathcal{S}, u \neq v\}$ such that for all $e, e^{\prime} \in D$ we have $e \cap e^{\prime} \subset \mathcal{S}$ and $e \cap \mathcal{S}=\{u, v\}$ for $e=\overline{u v}$. Furthermore $D$ is maximal, i.e. there is no other edge from $\{\overline{u v} \mid u, v \in \mathcal{S}, u \neq v\}$ which can be added to $D$ without violating this property. For three non-collinear points $s, t, u \in \mathbb{R}^{2}$ we call $T=\operatorname{conv}(s, t, u)$ a triangle with vertices $s, t, u$ and edges $\overline{s t}, \overline{u s}, \overline{t u}$. We say that a triangle $T$ is contained in a triangulation $D$ of $\mathcal{S}$ and write $T \in D$ if its edges belong to the triangulation $D$ and $T$ does not contain points from $\mathcal{S}$ other then its vertices, i.e., $T \cap \mathcal{S}=\{s, t, u\}$.

A minimum-error triangulation instance consists of the following parts. Let $\mathcal{S} \subset \mathbb{R}^{2}$ be a set of $n$ points and $f: \mathcal{S} \rightarrow \mathbb{R}$. We call $\mathcal{S}$ the set of triangulation points and $f(s)$ the measurement value of $s \in \mathcal{S}$. Additionally, we are given a set $\mathcal{R} \subset \operatorname{conv}(\mathcal{S})$ of $m$ points and a function $h: \mathcal{R} \rightarrow \mathbb{R}$. We refer to $\mathcal{R}$ as the set of reference points and to $h(r)$ as the reference value of $r \in \mathcal{R}$.

For a triangulation $D$ of $\mathcal{S}$ we now define the linear interpolation of $f$ with respect to $D$ as follows. For every triangle $T \in D$ with vertices $s, t, u$ and every point $v \in T$ written as a convex combination $v=\alpha s+\beta t+\gamma u$ we set $f_{D}(v)=\alpha f(s)+\beta f(t)+\gamma f(u)$. The minimum-error triangulation problem asks for a triangulation $D$ of $\mathcal{S}$ that minimizes the squared error between the reference values and the interpolation $f_{D}$, i.e.,

$$
\operatorname{Err}_{D}(\mathcal{R})=\sum_{r \in \mathcal{R}}\left(f_{D}(r)-h(r)\right)^{2} .
$$

Furthermore we define the zero-error triangulation problem as the problem to decide whether there exists a triangulation $D$ of $\mathcal{S}$ with $\operatorname{Err}_{D}(\mathcal{R})=0$ or alternatively $f_{D}(r)=$ $h(r)$ for all $r \in \mathcal{R}$.

### 4.3 Overview of the Main Idea

We show that the minimum-error triangulation problem is NP-hard to approximate. To show this we first prove the NP-hardness of the closely related zero-error triangulation problem.

Theorem 4.3.1. The zero-error triangulation problem is NP-hard.

Notice that the NP-hardness of this problem directly implies that the minimum-error triangulation problem likely cannot be approximated efficiently.

Corollary 4.3.2. The minimum-error triangulation problem cannot be approximated within any multiplicative factor in polynomial time unless $\mathrm{P}=\mathrm{NP}$.

For every instance of the planar 3SAT problem we construct an instance for the zeroerror triangulation problem by replacing the boxes, vertices and edges of its rectilinear embedding in the plane by a set of triangulation points and reference points. For this purpose we handle each component of the 3SAT embedding individually. We construct variable gadgets, which replace the boxes, wire gadgets, which replace the rectilinear edges, clause gadgets, which replace the vertices, and negation gadgets, which are inserted on wires between variables and clauses that use those variables in negated form ${ }^{1}$. The combination of these gadgets then constitutes an instance of the zero-error triangulation problem.

Let $V$ be the set of variables and $K$ the set of clauses of the planar 3SAT instance. We have to guarantee that every zero-error triangulation $D$ of the triangulation instance corresponds to a feasible assignment of variables and vice versa. Since a variable can take only two values, true and false, we have to reflect this in the possible zero-error triangulations. We ensure that there are only two possible zero-error triangulations on the points that belong to a variable gadget and the negation and wire gadgets that are attached to it.

Definition 4.3.3. Let $C=\left\{y \mid\|x-y\|_{2}=\rho\right\}$ be a circle around a point $x \in \mathbb{R}^{2}$ with radius $\rho \in \mathbb{R}_{\geq 0}$. We denote with $I_{C}=\left\{y \in \mathbb{R}^{2} \mid\|x-y\|_{2}<\rho\right\}$ the interior of $C$, with $O_{C}=\mathbb{R}^{2} \backslash\left(C \cup I_{C}\right)$ the exterior of $C$, and with $B_{C}=I_{C} \cup C$ the closed disk bounded by $C$.

We will now describe the main tool in the construction of our gadgets. Suppose our triangulation instance consists of several reference points $\mathcal{R}$ and a set of triangulation points $\mathcal{S}$, which satisfy the following properties. For every $r \in \mathcal{R}$ there exists a circle $C_{r}$ with $r \in I_{C_{r}}$ such that the respective disks are pairwise disjoint, i.e., $B_{C_{r}} \cap B_{C_{r^{\prime}}}=\emptyset$ for $r, r^{\prime} \in \mathcal{R}$ with $r \neq r^{\prime}$. Furthermore for every $r \in \mathcal{R}$ there exist four distinct points $a_{r}, b_{r}, c_{r}, d_{r} \in C_{r} \cap \mathcal{S}$ such that $\overline{a_{r} c_{r}} \cap \overline{b_{r} d_{r}}=\{r\}$. All remaining points from $\mathcal{S}$ are contained in $\bigcap_{r \in \mathcal{R}} O_{C_{r}}$ and therefore lie outside all disks. We say that a triangle $T$ represents a point $r \in \mathcal{R}$ with zero error if $r \in T$ and $h(r)=f_{T}(r)$. Our goal is now to set the reference values $h: \mathcal{R} \rightarrow \mathbb{R}$ and measurement values $f: \mathcal{S} \rightarrow \mathbb{R}$ such that every triangle that represents $r$ with zero error has either $\overline{a_{r} c_{r}}$ or $\overline{b_{r} d_{r}}$ as an edge. For an illustration see Figure 4.2.

We achieve this goal by exploiting well-known geometric properties of the unit paraboloid in $\mathbb{R}^{3}$. For a set $M \subset \mathbb{R}^{2}$ we denote by $M^{\prime}=\left\{\left(x_{1}, x_{2}, x_{1}^{2}+x_{2}^{2}\right) \mid\left(x_{1}, x_{2}\right) \in\right.$ $M\}$ the lift of $M$ onto the paraboloid. For every triangulation point $p=\left(p_{1}, p_{2}\right) \in \mathcal{S}$ we set $f(p)=p_{1}^{2}+p_{2}^{2}$. For every reference point $r \in \mathcal{R}$ we consider the lifted circle $C_{r}^{\prime}$. It is a known fact that there exists a plane $E_{r}$ in $\mathbb{R}^{3}$ whose intersection with the paraboloid is exactly $C_{r}^{\prime}$. Since the paraboloid is convex, we know furthermore that the lift of the interior $I_{C_{r}}^{\prime}$ onto the paraboloid lies below the plane $E_{r}$ and the lift of the exterior $O_{C_{r}}^{\prime}$ onto the paraboloid lies above the plane. Thus for each reference point $r=\left(r_{1}, r_{2}\right)$ we do the following. We define $h(r)$ such that $\left(r_{1}, r_{2}, h(r)\right) \in E_{r}$. Since $\mathcal{S} \subset C_{r} \cup O_{C_{r}}$, no
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Figure 4.2: The reference points are depicted as crosses. The other points are triangulation points, lying either on or outside the circles.
point of the lift $\mathcal{S}^{\prime}$ lies under $E_{r}$. Thus every triangle $T$ all of whose vertices lie in $O_{C_{r}}$ cannot triangulate $r$ with zero error, since the lifted vertices would lie entirely above the plane $E_{r}$. In conclusion, a triangle $T$ represents $r$ with zero error if and only if it contains either the edge $\overline{a_{r} c_{r}}$ or the edge $\overline{b_{r} d_{r}}$. We will use these two options to encode the values true and false for the variables of the planar 3SAT instance.

However, in our construction of the triangulation instance we cannot require $B_{C_{r}} \cap$ $B_{C_{r^{\prime}}}=\emptyset$ for all $r, r^{\prime} \in \mathcal{R}$ with $r \neq r^{\prime}$. It is even crucial that some of these intersections are non-empty: by placing some of the points $a_{r^{\prime}}, b_{r^{\prime}}, c_{r^{\prime}}$ and $d_{r^{\prime}}$ on $B_{C_{r}}$, we achieve that the choice of a triangulation edge that represents $r$ with zero error influences what triangulation edge can be chosen to represent $r^{\prime}$ with zero error. Such dependencies are what makes our gadgets work. We only have to be careful that the points that are additionally placed in $B_{C_{r}}$ are placed such that they can never be used as vertices of triangles that represent $r$ with zero error. In the next section we describe our approach more formally.

### 4.4 Notation and Local Properties

Our triangulation instance consists of a set of triangulation points with integral coordinates $\mathcal{S} \subset \mathbb{Z}^{2}$ and a set $\mathcal{R} \subset \operatorname{conv}(\mathcal{S})$ of reference points.
Measurement values: The measurement values are determined by the function $f: \mathbb{R}^{2} \rightarrow$ $\mathbb{R}$ with $f\left(p_{1}, p_{2}\right)=p_{1}^{2}+p_{2}^{2}$.

Reference values: For every circle $C=\left\{y \mid\|x-y\|_{2}=\rho\right\}$ around center $x=$ $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ with radius $\rho$, we define the function $h_{C}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with $h_{C}\left(r_{1}, r_{2}\right)=$ $2 x_{1} r_{1}+2 x_{2} r_{2}-x_{1}^{2}-x_{2}^{2}+\rho^{2}$. For every $r \in \mathcal{R}$ we choose one circle $C$ and set $h(r)=h_{C}(r)$.
Thus the measurement values are fixed while we leave some freedom to choose the reference values during the construction of the instance. Observe that the function graph of $f$ is the unit paraboloid $\left\{\left(p_{1}, p_{2}, p_{1}^{2}+p_{2}^{2}\right) \mid\left(p_{1}, p_{2}\right) \in \mathbb{R}^{2}\right\}$ and the function graph of $h_{C}$ is the plane containing the lift of $C$ onto the paraboloid (see Figure 4.3).
Coupled circle: Every point $r \in \mathcal{R}$ is coupled to a circle, which we denote by $C_{r}$. It will be defined during the construction of the gadgets and determines the reference value $h(r)=h_{C_{r}}(r)$.


Figure 4.3: Example of a reference point $r$ with coupled circle $C_{r}$ and its positive/negative edges crossing at $r$. Lifting the red and blue points to $\mathbb{R}^{3}$, with their measurement values as third coordinate, we see that these points lie on both the paraboloid and the plane which contains $\left(r, h_{C_{r}}(r)\right)$ and the lift of $C_{r}$.

Positive and negative edge: Every point $r \in \mathcal{R}$ comes with a positive and a negative edge called $e_{r}^{+}$or $e_{r}^{-}$, respectively $2^{2}$. They intersect each other at $r$ (i.e., $e_{r}^{+} \cap e_{r}^{-}=$ $\{r\})$ and their vertices are contained in the coupled circle $C_{r}$. It will always hold that $e_{r}^{+}$has positive slope and $e_{r}^{-}$has negative slope.

On the final triangulation instance we require that every zero-error triangulation $D$ corresponds to a feasible assignment on the variables $V$ of the planar 3SAT instance. For this purpose we define the positive and negative signals which later correspond to setting the value of a variable to true or false.

Positive and negative signal: We say for a triangulation $D$ that the signal at $r \in \mathcal{R}$ is positive if $D$ contains edge $e_{r}^{+}$and negative if it contains $e_{r}^{-}$, otherwise we call it ambiguous. Similarly for every set $M \subset \mathcal{R}$ we call $D$ positive on $M$ if the signal is positive at all $r \in M$ and negative on $M$ if the signal is negative at all $r \in M$.

Definition 4.4.1. Let $D$ be a triangulation of $\mathcal{S}$ and $M \subset \mathcal{R}$. We define the error incurred by $D$ on $M$ as

$$
\operatorname{Err}_{D}(M)=\sum_{r \in M}\left(f_{D}(r)-h(r)\right)^{2}
$$

Definition 4.4.2. We say that $r \in \mathcal{R}$ is represented with $\epsilon$ error by a triangle $T$, if $r \in T$ and $\left(f_{T}(r)-h(r)\right)^{2}=\epsilon$. Here $f_{T}$ denotes the linear interpolation of $f$ on $T$. In particular we say that $r$ is represented with zero error by $T$ if $f_{T}(r)=h(r)$.

[^1]Lemma 4.4.3. Let $r$ be a point of $\mathcal{R}$ and let $T \subset \mathbb{R}^{2}$ be a triangle with vertices $s, t, u \in \mathcal{S}$ and $r \in \operatorname{conv}\left(\{s, t, u\} \cap C_{r}\right)$. Then $r$ is represented with zero error by $T$.

If the planar 3SAT instance is satisfiable, we argue that there is a triangulation containing one of $e_{r}^{+}, e_{r}^{-}$for every reference point $r$ of the triangulation instance. Lemma 4.4.3 states that such a triangulation has in fact zero error (see also Figure4.3). To represent $r$ with zero error in any other way, we need at least one triangulation point inside and one outside $C_{r}$. This follows from the convexity of $f$.
Lemma 4.4.4. Let $T \subset \mathbb{R}^{2}$ be a triangle with vertices $s, t, u \in \mathcal{S}$ representing $r \in \mathcal{R}$ with zero error. If $r \notin \operatorname{conv}\left(\{s, t, u\} \cap C_{r}\right)$, then $\{s, t, u\}$ has a non-empty intersection with $I_{C_{r}}$ and $O_{C_{r}}$.

We prove Lemma 4.4.3 and Lemma 4.4.4 in Section 4.8. We guarantee during the construction that only few triangulation points lie in $I_{C_{r}}$ for each reference point $r$. With a concise case analysis we rule out that any of them can be used together with a point in $O_{C_{r}}$ to form a triangle that represents $r$ with zero error, which limits the choice to triangles containing one of $e_{r}^{+}, e_{r}^{-}$. This ensures that every zero-error triangulation yields a solution to the planar 3SAT instance.

### 4.5 The Gadgets

Before we give a formal definition of the gadgets we give a brief overview over the main constructions as well as their functionality. We start with describing the smallest construction called bit, the next larger constructions called segments up to the gadgets.

Bit: A small construction at a point $r \in \mathbb{Z}^{2}$. It contains $r$ as a reference point and several triangulation points. Every triangulation of $\mathcal{S}$ will have either positive or negative signal at $r$. There are vertical and horizontal bits. Bits with the same orientation can be combined into more complex constructions, whereas vertical and horizontal bits cannot be combined directly.

Wire segment: A construction connecting two points $x, y \in \mathbb{Z}^{2}$ lying on the same vertical or horizontal line. It is built from vertical/horizontal bits. It transports a positive/negative signal from the bit at $x$ to the bit at $y$ or vice versa.

Multiplier segment: A construction centered at a point $x \in \mathbb{Z}^{2}$. It consists of two vertical and two horizontal bits and some additional points. It has two functions. First it serves as a multiplier of a signal: if one of the bits carries a positive/negative signal the other three bits will carry the same signal. Secondly it serves as a connection between vertical and horizontal bits.

Wire gadget: An extension of the wire segment to deal with arbitrary points $x, y \in$ $\mathbb{Z}^{2}$. It consists of one horizontal wire segment, one vertical wire segment and a multiplier segment connecting both. It has the same functionality as the wire segment, namely transporting a positive/negative signal from the bit at $x$ to the bit at $y$ or vice versa.

Variable gadget: It serves as a representation of a variable. If $\ell$ is the number of clauses in the planar 3SAT instance, then this gadget consists of $\ell$ multiplier segments which are connected to each other via wire segments. It will carry a consistent
positive/negative signal. Furthermore it has $2 \ell$ outputs where we can attach wire gadgets to transport the signal of this variable gadget to clause gadgets.

Clause gadget: It serves as a representation of a clause. It has three inputs where the signals of three variable gadgets arrive though wire gadgets. It can be triangulated with zero error if and only if one of the first two signals is negative or the third signal is positive.

Negation gadget: Since a clause may contain negated variables, we need to transform a positive signal into a negative and vice versa. This is the functionality of the negation gadget: it has one input carrying a positive or a negative signal and one output carrying the opposite signal.

Every construction $Z$ consists of a 5 -tuple $(\mathcal{R}(Z), \mathcal{S}(Z), \mathcal{F}(Z), \mathcal{A}(Z), E(Z))$. Here $\mathcal{R}(Z)$ denotes the set of reference points, $\mathcal{S}(Z)$ denotes the set of triangulation points and the other three parts are the following.

Forbidden points: A set of points $\mathcal{F}(Z)$ that are not allowed to be triangulation points in the triangulation instance as a whole, i.e., $\mathcal{F}(Z) \cap \mathcal{S}=\emptyset$.

Anchor points: A set of anchor points $\mathcal{A}(Z) \subset \mathcal{R}(Z)$ which indicates where the construction can be combined with other constructions.

Mandatory edges: A set of edges $E(Z)$ with vertices in $\mathcal{S}(Z)$ which are assumed to be contained in any zero-error triangulation of $\mathcal{S}$.

Note that the zero-error triangulation problem as defined in Section 4.2 does not allow us to specify mandatory edges. We will deal with this in Section 4.6, where we explain how we can add reference points to our zero-error triangulation instances in such a way that any zero-error triangulation must contain all mandatory edges.

## Construction of the gadgets

In the construction of the gadgets we make use of the following simplified notation. For points $x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}$ we denote by $x \pm y$ the two points $x+y, x-y$ and by $x+\left( \pm y_{1}, y_{2}\right)$ the two points $x+\left(y_{1}, y_{2}\right), x+\left(-y_{1}, y_{2}\right)$. We define $x+\left(y_{1}, \pm y_{2}\right)$ and $x+\left( \pm y_{1}, \pm y_{2}\right)$ analogously.

We start by describing the construction of a bit at point $r \in \mathbb{Z}^{2}$ (see Figure 4.4). A bit can be oriented either horizontally or vertically. In the first case we denote the construction by $b_{r}^{h}$ and in the second case by $b_{r}^{v}$. We first describe the construction of the horizontal bit.

We set $\mathcal{R}\left(b_{r}^{h}\right)=\{r\}$, thus $r$ is the only reference point of this construction. The point $r$ is coupled to a circle $C_{r}$ which is centered on $r$ and has radius $\sqrt{2}$. The integer grid points on this circle, that is, the points $r+( \pm 1, \pm 1)$, are triangulation points. Moreover, $r+(0,1)$ and $r+(0,-1)$ are triangulation points, whereas $r+(-2,0), r+(-1,0), r+$


Figure 4.4: The (horizontal/vertical) bit at $r$ with the positive edge in red and the negative edge in blue. The black points are triangulation points and the white points are forbidden.
$(1,0)$ and $r+(2,0)$ are forbidden points. In conclusion

$$
\begin{aligned}
\mathcal{R}\left(b_{r}^{h}\right) & =\{r\} \\
\mathcal{S}\left(b_{r}^{h}\right) & =\{r+( \pm 1, \pm 1), r+(0,1), r+(0,-1)\} \\
\mathcal{F}\left(b_{r}^{h}\right) & =\{r+(-2,0), r+(-1,0), r+(1,0), r+(2,0)\} \\
\mathcal{A}\left(b_{r}^{h}\right) & =\emptyset \\
E\left(b_{r}^{h}\right) & =\emptyset
\end{aligned}
$$

Furthermore we define the positive and negative edge as

$$
e_{r}^{+}=\operatorname{conv}(r+(-1,-1), r+(1,1)), \quad e_{r}^{-}=\operatorname{conv}(r+(-1,1), r+(1,-1))
$$

As $r+( \pm 1, \pm 1) \in C_{r}$, any triangle containing either $e_{r}^{+}$or $e_{r}^{-}$represents $r$ with zero error by Lemma 4.4.3. For the vertical bit we reflect the whole construction at a line of slope 1 through $r$. Thus the definition of reference points, anchor points, mandatory edges as well as the definition of $e_{r}^{+}, e_{r}^{-}$and the coupled circle do not change; note that also in the vertical bit, $e_{r}^{+}$has positive slope whereas $e_{r}^{-}$has negative slope. The set of triangulation points and forbidden points is now given by

$$
\begin{aligned}
& \mathcal{S}\left(b_{r}^{v}\right)=\{r+( \pm 1, \pm 1), r+(1,0), r+(-1,0)\} \\
& \mathcal{F}\left(b_{r}^{v}\right)=\{r+(0,-2), r+(0,-1), r+(0,1), r+(0,2)\}
\end{aligned}
$$

Figure 4.4 illustrates both constructions. We show that the bit is well-behaved in the sense that any zero-error triangulation must carry either a positive or a negative signal at $r$. We show this by analyzing all possible triangles formed by points on the integer grid that represent $r$ with zero error. Before we analyze this, we first observe that the error at a reference point does not change under an orthogonal transformation (i.e. rotation around the origin or reflection at a line) or translation $g: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$. More explicitly let $r$ be a reference point, $C_{r}$ its coupled circle and $T$ a triangle with $r \in T$. The error of $g(T)$ at $g(r)$ with respect to the new measurement and reference values obtained after application of $g$ on $r, C_{r}$ and $T$ equals the error of $T$ at $r$.
Lemma 4.5.1. Let $T \subset \mathbb{R}^{2}$ be a triangle representing $r \in \mathcal{R}$ with error $\epsilon$. Let $g: \mathbb{R}^{2} \rightarrow$ $\mathbb{R}^{2}$ be an orthogonal transformation or translation. Let $\bar{T}=g(T), \bar{r}=g(r)$ and $\bar{C}_{r}=$


Figure 4.5: Here we see an example of a triangle $T$ which contains $r$. Since $v(T) \cap C_{r}$ contains only $s$ we clearly have $r \notin \operatorname{conv}\left(v(T) \cap C_{r}\right)$.
$g\left(C_{r}\right)$. Then $\bar{T}$ is a triangle containing $\bar{r}, \bar{C}_{r}$ is a circle containing $\bar{r}$ in its interior and $\left(f_{\bar{T}}(\bar{r})-h_{\bar{C}_{r}}(\bar{r})\right)^{2}=\epsilon$.

We defer the proof to Section 4.8
Lemma 4.5.2. Suppose the instance contains a bit at $r$. If $\mathcal{S} \subset \mathbb{Z}^{2}$ and $\mathcal{S}$ does not contain forbidden points of the bit, any triangulation $D$ of $\mathcal{S}$ with $\operatorname{Err}_{D}(r)=0$ contains one of $e_{r}^{+}, e_{r}^{-}$.

Proof. Clearly, $D$ can contain at most one of $e_{r}^{+}$and $e_{r}^{-}$. We need to prove that we cannot have a triangle $T$ that represents $r$ with zero error and contains neither $e_{r}^{-}$nor $e_{r}^{+}$as one of its edges. We first observe that we can assume $r=(0,0)$ as, by Lemma 4.5.1, translation of $T, r$ and $C_{r}$ by $-r$ does not change the error.

Let $v(T)=\{s, t, u\} \subset \mathcal{S}$ denote the vertices of $T$. Notice that $C_{r}$ does not contain any integral point aside from the vertices of $e_{r}^{+}, e_{r}^{-}$. Thus if $r \in \operatorname{conv}\left(v(T) \cap C_{r}\right)$, then $e_{r}^{+}$or $e_{r}^{-}$would be an edge of $T$. So, henceforth, we consider the case that $r \notin \operatorname{conv}\left(v(T) \cap C_{r}\right)$. For an illustration we refer to Figure 4.5 Lemma 4.4.4 now tells us that $v(T) \cap I_{C_{r}} \neq \emptyset$. Since the construction and the error are invariant under rotation (except the labeling of $e_{r}^{+}$and $e_{r}^{-}$, which may be switched) by Lemma 4.5.1, we may assume, without loss of generality, that the point $t=(0,1)$ is included in $v(T) \cap I_{C_{r}}$.

We lift our construction into the 3 -dimensional space. That is, for a point $p=$ $\left(p_{1}, p_{2}\right) \in \mathbb{R}^{2}$, we denote with $p^{\prime}=\left(p_{1}, p_{2}, f(p)\right)$ its lift on the paraboloid $\Gamma_{f}=$ $\left\{\left(q_{1}, q_{2}, q_{1}^{2}+q_{2}^{2}\right) \mid\left(q_{1}, q_{2}\right) \in \mathbb{R}^{2}\right\}$ and analogously we define the lift of a set $M \subset \mathbb{R}^{2}$ as $M^{\prime}=\left\{p^{\prime} \mid p \in M\right\}$. Let $E$ denote the plane that contains $v(T)^{\prime}$. As $(0,1) \in v(T)$ we know that $(0,1,1) \in v(T)^{\prime} \subset E$. Furthermore $\left(0,0, h_{C_{0}}(0)\right)=(0,0,2) \in E$ as $T$ represents $(0,0)$ with zero error. Thus a point $\left(x_{1}, x_{2}, x_{3}\right)$ on $E$ must satisfy $2 a x_{1}-x_{2}-x_{3}+2=0$, for some fixed $a$.

We have $v(T)^{\prime} \subset E \cap \Gamma_{f}$ and thus the remaining points of $v(T)$ must lie on the circle described by $x_{1}^{2}+x_{2}^{2}=2 a x_{1}-x_{2}+2$. This is the circle $C_{T}$ with center $(a,-1 / 2)$ and squared radius $a^{2}+9 / 4$. Since the construction and the error are invariant under reflection (except the labeling of $e_{r}^{+}, e_{r}^{-}$), we may now assume, without loss of generality, that $a$ is non-negative. Let $\widetilde{T}$ denote the convex hull of $v(T)^{\prime}$. As $\widetilde{T}$ must include $r^{\prime}$, $T$ must include at least one point $u=\left(u_{1}, u_{2}\right)$, different from $t$, such that $u_{1} \leq 0$. We will now investigate all possible locations of $u$. Let $g_{a}=\left\{\left.\left(a,-\frac{1}{2}\right) \right\rvert\, a \geq 0\right\}$ be the line segment containing all possible locations for the center of $C_{T}$. The gray area in


Figure 4.6: Here we see the line segment $g_{a}$ in blue which contains all possible locations for the center of $C_{T}$. The gray area indicates all points which lie left from $r$ on a circle through $t$ with center in $g_{a}$. As we can see there are only few integral points lying in this area.

Figure 4.6 contains all possibilities for $u$, i.e. all points whose first coordinate is smaller or equal to zero and which are lying on a circle through $t$ with center in $g_{a}$.

Remember that $\mathcal{S} \subset \mathbb{Z}^{2}$ so $u$ must have integral coordinates.
Case 1: Suppose that $u_{1} \leq-2$. The first coordinate of any point of $C_{T}$ is at least $a-\sqrt{a^{2}+9 / 4}$. For $a \geq 0$, this expression grows with $a$, starting from $-3 / 2$ for $a=0$. Thus such $u$ cannot exist. We can also see in Figure 4.6 that the gray area does not contain such points.

Case 2: Suppose that $u_{1}=-1$. We see in Figure 4.6 that the gray area only contains the points $(-1,0),(-1,-1)$ as possibilities for $u$. More formally the circle equation reads $1+u_{2}^{2}=-2 a-u_{2}+2$, so $\left(u_{2}+1 / 2\right)^{2}=5 / 4-2 a$. For $a \geq 0$, this implies $\left|u_{2}+1 / 2\right|<\sqrt{5 / 4}$, and therefore the only candidate for $u$ is $(-1,-1)$ (as $(-1,0)$ is a forbidden point), with $a=1 / 2$. Note that $u$ lies on $C_{r}$. Now the first coordinate of third point $s$ in $v(T)$ must be non-negative. Furthermore $s$ has to lie on $C_{T}$, that is, on the circle with center $(1 / 2,-1 / 2)$ and radius $\frac{1}{2} \sqrt{10}$. Here the only candidates with integer coordinates are (1,1) (but then $e_{r}^{+}$would be an edge of $T$ ), $(2,0)$ (which is forbidden and thus not in $\mathcal{S}$ ), $(2,-1),(1,-2)$ and $(0,-2)$ (which are all invalid because $T$ would then contain a fourth triangulation point $(0,-1))$. Therefore we cannot have $u_{1}=-1$. In Figure 4.7 we see the circle $C_{T}$ in blue as well as all possibilities for the third point $s$.

Case 3: Finally, suppose that $u_{1}=0$. Now we must have $u=(0,-1)$, since $u_{2}=0$ yields $u=r, u_{2}>0$ would imply that $T$ does not contain $r$, whereas $u_{2}<-1$ would imply that $T$ contains $(0,-1)$ as a fourth triangulation point. But if $t^{\prime}=(0,1,1)$ and $u^{\prime}=(0,-1,1)$ are both vertices of $\widetilde{T}$, then $r^{\prime}=(0,0,2) \notin \widetilde{T}$ and thus we obtain a non-zero error at $r$. Therefore we cannot have $u_{1}=0$.

It follows that every triangle $T$ that represents $r$ with zero error contains either $e_{r}^{+}$or $e_{r}^{-}$.

The next larger components are the wire segment and the multiplier segment, which we build from bits. A wire segment $w_{x y}$ connects two points $x, y \in \mathbb{Z}^{2}$ lying on the same horizontal or vertical line. The anchor points of this segment are $x$ and $y$. Let


Figure 4.7: Here we see the circle $C_{T}$ in blue which contains the points $t=(0,1)$ and $u=(-1,-1)$. The last triangulation point $s$ has to be an integral point on $C_{T}$ which is not forbidden. Here we see the four possible choices for $s$ and the resulting triangles.
$M=\{x+\lambda(y-x) \mid 0 \leq \lambda \leq 1\} \cap \mathbb{Z}^{2}$ be the set of all integral points lying on the line between $x$ and $y$. If $x$ and $y$ lie on the same horizontal line we place a horizontal bit on all points in $M$. In conclusion

$$
\begin{array}{lll}
\mathcal{S}\left(w_{x y}\right)=\bigcup_{r \in M} \mathcal{S}\left(b_{r}^{h}\right) & \mathcal{F}\left(w_{x y}\right)=\bigcup_{r \in M} \mathcal{F}\left(b_{r}^{h}\right) & \mathcal{R}\left(w_{x y}\right)=M \\
\mathcal{A}\left(w_{x y}\right)=\{x, y\} & E\left(w_{x y}\right)=\emptyset .
\end{array}
$$

If $x$ and $y$ lie on the same vertical line we place a vertical bit on all points in $M$. In this case we replace $b_{r}^{h}$ by $b_{r}^{v}$ in the construction above to obtain the construction of $w_{x y}$. For an illustration of the wire segment we refer to Figure 4.8.

Given some set $M \subset \mathcal{R}$ remember that a triangulation $D$ is called positive on $M$ if $D$ contains the edge $e_{r}^{+}$for all $r \in M$ and negative on $M$ if it contains the edge $e_{r}^{-}$for all $r \in M$.

Lemma 4.5.3. Suppose the instance contains a wire segment and let $\widetilde{\mathcal{R}}$ be the reference points of this segment. If $\mathcal{S} \subset \mathbb{Z}^{2}$ and $\mathcal{S}$ does not contain forbidden points of the segment, any triangulation $D$ of $\mathcal{S}$ with $\operatorname{Err}_{D}(\widetilde{\mathcal{R}})=0$ is either positive or negative on $\widetilde{\mathcal{R}}$.

Proof. The wire segment connecting the points $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in \mathbb{Z}^{2}$ is completely built from bits. By Lemma 4.5.2 such a bit must have either a positive or a negative signal at its reference point. It is left to show that the signal is either positive or negative on the complete segment. Suppose this is not the case and that $x_{1}=y_{1}$ (the other case follows analogously). Then there must be two reference points $r, q \in \widetilde{\mathcal{R}}$ with $r=q+(0,1)$ where the signal at $r$ differs from the signal at $q$. This is not possible as $e_{r}^{+}$and $e_{q}^{-}$ intersect each other and so do $e_{r}^{-}$and $e_{q}^{+}$.


Figure 4.8: Example of a horizontal wire segment on the left and a multiplier segment with mandatory edges on the right. The red or blue edges indicate the positive or negative edges of the crossing points, respectively. All white points and all reference points are forbidden. The green points are anchor points.

The multiplier segment $m_{x}$ at a point $x \in \mathbb{Z}^{2}$ consists of two horizontal bits at $x \pm(2,0)$ and two vertical bits at $x \pm(0,2)$. These four points are simultaneously anchor points. Furthermore we add four inner reference points $x \pm(0,1), x \pm(1,0)$ whose coupled circle is of radius $\sqrt{5}$ and centered around $x$. So the circle contains the points $x+( \pm 2, \pm 1), x+( \pm 1, \pm 2)$. The positive/negative edges of the inner reference points and the mandatory edges are shown in Figure 4.8. In conclusion

$$
\begin{aligned}
\mathcal{R}\left(m_{x}\right) & =\{x \pm(2,0), x \pm(0,2), x \pm(0,1), x \pm(1,0)\} \\
\mathcal{S}\left(m_{x}\right) & =\mathcal{S}\left(b_{x+(2,0)}^{h}\right) \cup \mathcal{S}\left(b_{x-(2,0)}^{h}\right) \cup \mathcal{S}\left(b_{x+(0,2)}^{v}\right) \cup \mathcal{S}\left(b_{x-(0,2)}^{v}\right) \\
\mathcal{F}\left(m_{x}\right) & =\mathcal{F}\left(b_{x+(2,0)}^{h}\right) \cup \mathcal{F}\left(b_{x-(2,0)}^{h}\right) \cup \mathcal{F}\left(b_{x+(0,2)}^{v}\right) \cup \mathcal{F}\left(b_{x-(0,2)}^{v}\right) \\
\mathcal{A}\left(m_{x}\right) & =\{x \pm(2,0), x \pm(0,2)\} \\
E\left(m_{x}\right) & =\{\operatorname{conv}(x+(i, j), x+(i+1, j)) \mid i \in\{-3,-2,1,2\}, j \in\{-1,1\}\} \\
& \cup\{\operatorname{conv}(x+(j, i), x+(j, i+1)) \mid i \in\{-3,-2,1,2\}, j \in\{-1,1\}\} .
\end{aligned}
$$

Figure 4.8 shows the multiplier segment.
Lemma 4.5.4. Suppose the instance contains a multiplier segment and let $\widetilde{\mathcal{R}}$ be the reference points of this segment. If $\mathcal{S} \subset \mathbb{Z}^{2}$ and $\mathcal{S}$ does not contain forbidden points of the segment, any triangulation $D$ of $\mathcal{S}$ with $\operatorname{Err}_{D}(\widetilde{\mathcal{R}})=0$ is either positive or negative on $\widetilde{\mathcal{R}}$.

Proof. We consider a multiplier segment at a point $x \in \mathbb{Z}^{2}$. By Lemma 4.5.1 we can assume that $x=(0,0)$. We use Lemma 4.5 .2 to see that the signal on the reference points of bits must be either positive or negative. Thus $D$ must contain one of the edges $e_{r}^{+}, e_{r}^{-}$for every reference point $r \in\{ \pm(0,2), \pm(2,0)\}$. Let $F$ be any set of edges that consists of the mandatory edges of the multiplier segment and at least one of the edges $e_{r}^{+}, e_{r}^{-}$for each $r \in\{ \pm(0,2), \pm(2,0)\}$. These edges isolate the inner reference points
from the remaining instance, as every triangle that contains one of the inner reference points and a point outside of the segment must intersect at least one of the edges of $F$, regardless which of the sixteen possibilities for $F$ is chosen.

Let $T$ be a triangle in $D$ representing an inner reference point $r$ with zero error. The multiplier segment is invariant under rotation by $\frac{\pi}{2}$ (except the labeling of positive and negative edges). Furthermore rotation does not change the error at $r$ by Lemma 4.5.1. Thus we can fix $r$ to be $(-1,0)$.

We claim that $T$ contains one of $e_{r}^{+}, e_{r}^{-}$as an edge. We already observed that the vertices $v(T)$ of $T$ consist of triangulation points from the multiplier segment at $(0,0)$. If $r \in \operatorname{conv}\left(v(T) \cap C_{r}\right)$ we see that one of $e_{r}^{+}, e_{r}^{-}$is an edge of $T$. If this is not the case we apply Lemma 4.4.4 to see that $v(T) \cap I_{C_{r}} \neq \emptyset \neq v(T) \cap O_{C_{r}}$, that is, $T$ must have at least one vertex strictly inside the circle and at least one vertex strictly outside the circle. We enumerate all possibilities for such $T$.

Case 1: Assume that $t=(-1,1) \in v(T)$. Then $(-1,-1) \notin v(T)$, as $h_{C_{r}}(r)=5 \neq$ $2=\frac{1}{2}(f(-1,1)+f(-1,-1))$. Figure 4.9 shows all possibilities to choose the second point $u$ of $v(T)$ such that conv $(r, t, u) \backslash\{r, t, u\}$ does not contain triangulation points or intersect mandatory edges. Among these points there are four points from $O_{C_{r}}$. As we know that $v(T)$ must contain at least one of these, we consider all the cases where we choose one of them as the second point $u$. Figure 4.9 shows all possibilities choosing the last point of $v(T)$ depending on the choice of $u$. We see in Figure 4.9 that in the sub-cases (1.1) and (1.2) we have $r \notin T$. In sub-case (1.3) we have $v(T)=\{(-1,1),(-2,1),(1,-3)\}$ and $r=\frac{1}{4}(-1,1)+\frac{1}{2}(-2,1)+\frac{1}{4}(1,-3)$ but

$$
h_{C_{r}}(r)=5 \neq \frac{11}{2}=\frac{2}{4}+\frac{5}{2}+\frac{10}{4}=\frac{1}{4} f(-1,1)+\frac{1}{2} f(-2,1)+\frac{1}{4} f(1,-3)
$$

In sub-case (1.4) we have $v(T)=\{(-1,1),(-3,-1),(1,1)\}$ and $r=\frac{1}{2}(-3,-1)+$ $(1,1)$ but

$$
h_{C_{r}}(r)=5 \neq 6=\frac{1}{2}(f(-3,-1)+f(1,1))
$$

Thus in both cases we get a contradiction to $T$ representing $r$ with zero error.
Case 2: For $t=(1,1) \in v(T)$ we do the same and obtain two possibilities to choose a point from $O_{C_{r}}$. Both are depicted in Figure 4.9. In sub-case (2.1) we have $r \notin T$. In sub-case (2.2) we calculate as in case 1 that $T$ does not represent $r$ with zero error.

The remaining cases $t=( \pm 1,-1)$ can be shown analogously. The computations do not change as $f$ is invariant under reflection. We conclude that $D$ contains one of $e_{r}^{+}, e_{r}^{-}$for all $r \in \widetilde{\mathcal{R}}$ and must be either positive or negative on the whole gadget.

To make the construction of gadgets easier we talk about the combination of multiple constructions. We can combine two constructions $Z_{1}, Z_{2}$ into a construction $Z$, if the following conditions are met

1. $\mathcal{A}\left(Z_{1}\right) \cap \mathcal{A}\left(Z_{2}\right) \neq \emptyset$,
2. $\mathcal{S}\left(Z_{i}\right) \cap\left(\mathcal{R}\left(Z_{j}\right) \cup \mathcal{F}\left(Z_{j}\right)\right)=\emptyset$ for $i, j \in\{1,2\}$ with $i \neq j$,


Figure 4.9: Possibilities to build $v(T)$ starting with $t=( \pm 1,1)$. The points outlined in green are currently assumed to be in $v(T)$. All points that are not boxed cannot be in $v(T)$.
3. $\left(\bigcup_{e \in E\left(Z_{i}\right)}\right) \cap\left(\mathcal{S}\left(Z_{j}\right) \backslash \mathcal{S}\left(Z_{i}\right)\right)=\emptyset$ for $i, j \in\{1,2\}$ with $i \neq j$.

In words they must have at least one anchor point in common; the triangulation points of one construction are disjoint from the reference points and the forbidden points of the other; and the mandatory edges, excluding their vertices, of one construction are disjoint from the triangulation points of the other construction. We then define the combination $Z$ of the two constructions $Z_{1}$ and $Z_{2}$ as the union of all of their components.

$$
\begin{array}{lll}
\mathcal{S}(Z)=\mathcal{S}\left(Z_{1}\right) \cup \mathcal{S}\left(Z_{2}\right) & \mathcal{R}(Z)=\mathcal{R}\left(Z_{1}\right) \cup \mathcal{R}\left(Z_{2}\right) & \mathcal{F}(Z)=\mathcal{F}\left(Z_{1}\right) \cup \mathcal{F}\left(Z_{2}\right) \\
\mathcal{A}(Z)=\mathcal{A}\left(Z_{1}\right) \cup \mathcal{A}\left(Z_{2}\right) & E(Z)=E\left(Z_{1}\right) \cup E\left(Z_{2}\right) . &
\end{array}
$$

To obtain the larger variable gadget and wire gadget we combine wire segments with multiplier segments. Remember that the wire gadget replaces the rectilinear edges of the 3SAT embedding. Let $x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right) \in \mathbb{Z}^{2}$ with $\left|x_{1}-y_{1}\right| \geq 4$ and $\left|x_{2}-y_{2}\right| \geq 4$. For the wire gadget $w_{x}^{y}$ we place a multiplier segment on $\left(x_{1}, y_{2}\right)$ to form a corner and for the wire gadget $w_{y}^{x}$ we place a multiplier segment on $\left(y_{1}, x_{2}\right)$ to form a corner. In both cases we combine the multiplier segment with two wire segments to connect it to $x$ and $y$. For simplicity we assume that $x_{1}<y_{1}$ and $x_{2}<y_{2}$; the general case follows similarly. For $w_{x}^{y}$ we combine the multiplier segment at ( $x_{1}, y_{2}$ ) with the wire segment from $x$ to $\left(x_{1}, y_{2}-2\right)$ and the wire segment from $y$ to $\left(x_{1}+2, y_{2}\right)$. For $w_{y}^{x}$ we combine the multiplier segment at $\left(y_{1}, x_{2}\right)$ with the wire segment from $x$ to $\left(y_{1}-2, x_{2}\right)$ and the wire segment from $y$ to $\left(y_{1}, x_{2}+2\right)$.

A variable gadget $v_{x}$ at $x \in \mathbb{Z}^{2}$ consists of $\ell$ multiplier segments at sufficiently large distance $\alpha \in \mathbb{Z}$, which we do not specify further. Here $\ell$ denotes the number of clauses of the planar 3SAT instance. Concretely, we place a multiplier segment on each of the points $x+(k \alpha, 0)$ with $0 \leq k \leq \ell-1$ and combine them via wire segments from $x+(k \alpha+2,0)$ to $x+((k+1) \alpha-2,0)$ for $0 \leq k \leq \ell-2$. The multiplier segments ensure that the gadget can later be connected at its anchor points to multiple clause gadgets. We observe that the described combinations of segments for both gadgets are feasible and that they have the following crucial property.

Lemma 4.5.5. Suppose the instance contains a wire/variable gadget and let $\widetilde{\mathcal{R}}$ be the reference points of this gadget. If $\mathcal{S} \subset \mathbb{Z}^{2}$ and $\mathcal{S}$ does not contain forbidden points of the gadget, any triangulation $D$ of $\mathcal{S}$ with $\operatorname{Err}_{D}(\widetilde{\mathcal{R}})=0$ is either positive or negative on $\widetilde{\mathcal{R}}$.

Proof. The signal at a segment that is part of the gadget must be either positive or negative by Lemma 4.5.3 and Lemma 4.5.4. If it is connected to another segment at one of its anchor points, this anchor point determines the signal at both segments, which must agree with the signal at the anchor point. Proceeding like this we see that the signal must be either positive or negative on the whole gadget.

Having the variable gadget and wire gadget in place we need two more constructions, namely the clause gadget and the negation gadget. Both are very similar to each other.

We explain how to build the clause gadget representing a clause of the form $\overline{v_{1}} \vee \overline{v_{2}} \vee$ $v_{3}$ at a point $x \in \mathbb{Z}^{2}$. For simplicity we assume that $x=(0,0)$. We declare $r=(0,11)$ as a reference point and the points $\{(5,-15),( \pm 15,-5),( \pm 9,13)\}$ as triangulation points. Notice that these triangulation points all lie on one circle centered at $(0,0)$ with radius $\sqrt{250}$. This circle is the coupled circle $C_{r}$ of $r$. The reference point $r$ is special as it does not come with a positive and negative edge, instead we observe that it is represented with zero error by the following three triangles:

$$
\begin{aligned}
& T_{1}=\operatorname{conv}((5,-15),(9,13),(-9,13)) \\
& T_{2}=\operatorname{conv}((15,-5),(9,13),(-9,13)) \\
& T_{3}=\operatorname{conv}((-15,-5),(9,13),(-9,13))
\end{aligned}
$$

This is true by Lemma 4.4.3 and $r \in T_{i}$ for $i=1,2,3$.
A triangle $T$ is blocked by an edge $e$ if both cannot be part of the same triangulation of $\mathcal{S}$. This is the case if $e$ is not an edge of $T$ and $(e \cap T) \backslash \mathcal{S} \neq \emptyset$. Now we define for every $i \in\{1,2,3\}$ a reference point $r_{i}$ with the crucial property that the triangle $T_{i}$ is blocked by the positive edge of $r_{i}$ for $i=1,2$ and by the negative edge of $r_{i}$ for $i=3$.

Let $a_{1}=(-12,-17)$ and define $r_{1}$ to be the intersection of the two edges $e_{r_{1}}^{+}=$ $\operatorname{conv}\left(a_{1}+(1,-1), a_{1}+(23,4)\right)$ and $e_{r_{1}}^{-}=\operatorname{conv}\left(a_{1}+(1,1), a_{1}+(23,-4)\right)$. Thus we have $r_{1}=a_{1}+\left(\frac{27}{5}, 0\right)$. We declare the vertices of $e_{r_{1}}^{+}$and $e_{r_{1}}^{-}$as triangulation points. Observe that they lie on a common circle $C_{r_{1}}$, which is the circle coupled to $r_{1}$. Furthermore we add three horizontal bits, one at each of the points $a_{1}+(\ell, 0)$ for $\ell=0,1,2$ and declare $a_{1}$ as anchor point. Let

$$
\begin{aligned}
\mathcal{R}_{1}= & \bigcup_{\ell=0}^{2} \mathcal{R}\left(b_{a_{1}+(l, 0)}^{h}\right) \cup\left\{r_{1}\right\} \\
\mathcal{S}_{1}= & \bigcup_{\ell=0}^{2} \mathcal{S}\left(b_{a_{1}+(l, 0)}^{h}\right) \cup\left\{a_{1}+(1, \pm 1), a_{1}+(23, \pm 4)\right\} \\
\mathcal{F}_{1}= & \bigcup_{\ell=0}^{2} \mathcal{F}\left(b_{a_{1}+(l, 0)}^{h}\right) \\
\mathcal{A}_{1}= & \left\{a_{1}\right\} \\
E_{1}= & \left\{\operatorname{conv}\left(a_{1}+(1,-1), a_{1}+(2,-1)\right), \operatorname{conv}\left(a_{1}+(2,-1), a_{1}+(3,-1)\right),\right. \\
& \left.\operatorname{conv}\left(a_{1}+(3,-1), a_{1}+(23,-4)\right), \operatorname{conv}\left(a_{1}+(23,-4), a_{1}+(23,4)\right)\right\}
\end{aligned}
$$

A similar construction is done at the anchor points $a_{2}=(17,12)$ and $a_{3}=(-17,12)$. Let $\gamma_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the reflection on the line with slope - 1 through $(0,0)$ and $\gamma_{3}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$


Figure 4.10: The clause gadget, where the red/blue edges indicate the positive/negative edges of the crossing points. The triangles $T_{1}, T_{2}, T_{3}$ are orange and the anchor points $a_{1}, a_{2}, a_{3}$ green.
the clockwise rotation by $\frac{3 \pi}{2}$. Let $i=2,3$ and

$$
\mathcal{R}_{i}=\gamma_{i}\left(\mathcal{R}_{1}\right) \quad \mathcal{S}_{i}=\gamma_{i}\left(\mathcal{S}_{1}\right) \quad \mathcal{F}_{i}=\gamma_{i}\left(\mathcal{F}_{1}\right) \quad \mathcal{A}_{i}=\left\{a_{i}\right\} \quad E_{i}=\gamma_{i}\left(E_{1}\right) .
$$

Notice that $\gamma_{2}$ does not change the slope while $\gamma_{3}$ changes the slope. Thus for every $r^{\prime} \in \mathcal{R}_{1}$ we have $e_{\gamma_{2}\left(r^{\prime}\right)}^{+}=\gamma_{2}\left(e_{r^{\prime}}^{+}\right), e_{\gamma_{2}\left(r^{\prime}\right)}^{-}=\gamma_{2}\left(e_{r^{\prime}}^{-}\right)$and $e_{\gamma_{3}\left(r^{\prime}\right)}^{+}=\gamma_{3}\left(e_{r^{\prime}}^{-}\right), e_{\gamma_{3}\left(r^{\prime}\right)}^{-}=\gamma_{3}\left(e_{r^{\prime}}^{+}\right)$.

In total we obtain

$$
\begin{array}{ll}
\mathcal{R}\left(c_{x}\right)=\bigcup_{i=1}^{3} \mathcal{R}_{i} \cup\{r\} & \mathcal{S}\left(c_{x}\right)=\bigcup_{i=1}^{3} \mathcal{S}_{i} \cup\{(5,-15),( \pm 15,-5),( \pm 9,13)\} \\
\mathcal{A}\left(c_{x}\right)=\bigcup_{i=1}^{3} \mathcal{A}_{i} & E\left(c_{x}\right)=\bigcup_{i=1}^{3} E_{i} .
\end{array}
$$

Furthermore we declare all points from $\bigcup_{i=1}^{3} \mathcal{F}_{i}$ and all non-triangulation points on or inside a circle coupled to a reference point $r^{\prime} \in \mathcal{R}\left(c_{x}\right)$ as forbidden.

$$
\mathcal{F}\left(c_{x}\right)=\bigcup_{i=1}^{3} \mathcal{F}_{i} \cup \bigcup_{r^{\prime} \in \mathcal{R}\left(c_{x}\right)} B_{C_{r^{\prime}}} \mathcal{S}\left(c_{x}\right)
$$

The whole construction is depicted in Figure 4.10.
Lemma 4.5.6. Suppose the instance contains a clause gadget and let $\widetilde{\mathcal{R}}$ be its reference points. If $\mathcal{S} \subset \mathbb{Z}^{2}$ and $\mathcal{S}$ does not contain forbidden points of the gadget, any triangulation $D$ of $\mathcal{S}$ with $\operatorname{Err}_{D}(\widetilde{\mathcal{R}})=0$ must be negative on one of the anchor points $a_{1}, a_{2}$ or positive on $a_{3}$.
Proof. The signal at a reference point of a bit must be either positive or negative by Lemma 4.5.2. This also includes the anchor points $a_{1}, a_{2}, a_{3}$.


Figure 4.11: Here we see all three cases together. For $i \in\{1,2,3\}$, if we choose the first point $t$ in $v(T)$ to be one of the three marked points near $a_{i}$, the remaining points of $v(T)$ must come from the shaded area $F_{i}$, otherwise $T$ would intersect other triangulation points or edges. However, $F_{i}$ does not contain any points outside $C_{r_{i}}$ (note that $b=$ $(-9,13)$ lies just outside $F_{1}$, as $\operatorname{conv}\left(t, b, r_{1}\right)$ would include $c=(-9,-16)$ if $t$ is any of the marked points near $a_{1}$ ).

Suppose that $T_{1}$ is in $D$ and the signal at $a_{1}$ is positive. We show that the error at $r_{1}$ is positive contradicting the assumption that $D$ is a zero-error triangulation.

Let $T$ be the triangle in $D$ with $r_{1} \in T$ and let $v(T)$ denote its vertices. As $T_{1}$ belongs to $D$ and the signal at $a_{1}+(2,0)$ is positive, we know that $e_{r_{1}}^{+}, e_{r_{1}}^{-}$cannot be edges of $T$. Thus by Lemma 4.4.4 we know that $v(T)$ has a non-empty intersection with $I_{C_{r_{1}}}$ and $O_{C_{r_{1}}}$. Furthermore $v(T)$ must contain a point below the line that supports $e_{r_{1}}^{-}$, so $v(T)$ must contain at least one of the points $a_{1}+(l,-1)$ for $l=1,2,3$. Let $t$ be this point. Choosing the second point $u$ in $v(T)$ from $O_{C_{r_{1}}}$ already yields a contradiction, because for any choice of $u$ from $O_{C_{r_{1}}}$, the hull conv $\left(t, u, r_{1}\right)$ contains another triangulation point or intersects a mandatory edge, the triangle $T_{1}$, or the positive edge of $a_{1}+(2,0)$.

Analogously one can prove that $T_{2}$ and $e_{a_{2}}^{+}$or $T_{3}$ and $e_{a_{3}}^{-}$cannot be simultaneously in $D$. Figure 4.11 illustrates how to exclude all three combinations. Since $r$ is triangulated with zero error by $D$ one of the triangles $T_{1}, T_{2}, T_{3}$ must be in $D$. Thus the signal at one of $a_{1}, a_{2}$ must be negative or the signal at $a_{3}$ must be positive.

The last gadget, the negation gadget, is constructed out of wires, multipliers and simplified clause gadgets. The core components of the negation gadget are the positive and negative negation segments. For the positive negation segment $n_{x}^{+}$at a point $x$ we


Figure 4.12: The negation gadget. If the signal at anchor point $a$ is negative it is negated in the left segment. If the signal at $a$ is positive it is negated in the right segment. Since the top wire carries a consistent signal, negation is ensured at $a^{\prime}$.
follow the construction of the clause gadget, except that we omit the triangle $T_{3}$ and the construction at $a_{3}$. Thus following the notation for the clause gadget we define

$$
\begin{array}{ll}
\mathcal{R}\left(n_{x}^{+}\right)=\mathcal{R}\left(c_{x}\right) \backslash \mathcal{R}_{3} & \mathcal{S}\left(n_{x}^{+}\right)=\mathcal{S}\left(c_{x}\right) \backslash\left(\mathcal{S}_{3} \cup\{x+(-15,-5)\}\right. \\
\mathcal{A}\left(n_{x}^{+}\right)=\mathcal{A}\left(c_{x}\right) \backslash \mathcal{A}_{3} & E\left(n_{x}^{+}\right)=E\left(c_{x}\right) \backslash E_{3}
\end{array}
$$

and define the forbidden points to be

$$
\mathcal{F}\left(n_{x}^{+}\right)=\bigcup_{i=1}^{2} \mathcal{F}_{i} \cup \bigcup_{r^{\prime} \in \mathcal{R}\left(n_{x}^{+}\right)} B_{C_{r^{\prime}}} \backslash \mathcal{S}\left(n_{x}^{+}\right) .
$$

The negative negation segment $n_{x}^{-}$at a point $x$ is now a reflection of the positive negation segment. Let $\gamma: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the reflection at the vertical line through $x$. We define

$$
\begin{array}{lll}
\mathcal{R}\left(n_{x}^{-}\right)=\gamma\left(\mathcal{R}\left(n_{x}^{+}\right)\right) & \mathcal{S}\left(n_{x}^{-}\right)=\gamma\left(\mathcal{S}\left(n_{x}^{+}\right)\right) & \mathcal{F}\left(n_{x}^{-}\right)=\gamma\left(\mathcal{F}\left(n_{x}^{+}\right)\right) \\
\mathcal{A}\left(n_{x}^{-}\right)=\gamma\left(\mathcal{A}\left(n_{x}^{+}\right)\right) & E\left(n_{x}^{-}\right)=\gamma\left(E\left(n_{x}^{+}\right)\right) . &
\end{array}
$$

The negation gadget $n_{x}$ at a point $x \in \mathbb{Z}^{2}$ is a combination of several constructions. We place a multiplier segment at $x$, a positive negation gadget at $x+(27,17)$ and a negative negation gadget at $x+(-27,17)$. The anchor point $x+(2,0)$ of the multiplier segment is then connected via a wire segment to the lower anchor point $x+(15,0)$ of the positive negation segment. The anchor point $x-(2,0)$ of the multiplier segment is connected via a wire segment to the lower anchor point $x-(15,0)$ of the negative negation segment. Furthermore we place a multiplier segment at $x+(0,38)$ and connect the anchor point $x+(2,38)$ of this multiplier segment via a wire gadget to the upper anchor point $x+(44,29)$ of the positive negation segment. Finally we connect the anchor point $x+(-2,38)$ of this multiplier segment via a wire gadget to the upper anchor point $x+(-44,29)$ of the negative negation segment. Figure 4.12 visualizes the construction. We analyze the signal at the anchor points $a=x-(0,2)$ and $a^{\prime}=x+(0,40)$ :

Lemma 4.5.7. Suppose the instance contains a negation gadget at $x \in \mathbb{Z}^{2}$ and let $\widetilde{\mathcal{R}}$ be the reference points of this gadget. Let $\mathcal{S} \subset \mathbb{Z}^{2}$ and assume $\mathcal{S}$ does not contain forbidden points of the gadget. Any triangulation $D$ of $\mathcal{S}$ with $\operatorname{Err}_{D}(\widetilde{\mathcal{R}})=0$ is positive at a iff it is negative at $a^{\prime}$.

Proof. We consider the positive negation segment at point $x+(27,17)$, which equals the clause gadget without the construction at $a_{3}$ and $T_{3}$. We borrow the notation from the clause gadget. As in the proof of Lemma 4.5.6 one can show that neither $T_{1}$ and $e_{r_{1}}^{+}$nor $T_{2}$ and $e_{r_{2}}^{+}$can simultaneously be in $D$. As one of $T_{1}, T_{2}$ is in $D$ this means that at most one of $a_{1}=x+(15,0), a_{2}=x+(44,29)$ has a positive signal. Analogously at most one of the signals at the anchor points $a_{1}^{\prime}=x-(15,0), a_{2}^{\prime}=x+(-44,29)$ of the negative negation segment at $x+(-27,17)$ is negative.

Suppose that the signal at $a$ is positive. Then by Lemma 4.5.3 the signal at $a_{1}$ must also be positive. By the observation above the signal at $a_{2}$ must then be negative and so must be the signal at $a^{\prime}$ by Lemma 4.5.5. If the signal at $a$ is negative the signal must be positive at $a_{2}^{\prime}$ and $a^{\prime}$ following the same arguments.

### 4.6 Replacing Mandatory Edges

Before we dedicate ourselves to the proof of Theorem 4.3.1. we need to discuss how we can enforce that the mandatory edges are part of any zero-error triangulation, since the original definition of the zero-error triangulation problem does not allow us to specify mandatory edges. To this end, we slightly modify the previously constructed gadgets/segments as follows. Let $Z$ be a construction. For every edge $e=\overline{s t} \in E(Z)$ we add the reference point $r_{e}=\frac{1}{2}(s+t)$ to $\mathcal{R}(Z)$. It is left to define the circle $C_{r_{e}}$ coupled to $r_{e}$. Notice that we would like to enforce the edge $e$ to be in every zero-error triangulation of the gadget. Suppose that

1. $\{s, t\} \subset C_{r_{e}}$ and
2. $B_{C_{r_{e}}}$ does not contain further triangulation points.

Then any triangle with vertices $s, t$ represents $r_{e}$ with zero error by Lemma 4.4.3 and any triangulation which does not contain $e$ has positive error at $r_{e}$ by Lemma 4.4.4.

If we have $t \in\{s \pm(1,0), s \pm(0,1)\}$ then we define $C_{r_{e}}$ as the circle centered at $r_{e}$ with radius $\frac{\|s-t\|_{2}}{2}$. In this case $B_{C_{r_{e}}} \backslash\{s, t\}$ does not contain integral points and therefore it does not contain any triangulation points. Thus 1, and 2, are both satisfied for $C_{r_{e}}$.

The mandatory edges that do not satisfy the above property are all part of the clause gadget and the negation gadget. Figure 4.13 shows how to define $C_{r_{e}}$ for the mandatory edges in the clause gadget. In Figure 4.13 we see that we can again define $C_{r_{e}}$ as the circle centered at $r_{e}$ with radius $\frac{\|s-t\|_{2}}{2}$ for three out of six long mandatory edges in the gadget. For the other three long edges in the clause gadget let $Q_{1}$ and $Q_{2}$ be the two squares which contain $e$ as one of their edges. One of these squares contains triangulation points of the gadget other than $s, t$, while the other one does not. Let $Q_{1}$ be the square which does not contain any triangulation points other than $s, t$. We define $C_{r_{e}}$ as the circumcircle of $Q_{1}$. In Figure 4.13 we see that 1, and 2, are then both satisfied for $C_{r_{e}}$. Observe that a similar construction can be done for the long mandatory edges in the negation gadget.


Figure 4.13: Here we see the replacement of mandatory edges in the clause gadget. For every mandatory edge $e=\overline{s t}$ the set $B_{C_{r e}}$ contains only $s$ and $t$ as triangulation points.

Finally we extend the set of forbidden points $\mathcal{F}(Z)$ by $B_{C_{r e}} \backslash\{s, t\}$. The following corollary is an immediate consequence of Lemma 4.4 .3 and Lemma 4.4.4.
Corollary 4.6.1. Suppose the instance contains a modified construction with reference points $\widetilde{\mathcal{R}}$, including the reference points which replace the mandatory edges. If $\mathcal{S} \subset \mathbb{Z}^{2}$ and $\mathcal{S}$ does not contain forbidden points of the gadget, any triangulation $D$ of $\mathcal{S}$ with $\operatorname{Err}_{D}(\widetilde{\mathcal{R}})=0$ contains all mandatory edges of this construction.

### 4.7 The Reduction

Given an instance $\mathcal{I}$ of the planar 3SAT problem, with $V$ the set of variables and $K$ the set of clauses, we first explain how to construct the corresponding instance $\mathcal{I}_{\text {err }}$ of the zero-error triangulation problem. Let $k=|K|+|V|$. We fix an integral rectilinear embedding of the planar 3SAT instance on the plane, i.e., the vertices representing the clauses as well as the centers of the boxes representing the variables must have integral coordinates. We scale the embedding by an integer factor $\gamma \in O(k)$. Notice that the scaled embedding is still rectilinear and integral. Let $G(v)$ denote the center of the box belonging to a variable $v \in V$ and $G(c)$ the vertex belonging to a clause $c \in K$ of the scaled embedding. Recall that $G(v)$ lies on the horizontal axis for all $v \in V$.

The zero-error triangulation instance is constructed as follows: We place a variable gadget at $G(v)$ for all $v \in V$ and a clause gadget at $G(c)$ for all $c \in K$. For a clause $c \in K$ containing the variables $v_{1}, v_{2}, v_{3}$ we do the following: Notice that $G\left(v_{1}\right), G\left(v_{2}\right), G\left(v_{3}\right)$ lie on the horizontal axis and we assume that they appear on the axis from left to right in this order.


Figure 4.14: The triangulation instance corresponding to the planar 3SAT instance with clauses $c_{1}=\overline{v_{1}} \vee v_{2} \vee v_{4}, c_{2}=v_{1} \vee \overline{v_{2}} \vee v_{3}$ and $c_{3}=v_{1} \vee \overline{v_{3}} \vee \overline{v_{4}}$. The anchor points at which we connect two gadgets are depicted as crosses. Notice that some of the anchor points at the variable gadgets may be left unused.

We follow the notation in the construction of the clause gadgets and denote the anchors of a fixed clause gadget by $a_{1}, a_{2}, a_{3}$ (see Figure 4.10). If $G(c)$ lies above the horizontal axis, we connect the anchor point $a_{i}$ to an anchor of the variable gadget at $G\left(v_{i}\right)$ for all $i \in\{1,2,3\}$. If $G(c)$ lies below the horizontal axis we connect $a_{1}$ to an anchor of the variable gadget at $G\left(v_{1}\right), a_{2}$ to an anchor of the variable gadget at $G\left(v_{3}\right)$ and $a_{3}$ to an anchor of the variable gadget at $G\left(v_{2}\right)$. To connect the clause gadget at $G(c)$ at an anchor point $a_{i}$ with an anchor point of the variable gadget at $G\left(v_{j}\right)$ we use a combination of wire gadgets. Notice that it is possible to connect all clause gadgets to the corresponding variable gadgets such that the wire gadgets of two distinct connections do not overlap (this is possible for a sufficiently large scaling factor $\gamma \in O(k)$, because the embedding is planar and rectilinear).

However, if the variable gadget of a variable that appears negated in the clause is connected to the $a_{3}$-anchor of the clause gadget, or if the variable gadget of a variable that appears non-negated in a clause is connected to the $a_{1-}$ or $a_{2}$-anchor of the clause gadget, then we do not connect the clause gadget directly to the variable gadget, but we insert a negation gadget: If $G(c)$ lies above the horizontal axis we use a combination of wire gadgets to connect the anchor of the clause gadget to the $a^{\prime}$-anchor of the negation gadget, and a wire segment to connect the $a$-anchor of the negation gadget to an anchor of the variable gadget. If $G(c)$ lies below the horizontal axis we use a combination of wire gadgets to connect the anchor of the clause gadget to the $a$-anchor of the negation gadget, and a wire segment to connect the $a^{\prime}$-anchor of the negation gadget to an anchor of the variable gadget. If we choose the distance $\alpha$ between multiplier segments in a variable gadget to be at least 200 this construction can be done without the negation gadgets overlapping each other. Figure 4.14 shows the structure of the zero-error triangulation instance corresponding to our initial example.

Let $\mathcal{S}$ be the set of triangulation points and $\mathcal{R}$ the set of reference points of $\mathcal{I}_{\text {err }}$. Notice that $\mathcal{S}$ is contained in $\mathbb{Z}^{2}$ by construction. Furthermore we want to establish the property that $\mathcal{S}$ does not contain any forbidden points. This is already true for each of the discussed gadgets. Remember that we scaled the rectilinear embedding of $\mathcal{I}$ by
a factor $\gamma \in O(k)$ (the factor comes from the width of the variable gadget, which is in $O(k)$ ). If we pick $\gamma$ sufficiently large (e.g., $\gamma=1000 k$ ) the gadgets do not overlap (excluding the overlap that occurs when two gadgets are combined with each other, which is explicitly allowed). Thus the instance does not contain forbidden triangulation points.

We are now able to prove the hardness of the zero-error triangulation problem.
Theorem 4.3.1. The zero-error triangulation problem is NP-hard.
Proof. Let $\mathcal{I}$ be an instance of the planar 3SAT problem and let $\mathcal{I}_{\text {err }}$ denote the corresponding instance of the zero-error triangulation problem. We have to guarantee that every zero-error triangulation $D$ of the triangulation instance corresponds to a feasible assignment on the variables $V$ and vice versa.

Suppose that there exists an assignment of the variables under which all clauses of the 3SAT instance are satisfied, and fix such an assignment. For every reference point that replaces a mandatory edge $\overline{s t}$ we add $\overline{s t}$ to the triangulation $D$. By Corollary 4.6.1 the error of $D$ at such reference points is zero. For the reference points in the variable gadget at $G(v)$ we choose the triangulation $D$ such that it is positive if the value of $v \in V$ is true and negative if the value of $v$ is false in the assignment. Observe that by Lemma 4.4.3 a negation/wire gadget can be triangulated with zero error with a fixed signal at one of its anchor points. This zero-error triangulation of the negation/wire gadget has the negated/same signal on the remaining anchor points. We extend $D$ on the negation/wire gadgets following the above observation. Now consider a clause gadget at $G(c)$ for some $c \in K$ and its three anchor points $a_{1}, a_{2}, a_{3}$ whose signals in $D$ are already determined by the wire gadgets connected to them. As clause $c$ is satisfied under the assignment, one of $a_{1}, a_{2}$ has a negative signal or $a_{3}$ has a positive signal. Thus at least one of the triangles triangulating $r=G(c)+(0,11)$ with zero error can be added to $D$. In conclusion we see that $D$ has zero error on this gadget.

Now suppose that there is a triangulation $D$ of $\mathcal{S}$ with zero error. First observe that the mandatory edges must belong to $D$ by Corollary 4.6.1. For $v \in V$ the triangulation must be either positive or negative on the variable gadget at $G(v)$ by Lemma 4.5.5. We assign to $v$ the value true if $D$ is positive on the variable gadget at $G(v)$ and false if it is negative. On all wire gadgets directly connected to a variable gadget, the triangulation must be either positive or negative by Lemma 4.5.5. If the triangulation is positive on a variable gadget, then it must be negative on all wire gadgets connected to it through a negation gadget and vice versa by Lemma 4.5.7. Lemma 4.5.6 then guarantees that all clauses of the 3SAT formula are satisfied under this assignment since all clause gadgets are triangulated with zero error.

It is left to show that the reduction works in polynomial time. The 3SAT instance can be embedded in polynomial time on an integral grid of size $O(k) \times O(k)$ 62]. Scaling the embedding by $\gamma \in O(k)$ and constructing the set of triangulation points $\mathcal{S} \subset \mathbb{Z}^{2}$ can be done in polynomial time. The same holds for the computation of $f\left(p_{1}, p_{2}\right)=p_{1}^{2}+p_{2}^{2}$, as all triangulation points are integral. For the reference points and reference values we consider a reference point $r=\left(r_{1}, r_{2}\right) \in \mathcal{R}$ and its coupled circle $C_{r}$ centered at a point $x=\left(x_{1}, x_{2}\right)$ with radius $\rho$. Recall that

$$
h(r)=h_{C_{r}}(r)=2 x_{1} r_{1}+2 x_{2} r_{2}-x_{1}^{2}-x_{2}^{2}+\rho^{2} .
$$

Thus if $r$ and $x$ are integral and the squared radius is an integer which is polynomial in $k$, then $h_{C_{r}}(r)$ is an integer polynomial in $k$. However there exist reference points and
reference values in our construction which are not integral. Observe that it is enough to show that there is a number $b \in \mathbb{N}_{>0}$ which is polynomial in the input size such that for every $r \in \mathcal{R}$ both $b r$ and $b h(r)$ are integral.

We first claim that this is true for the reference points if we set $b=10$. Remember that a reference point which replaces a mandatory edge $e=\overline{s t}$ for some $s, t \in \mathcal{S}$ is of the form $r_{e}=\frac{s+t}{2}$. Since $s$ and $t$ are both integral $b r_{e}$ is integral as well. All reference points of wire segments, wire gadgets and variable gadgets which do not replace mandatory edges are integral. For the clause gadget $c_{x}$ at a point $x \in \mathbb{Z}^{2}$ we borrow the notation from the construction of the clause gadget. Observe that all points from $\mathcal{R}\left(c_{x}\right) \backslash\left\{r_{1}, r_{2}, r_{3}\right\}$ that do not replace mandatory edges are integral. Furthermore $5 \cdot r_{i}$ is integral for all $i=1,2,3$, thus the claim is true for the clause gadget. Finally the negation gadget is a combination of simplified clause gadgets, wire segments, wire gadgets and multiplier gadgets, so the claim is also true for all reference points of the negation gadget.

For the reference values we first introduce an equivalence relation $\sim$ on the set of circles in $\mathbb{R}^{2}$ by saying that two circles $C$ and $C^{\prime}$ are equivalent if there exists $v \in \mathbb{Z}^{2}$ such that $C^{\prime}=v+C=\{v+c \mid c \in C\}$. Let $M=\left\{C_{r} \mid r \in \mathcal{R}\right\}$ be the set of all circles coupled to reference points in $\mathcal{R}$. Let $[C]$ be an equivalence class in the quotient set $M / \sim$ and suppose there exists a $b_{C} \in \mathbb{N}_{>0}$ such that $b_{C} x \in \mathbb{Z}^{2}$ and $b_{C} \rho^{2} \in \mathbb{Z}$, where $x$ is the center and $\rho$ the radius of $C$. Then for all $C^{\prime} \in[C]$ we also have $b_{C} x^{\prime} \in \mathbb{Z}^{2}$ and $b_{C} \rho^{\prime 2} \in \mathbb{Z}$ for the center $x^{\prime}$ and the radius $\rho^{\prime}$ of $C^{\prime}$. Since the cardinality of $M / \sim$ is constant it is left to observe that for every equivalence class $[C]$ there exists such a $b_{C} \in \mathbb{N}_{>0}$ which is polynomial in the input size. This property is clearly satisfied if $C$ is centered at a reference point which replaces a mandatory edge. In the remaining cases $C$ must contain at least three points $s=\left(s_{1}, s_{2}\right), t=\left(t_{1}, t_{2}\right), u=\left(u_{1}, u_{2}\right)$ lying on an integral grid of size $O\left(k^{2}\right) \times O\left(k^{2}\right)$. The center $x=\left(x_{1}, x_{2}\right)$ and the squared radius $\rho^{2}$ can be computed by solving the linear equation

$$
\left(\begin{array}{ccc}
2 s_{1} & 2 s_{2} & 1 \\
2 t_{1} & 2 t_{2} & 1 \\
2 u_{1} & 2 u_{2} & 1
\end{array}\right) \cdot\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\rho^{2}
\end{array}\right)=\left(\begin{array}{c}
s_{1}^{2}+s_{2}^{2} \\
t_{1}^{2}+t_{2}^{2} \\
u_{1}^{2}+u_{2}^{2}
\end{array}\right) .
$$

Thus there is a $b_{C} \in \mathbb{N}_{>0}$ polynomial in $k$, such that $b_{C} x$ and $b_{C} \rho^{2}$ are integral. In conclusion we see that there exists a number $b \in \mathbb{N}_{>0}$ which is polynomial in the input size such that $b h(r)$ is integral for all $r \in \mathcal{R}$. Thus the reduction can be performed in polynomial time.

Corollary 4.3.2. The minimum-error triangulation problem cannot be approximated within any multiplicative factor in polynomial time unless $\mathrm{P}=\mathrm{NP}$.
Proof. Every polynomial time approximation algorithm to the minimum-error triangulation problem yields a polynomial time algorithm to the zero-error triangulation problem. As the zero-error triangulation problem is NP-hard by Theorem 4.3.1 such a polynomial time approximation algorithm does not exist unless $\mathrm{P}=\mathrm{NP}$.

### 4.8 The Paraboloid

It is left to prove the claimed properties of the unit paraboloid. The graph of the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with $f\left(p_{1}, p_{2}\right)=p_{1}^{2}+p_{2}^{2}$ is the paraboloid

$$
\Gamma_{f}=\left\{\left(p_{1}, p_{2}, p_{1}^{2}+p_{2}^{2}\right) \mid\left(p_{1}, p_{2}\right) \in \mathbb{R}^{2}\right\} .
$$

Remember that a circle $C$ with radius $\rho$ around $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ defines the function $h_{C}(r)=2 x_{1} r_{1}+2 x_{2} r_{2}-x_{1}^{2}-x_{2}^{2}+\rho^{2}$ for $r=\left(r_{1}, r_{2}\right) \in \mathbb{R}^{2}$. Let

$$
\Gamma_{C}=\left\{\left(r_{1}, r_{2}, h_{C}(r)\right) \mid r=\left(r_{1}, r_{2}\right) \in \mathbb{R}^{2}\right\}
$$

denote the graph of $h_{C}$. We first repeat some useful properties of $f$ and $h_{C}$.
Lemma 4.8.1. For $y \in \mathbb{R}^{2}$ we have $f(y)-h_{C}(y)=\|y-x\|_{2}^{2}-\rho^{2}$.
Proof. We have

$$
\begin{aligned}
f(y)-h_{C}(y) & =y_{1}^{2}+y_{2}^{2}-2 x_{1} y_{1}-2 x_{2} y_{2}+x_{1}^{2}+x_{2}^{2}-\rho^{2} \\
& =\left(y_{1}-x_{1}\right)^{2}+\left(y_{2}-x_{2}\right)^{2}-\rho^{2} \\
& =\|y-x\|_{2}^{2}-\rho^{2} .
\end{aligned}
$$

Lemma 4.8.2. We have $\Gamma_{C} \cap \Gamma_{f}=\left\{\left(y_{1}, y_{2}, y_{1}^{2}+y_{2}^{2}\right) \mid\left(y_{1}, y_{2}\right) \in C\right\}$.
Proof. We have

$$
\begin{aligned}
& \left\{\left(y_{1}, y_{2}, y_{1}^{2}+y_{2}^{2}\right) \mid\left(y_{1}, y_{2}\right) \in C\right\}=\left\{\left(y_{1}, y_{2}, y_{1}^{2}+y_{2}^{2}\right) \mid\left(y_{1}-x_{1}\right)^{2}+\left(y_{2}-x_{2}\right)^{2}=\rho^{2}\right\} \\
& \quad=\left\{\left(y_{1}, y_{2}, y_{3}\right) \mid y_{3}-2 x_{1} y_{1}-2 x_{2} y_{2}+x_{1}^{2}+x_{2}^{2}-\rho^{2}=0, y_{3}=y_{1}^{2}+y_{2}^{2}\right\} \\
& \quad=\Gamma_{C} \cap \Gamma_{f} .
\end{aligned}
$$

We are now able to prove Lemmas 4.4.3 and 4.4.4
Lemma 4.4.3. Let $r$ be a point of $\mathcal{R}$ and let $T \subset \mathbb{R}^{2}$ be a triangle with vertices $s, t, u \in \mathcal{S}$ and $r \in \operatorname{conv}\left(\{s, t, u\} \cap C_{r}\right)$. Then $r$ is represented with zero error by $T$.

Proof. By Lemma 4.8.2 we know that $f(v)=h_{C_{r}}(v)$ for all $v \in\{s, t, u\} \cap C_{r}$. As $h_{C_{r}}$ is affine this means that $r$ is represented with zero error by $T$.

Lemma 4.4.4. Let $T \subset \mathbb{R}^{2}$ be a triangle with vertices $s, t, u \in \mathcal{S}$ representing $r \in \mathcal{R}$ with zero error. If $r \notin \operatorname{conv}\left(\{s, t, u\} \cap C_{r}\right)$, then $\{s, t, u\}$ has a non-empty intersection with $I_{C_{r}}$ and $O_{C_{r}}$.

Proof. We pick a convex combination $\lambda s+\mu t+\gamma u=r$. As $T$ represents $r$ with zero error, we have

$$
h_{C_{r}}(r)=\lambda f(s)+\mu f(t)+\gamma f(u) .
$$

Since $h_{C_{r}}$ is affine also

$$
h_{C_{r}}(r)=h_{C_{r}}(\lambda s+\mu t+\gamma u)=\lambda h_{C_{r}}(s)+\mu h_{C_{r}}(t)+\gamma h_{C_{r}}(u) .
$$

Combining the two equations we obtain

$$
0=\lambda\left(f(s)-h_{C_{r}}(s)\right)+\mu\left(f(t)-h_{C_{r}}(t)\right)+\gamma\left(f(u)-h_{C_{r}}(u)\right) .
$$

Observe that $f(p)-h_{C_{r}}(p)<0$ for $p \in I_{C_{r}}$ and $f(p)-h_{C_{r}}(p)>0$ for $p \in O_{C_{r}}$ by Lemma 4.8.1. We distinguish two cases: If points in $\{s, t, u\} \cap I_{C_{r}}$ and $\{s, t, u\} \cap O_{C_{r}}$ appear with factor zero in the above equation, then $r \in \operatorname{conv}\left(\{s, t, u\} \cap C_{r}\right)$ contradicting our assumption. Otherwise the sets $\{s, t, u\} \cap I_{C_{r}}$ and $\{s, t, u\} \cap O_{C_{r}}$ must be nonempty.

We need some additional statement about the behavior of the error under orthogonal transformations and translations of the triangle and the reference point it is representing.

Lemma 4.5.1. Let $T \subset \mathbb{R}^{2}$ be a triangle representing $r \in \mathcal{R}$ with error $\epsilon$. Let $g: \mathbb{R}^{2} \rightarrow$ $\mathbb{R}^{2}$ be an orthogonal transformation or translation. Let $\bar{T}=g(T), \bar{r}=g(r)$ and $\bar{C}_{r}=$ $g\left(C_{r}\right)$. Then $\bar{T}$ is a triangle containing $\bar{r}, \bar{C}_{r}$ is a circle containing $\bar{r}$ in its interior and $\left(f_{\bar{T}}(\bar{r})-h_{\bar{C}_{r}}(\bar{r})\right)^{2}=\epsilon$.

Proof. Remember that an orthogonal transformation in $\mathbb{R}^{2}$ is a rotation or a reflection. Thus for every possible choice of $g$ we have that $\bar{T}$ is a triangle containing $\bar{r}$ and $\bar{C}_{r}$ is a circle containing $\bar{r}$ in its interior. Therefore the error of $\bar{T}$ at $\bar{r}$ given by $\left(f_{\bar{T}}(\bar{r})-h_{\bar{C}_{r}}(\bar{r})\right)^{2}$ is properly defined. Let $s, t, u$ be the vertices of $T$. We pick a convex combination $\lambda s+\mu t+\gamma u=r$ and obtain

$$
\begin{aligned}
\epsilon & =\left(\lambda f(s)+\mu f(t)+\gamma f(u)-h_{C_{r}}(r)\right)^{2} \\
& =\left(\lambda\left(f(s)-h_{C_{r}}(s)\right)+\mu\left(f(t)-h_{C_{r}}(t)\right)+\gamma\left(f(u)-h_{C_{r}}(u)\right)\right)^{2} .
\end{aligned}
$$

By Lemma 4.8.1 the last part depends on the radius of $C_{r}$ and the distance between its center and $s, t, u$. These values do not change after applying $g$ on $T, r$ and $C_{r}$. Thus we obtain

$$
\begin{aligned}
\epsilon & =\left(\lambda\left(f(g(s))-h_{\bar{C}_{r}}(g(s))\right)+\mu\left(f(g(t))-h_{\bar{C}_{r}}(g(t))\right)+\gamma\left(f(g(u))-h_{\bar{C}_{r}}(g(u))\right)\right)^{2} \\
& =\left(\lambda f(g(s))+\mu f(g(t))+\gamma f(g(u))-\lambda h_{\bar{C}_{r}}(g(s))-\mu h_{\bar{C}_{r}}(g(t))-\gamma h_{\bar{C}_{r}}(g(u))\right)^{2} \\
& =\left(f_{\bar{T}}(\bar{r})-h_{\bar{C}_{r}}(\bar{r})\right)^{2} .
\end{aligned}
$$

## Chapter 5

## Conclusion

In this thesis we first discussed two well-known problems from the area of clustering, clustering with lower bounds and hierarchical clustering. Furthermore we considered the complexity of the minimum-error triangulation problem. In the following we give a brief summary of the results of this thesis and discuss further research questions.

In Chapter 2 we study clustering with lower bounds. We show how to transform a solution for facility location with lower bounds into a $k$-clustering with lower bounds. This approach is independent of the algorithm that computes the facility location solution, so an improvement of the approximation factor for facility location directly implies an improvement of the approximation factor for its $k$-clustering variant. Furthermore we consider a relaxation of lower bounds called weak lower bounds and show that it is possible to obtain a $(13+\epsilon)$-approximation for $k$-median with 2 -weak lower bounds. Our insights on weak lower bounds also yield the first bi-criteria algorithm for $k$-means with lower bounds. So far there do not exist approximation algorithms for $k$-means with lower bounds. It would be interesting to know whether the algorithms presented in [72, [5] for facility location with lower bounds can be adapted to work for $k$-means with lower bounds. Since the first step of the adapted algorithms would involve finding a bi-criteria solution for $k$-means with lower bounds, which does exist, as we show in this thesis, we assume that the remaining steps may also be adapted. It is also reasonable to ask whether there is an improvement of the approximation factors. So far the best approximation factor for facility location with lower bounds is 82.6 for uniform lower bounds [5] and 4000 for non-uniform lower bounds 61. As we show they imply algorithms for $k$-median with lower bounds with approximation factor 168 for uniform lower bounds and 12006 for non-uniform lower bounds, which are rather high.

In Chapter 3 we studied hierarchical clustering. For a fixed objective the approximation factor of a hierarchical clustering is computed by comparing the cost of its $k$-clustering to the cost of an optimal $k$-clustering for every possible $k$. The price of hierarchy $\rho_{\text {cost }}$ now describes the smallest possible approximation factor for a hierarchical clustering with respect to the objective cost. We show that the price of hierarchy for drad equals 4 and for rad, diam it equals $3+2 \sqrt{2}$. However this does not imply that there exist polynomial time algorithms with these approximation guarantees. The currently best polynomial time approximation algorithm achieves a guarantee of 8 [39, [27]. So it is still an open question whether it is NP-hard to compute hierarchical clusterings with approximation factor $\alpha<8$.

We assume that our construction of the instance for the lower bound on $\rho_{\text {cost }}$ could be adapted to prove lower bounds on $\rho_{\text {cost }}$ for other objective functions as med and
mean. So far we do not now any non-trivial lower bounds on $\rho_{\text {cost }}$ for these objectives. In general it might be interesting to analyze the price of hierarchy for other objective functions.

In addition to the analysis of the price of hierarchy, we studied one popular algorithm for hierarchical clustering, called complete linkage. Our results show that the approximation factor of complete linkage in a general metric space is in $\Omega(k)$ for drad and diam. For drad we are able to prove a matching upper bound of $O(k)$. For diam we are only able to prove an upper bound of $O\left(k^{\ln (3) / \ln (2)}\right)$. Thus it is still open whether the approximation guarantee of complete linkage for diam is in $\Theta(k)$. We know that in a Euclidean space of constant dimension complete linkage computes an $O(1)$-approximation [1, 44]. However the respective factor is exponential or doubly exponential in the dimension for rad or diam and it is still open if one can improve upon these dependencies. One other popular agglomerative clustering algorithm is average linkage, which merges the two clusters with smallest average distance to each other in every step. It is not known how average linkage performs with respect to the objective functions drad, diam. In particular it would be interesting to know whether one can adapt the lower bound instance for complete linkage to obtain lower bounds on the approximation guarantee of average linkage.

In Chapter 4 we studied the complexity of the minimum-error triangulation problem. We showed that it is NP-hard to decide whether there exists a triangulation with zero error. This implies that the minimum-error triangulation problem cannot be approximated within any factor. Furthermore it implies the inapproximability of the following generalization: minimizing the distance between $f_{D}$ and $h$ on $\mathcal{R}$ for any metric on $\mathbb{R}^{m}$, especially the $L_{p}$-metric and the $L_{\infty}$-metric.
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[^0]:    ${ }^{1}$ In fact, our clause gadget negates the first two variables in the clause by default, so a negation gadget must be used to undo the negation of one of the first two variables or to negate the third variable.

[^1]:    ${ }^{2}$ More precisely this is true for all reference points except some reference points in the clause and negation gadget. We elaborate on this during the construction of the gadgets.

