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Introduction

The main part of this thesis comprising of the first two chapters is devoted to
constructing cycle classes for algebraic De Rham cohomology. In order to give
some motivation let us consider a connected scheme X which is smooth over a
noetherian, regular and separated scheme S. Let Vec(X) denote the category
of vector bundles on X (i.e. the category of locally free OX-modules of finite
type), let D(X) denote the derived category of the category of OX-modules
and D(X)perf the triangulated subcategory of D(X) consisting of all perfect
complexes. Then by [SGA 6] the canonical map between Grothendieck groups

K0(Vec(X)) → K0(D(X)perf)

is an isomorphism making K0(D(X)perf) into a λ-ring (augmented over Z).
Recall from [BI] that there exists a (uniquely determined) theory of Chern
classes for the De Rham cohomology of X/S: For any object E ∈ Vec(X)
there are Chern classes ci(E) ∈ H2i

DR(X/S) for i ∈ N satisfying functoriality,
normalization and additivity. Moreover, the splitting principle holds and thus
these Chern classes satisfy the usual formulas for exterior powers, symmetric
powers and duals. Therefore we may apply the general theory of λ-rings
([SGA 6, V]), and if Ch( ) denotes the functor which assigns to a commutative
and graded Z-algebra the corresponding Z-augmented λ-ring we obtain a
total Chern class map

c̃ : K0(D(X)perf) → Ch(H2∗
DR(X/S)).

Now suppose we are given d ∈ N and line bundles Ei with global sections si

for 1 ≤ i ≤ d. Let K ·
i denote the complex OX → Ei with OX in degree −1

and where the map is induced by si. Forming K · =
⊗d

i=1 K ·
i one computes

c̃d(K
·) = (−1)d−1 (d− 1)!

d∏
i=1

c1(Ei).

If each Ei is the vector bundle induced by an effective Cartier divisor Di on
X which is smooth over S and if the scheme theoretical intersection

⋂j
i=1 Di

is a smooth S-scheme of codimension j in X for j = 1, . . . , d then the class∏d
i=1 c1(Ei) coincides with the cycle class of the subscheme

⋂d
i=1 Di which

was constructed in [B, VI].

In view of the preceding discussion one may ask if, firstly, there exist
cycle class maps yielding the correct cohomology classes without factors like
(d − 1)!, and secondly if it is possible to construct cycle classes for closed
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subschemes which are not necessarily smooth. These problems will be inves-
tigated in the first two chapters of this thesis. More specifically, let now S
be a locally noetherian scheme, X a smooth regular scheme over S. Then for
a closed subset Y of X and a natural number c such that c ≤ codim(Y, X)
where codim(Y, X) denotes the codimension of Y in X we construct cycle
class maps

clcY : K0(DY (X)perf) → H2c
DR(X/S).

Here DY (X)perf denotes the thick triangulated subcategory of D(X) consist-
ing of all those perfect complexes on X which are acyclic outside Y with
corresponding Grothendieck group K0(DY (X)perf). Actually the maps clcY
are supported on Y in the sense that they factor through the canonical mor-
phism

H2c
Y (X, τ≥c(Ω

·
X/S)) → H2c

DR(Ω·
X/S)

where
τ≥c(Ω

·
X/S) = . . . → 0 → Ωc

X/S → Ωc+1
X/S → . . .

is the brutal truncation of the De Rham complex in degree c. This truncated
complex plays a crucial role because it is not hard to prove purity results like
the vanishing of the relative hypercohomology sheaves H i

Y (τ≥c(Ω
·
X/S)) for all

i < 2c which in turn make it possible to define these cycle maps locally. It is
in fact the factorization

K0(DY (X)perf) → H2c
Y (X, τ≥c(Ω

·
X/S))

of clcY which is constructed explicitly. Of course since H i
Y (X, τ≥c(Ω

·
X/S)) = 0

holds for all i < 2 · codim(Y, X) the only case which is of interest here is
when c = codim(Y, X).

It turns out that the morphisms clcY have all the properties one expects like
the validity of intersection formulas and compatibility with flat morphisms,
base change and Künneth morphisms. Furthermore, we use these cycle maps
to define group homomorphisms

ηr
X : Zr(X) → H2r

DR(X/S)

where Zr(X) is the group of codimension r cycles on the scheme X. Then we
show that ηr

X passes to rational equivalence and also that ηX([Y ]) coincides
with Berthelot’s De Rham cohomology class ([B, VI, 3.1]) if Y is a closed
subscheme of X which is smooth over S. Moreover, in the case where S is the
spectrum of a field of characteristic zero the maps ηr

X agree with the cycle
class maps obtained by Hartshorne in his paper [H2].
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If X is in addition quasi-projective and S is the spectrum of a field we prove
that the collection (ηr

X)r∈N induces a ring homomorphism between the Chow
group of X and the cohomology ring H2∗

DR(X/S). The reason why we need
to restrict ourselves to the algebraic and quasi-projective case where we have
the moving lemma at our disposal is due to the fact that the multiplicative
structure of the Chow group is defined by making use of the refined Gysin
morphisms of Fulton and MacPherson (see [F, Chap. 8]), and it is not at all
well understood how De Rham cohomology behaves under these Gysin maps.
However there is another way to define a product structure on the Chow
group of a smooth variety over a field, namely by using the Bloch-Quillen
isomorphism ([Q1]) and the product structure on K-theory. Although we
make use of convenient K-theory spectra in the construction of the maps ηr

X

it is highly unclear how to relate the K-theory product with the cup product
on H2∗

DR(X/S) if X is not necessarily quasi-projective.

It is evident that the construction of the maps clcY and ηr
X fills out a

non trivial gap in the theory of algebraic De Rham cohomology since before
the existence of cycle classes without disturbing factors like (c − 1)! and
(r − 1)! was only known if S was the spectrum of a perfect field (see [H2]
for characteristic zero and [Gr] for characteristic p > 0), if the cycles were
induced by closed subschemes which were smooth over the base scheme S
([B]) or when torsion was neglected ([GM]).

Let us briefly indicate the construction of the cycle maps clcY . For that
purpose let E· = τ≥c(Ω

·
X/S). Since H i

Y (E ·) = 0 for all i < 2c it follows

that the presheaf U 7→ H2c
Y ∩U(U, E ·|U) (U ⊆ X open) is canonically iso-

morphic to the sheaf H2c
Y (E·). Hence we are reduced to treating the case

where X is affine. If d denotes the differential in degree c of E · then from a
hypercohomology spectral sequence we obtain an isomorphism

Ker(Hc
Y (X, d))

∼=−→ H2c
Y (X, E ·).

Now we consider a strictly perfect complex F · on X with a connection ∇, i.e.
a connection on the associated graded module F =

⊕
k∈N F k which preserves

the grading. Then ∇ gives rise to a connection on EndOX
(F ) which we shall

also denote by ∇ in what follows. If ϕ denotes the differential of F · we can
form the power ∇(ϕ)c where the multiplication is given by the canonical
algebra structure of Ω·

X/S ⊗OX
EndOX

(F ). Then it can be shown that ∇(ϕ)c

is up to coboundaries divisible by c! yielding a degree c cocycle ∇(ϕ)c

c!
of the

complex G· = Ωc
X/S ⊗OX

End·OX
(F ·). Applying the relative trace morphism

TrY of the strictly perfect complex G· to ∇(ϕ)c

c!
we obtain an element of
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degree c of the complex (Hc
Y (X, Ep))p∈Z. In order to get a cohomology

class in H2c
Y (X, E ·) by using the above isomorphism we have to show that

this element lies in the kernel of Hc
Y (X, d). We reduce this problem to the

case where X is a local regular ring and Y is the closed point of X. Then
we prove that K0(DY (X)perf) is generated by Koszul complexes for which

the term TrY (∇(ϕ)c

c!
) can be easily computed, and from the computation we

immediately see that it lies in the kernel of Hc
Y (X, d). Having defined a

cohomology class for a strictly perfect complex with connection we then
establish that this yields a morphism K0(DY (X)perf) → H2c

Y (X, E ·).

In chapter three we study the problem of constructing crystalline cycle
classes for schemes X/W (k) where k is a perfect field of characteristic p > 0,
W (k) is the ring of Witt vectors of k and X is a smooth k-scheme. This
has been done by M. Gros in [Gr] using purity theorems for logarithmic
Hodge-Witt cohomology. In order to sketch our approach let Wn denote
the affine PD-scheme induced by the truncation W (k)/pnW (k) for n ≥ 1.
Let XZar denote the Zariski topos and let WnΩ·

X denote the De Rham-Witt
complex of order n for X. Then the complex WnΩ·

X computes the crystalline
cohomology of X/Wn in the sense that the hypercohomology H∗(X, WnΩ·

X)
is canonically isomorphic to H∗

crys(X/Wn). Using the fact that each of the
sheaves WnΩp

X is Cohen-Macaulay with respect to the codimension filtration
on X (i.e. the corresponding Cousin complex of WnΩp

X is a resolution of
WnΩp

X) we construct a canonical flabby resolution C(WnΩ·
X) of WnΩ·

X whose
components are certain direct sums of skyscraper sheaves induced by the
“punctual” cohomology groups H∗

x(WnΩp
X) for x ∈ X and p ∈ N.

Given a closed, integral subscheme V of X with c = codim(V, X) and
generic point ζ we then construct for each n ∈ N an element clX, n(V ) in
Hc

ζ (WnΩc
X) ⊆ Γ(X, C2c(WnΩ·

X)) and by studying the action of the Frobenius

morphism of (WnΩ·
X)n≥1 on the pro-objects (Hd

x(WnΩ·
X))n≥1 for x ∈ X of

codimension d ∈ {c, c + 1} we show that clX, n(V ) is a cocycle of C(WnΩ·
X)

inducing therefore a class in H2c
crys(X/Wn) which in fact agrees with the cycle

class constructed for V in [Gr].

The construction of clX, n(V ) is inspired by the following observation: Let
U be a smooth formal Spf(W (k))-scheme which lifts an open neighbourhood
of ζ in X, and denote by Un the restriction of U modulo pn. Then the
stalk OUn, ζ is a local, c-dimensional Cohen-Macaulay ring, and any system of
parameters for this ring induces via the morphism d log a class in Hc

ζ (Ω
c
Un/Wn

)
which does not depend on the choice of this system and which gives rise to a
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class clζ(Un/Wn) in the relative De Rham cohomology H2c
Xc/Xc+1(Un, Ω·

Un/Wn
)

where Xc (resp. Xc+1) is the set of points in X whose codimension is c (resp.
c+1). In fact, the restriction of clX, n(V ) to the open subset Un of X actually
yields a class lying in H2c

Xc(Un, Ω·
Un/Wn

) which lifts clζ(Un/Wn) with respect

to the canonical map H2c
Xc(Un, Ω·

Un/Wn
) → H2c

Xc/Xc+1(Un, Ω·
Un/Wn

).

My sincere thanks go to my advisor Prof. Dr. G. Faltings for all his
help and encouragement, to my parents for constant support and to Andrea
Miller for helpful conversations.
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1 Preliminaries

1.1 Horizontality

Let S be a scheme. We shall say that a morphism f : X → S is weakly
smooth if Ω1

X/S is a vector bundle on X (i.e. a locally free OX-module of

finite type). For a weakly smooth X/S we know by [EGA IV, 16.10.6] that
for each x ∈ X there exists an open neighbourhood U and a finite family
(xλ)λ∈L of elements in Γ(U, OX) such that the collection (d(xλ))λ∈L forms a
base for the Γ(U, OX)-module Γ(U, Ω1

X/S).

In the following we fix such a weakly smooth scheme X/S. By an OX-module
we shall mean a quasi-coherent OX-module throughout this section.

Let E be an OX-module. Recall that a connection on E is a homomor-
phism ∇ of abelian sheaves

∇ : E → Ω1
X/S ⊗OX

E

satisfying
∇(t · e) = t · ∇(e) + d(t)⊗ e

where t and e are sections of OX and E respectively over an open subset of X,
and d(t) denotes the image of t under the canonical exterior differentiation
d : OX → Ω1

X/S.

A connection ∇ may be extended to a homomorphism of abelian sheaves

∇i : Ωi
X/S ⊗OX

E → Ωi+1
X/S ⊗OX

E

via
∇i(ω ⊗ e) = d(ω)⊗ e + (−1)iω ∧∇(e)

where ω and e are sections of Ωi
X/S and E respectively over an open subset

of X, and where ω∧∇(e) denotes the image of ω⊗∇(e) under the canonical
map

Ωi
X/S ⊗OX

(Ω1
X/S ⊗OX

E) → Ωi+1
X/S ⊗OX

E

which sends ω ⊗ τ ⊗ e to (ω ∧ τ) ⊗ e. Hence the collection (∇i)i∈N (with
∇0 = ∇) defines an endomorphism on the graded OX-module Ω·

X/S⊗OX
E of

degree 1 which we denote by ∇ again. Recall that∇ is integrable if∇◦∇ = 0
and in this case the resulting complex (Ω·

X/S⊗OX
E, ∇) defines the De Rham

complex of (E, ∇).

If the OX-module Ω1
X/S is free and we are given a base {ω1, . . . , ωn},

we shall use the following notation: Let {ω∗1, . . . , ω∗n} denote the dual base.

6



Then for a section e of E over an open subset of X and 1 ≤ p ≤ n we set

∇p(e) =
(
ω∗p ⊗ idE

)
(∇(e)).

Let (E, ∇) and (F, ∇′) be OX-modules with connections. Recall that an
OX-linear map s : E → F is horizontal if the diagram

E
s−−−→ F

∇
y

y∇′

Ω1
X/S ⊗OX

E
id

Ω1
X/S

⊗s

−−−−−−→ Ω1
X/S ⊗OX

F

is commutative.

Let (E, ∇) and (F, ∇′) be OX-modules with connections and suppose
that E is of finite presentation. Then the map

∇′′ : HomOX
(E, F ) → Ω1

X/S ⊗OX
HomOX

(E, F )

given by
∇′′(ϕ) = ∇′ ◦ ϕ− (idΩ1

X/S
⊗ ϕ) ◦ ∇

defines a connection on HomOX
(E, F ) which is integrable if both ∇ and

∇′ are integrable. If E = F and ∇ = ∇′ we will often denote the induced
connection on EndOX

(E) by ∇ again. In the context of this description we
can state our first result.

Lemma 1.1.1 Let E be a vector bundle on X equipped with a connection ∇
and consider OX with the canonical exterior differentiation d : OX → Ω1

X/S

as its connection. Then the trace morphism

tr : EndOX
(E) → OX

is horizontal.

Proof. We may assume that E and Ω1
X/S are free with bases e1, . . . , em and

dx1, . . . , dxn. Let ϕ ∈ EndOX
(E). By what we have explained before the

connection ∇ induces a connection on EndOX
(E) which we will denote by

the same symbol. We have to prove that

d(tr(ϕ)) = (idΩ1
X/S

⊗ tr)(∇(ϕ)).
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As ∇(ϕ) =
n∑

p=1

dxp⊗∇p(ϕ) it suffices to show that dp(tr(ϕ)) = tr(∇p(ϕ)) for

each p. Writing ϕ(eq) =
m∑

r=1

λq r · er and ∇(eq) =
m∑

r=1

τq r⊗ er with sections λq r

and τq r of OX and Ω1
X/S respectively we obtain for 1 ≤ q ≤ m

(dp ⊗ idE)(∇ ◦ ϕ)(eq) =
m∑

r, s=1

dp(λqrτrs) · es +
m∑

r=1

dp(dλqr) · er

(dp ⊗ idE)(idΩ1
X/S

⊗ ϕ)(∇(eq)) =
m∑

r, s=1

dp(λrsτqr) · es.

Thus we conclude that

tr(∇p(ϕ)) =
m∑

r=1

dp(dλrr) = dp(tr(ϕ)). ¤

Let (E, ∇), (F, ∇′) be OX-modules with connections. Then we get a
connection ∇′′ on E ⊗OX

F by the formula

∇′′(e⊗ f) = ∇(e)⊗ f + e⊗∇′(f)

where e and f are sections of E and F respectively over an open subset of X.
Again this connection turns out to be integrable if ∇ and ∇′ are integrable.

Lemma 1.1.2 Assume that E, F , G are OX-modules with connections and
consider the morphism

σ : HomOX
(F, G)⊗OX

HomOX
(E, F ) → HomOX

(E, G)

induced by composing OX-linear maps. Then σ is horizontal.

Proof. We denote the connections on the corresponding OX-modules by the
same letter ∇. Then for sections ϕ and ψ of the modules HomOX

(E, F ) and
HomOX

(F, G) over an open subset of X it is easy to check that

(idΩ1
X/S

⊗ σ)(∇(ψ)⊗ ϕ) = ∇(ψ) ◦ ϕ

(idΩ1
X/S

⊗ σ)(ψ ⊗∇(ϕ)) = (idΩ1
X/S

⊗ ψ) ◦ ∇(ϕ).

As we obviously have ∇(ψ ◦ ϕ) = ∇(ψ) ◦ ϕ + (idΩ1
X/S

⊗ ψ) ◦∇(ϕ), the result

follows. ¤

Let E be an OX-algebra. A connection on E will be called compatible if
the multiplication map E ⊗OX

E → E is horizontal.
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Lemma 1.1.3 Let E be an OX-algebra with a compatible connection ∇. Let
X, Y be sections of the graded algebra Ω·

X/S ⊗OX
E and assume that X is

homogeneous of degree n. Then we have

∇(X · Y ) = ∇(X) · Y + (−1)nX · ∇(Y ).

Proof. Follows from a simple local calculation. ¤
Corollary 1.1.4 Under the hypotheses of 1.1.3 suppose in addition that the
connection is integrable. Then

∇(X · ∇(X)d−1) = ∇(X)d

for every d ≥ 1.

Let E · be a complex of OX-modules. Then a connection on E · shall be
given by a collection ∇ = (∇Ep)p∈Z where ∇Ep is a connection on Ep for each
p ∈ Z. It follows that the connections on E· are in bijective correspondence
with those connections on its associated graded OX-module

⊕
n∈ZEn which

preserve the grading.
If F · is another complex with a connection then by what we have pointed out
above the complex E· ⊗OX

F · (resp. Hom·
OX

(E ·, F ·) if E· and F · are both
bounded and each Ep is of finite presentation) comes along with a connection
in a natural way.
We shall say that a chain map f = (f p) : E · → F · is horizontal if f p is
horizontal for every p.

Proposition 1.1.5 Let E·, F ·, G· be bounded complexes of OX-modules with
connections. Then the following chain maps are horizontal:

(a) The evaluation map Hom·
OX

(E·, F ·)⊗OX
E · → F ·.

(b) The canonical map Hom·
OX

(E ·, F ·)⊗OX
G· → Hom·

OX
(E·, F ·⊗OX

G·).

(c) The map Hom·
OX

(F ·, G·) ⊗OX
Hom·

OX
(E·, F ·) → Hom·

OX
(E ·, G·) in-

duced by composing OX-linear maps.

Here each Ep (and each F p for (c)) is assumed to be of finite presentation.

Proof. (c) follows from 1.1.2, for the rest we may assume that Ω1
X/S is

free with a base {dx1, . . . , dxn}. Let (E, ∇), (F, ∇′) be OX-modules with
connections where E is of finite presentation. We denote by ∇′′ the resulting
connection on HomOX

(E, F ). Then for 1 ≤ p ≤ n, sections ϕ and e of
HomOX

(E, F ) and E respectively over an open subset of X we have

∇′′
p(ϕ)(e) = ∇′

p(ϕ(e))− ϕ(∇p(e)).

Using this formula the assertions (a) and (b) are then easy to prove. ¤
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1.2 Supercommutators and supertraces

R be a (commutative) ring, and let S =
⊕

n∈Z Sn be an associative, graded R-
algebra. The degree of an element s ∈ Sn will be denoted by |s|, i.e. |s| = n.
Given homogeneous elements x, y ∈ S we may form the supercommutator

[x, y] = x · y − (−1)|x|·|y|y · x.

Three basic properties of supercommutators which result directly from their
definition are listed in the following lemma.

Lemma 1.2.1 Let x, y, z be homogeneous elements of S.

(a) [x, y] = (−1)|x|·|y|+1[y, x].

(b) [x, y] · z = [x, y · z]− (−1)|x|·|y|y · [x, z].

(c) z · [x, y] = [z · x, y]− (−1)|x|·|y|[z, y] · x.

Our next result reflects a situation which will be relevant to us in Chapter
2 when we will be working with an explicit description of the (relative) trace
map of a strictly perfect complex. The lemma is an immediate consequence
of 1.2.1 (b)

Lemma 1.2.2 Assume that the algebra S is unitary with 1S ∈ S0. Let
x ∈ S1 and y0, . . . , yn ∈ S−1. Assume that there exist elements r0, . . . , rn

of R satisfying [x, yi] = ri · 1S for i = 0, . . . , n. Then

[x, y0 · . . . · yn] =
n∑

p=0

(−1)prp ·
n∏

q=0,
q 6=p

yq.

Let M =
⊕

n∈ZMn be a finitely generated, graded and projective R-
module. We denote by Endn

R(M) the module of R-linear endomorphisms on
M of degree n, i.e.

Endn
R(M) = {f ∈ EndR(M); f(Mm) ⊆ Mm+n for all m ∈ Z}.

In particular the graded R-algebra

End·R(M) =
⊕

n∈Z
Endn

R(M)

is a subalgebra of EndR(M). Let ε denote the involution on M given by

ε =
⊕

n∈Z
(−1)nidMn .

10



Then for f ∈ Endn
R(M) we see that

ε ◦ f =

{
f ◦ ε, n even

−f ◦ ε, n odd.

Eventually we can define the supertrace

trs : EndR(M) → R, trs(ϕ) = tr(ε ◦ ϕ).

Proposition 1.2.3

(a) trs vanishes on endomorphisms of degree 6= 0.

(b) For homogeneous elements ϕ, ψ of End·R(M) we have

trs[ϕ, ψ] = 0.

(c) Given ϕ ∈ End0
R(M) and n ∈ Z set ϕn = ϕ|Mn which defines an

endomorphism on Mn. Then

trs(ϕ) =
∑

n∈Z
(−1)ntr(ϕn).

Proof. (a) and (c) are evident. To prove statement (b) it is sufficient to
treat the case where |ϕ| + |ψ| = 0. Then using the commutativity property
of the trace map we deduce

trs[ϕ, ψ] = tr(εϕψ) + (−1)|ϕ|
2+1tr(εψϕ)

= (−1)|ϕ|
2

(tr(ϕεψ)− tr(εψϕ))

= (−1)|ϕ|
2

(tr(εψϕ)− tr(εψϕ))

= 0. ¤

Let X be a scheme. Let E =
⊕

n∈ZEn be a graded, quasi-coherent OX-
module of finite presentation and denote by pn : E → En the projection onto
its n-th component. For an open subset U of X and n ∈ Z consider the
module of OU -linear endomorphisms on E|U of degree n which is given by

Endn
OU

(E|U) = {f ∈ EndOU
(E|U); pk ◦ (f |El) = 0 for k 6= l + n}.

This defines a sheaf of OX-modules Endn
OX

(E) via

Endn
OX

(E)(U) = Endn
OU

(E|U)

11



and we get a graded algebra

End·OX
(E) =

⊕

n∈Z
Endn

OX
(E).

In a similar way we can define a graded algebra End·Z(F) for any sheaf of
abelian groups F . We shall make use of End·Z(F) in 1.3. Returning to
the situation where E is a graded and quasi-coherent OX-module of finite
presentation there is an obvious map

Homn
OX

(E, E) =
∏

k∈Z
HomOX

(Ek, Ek+n) → Endn
OX

(E)

sending a section (fk)k∈Z to
⊕

k∈Z fk. It is easy to see that this map is an
isomorphism. Thus we get an isomorphism

Hom·
OX

(E, E)
∼=−→ End·OX

(E)

of graded OX-algebras. Henceforth we will not distinguish between these two
graded algebras.
If X = Spec(R) is affine and E ∼= M̃ for a graded R-module M =

⊕
n∈ZMn

of finite presentation then the module Endn
OX

(E) is obviously isomorphic to
the sheafification of Endn

R(M). In particular we deduce that the canonical
map

End·OX
(E) → EndOX

(E)

is an isomorphism of OX-algebras if E is a graded vector bundle.
Now we consider the supertrace at the level of sheaves. Hence for any graded
vector bundle E =

⊕
n∈ZEn on the scheme X we obtain an OX-linear map

trs : EndOX
(E) → OX

such that the following properties hold.

Proposition 1.2.4

(a) trs vanishes on sections of Endn
OX

(E) for n 6= 0.

(b) If ϕ and ψ are homogeneous sections of End·OX
(E), then

trs[ϕ, ψ] = 0.

(c) Given a section ϕ of End0
OX

(E) over an open subset U of X let ϕn

denote the restriction of ϕ to En|U for n ∈ Z. Then

trs(ϕ) =
∑

n∈Z
(−1)ntr(ϕn).

12



Proposition 1.2.5 Let X/S be weakly smooth. Suppose that E =
⊕

n∈ZEn

is a graded vector bundle on X and we are given a connection ∇ on E
preserving the grading. Consider the bundle EndOX

(E) equipped with the
connection induced by ∇. Then trs is horizontal.

Proof. It is clear that the involution ε is horizontal. Together with 1.1.1
this implies the assertion. ¤

Let E· be a bounded complex of vector bundles on a scheme X. Using
1.2.3 (b) we get a chain map Tr = (Trn)n∈Z : HomOX

(E·, E ·) → OX where

Trn =

{
trs, n = 0

0, otherwise.

This chain map coincides with the trace map of [SGA 6, I, 8] at least if X is
affine.

Corollary 1.2.6 Let X/S be a weakly smooth scheme and E· a bounded
complex of vector bundles on X with a connection. Then the chain map Tr
is horizontal.

Let X/S be a weakly smooth scheme and E =
⊕

n∈ZEn a graded OX-
module of finite presentation. Then we may consider Ω·

X/S ⊗OX
End·OX

(E)

not only as a subalgebra of Ω·
X/S⊗OX

EndOX
(E) but also as a graded algebra

by forming the graded tensor product. In the sequel we will write ·̂ for the
multiplication which results from this graded tensor product structure. Thus
for sections ω⊗ϕ and τ⊗ψ of Ωk

X/S⊗OX
Endl

OX
(E) and Ωm

X/S⊗OX
Endn

OX
(E)

respectively we have

(ω ⊗ ϕ) ·̂ (τ ⊗ ψ) = (−1)l·m (ω ⊗ ϕ) · (τ ⊗ ψ)

= (−1)l·m (ω ∧ τ)⊗ (ϕ · ψ).

Given a connection on E which preserves the grading it is clear that the
restriction to End·OX

(E) of the induced connection ∇ on EndOX
(E) has

the same property. For the rest of this section we fix a weakly smooth
scheme X/S and a graded OX-module E of presentation equipped with a
connection.∇.

Lemma 1.2.7 With respect to the previous notation we have

∇((ω ⊗ ϕ) ·̂ (τ ⊗ ψ)) = ∇(ω ⊗ ϕ) ·̂ (τ ⊗ ψ) + (−1)l+k (ω ⊗ ϕ) ·̂ ∇(τ ⊗ ψ).

Proof. Follows easily from 1.1.3. ¤
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Corollary 1.2.8 We have

∇([ω ⊗ ϕ, τ ⊗ ψ]∧) = [∇(ω ⊗ ϕ), τ ⊗ ψ]∧ + (−1)l+k [ω ⊗ ϕ, ∇(τ ⊗ ψ)]∧

where [∗, ∗]∧ denotes the supercommutator with respect to ·̂.

Lemma 1.2.9 Let U be an open affine subset of X such that Ω1
U/S is free

with a base ω1, . . . , ωn. Let ϕ be an odd degree section of End·OX
(E) over U

and suppose that [ϕ, ∇q(ϕ)] = 0 for every q ∈ {1, . . . , n}. Then

[ϕ, ∇q(∇r(ϕ))] + [∇q(ϕ), ∇r(ϕ)] = 0

for q, r ∈ {1, . . . , n}.

Proof. Using 1.2.8 we observe that

0 = ∇([ϕ, ∇r(ϕ)]) = [∇(ϕ), ∇r(ϕ)]∧ − [ϕ, ∇(∇r(ϕ))]∧.

Now the assertion follows by expanding these supercommutators. ¤

Corollary 1.2.10 Under the hypotheses of 1.2.9 suppose in addition that the
degree of ϕ is 1 and ϕ2 = 0, i.e. (E, ϕ) is a complex of OX-modules. Then
for d ≥ 1 the chain map

∇(ϕ)d − d! ·
∑

1≤q1<...<qd≤n

(ωq1 ∧ · · · ∧ ωqd
)⊗ (∇q1(ϕ) · . . . · ∇qd

(ϕ))

is null homotopic with respect to the complex Ωd
U/S ⊗OU

End·OU
(E|U) (having

the obvious differential). Here the power ∇(ϕ)d is taken with respect to the
multiplication of the algebra Ω·

U/S ⊗OU
EndOU

(E|U).

Proof. Setting N(d) = {(q1, . . . , qd) ∈ Nd; qj ≤ d ∀ 1 ≤ j ≤ d} we get

∇(ϕ)d =
∑

(q1, ..., qd)∈N(d)

(ωq1 ∧ · · · ∧ ωqd
)⊗ (∇q1(ϕ) · . . . · ∇qd

(ϕ)).

Let 1 ≤ j < d and (q1, . . . , qd) ∈ N(d). Then

[∇qj
(ϕ), ∇qj+1

(ϕ)] = ∇qj
(ϕ) · ∇qj+1

(ϕ) +∇qj+1
(ϕ) · ∇qj

(ϕ)

is a coboundary of End·OX
(E) by 1.2.9. Using 1.2.1 it then follows that

∇q1(ϕ) · . . . · ∇qj−1
(ϕ) · [∇qj

(ϕ), ∇qj+1
(ϕ)] · ∇qj+2

(ϕ) · . . . · ∇qd
(ϕ)
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is a d-coboundary of that complex which easily implies the assertion. ¤

To finish this section let E and F be graded vector bundles on X. Then
for sections ϕ and ψ of EndOX

(E) and EndOX
(F ) respectively over an open

subset of X we may form the tensor product ϕ ⊗ ψ and obtain a section of
EndOX

(E ⊗OX
F ). This induces a morphism of algebras

EndOX
(E)⊗OX

EndOX
(F ) → EndOX

(E ⊗OX
F )

which maps Endm
OX

(E)⊗OX
Endn

OX
(F ) into Endm+n

OX
(E⊗OX

F ) for m, n ∈ Z.
This morphism is horizontal if E, F are equipped with connections and
E ⊗OX

F is considered with the induced connection. Now we obviously get

Lemma 1.2.11 Let m ∈ Z and suppose that ϕ (resp. ψ) is an endomor-
phism of degree m (resp. −m) on E (resp. F ). Then

trs(ϕ⊗ ψ) =

{
trs(ϕ) · trs(ψ), m = 0

0, otherwise.

1.3 Superconnections

In this section we fix the following data: A scheme X, a graded, unitary and
quasi-coherent OX-algebra S =

⊕
n∈Z Sn which is anti-commutative, flat

and of finite presentation (as an OX-module), and a graded vector bundle
E =

⊕
n∈Z En on X. Let

S(E) = S ⊗OX
E

which we regard as a graded OX-module with respect to the total grading
induced by the bi-grading (Sp⊗OX

Eq)(p,q)∈Z2 . Because S is anti-commutative
we can view S(E) as both a left and right module over S where the relation
between left and right multiplication is given by

ω · α = (−1)|ω||α| α · ω
for homogeneous sections ω and α of S and S(E) respectively. In particular
the sheaf EndS(S(E)) (resp. End(S(E))S) of germs of left S-linear (resp.
right S-linear) endomorphisms on S(E) carries a structure as a right (resp.
left) S-module. Just as in 1.3 we can define Endn

S(S(E)) and Endn(S(E))S
as well as the sheaves Endn

S(S(E)) and Endn(S(E))S for every n ∈ Z.

Let us assume for a moment that X = Spec(A) is affine so that S = S̃ and

E = Ẽ where S =
⊕

n∈Z Sn is a graded, unitary, anti-commutative and flat
A-algebra of finite presentation (as an A-module), and E =

⊕
n∈ZEn is a

finitely generated projective A-module. For the following lemma we consider
S⊗A E as a graded A-module with respect to the (total) grading induced by
the bi-grading (Sp ⊗A Eq)(p, q)∈Z2 .
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Lemma 1.3.1 There exist canonical, functorial isomorphisms

End(S(E))S
∼=−→ (End(S ⊗A E)S)∼

Endn(S(E))S
∼=−→ (Endn(S ⊗A E)S)∼

An analogous assertion holds for the sheaf of left S-linear endomorphisms
(of degree n) on S(E)

Proof. We shall restrict ourselves to proving the statement concerning the
sheaf of right S-linear endomorphisms of degree n on S(E). Let M be a
graded right S-module. Given k ∈ Z let M(k) denote the graded right
S-module given by M(k)l = Mk+l for l ∈ Z. Recall that M is of finite
presentation over S if there exists an exact sequence

P
ϕ→ Q

ψ→ M → 0

where P , Q are finite direct sums of S-modules of the form S(k) and ϕ, ψ
are right S-linear of degree zero (cp. [EGA II, 2.1.1]). Then given a graded
right S-module N the induced sequence

0 → Homn
S(M, N) → Homn

S(Q, N) → Homn
S(P, N)

is exact. Moreover, for m ∈ N and i1, . . . , im ∈ Z there is a functorial
A-linear isomorphism

Homn
S

(
m⊕

k=1

S(ik), N

)
∼=−→

m⊕

k=1

Homn
S(S(ik), N)

∼=−→
m⊕

k=1

Nn−ik .

Hence it follows that for f ∈ A and a graded right S-module M of finite
presentation the natural A-linear map

Homn
S(M, N)⊗A Af → Homn

Sf
(Mf , Nf )

is an isomorphism. Noting that S ⊗A E is of finite presentation over S we
can now argue as in [EGA I, 1.3.12 (ii)] to complete the proof. ¤

Thus we see that EndS(S(E)) and End(S(E))S are quasi-coherent subal-
gebras of EndOX

(S(E)). Setting

End·S(S(E)) =
⊕

n∈Z
Endn

S(S(E)),

End·(S(E))S =
⊕

n∈Z
Endn(S(E))S

we obtain
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Lemma 1.3.2 The natural maps

End·S(S(E)) −→ EndS(S(E)) and End·(S(E))S −→ End(S(E))S

are isomorphisms.

For an integer n the sections of EndnZ(S(E)) which are right S-linear can
be described as follows.

Lemma 1.3.3 Let ϕ be a section of EndnZ(S(E)). Then ϕ is right S-linear
if and only if

ϕ(ω · α) = (−1)|ω|n ω · ϕ(α)

whenever ω and α are homogeneous sections of S and S(E).

Proof. Indeed, we have

ϕ(α · ω) = ϕ(α) · ω ⇔ (−1)|ω||α| ϕ(ω · α) = (−1)|ω||ϕ(α)| ω · ϕ(α)

⇔ (−1)|ω||α| ϕ(ω · α) = (−1)|ω|(n+|α|) ω · ϕ(α)

⇔ ϕ(ω · α) = (−1)|ω|n ω · ϕ(α) ¤

We shall also consider S(End·OX
(E)) as a graded OX-algebra where its

multiplication is given by

(ω ⊗ ϕ) · (τ ⊗ ψ) = (−1)|ϕ||τ | ωτ ⊗ ϕψ

for homogeneous sections ω, τ and ϕ, ψ of S and End·OX
(E). Let

F : S(End·OX
(E)) → EndOX

(S(E))

denote the uniquely determined morphism sending ω ⊗ ϕ to

τ ⊗ e 7→ (−1)|ϕ||τ | ωτ ⊗ ϕ(e)

for homogeneous sections ω and ϕ (resp. τ and e) of S and End·OX
(E) (resp.

S and E).

Lemma 1.3.4 The image of F is contained in End(S(E))S .

Proof. Let ω and ϕ be homogeneous sections of S and End·OX
(E) respec-

tively. Then for homogeneous sections τ , τ ′ and e of S and E we deduce

F (ω ⊗ ϕ)(τ ′ · (τ ⊗ e)) = (−1)|ϕ|(|τ
′|+|τ |) ωτ ′τ ⊗ ϕ(e)
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and

(−1)|F (ω⊗ϕ)||τ ′| τ ′ · F (ω ⊗ ϕ)(τ ⊗ e) = (−1)(|ω|+|ϕ|)|τ ′|+|ϕ||τ | τ ′ωτ ⊗ ϕ(e)

= (−1)|ϕ|(|τ
′|+|τ |) ωτ ′τ ⊗ ϕ(e).

Therefore by 1.3.3 we see that F (ω ⊗ ϕ) is right S-linear. ¤

Hence according to 1.3.2 and 1.3.4 we may view F as a morphism

S(End·OX
(E)) −→ End·(S(E))S .

This is what we shall do in the following.

Proposition 1.3.5 F is a degree zero isomorphism of graded algebras.

Proof. It is clear that F is of degree zero. Let ω, ω′ and ϕ, ϕ′ be homoge-
neous sections of S and End·OX

(E). Then for homogeneous sections τ and e
of S and E we infer

F (ω′ ⊗ ϕ′ · ω ⊗ ϕ)(τ ⊗ e) = (−1)|ϕ
′||ω| F (ω′ω ⊗ ϕ′ϕ)(τ ⊗ e)

= (−1)|ϕ
′||ω|+(|ϕ′|+|ϕ|)|τ | ω′ωτ ⊗ ϕ′(ϕ(e))

= F (ω′ ⊗ ϕ′)(F (ω ⊗ ϕ)(τ ⊗ e))

showing that F is a morphism of graded algebras. In order to prove the
surjectivity of F we shall work with the supermodule structure of both S and
E , i.e. with their canonical Z2-gradings. Therefore we define S0 =

⊕
n∈Z S2n,

S1 =
⊕

n∈Z S2n+1 and similarly E0, E1 for the vector bundle E . We may
assume that X = Spec(A) is an affine scheme and E0, E1 are free of finite rank
with bases (b0p)1≤p≤m0 , (b1q)1≤q≤m1 consisting of homogeneous elements of E ,
where by the standard abuse we do not distinguish between quasi-coherent
OX-modules and A-modules. We will only show that every even degree,
right S-linear endomorphism ψ on S(E) lies in the image of F , the case of
an odd endomorphism being similar. Since ψ is of even degree it follows that
ψ(1⊗ b0p) ∈ S0 ⊗ E0

⊕S1 ⊗ E1 and ψ(1⊗ b1q) ∈ S0 ⊗ E1

⊕S1 ⊗ E0 for every
p, q. Let (ω0,p,0,r)1≤r≤m0 ∈ Sm0

0 , (ω0,p,1,s)1≤s≤m1 ∈ Sm1
1 , (ω1,q,0,r)1≤r≤m0 ∈ Sm0

1

and (ω1,q,1,s)1≤s≤m1 ∈ Sm1
0 be such that

ψ(1⊗ b0p) =

m0∑
r=1

ω0,p,0,r ⊗ b0r +

m1∑
s=1

ω0,p,1,s ⊗ b1s,

ψ(1⊗ b1q) =

m0∑
r=1

ω1,q,0,r ⊗ b0r +

m1∑
s=1

ω1,q,1,s ⊗ b1s.
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Let b∗α,u,β,v denote the endomorphism on E satisfying b∗α,u,β,v(bαu) = bβv and
b∗α,u,β,v = 0 for the other base elements where α, β ∈ {0, 1} and 1 ≤ u ≤ m0

(resp. 1 ≤ u ≤ m1) for α = 0 (resp. α = 1), 1 ≤ v ≤ m0 (resp. 1 ≤ v ≤ m1)
for β = 0 (resp. β = 1). Setting

ρ =

m0∑
p, r=1

ω0,p,0,r ⊗ b∗0,p,0,r +

m0∑
p=1

m1∑
q=1

ω0,p,1,q ⊗ b∗0,p,1,q + ω1,q,0,p ⊗ b∗1,q,0,p

+

m1∑
q, s=1

ω1,q,1,s ⊗ b∗1,q,1,s

this gives us an even degree section of S(End·OX
(E)). By construction we

have

F (ρ)(1⊗ b0p) = ψ(1⊗ b0p) for 1 ≤ p ≤ m0

and

F (ρ)(1⊗ b1q) = ψ(1⊗ b1q) for 1 ≤ q ≤ m1.

Thus F (ρ) = ψ. It remains to show the injectivity of F . Suppose that σ lies
in the kernel of F . We can write

σ =

m0∑
p, r=1

τ0,p,0,r ⊗ b∗0,p,0,r +

m0∑
p=1

m1∑
q=1

τ0,p,1,q ⊗ b∗0,p,1,q + τ1,q,0,p ⊗ b∗1,q,0,p

+

m1∑
q, s=1

τ1,q,1,s ⊗ b∗1,q,1,s

for suitable coefficients τ0,p,0,r, τ0,p,1,q, τ1,q,0,p, τ1,q,1,s of S. As

F (σ)(1⊗ b0p) = 0 = F (σ)(1⊗ b1q)

it follows easily that all these coefficients must be zero. This completes the
proof of the proposition. ¤

From now on we shall identify the graded OX-algebra S(End·OX
(E)) with

End·(S(E))S .
The supertrace trs : End·OX

(E) → OX introduced in 1.2 induces a left S-linear
map

S ⊗OX
trs : S(End·OX

(E)) → S.

For notational simplicity we shall also write trs instead of S ⊗OX
trs in the

sequel.
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Lemma 1.3.6 The supertrace trs is a degree zero morphism of graded OX-
modules and kills supercommutators in S(End·OX

(E)).

Proof. By 1.2.4 (a) the morphism trs is of degree zero. To establish the
second part of the assertion let ω, ω′ and ϕ, ϕ′ be homogeneous sections of
S and End·OX

(E). Using 1.2.4 (b) we infer

trs(ω
′ ⊗ ϕ′ · ω ⊗ ϕ) = (−1)|ϕ

′||ω| ω′ω · trs(ϕ
′ϕ)

= (−1)|ϕ
′||ω|+|ϕ′||ϕ|+|ω′||ω| ωω′ · trs(ϕϕ′)

= (−1)|ω
′⊗ϕ′||ω⊗ϕ| trs(ω ⊗ ϕ · ω′ ⊗ ϕ′).

Hence trs[ω
′ ⊗ ϕ′, ω ⊗ ϕ] = 0. ¤

As a further consequence of 1.2.4 (b) we state

Lemma 1.3.7 Suppose that ψ is a section of Sn
X/S ⊗OX

End0
OX

(E) where n

is odd. Then trs(ψ
2) = 0.

Now we come to the main application of the theory we have developed so
far in this section. Namley we assume that our scheme X is weakly smooth
over some base scheme S with structure morphism f : X → S and let

S = Ω·
X/S =

⊕

n∈N
Ωn

X/S.

Following Quillen (cf. [Q2]) we define a superconnection on E to be an
element D of End1

Z(Ω·
X/S(E)) = Γ(X, End1Z(Ω·

X/S(E))) having the property

D(ω · e) = d(ω) · e + (−1)|ω|ω ·D(e)

for any homogeneous sections ω and e of Ω·
X/S and Ω·

X/S(E) respectively.

Remark 1.3.8 The following facts are easily verified.

(a) Any connection on E preserving the grading induces in the usual way a
superconnection.

(b) Any superconnection is f−1(OS)-linear.

(c) Let D, D′ be two superconnections on E. Then D−D′ is a (global) sec-
tion of End1(Ω·

X/S(E))Ω·
X/S

by 1.3.3. On the other hand if ψ is a (global)

section of End·(Ω·
X/S(E))Ω·

X/S
then D + ψ yields a superconnection.
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Lemma 1.3.9 Let D be a superconnection on E and ϕ a homogeneous sec-
tion of End·(Ω·

X/S(E))Ω·
X/S

. Then [D, ϕ] is a section of End·(Ω·
X/S(E))Ω·

X/S
.

Proof. The assertion being local on X we may assume that X is affine.
Then for homogeneous sections ω and e of Ω·

X/S and E we find

[D, ϕ](ω · e) = D(ϕ(ω · e))− (−1)|ϕ| ϕ(D(ω · e))
= D((−1)|ϕ||ω| ω · ϕ(e))− (−1)|ϕ| ϕ(d(ω) · e

+(−1)|ω| ω ·D(e))

= (−1)|ϕ||ω| d(ω) · ϕ(e) + (−1)|ϕ||ω|+|ω| ω ·D(ϕ(e))

−(−1)|ω||ϕ| d(ω) · ϕ(e)− (−1)|ϕ|+|ω|+|ϕ||ω| ω · ϕ(D(e))

= (−1)(|ϕ|+1)|ω| ω ·D(ϕ(e))− (−1)(|ϕ|+1)|ω|+|ϕ| ω · ϕ(D(e))

= (−1)|[D, ϕ]||ω| ω · [D, ϕ](e)

and an application of 1.3.3 finishes the proof. ¤

Thus we get an f−1(OS)-linear operator

[D, ] : End·(Ω·
X/S(E))Ω·

X/S
→ End·(Ω·

X/S(E))Ω·
X/S

of degree 1.

Lemma 1.3.10 Let ∇ be a connection on E preserving the grading and de-
note by ∇′ the induced connection on End·OX

(E). Then the diagram

Ω·
X/S(End·OX

(E))
F−−−→ End·(Ω·

X/S(E))Ω·
X/S

∇′
y

y[∇, ]

Ω·
X/S(End·OX

(E))
F−−−→ End·(Ω·

X/S(E))Ω·
X/S

is commutative.

Proof. We may assume that X is affine and Ω1
X/S is free with a base

dx1, . . . , dxn. Given global homogeneous sections ω and ϕ (resp. e) of Ω·
X/S

and End·OX
(E) (resp. E) we compute

F (∇′(ω ⊗ ϕ))(e) = F (dω ⊗ ϕ + (−1)|ω| ω ∧∇′(ϕ))(e)

= dω ⊗ ϕ(e) + (−1)|ω|
n∑

p=1

F ((ω ∧ dxp)⊗∇′
p(ϕ))(e)

= dω ⊗ ϕ(e) + (−1)|ω| ω ∧∇(ϕ(e))

−(−1)|ω|
n∑

p=1

(ω ∧ dxp)⊗ ϕ(∇p(e)).
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On the other hand we have

[∇, F (ω ⊗ ϕ)](e) = ∇(F (ω ⊗ ϕ)(e))− (−1)|ω|+|ϕ| F (ω ⊗ ϕ)(∇(e))

= ∇(ω ⊗ ϕ(e))− (−1)|ω|+|ϕ|
n∑

p=1

F (ω ⊗ ϕ)(dxp ⊗∇p(e))

= dω ⊗ ϕ(e) + (−1)|ω|ω ∧∇(ϕ(e))

−(−1)|ω|
n∑

p=1

(ω ∧ dxp)⊗ ϕ(∇p(e)).

Hence we conclude that F (∇′(ω ⊗ ϕ)) = [∇, F (ω ⊗ ϕ)]. ¤

Combining 1.2.5 and 1.3.10 we obtain

Corollary 1.3.11 Under the hypotheses of 1.3.10 the diagram

End·(Ω·
X/S(E))Ω·

X/S

trs−−−→ Ω·
X/S

[∇, ]

y
yd

End·(Ω·
X/S(E))Ω·

X/S

trs−−−→ Ω·
X/S

is commutative.

We can generalize the previous result as follows.

Proposition 1.3.12 Let D be a superconnection on E and ϕ a section of
the graded algebra End·(Ω·

X/S(E))Ω·
X/S

. Then

trs[D, ϕ] = d(trsϕ).

Proof. As the assertion is local on X we may assume that there exists a
connection ∇ on E preserving the grading. Writing D = ∇+ ψ where ψ is a
section of End1(Ω·

X/S(E))Ω·
X/S

we infer

trs[D, ϕ] = trs[∇, ϕ] + trs[ψ, ϕ] = trs[∇, ϕ] = d(trsϕ)

using 1.3.6 and 1.3.10. ¤

We define the curvature of a superconnection D to be the morphism D2

which is easily seen to be left Ω·
X/S-linear and thus also right Ω·

X/S-linear by

1.3.3, i.e. it is a (global) section of End2(Ω·
X/S(E))Ω·

X/S
.

Corollary 1.3.13 For n ≥ 1 the section trsD
2n is a closed form.
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Proof. Using 1.3.12 we conclude

d(trsD
2n) = trs[D, D2n] = 0

since [D, D2n] = 0. ¤

Proposition 1.3.14 Let ∇ be a connection on E which preserves the grad-
ing. Let ϕ ∈ End1

OX
(E) such that (E , ϕ) forms an acylic complex. More-

over, suppose that there exists an endomorphism ψ ∈ End−1
OX

(E) such that
[ϕ, ψ] = idE . Then

trs∇2 = d(trs(ψ · ∇(ϕ))).

Proof. Since the assertion is clearly local on X we may assume that there
exists an integrable connection ∇′ on E which preserves the grading and
satisfies ∇′(ϕ) = 0. Setting A = ∇ − ∇′ which is a (global) section of the
OX-module Ω1

X/S ⊗OX
End0

OX
(E) we get ∇2 = [∇′, A] + A2 and therefore

trs∇2 = d(trsA) + trsA
2 = d(trsA)

by 1.3.7 and 1.3.12. On the other hand we have

trs(ψ · ∇(ϕ)) = trs(ψ[∇′ + A, ϕ]) = trs([ϕ, A]ψ) = trs(A)

by 1.2.1, 1.3.6 and 1.3.10. Eventually we deduce

trs∇2 = d(trsA) = trs(ψ · ∇(ϕ)). ¤

1.4 Relative Codimension

In this section all schemes are supposed to be locally noetherian.

Definition 1.4.1 Let f : X → S be a morphism of schemes and Y a closed
subset of X. Then the codimension of Y in X with respect to f is given by

codimf (Y, X) := inf
s∈S

(codim(Ys, Xs)).

Since codim(Ys, Xs) = ∞ for Ys = ∅ we see that

codimf (Y, X) = inf
y∈Y

(codim(Yf(y), Xf(y))).

Lemma 1.4.2 With respect to the previous data we have

codim(Y, X) ≥ codimf (Y, X).
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Proof. Indeed, for y ∈ Y using the formula

codim(Yf(y), Xf(y)) = inf
y′∈Yf(y)

(
dim(OX, y′ ⊗OS, f(y)

k(f(y)))
)

we infer

dim(OX, y) ≥ dim(OX, y ⊗OS, f(y)
k(f(y))) ≥ codim(Yf(y), Xf(y))

which implies the assertion. ¤

Suppose that Y 6= ∅ is a closed subset of X with codim(Y, X) > 0.
Taking f = idX it follows that codim(Yy, Xy) = 0 for every y ∈ Y . This
shows that codim(Y, X) = codimf (Y, X) is false in general.

Proposition 1.4.3

(a) Consider a commutative diagram

X0
f ′−−−→ S0y

y
X

f−−−→ S

where X0 (resp. S0) is a subscheme of X (resp. S), and where the
vertical maps are the immersions. Assume that X0 contains f−1(f(Y )).
Then

codimf (Y, X) = codimf ′(Y, X0).

(b) Let U be an open subset of X. Then

codimf |U(Y ∩ U, U) ≥ codimf (Y, X).

(c) Suppose that f−1(f(Y )) ⊆ ⋃
i∈I Ui for a family (Ui)i∈I of open subsets

of the scheme X. Then

codimf (Y, X) = inf
i∈I

(codimf |Ui
(Y ∩ Ui, Ui)).

(d) Suppose that f(Y ) ⊆ ⋃
j∈J Vj for a family (Vj)j∈J of open subsets of the

scheme S. Let fj : f−1(Vj) → Vj denote the base change of the map f
by Vj ↪→ S for each j ∈ J . Then

codimf (Y, X) = inf
j∈J

(codimfj
(Y ∩ f−1(Vj), f−1(Vj))).
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(e) Consider a cartesian diagram

X ′ f ′−−−→ S ′

g′
y

yg

X
f−−−→ S.

Then codimf ′(g
′−1(Y ), X ′) ≥ codimf (Y, X). Moreover, both sides are

equal if g′(g′−1(Y )) = Y .

Proof. The assertions (a)-(d) are clear. (e) follows from the transitivity of
fibers and [EGA IV, 6.1.4]. ¤

Corollary 1.4.4 Let f : X → S be a smooth morphism and suppose we are
given a closed immersion j : Y ↪→ X such that the composition f◦j is smooth.
Then codimf (Y, X) = codim(Y, X).

Proof. By 1.4.3 (c) we may assume that X and Y are smooth over S of
relative dimension m and n respectively. Then we get

codim(Y, X) = m− n = codim(Yf(y), Xf(y))

for y ∈ Y using [EGA 0IV, 14.2.2.2] and [EGA IV, 17.12.2]. ¤

Lemma 1.4.5 Let f : X → S be a flat morphism, Y ⊆ X closed and suppose
that depthYs

(OXs) ≥ d for all s ∈ S. Then depthY (OX) ≥ d.

Proof. Let y ∈ Y , s = f(y). Using [EGA IV, 6.3.1] we then deduce

depth(OX, y) = depth(OS, s) + depth(OX, y ⊗OS, s
k(s))

≥ depth(OS, s) + depthYs
(OXs)

≥ d.

Hence depthY (OX) = inf
y∈Y

(
depth(OX, y)

) ≥ d. ¤

Recall from [EGA IV, 6.8.1] that a morphism f : X → S is Cohen-
Macaulay (CM) if it is flat and all fibers are Cohen-Macaulay schemes.

Proposition 1.4.6 Let f : X → S be a morphism of schemes, Y a closed
subset of X and d ∈ N. Suppose that the following two conditions are satis-
fied:

(a) f is CM.
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(b) codimf (Y, X) ≥ d.

Then depthY (OX) ≥ d. In particular, for any vector bundle F on X we have
H i

Y (F) = 0 for all i < d.

Proof. Let y ∈ Y . By (b) and the Cohen-Macaulayness of Xf(y) we find
that

depthYf(y)
(OXf(y)

) = codim(Yf(y), Xf(y)) ≥ d

and therefore depthY (OX) ≥ d by 1.4.5. The second part of the assertion
follows from the first part and [G, 3.8]. ¤

Corollary 1.4.7 Under the hypotheses of 1.4.6 there is a canonical functo-
rial Γ(X, OX)-linear isomorphism

Γ(X, Hd
Y (F))

∼=−→ Hd
Y (X, F).

In particular the presheaf U 7→ Hd
Y ∩U(U, F) (U ⊆ X open ) is a sheaf.

Proof. This follows at once from 1.4.3 (b), 1.4.6 and the biregular spectral
sequence

Epq
2 = Hp(X,Hq

Y (F)) ⇒ Hn
Y (X, F). ¤

Corollary 1.4.8 Suppose that f : X → S is CM and Y ⊆ X is closed with
codimf (Y, X) = codim(Y, X). Then depthY (OX) = codim(Y, X).

The next two results which will be important to us later.

Proposition 1.4.9 Let f : X → S be a smooth morphism, Y ⊆ X closed
and d ∈ N such that d ≤ depthY (OX). Let F be a vector bundle on X with an
integrable connection ∇ and corresponding De Rham complex F ⊗OX

Ω·
X/S.

Then there is natural functorial, f−1OS-linear isomorphism

Ker(Hd
Y (∇d))

∼=−→ H2d
Y (τ≥d(F ⊗OX

Ω·
X/S)).

Proof. Set K · = τ≥d(F ⊗OX
Ω·

X/S) and L·q = Hq
Y (K ·) for q ∈ Z. Consider

the (first) spectral sequence of hypercohomology

Epq
2 = Hp(L·q) ⇒ En = Hn

Y (K ·)

which is clearly biregular. By hypothesis we have Epq
2 = 0 in case of p < d

and using [G, 3.8] this also holds for q < d. Therefore we deduce that
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Ker(Hd
Y (∇d)) = Edd

2 = Edd
∞ . Moreover, if (F p(En))p denotes the corre-

sponding finite filtration of the abutment En we infer F d(En) = En and
F n−d+1(En) = 0 so that grd(E

2d) = E2d. Now our spectral sequence pro-
vides us with an isomorphism

Ker(Hd
Y (∇d)) = Edd

∞
∼=−→ grd(E

2d) = E2d. ¤

From the proof of 1.4.9 it follows that H i
Y (τ≥d(F ⊗OX

Ω·
X/S)) = 0 for all

i < 2d.

Proposition 1.4.10 Let f , Y and d be as in 1.4.9. Let OT be a sheaf of
rings on X, K · a complex of OT -modules such that K i = 0 for every i < d.
Moreover, suppose that each Kn is a vector bundle on X. Then there is a
natural functorial, OT -linear isomorphsm

Γ(X, H2d
Y (K ·))

∼=−→ H2d
Y (X, K ·).

In particular the presheaf U 7→ H2d
Y ∩U(U, K ·|U) (U ⊆ X open) is a sheaf.

Proof. We only need to show the first assertion. Let L·q = (Hq
Y (Kn))n∈Z for

q ∈ Z and consider the biregular spectral sequence

Epq
2 = Hp(L·q) ⇒ En = Hn

Y (K ·).

Then it follows that Epq
2 = 0 for p < d or q < d Thus F d(En) = En and

F n−d+1(En) = 0 for every n ∈ Z. Hence Hn
Y (K ·) = 0 in case of n < 2d. Now

we can use the biregular spectral sequence

Epq
2 = Hp(X, Hq

Y (K ·)) ⇒ En = Hn
Y (K ·)

and infer that F 0(E2d) = E2d, F 1(E2d) = 0 and E0,2d
2 = E0,2d

3 = . . . = E0,2d
∞ .

This completes the proof of the proposition. ¤

Let f : X → S and g : X ′ → X be morphisms of schemes, Y a closed
subset of X and set Y ′ = g−1(X ′). Then in some cases, although not in
general, a relation between codimf (Y, X) and codimfg(Y

′, X ′) does exist.

Lemma 1.4.11

(a) codimf (Y, X) ≥ codimfg(Y
′, X ′) if g is surjective.

(b) codimf (Y, X) ≤ codimfg(Y
′, X ′) if f is CM and g is flat.

(c) codimf (Y, X) = codimfg(Y
′, X ′) if f is CM and g is faithfully flat.
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Proof. (a) follows from [EGA IV, 6.1.4] and (c) is a trivial consequence of
(a) and (b). To prove (b) let y′ ∈ Y ′, y = g(y′) and s = f(y). Using the
Cohen-Macaulayness of f and the obvious fact that depth(A) ≤ depth(B)
for a flat homomorphism A → B of local noetherian rings we get

codim(Y ′
s , X ′

s) ≥ depthY ′s (OX′
s
) ≥ depthYs

(OXs) = codim(Ys, Xs). ¤

Recall that two closed subsets Y and Z of a scheme X intersect properly
if the following condition is satisfied:

• codim(V, X) = codim(Y, X) + codim(Z, X) whenever V is an irre-
ducible component of Y ∩ Z.

Lemma 1.4.12 Let Y be an effective Cartier divisor on X and Z ⊆ X a
closed integral subscheme. Consider the following assertions:

(a) Y and Z intersect properly.

(b) Z is not contained in Y .

(c) Y ∩ Z is an effective Cartier divisor on Z.

(d) T ori
OX

(OY , OZ) = 0 for all i 6= 0.

Then we have (a) ⇒ (b) and (b) ⇔ (c) ⇔ (d). All these assertions are
equivalent in the following cases:

(1) X is irreducible and catenary.

(2) X is biequidimensional.

Proof. (a) ⇒ (b) If Z ⊆ Y we would have

codim(Z, X) = codim(Y, X) + codim(Z, X)

and thus codim(Y, X) = 0 contradicting the hypothesis that Y is a purely
1-codimensional subscheme of X. For (b) ⇒ (c) we may clearly assume that
X = Spec(A) is affine, Z = Spec(A/p) for a suitable p ∈ Spec(A) and Y is
principal with equation a where a ∈ A is A-regular. By assumption we have
a 6∈ p and hence a + p is a non-zero divisor of the ring A/p. (c) ⇒ (b) is
trivial. (c) ⇒ (d) The problem is local so we can use the previous notation.
Denote also by a the endomorphism on OX given by multiplication of a. Let
E· be the complex with E−1 = E0 = OX , Ep = 0 otherwise and d−1

E· = a.
Then E · gives us a free resolution of OY . By assumption it follows that
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E· ⊗OX
OZ is a resolution of OY ∩Z and hence H i(E· ⊗OX

OZ) = 0 for i 6= 0.
(d) ⇒ (c) we have H i(E·⊗OX

OZ) = 0 for i 6= 0 and thus a + p is a non-zero
divisor in A/p. Finally if condition (1) or (2) holds then (c) ⇒ (a) results
easily from [EGA 0IV, 14.3.2.1, 14.3.3.2]. ¤

To meet our purposes we shall say that two closed subsets Y and Z of X
intersect nicely if

• depthY ∩Z(OX) = depthY (OX) + depthZ(OX)

Corollary 1.4.13 Suppose that Y and Z intersect properly and one of the
following conditions hold:

(a) X is Cohen-Macaulay.

(b) f : X → S is CM and codimf (W, X) = codim(W, X) for W = Y, Z.

Then Y and Z intersect nicely.

Proof. (a) is evident, and (b) results from 1.4.8. ¤

1.5 Strictly pseudo-coherent complexes on affine
schemes

Let us introduce some terminology first. If A is an abelian category we
will use the standard notation C(A) (resp. K(A), resp. D(A)) for the
category of cochain complexes of A-objects (resp. the homotopy category
of cochain complexes of A-objects, resp. the derived category of A). Note
that D(A) exists if A is a Grothendieck category ([Fr]). In case T is a
scheme and A = Mod(OT ) is the category of OT -modules we will write C(T )
(resp. K(T ), resp. D(T )) instead of C(A) (resp. K(A), resp. D(A)), and
the full triangulated subcategory of D(OT ) consisting of those complexes of
OT -modules having quasi-coherent cohomology will be denoted by Dqc(T ).
Furthermore, we denote by D(T )perf the full triangulated subcategory of
D(T ) consisting of all perfect complexes.
Throughout this section we fix an affine scheme X = Spec(R).

Lemma 1.5.1 For an OX-module F the following assertions are equivalent:

(a) F is a vector bundle on X.

(b) There exists a finitely generated projective R-module P such that P̃ ∼= F .
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Proof. [EGA I, 1.4.4]. ¤

Let E · be a complex of OX-modules. Recall that E· is strictly pseudo-
coherent if it is a bounded above complex of vector bundles on X.

Proposition 1.5.2 Let E· be a strictly pseudo-coherent complex on X and
F · an object of Dqc(X). Then the canonical map

HomK(X)(E
·, F ·) → HomD(X)(E

·, F ·)

is an isomorphism.

Proof. Letting C = Qco(X) denote the category of quasi-coherent OX-
modules we know by [BN, 5.1] that the canonical functor

D(C) → Dqc(X)

is an equivalence. Thus we may assume that F · is a complex of quasi-coherent
OX-modules. Consider the canonical commutative diagram

HomK(C)(E·, F ·) −−−→ HomD(C)(E ·, F ·)y
y

HomK(X)(E
·, F ·) −−−→ HomD(X)(E

·, F ·)

where the vertical maps are isomorphisms. In order to complete the proof it
suffices to observe that the upper horizontal map is an isomorphism by 1.5.1,
[EGA I, 1.4.2] and [Sp, 1.4]. ¤

Corollary 1.5.3 A strictly pseudo-coherent complex E· is acyclic if and only
if idE· is null homotopic.

Corollary 1.5.4 Given objects E·, F ·, G· of the category Dqc(X) and chain
maps f : E· → F ·, g : F · → G· suppose that E· is strictly pseudo-coherent, g
is a quasi-isomorphism and g◦f is null homotopic. Then f is null homotopic.
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2 Cycle classes for De Rham cohomology

2.1 Relative cohomology and a shifted mapping cone

Let X be a scheme and let U = (Ui)i∈I be a covering of X by open subsets
where I is a totally ordered index set. For each (p + 1)-tuple i0 < . . . < ip
of elements of I with p ≥ −1 we set Ui0, ..., ip =

⋂p
q=0 Uiq and denote by

ji0, ..., ip : Ui0, ..., ip ↪→ X the inclusion.

Given an OX-module M we denote as usual by C ·(U , M) the Čech complex
of M with respect to U , i.e.

Cp(U , M) =





∏
i0<...<ip

(ji0, ..., ip)∗(M |Ui0, ..., ip), p ≥ 0

0, p < 0.

Suppose that E· is a complex ofOX-modules. Then we can construct a double
complex C ··(U , E ·) as follows. For p, q ∈ Z let Cp, q(U , E ·) = Cp(U , Eq) with
dp

C·(U , Eq) (resp.
∏

i0<...<ip
(ji0, ..., ip)∗(d

q
E·)) being the first (resp. the second)

differential. Then the Čech augmentation maps εp : Ep → C0, p(U , E ·) give
rise to a chain map

ε = (εp)p : E · → Tot(C ··(U , E ·))

where Tot(C ··(U , E ·)) denotes the total direct sum complex associated with
the double complex C ··(U , E ·).

Lemma 2.1.1 The morphism ε is a quasi-isomorphism.

Proof. This follows from the usual result on Čech resolutions for sheaves
(see [Go, II, 5.2.1]) and the spectral sequence

′′Epq
2 = Hp

II(H
q
I (C

··(U , E ·))) ⇒ Hn(Tot(C ··(U , E ·)))

which is regular by [EGA 0III, 11.3.3 (iv)]. ¤

Remark 2.1.2 We list some obvious properties which come along with the
complex Tot(C ··(U , E ·)).

(a) If I is finite, each Ui is retro-compact and each Eq is quasi-coherent,
then Tot(C ··(U , E ·)) is a complex of quasi-coherent OX-modules.

(b) If E· is bounded below (resp. I is finite and E· is bounded above), then
the same holds for Tot(C ··(U , E ·)).
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(c) E · 7→ Tot(C ··(U , E ·)) yields an endofunctor on the category C(X).

Of course the statements 2.1.1 and 2.1.2 (b), (c) are valid for any ringed
space and not only for schemes. However for the next result we need the
scheme structure of X.

Proposition 2.1.3 Let U = (Ui)i∈I be as before, and let E · be a complex of
quasi-coherent OX-modules. Consider a morphism f : X → Y and suppose
that f |Ui as well as the injection Ui ↪→ X are affine for each i ∈ I. More-
over, suppose that I is finite or E · is bounded below. Then the OX-modules
Totn(C ··(U , E ·)) are f∗-acyclic.

Proof. By assumption each of the sheaves Totn(C ··(U , E ·)) is a finite direct
sum of certain Cpq(U , E ·). Thus it is sufficient to show that each Cpq(U , E ·)
is f∗-acyclic which in turn follows from the proof of [H1, III, 3.2]. ¤

Corollary 2.1.4 Let f : X → Y be separated morphism of schemes such
that f |Ui is affine for each i ∈ I. Then for a bounded below complex E· of
quasi-coherent OX-modules the complex f∗(Tot(C ··(U , E ·))) is deployed for
computing Rf∗(E·).

Given a scheme X, consider a family U = (Ui)i∈I of open subsets of X.
Let U =

⋃
i∈I Ui, Z = X − U and denote by j : U ↪→ X the inclusion. For

a complex E · of quasi-coherent OX-modules let F · = j∗(Tot(C ··(U , E ·|U)))
and denote by τ the composition of the adjoint map E· → j∗(E·|U) with
the chain map j∗(ε), where ε : E·|U → Tot(C ··(U , E ·|U)) denotes the quasi-
isomorphism we have introduced above. Then we get a canonical distin-
guished triangle

E· τ−→ F · µ−→ Cone(τ)
ν−→ E ·[1].

Here we follow the conventions of [SGA 41
2
, C. D.] so that µ and ν are given

in degree n as follows: µ sends a section s of F n to the section (0, s) of
En+1

⊕
F n, whereas ν maps a section (t, u) of En+1

⊕
F n to −t. By axiom

(TR2) for triangulated categories it follows that the ”shifted” triangle

Cone(τ)[−1]
−ν[−1]−→ E · τ−→ F · µ−→ Cone(τ)

is also distinguished.

Remark 2.1.5 Assume that X/S is weakly smooth and ∇ is a connection
on E·. Then ∇ induces connections on F · and Cone(τ) in an evident way. It
is clear that the chain maps τ , µ and ν are horizontal with respect to these
connections.

32



Proposition 2.1.6 With respect to the previous data assume that j|Ui is
affine for each i ∈ I and E · is bounded below. Then the distinguished triangles

Cone(τ)[−1]
−ν[−1]−→ E · τ−→ F · µ−→ Cone(τ)

and
RΓZ(E·) −→ E· −→ Rj∗(E·|U) −→ RΓZ(E·)[1]

are naturally isomorphic in D(X).

Proof. Pick a K-injective resolution (in the sense of [Sp]) E·|U f→ J · of E·|U .
Then we can find a morphism of complexes g : Tot(C ··(U , E ·|U)) → J · such
that g ◦ ε = f up to homotopy. Hence the diagram

E· τ−−−→ F ·
y

yj∗(g)

j∗(E ·|U)
j∗(f)−−−→ j∗(J ·)

is homotopy commutative where the vertical map on the left is the adjunction
morphism. Now the assertion follows from 2.1.4 (which implies that the chain
map j∗(g) is a quasi-isomorphism), axiom (TR3) for triangulated categories
and [H1, I, 1.1 (c)]. ¤

In what follows the complex Cone(τ)[−1] will be denoted by Cone(U , E ·).
Moreover, we define the complex Cone(U , E ·) to be Γ(X, Cone(U , E ·)).

Corollary 2.1.7 Under the hypotheses of 2.1.6 suppose in addition that X
is an affine scheme and I is finite. Then Hn(Cone(U , E ·)) = Hn

Z(X, E ·) for
every n ∈ Z.

Proof. Note first that the morphism j is quasi-compact and separated.
Moreover, the complex Cone(U , E ·) is bounded below by 2.1.2 (b). The n-th
component of this complex is given by En+1

⊕
Kn where En+1 is a quasi-

coherent OX-module and Kn a finite direct product of quasi-coherent OX-
modules. As quasi-coherent modules are acyclic for Γ(X, ∗) and RΓ(X, ∗)
commutes with finite direct products we see that En+1

⊕
Kn is Γ(X, ∗)-

acyclic for all n ∈ Z. Hence Cone(U , E ·) is a bounded below complex of
Γ(X, ∗)-acyclic modules. Thus the first hypercohomology spectral sequence
of this complex (see [EGA 0III, (11.4.3.1)]) degenerates showing that the
canonical map

Cone(U , E ·) → RΓ(X, Cone(U , E ·))
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is an isomorphism in the derived category. ¤

We want to take a closer look at the complex Cone(U , E ·). Unwinding
the definitions we get for n ∈ Z

Conen(U , E ·) =
⊕
p≥−1

∏
i0<...<ip

(ji0, ..., ip)∗(E
n−1−p|Ui0, ..., ip).

Thus a section of Conen(U , E ·) over a quasi-compact and quasi-separated
open subscheme V of X may be described as a tuple (up, λ) where p ≥ −1,
where λ is running over all (p + 1)-tuples i0 < . . . < ip of I and up, λ is an
element of Γ(V ∩Ui0, ..., ip , En−1−p) with (up, λ)λ 6= 0 for only finitely many p.
Writing (u′p, λ) = dn

Cone(U , E·)((up, λ)) and λ = (i0, . . . , ip) we see that

u′p, λ =





dn
E·(u−1, ∗), p = −1

−u−1, ∗|V ∩ Uλ − dn−1
E· (u0, λ), p = 0

p∑
j=0

(−1)j+1up−1, (i0, ..., bij , ..., ip)|V ∩ Uλ − (−1)pdn−1−p
E· (up, λ), p > 0.

Here we have used the asterisk ∗ to denote the empty tuple.

Remark 2.1.8 Let OT be a commutative sheaf of rings on X and E· a com-
plex of OT -modules. Then as before we can form the complexes C ··(U , E ·)
and Tot(C ··(U , E ·)). If E · is bounded below and each En is in addition a
quasi-coherent OX-module then 2.1.3, 2.1.4 and 2.1.6 (with D(X) being re-
placed by D(OT )) remain valid. Moreover, it is clear that the proof of 2.1.7
carries over to this situation.

Lemma 2.1.9 Let F be a vector bundle on X. Moreover, suppose that for
the collection of open subsets U = (Ui)i∈I the index set I is finite.

(a) There is a natural functorial isomorphism of complexes

F ⊗OX
Cone(U , E ·)

∼=−→ Cone(U , F ⊗OX
E ·).

(b) Let f : Y → X be a morphism of schemes. Assume that j|Ui is affine
for each i or f is flat and each Ui is retro-compact. Then there is a
natural functorial isomorphism of complexes

f ∗(Cone(U , E ·))
∼=−→ Cone(f−1U , f ∗E·).
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Proof. (a) follows from [EGA 0I, 5.4.8] and (b) from [EGA I, 9.3.3]. ¤

Suppose that U ′ is another finite open cover of U . Setting U ′′ = U ∪ U ′
we have canonical, functorial quasi-isomorphisms

Cone(U ′′, E ·) → Cone(U , E ·)

Cone(U ′′, E·) → Cone(U ′, E ·)

which by the calculus of fractions induce a functorial isomorphism

λUU ′ : Cone(U , E ·)
∼=−→ Cone(U ′, E ·)

in D(X). The fact that the above chain maps are quasi-isomorphisms follows
from [EGA 0III, 11.1.5] and the spectral sequence we used in the proof of 2.1.1.

Lemma 2.1.10 Let X be a scheme whose underlying topological space is
locally noetherian. Let Z ′ ⊆ Z be closed subsets of X and E a quasi-coherent
OX-module. Then Hn

Z/Z′(E) is a quasi-coherent OX-module for all n ∈ N.

Proof. Consider the following part of the long exact cohomology sequence

. . . → Hn
Z′(E) → Hn

Z(E) → Hn
Z/Z′(E) → Hn+1

Z′ (E) → Hn+1
Z (E) → . . .

Now by [G, 2.2] the OX-modules Hk
Z′(E) and Hk

Z(E) are quasi-coherent for
all k ∈ N. Using the above exact sequence and [EGA I, 2.2.2 (iii)] we conclude
that Hn

Z/Z′(E) must be quasi-coherent. ¤

Corollary 2.1.11 Fixing the previous data assume that X = Spec(A) is
affine. Then HZ/Z′(E) is the sheaf associated to the A-module Hn

Z/Z′(X, E).

Proof. Let J · be a bounded below resolution of E such that each Jp is
an injective OX-module and consider the second hypercohomology spectral
sequence of Γ(X, ∗) with respect to J ·

Ep q
2 = Hp(X, Hq

Z/Z′(E)) ⇒ Hn
Z/Z′(X, E)

which is biregular. Since X is affine and by 2.1.10 we have Ep, q
2 = 0 for

all p > 0. Hence this spectral sequence degenerates giving us an A-linear
isomorphism

Γ(X, Hn
Z/Z′(E)) ∼= Hn

Z/Z′(X, E).

In view of 2.1.10 and [EGA I, 1.4.2] this proves the assertion. ¤

Let X be a scheme whose underlying topological space is locally noethe-
rian. Given x ∈ X we set X(x) = Spec(OX, x) and denote by ix : X(x) → X
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the canonical morphism of schemes which is a homeomorphism onto the sub-
space of X consisting of all generisations of x. Recall from [H1, VI] that there
is a natural functor Γx going from the category Ab(X) of sheaves of abelian
groups on X to the category of abelian groups sending an object E of Ab(X)
to the subgroup of the stalk Ex consisting of all elements s which have a
representative s in an open neighbourhood U of x such that the support of
s is contained in {x} ∩ U .

Lemma 2.1.12 For E ∈ Ab(X) we have Γx(E) = Γ{x}(X(x), i−1
x E).

Proof. Note that Γ(X(x), i−1
x E) = Ex and let us prove the inclusion “⊆”

first. For s ∈ Γx(E) there exists an open neighbourhood U of x in X and an
s ∈ Γ(U, E) such that sx = s and |s| ⊆ {x} ∩ U . Suppose that there exists
a y ∈ X(x)− {x} such that y ∈ |s|. Then we get y ∈ U and y 6∈ {x}. Hence
there exists an open neighbourhood V ⊆ U of y such that s|V = 0. Now
consider the commutative diagram

Γ(U, E)

²²

// Γ(V, E)

²²

''OOOOOOOOOOOOO

Ey

Γ(X(x), i−1
x E) // Γ(V ∩X(x), i−1

x E)

77ooooooooooooo

with the evident maps. Then we deduce that sy = sy = 0, a contradiction.
It remains to prove “⊇”. Let 0 6= t ∈ Γ{x}(X(x), i−1

x E) ⊆ Ex and choose an
open and noetherian (as a topological space) neighbourhood U of x in X and
t ∈ Γ(U, E) such that tx = t. Suppose that we had |t| 6⊆ {x} ∩ U . Shrinking
U if necessary we may assume that each irreducible component of |t| contains
x. Let y be the generic point of such a component. Then y ∈ X(x) and ty 6= 0
by hypothesis. But using the above diagram (setting V = U) we see that
ty is the image of t under the natural map Γ(X(x), i−1

x E) → Ey and thus
ty = 0, a contradiction. ¤

Corollary 2.1.13 RΓx(E
·) = RΓ{x}(X(x), i−1

x (E·)) for E · ∈ D(Ab(X)).

Proof. Note first that by [Sp] both sides are really defined on the unbounded
derived category. Then using [loc. cit.] we obtain

RΓx(E
·) = RΓ{x}(X(x), Ri−1

x (E·)).
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Now we complete the proof by observing that Ri−1
x (E ·) = i−1

x (E·) because
the functor i−1

x is exact. ¤

Following the usual convention we set H i
x(F

·) = RiΓx(F
·) for all i ∈ N.

For the rest of this section we shall assume that X is a noetherian affine
scheme. Let Z ′ ⊆ Z be two closed subsets of X which are stable under
specialization. Recall that x ∈ Z − Z ′ is said to be maximal in Z if y ∈ Z ′

for every non-trivial specialization y of x.

Lemma 2.1.14 Let Z ′ ⊆ Z be as before and suppose that every x ∈ Z − Z ′

is maximal in Z. Let E be a quasi-coherent OX-module. Then there is a
canonical functorial isomorphism

Hn
Z/Z′(E)

∼=−→
⊕

x∈Z−Z′
Hn

x (E)

for all n ∈ N.

Proof. Since the underlying topological space of X is noetherian it follows
that its global section functor commutes with arbitrary direct sums. Together
with 2.1.11 and [H1, IV, Variation 8, Motif F] this implies the assertion. ¤

To give a concrete description of this isomorphism let q : E → J · be a
quasi-isomorphism where J · is a bounded below complex of quasi-coherent,
injective OX-modules. Such a resolution of E exists by [H1, II, 7.18]. Given
x ∈ Z−Z ′ and forming i−1

x (q) we get a quasi-isomorphism i−1
x (E) → i−1

x (J ·).
Furthermore, i−1

x (J ·) is a bounded below complex of quasi-coherent, flabby
OX(x)-modules and thus it is deployed for computing RΓ{x}(X(x), i−1

x (E)).
By [H1, IV, Variation 8, Motif F] there is a well defined chain isomorphism

ΓZ/Z′(X, J ·) →
⊕

x∈Z−Z′
Γx(J

·) =
⊕

x∈Z−Z′
Γ{x}(X(x), i−1

x (J ·))

given in degree n as follows: If s is an element of ΓZ/Z′(X, Jn) which is
represented by s′ ∈ ΓZ(X, Jn) then s is mapped by this chain map to the
collection of germs (s′x)x∈Z−Z′ . Then the isomorphism of 2.1.14 is nothing
but the map between cohomology groups induced by this chain map.
Now suppose that y ∈ Z −Z ′ is a generic point of an irreducible component
of Z. Then i−1

y (Z) = {y} and the natural map

Hn
Z(X, E) → Hn

{y}(X(y), i−1
y (E))

can be described as Hn(τ) where τ is the chain map

ΓZ(X, J ·) → Γy(J
·)
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sending a section t of ΓZ(X, Jk) to its germ at y for k ∈ N. Hence we deduce
the following result

Lemma 2.1.15 Let n ∈ N. Then with respect to the previous hypotheses
there is a commutative diagram

Hn
Z(X, E)

f //

h ,,YYYYYYYYYYYYYYYYYYYYYYYYYYYYYY Hn
Z/Z′(X, E)

g //
⊕

x∈Z−Z′ H
n
x (E)

pr

²²
Hn

i−1
y (Z)

(X(y), i−1
y (E)) = Hn

y (E)

where f and h are the canonical maps, g is the isomorphism given by 2.1.14
and pr is the projection onto Hn

y (E).

2.2 Relative trace maps

Let X be an affine scheme, E · a strictly perfect complex on X with differential
ϕ, U a quasi-compact open subset of X and U = (Ui)i=0, ..., n a finite open
cover of U by affine schemes. Let Z = X −U and suppose that E· is acyclic
outside Z. It follows that End·OX

(E·) is acyclic outside Z and the canonical
map

RΓZ(End·OX
(E·)) → End·OX

(E·)

is an isomorphism in the derived category D(X) which implies that the chain
map −ν[−1] of 2.1.6 is a quasi-isomorphism. Letting I = {0, . . . , n} we find
by 1.5.3 an endomorphism ψi ∈ End−1

OX
(E ·

Ui
) such that

[ϕ|Ui, ψi] = idE·|Ui

for each i ∈ I. Given a chain map f : E· → E· and p ∈ Z we define an
OX-linear map ωp

f : Endp
OX

(E·) → Conep(U , End·OX
(E ·)) by

ξ 7→
(

f · ξ,
(

(−1)
q(q+3)

2
+1 ψi0 · . . . · ψiq · f · ξ

)
0≤q≤n,
i0<...<iq

)
.

Proposition 2.2.1 The collection ωf = (ωp
f )p∈Z gives rise to a morphism of

complexes End·OX
(E·) → Cone·(U , End·OX

(E·)). Up to homotopy it does not
depend on the choice of the ψi.

Proof. Let δ denote the differential of Cone·(U , End·OX
(E ·)). Given p ∈ Z

and ξ ∈ Endp
OX

(E ·) we set

(uq, λ) = δp
(
fξ,

(
(−1)

q(q+3)
2

+1 ψi0 · . . . · ψiq · f · ξ
))

.
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Then we get u−1,∗ = [ϕ, fξ] and

u0, λ = −fξ + [ϕ, ψλfξ] = −fξ +
(
fξ − ψλ[ϕ, fξ]

)
= −ψλ[ϕ, fξ]

by 1.2.1 (b). Using again 1.2.1 (b) and 1.2.2 we deduce for 0 < q ≤ n and
λ = (i0, . . . , iq) that

uq,λ =

q∑
r=0

(−1)
(q−1)(q+2)

2
+r ψi0 · . . . · ψ̂ir · . . . · ψiq · fξ

+ (−1)
q(q+3)

2
+q [ϕ, ψi0 · . . . · ψiq ]fξ

+(−1)q
q(q+3)

2
+1 ψi0 · . . . · ψiq [ϕ, fξ]

=

q∑
r=0

(−1)
(q−1)(q+2)

2
+r ψi0 · . . . · ψ̂ir · . . . · ψiq · fξ

+

q∑
r=0

(−1)
q(q+3)

2
+q+r ψi0 · . . . · ψ̂ir · . . . · ψiq · fξ

+(−1)
q(q+3)

2
+1 ψi0 · . . . · ψiq [ϕ, fξ]

= (−1)
q(q+3)

2
+1 ψi0 · . . . · ψiq [ϕ, fξ]

because (−1)q+1+
q(q+3)

2 = (−1)
(q−1)(q+2)

2 . This completes the proof of the first
part of the assertion. To show the second part let ω′f denote the chain map
obtained by a different choice of the ψi and consider the map −ν[−1] of
2.1.6. As (−ν[−1]) ◦ ωf = (−ν[−1]) ◦ ω′f and −ν[−1] is a quasi-isomorphism
it follows from 1.5.4 that ω and ω′ must be homotopic. ¤

In view of 2.1.6 we now obtain

Corollary 2.2.2 The sheafification of ωid yields the inverse of the natural
isomorphism RΓZ(End·OX

(E·)) → End·OX
(E·) in D(X).

Suppose that U ′ is also a finite open cover of U by affines. Then it is clear
that we get a commutative triangle

End·OX
(E·)

ωf //

ωf
))SSSSSSSSSSSSSS

Cone(U , End·OX
(E·))

λUU′
²²

Cone(U ′, End·OX
(E·))

in D(X). Here λUU ′ is the isomorphism we have considered at the end of the
previous section.
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Lemma 2.2.3 Suppose that f, g : E· → E· are homotopic chain maps. Then
ωf and ωg are homotopic.

Proof. For a chain map h : E· → E · we denote by mh the chain map on
End·OX

(E·) induced by left multiplication of h. By hypothesis there is an

element k ∈ End−1
OX

(E·) such that f − g = [ϕ, k]. Now we get

(−ν[−1]) ◦ (ωf − ωg) = mf −mg = mf−g = m[ϕ, k]

and m[ϕ, k] is easily seen to be null homotopic. Applying 1.5.4 we infer that
ωf − ωg is null homotopic. ¤

For the rest of this section we shall write ω for ωid as well as for its
sheafification. Note that we simply have ωf = ω ◦mf . It follows from 2.1.6
that the relative trace map

End·OX
(E·) = RΓZ(RHom·

OX
(E·, E ·))

TrZ−→ RΓZ(OX) = Cone(U , OX)

is given by the chain map Cone(U , Tr) ◦ ω where Tr: End·OX
(E ·) → OX

denotes the trace map we have considered in 1.2. Moreover, if U ′ is as before
the triangle

End·OX
(E ·) TrZ //

TrZ ((PPPPPPPPPPPP
Cone(U , OX)

λUU′
²²

Cone(U ′, OX)

is clearly commutative.

Remark 2.2.4 Given a connection ∇ on E· consider Cone(U , OX) as a
complex with connection induced by the canonical exterior differentiation
d : OX → Ω1

X/S. Then it does not necessarily follow that TrZ is horizontal
because ω need not to be horizontal.

Given a cocycle ξ of degree d of End·OX
(E·) and p ∈ Z let τ p

ξ and τ̃ p
ξ

denote the maps Endp
OX

(E·) → Conep+d(U , OX) sending ζ to Trp+d
Z (ξ · ζ)

and (−1)d·pTrp+d
Z (ζ · ξ) respectively. Then the collections τξ = (τ p

ξ )p∈Z and
τ̃ξ = (τ̃ p

ξ )p∈Z give rise to chain maps

End·OX
(E·) → Cone·(U , OX)[d]

and we obtain

Lemma 2.2.5 The chain maps τξ and τ̃ξ are homotopic.
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Proof. Define chain maps Trξ and T̃rξ going from End·OX
(E·) to OX by

sending a degree p section ζ of End·OX
(E ·) to Tr(ξ · ζ) and (−1)d·pTr(ζ · ξ)

respectively. Then Trξ = T̃rξ by 1.2.4 (b) and therefore

τξ = RΓZ(X, Trξ) = RΓZ(X, T̃rξ) = τ̃ξ

in HomD(Γ(X,OX))(End·OX
(E·), Cone(U , OX)[d]) which implies the assertion

in view of 1.5.2 and [G, 2.2 ]. ¤

To end this section we state a functoriality result.

Lemma 2.2.6 Consider a morphism f : X ′ → X of affine schemes and let
Z ′ = f−1(Z). Then the diagram

f ∗(End·OX
(E ·))

f∗(TrZ)−−−−→ f ∗(Cone(U , E ·))y
y

EndOX′ (f
∗E ·)

TrZ′−−−→ Cone(f−1U , f ∗E·)

is commutative in C(X ′) where the vertical maps are the canonical chain
isomorphisms.

Proof. Using 2.1.9 (b) this is evident. ¤

2.3 Local construction of cohomology classes

Let f : X → S be a weakly smooth morphism of schemes with X = Spec(A)
a noetherian affine scheme, let Z be a closed subset of X and U = X − Z.
Suppose that Ω1

X/S is free of rank r and we are given a base B = (ωi)1≤i≤r of

Ω1
X/S, a finite open affine cover U of U and a strictly perfect complex E · on

X with differential ϕ which is acyclic on U , i.e. such that Z contains |E·|.
For m ∈ N we shall consider the graded OX-module

E ·m = Ωm
X/S ⊗OX

End·OX
(E·)

in the usual way as a complex with differential idΩm
X/S

⊗ d·End·OX
(E·). Then for

a section α of En
m which we may view as section of (total) degree m + n of

the graded algebras

Ω·
X/S(End·OX

(E ·)) ∼= End·(Ω·
X/S(E·))Ω·

X/S

we have introduced in 1.3, it is easily verified that

dn
E ·m(α) = (−1)m [ϕ, α].
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Tensoring idΩm
X/S

with the relative trace map TrZ of E· (cp. 2.2) we get by

2.1.9 a chain map
E ·m → Cone(U , Ωm

X/S)

which we shall also denote by TrZ in the following.
Let ∇ be a connection on E · and p ∈ {1, . . . , r}. Then it is easy to see that

[ϕ, ∇p(ϕ)] = 0,

i.e. ∇p(ϕ) is a 1-cocycle of E ·0. Hence by 1.2.1 (b) it follows that for k ∈ N
and p1, . . . , pk ∈ {1, . . . , r} the element

(ωp1 ∧ · · · ∧ ωpk
)⊗ TrZ(∇p1(ϕ) · . . . · ∇pk

(ϕ))

is a k-cocycle of the complex Cone(U , Ωk
X/S).

Let ∇, ∇′ be connections on E· and let A = ∇−∇′ which is a section of
Ω1

X/S ⊗OX
End0

OX
(E ·). Writing Ap = (ω∗p ⊗ idEnd0

OX
(E·)) ◦ A where (ω∗i )1≤i≤r

denotes the base which is dual to (ωi)1≤i≤r we get by 1.3.10

∇(ϕ)−∇′(ϕ) = [∇−∇′, ϕ] = [A, ϕ] =
r∑

p=1

ωp ⊗ [Ap, ϕ].

Thus ∇p(ϕ) − ∇′
p(ϕ) is a coboundary of the complex E ·0 for 1 ≤ p ≤ r and

using 1.2.1, 2.2.5 we obtain

Lemma 2.3.1 Let ∇, ∇′ be connections on E·. Then

(ωp1 ∧ · · · ∧ ωpk
)⊗ TrZ(∇p1(ϕ) · . . . · ∇pk

(ϕ)−∇′
p1

(ϕ) · . . . · ∇′
pk

(ϕ))

is a coboundary of the complex Cone(U , Ωk
X/S).

Setting ωp1, ..., pk
= ωp1 ∧ · · · ∧ ωpk

we deduce by 2.1.7, the commutative
diagram just before 2.2.4 and 2.3.1

Corollary 2.3.2 Let k ≥ 1. Then

clkB, Z(E ·) =
∑

1≤p1<...<pk≤r

TrZ(ωp1, ..., pk
⊗ (∇p1(ϕ) · . . . · ∇pk

(ϕ)))

defines an element in Hk
Z(X, Ωk

X/S) which does neither depend on the choice
of U nor on the choice of ∇.
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For k = 0 we set cl0B, Z(E·) = TrZ(idE·). In order to give a conceptual

description of cl0B, Z(E·) we digress for a moment and introduce the Euler
characteristic for perfect complexes. Let Y be any (not necessarily (locally)
noetherian) scheme, and let K0(D(Y )perf) denote the presheaf on Y given
by V 7→ K0(D(V )perf) (V ⊆ Y open). If Z denotes the constant sheaf with
values in Z then by [SGA 6, I, 6] the usual Euler characteristic induces a
morphism of presheaves

χ : K0(D(Y )perf) → Z.

We summarize some properties of this map which we shall need later.

Lemma 2.3.3

(a) Let F · ∈ D(Y )perf with codim(|F ·|, Y ) > 0. Then χ(F ·) = 0.

(b) Let F ·, G· ∈ D(Y )perf . Then χ(F · ⊗L
OY

G·) = χ(F ·) · χ(G·).

(c) Let f : Y ′ → Y be a morphism of schemes and F · ∈ D(Y )perf . Then
χ(Lf ∗(F ·)) = f ∗(χ(F ·)).

Proof. For (b) and (c) see [SGA 6, I, 6.12]. To prove (a) note first that
|F ·| is closed in X (indeed, this is a local question and hence we may assume
that Y is affine. Then |F ·| is closed by [T, 3.3 (c)]). We may assume that
|F ·| 6= ∅. Clearly the restriction of χ(F ·) to the open set Y −|F ·| is zero. Let
x ∈ |F ·| and choose an open affine neighbourhood U of x such that F ·|U is
quasi-isomorphic to a bounded complex G· where each Gn is a vector bundle
of constant rank rn. We claim that U 6= |F ·| ∩ U . If we had U ⊆ |F ·| it
would follow that codim(|F ·| ∩ U, U) = 0 and a fortiori codim(|F ·|, Y ) = 0
which contradicts our hypothesis. Thus there exists a y ∈ U − |F ·| and we
deduce

χ(F ·|U) =
∑

n

(−1)n rn = χ(F ·
y) = 0. ¤

In what follows we will also write χ(F ·) for the image of χ(F ·) under the
natural map Z → OY . Returning to our situation an easy local consideration
then shows that

cl0B, Z(E·) = trs(idE·) = χ(E·).

An application of 1.2.10 reveals that clkB, Z(E·) was constructed by ”dividing
out k!”, i.e.

Proposition 2.3.4 We have TrZ(∇(ϕ)k) = k! · clkB, Z(E·) in Hk
Z(X, Ωk

X/S).

Here the power ∇(ϕ)k is taken with respect to the multiplication which makes
Ω·

X/S(End·OX
(E·)) a subalgebra of Ω·

X/S ⊗OX
EndOX

(
⊕

p∈ZEp).

43



Suppose that U ′ ⊆ U is open and let Z ′ = X − U ′. Given k ∈ N we get
a commutative triangle

HomD(X)(E
·, E ·[k]) = Hk(End·OX

(E ·))
TrZ //

TrZ′ ++VVVVVVVVVVVVVVVVVVV
Hk

Z(X, OX)

²²
Hk

Z′(X, OX)

where the vertical map is the natural one. Noting that X − |E ·| is open we
eventually obtain

Proposition 2.3.5 Suppose that E· is a strictly perfect complex on X having
a connection, and Z is a closed subset of X such that |E·| ⊆ Z. Then for
k ∈ N the class clkB, Z(E·) is the image of clkB, |E·|(E

·) under the natural map

Hk
|E·|(X, Ωk

X/S) → Hk
Z(X, Ωk

X/S).

The following property of the constructed cohomology class is evident.

Lemma 2.3.6 The class clkB, Z(E·) commutes with restriction to open affine
subschemes of X. More precisely, if V is an open affine subscheme of X and
Ω1

V/S is regarded as a free OV -module with base B′ = (ωi|V )1≤i≤r then the

class clkB′, Z∩V (E ·|V ) is the image of clkB, Z(E ·) under the natural morphism
Hk

Z(X, Ωk
X/S) → Hk

Z∩V (V, Ωk
V/S).

Let U , U and E· as before. In addition let V ⊆ X be open and quasi-
compact, V = (Vi)0≤i≤m a finite affine open cover of V , and let E ′· be a strictly
perfect complex on X with differential ϕ′ which is acyclic on V . Forming
E ′′· = E · ⊗OX

E ′· we obtain a strictly perfect complex which is acyclic on
W = U ∪ V . Assume that U = (Ui)0≤i≤n and let Un+j+1 = Vj for 0 ≤ j ≤ m
so that (Ui)0≤i≤m+n+1 is a finite, open and affine cover of W . Let ϕ′′ denote
the differential of E ′′· and let

ε =
⊕

p∈Z
(−1)p · idEp ∈ End0

OX
(E·).

Then we have
ϕ′′ = ϕ⊗ idE′· + ε⊗ ϕ′.

Let i ∈ {0, . . . , n}. Then by 1.5.3 there exists a ψi ∈ End−1
OUi

(E ·|Ui) satis-

fying [ϕ|Ui, ψi] = idE·|Ui
. Similarly for j ∈ {0, . . . , m} there is an element

ψ′j ∈ End−1
OVj

(E ′·|Vj) such that [ϕ′|Vj, ψ′j] = idE′·|Vj
. Setting

ψ′′i =

{
ψi ⊗ idE′·|Ui

, 0 ≤ i ≤ n

ε|Ui ⊗ ψ′i−n−1, i > n
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it follows that [ϕ′′|Ui, ψi] = idE′′·|Ui
for 0 ≤ i ≤ m + n + 1. Suppose we are

given connections ∇, ∇′ on E·, E ′·, and let ∇′′ denote the induced ”tensor
product” connection on E ′′·. Let 1 ≤ k ≤ m + n + 2 and consider natural
numbers 0 ≤ i0 < . . . < ik−1 ≤ m + n + 1. We are going to treat three cases:
Case 1: ik−1 ≤ n. Setting

λp1, ..., pk
= trs(ψi0 · . . . · ψik−1

· ∇p1(ϕ) · . . . · ∇pk
(ϕ))

we deduce
∑

1≤p1<...<pk≤r

ωp1, ..., pk
⊗ trs(ψ

′′
i0
· . . . · ψ′′ik−1

· ∇′′
p1

(ϕ′′) · . . . · ∇′′
pk

(ϕ′′))

=
∑

1≤p1<...<pk≤r

ωp1, ..., pk
⊗ trs(λp1, ..., pk

⊗ idUi0, ..., ik−1
)

= χ(E ′·|Ui0, ..., ik−1
) · ∑

1≤p1<...<pk≤r

ωp1, ..., pk
⊗ λp1, ..., pk

using 1.2.11 because trs(idE′·|Ui0, ..., ik−1
) = χ(E ′·|Ui0, ..., ik−1

).
Case 2: i0 > n. Setting

λ′p1, ..., pk
= trs(ψ

′
i0−n−1 · . . . · ψ′ik−n−2

· ∇p1(ϕ
′) · . . . · ∇pk

(ϕ′))

we get in a similar way

∑
1≤p1<...<pk≤r

ωp1, ..., pk
⊗ trs(ψ

′′
i0
· . . . · ψ′′ik−1

· ∇′′
p1

(ϕ′′) · . . . · ∇′′
pk

(ϕ′′))

= χ(E·|Ui0, ..., ik−1
) · ∑

1≤p1<...<pk≤r

ωp1, ..., pk
⊗ λ′p1, ..., pk

Case 3: i0 ≤ n and ik−1 > n. Let h ∈ {0, . . . , k−2} be maximal with ih ≤ n.
Using the fact that ε anti-commutes with odd-degree endomorphisms on E·

and setting

κq1, ..., qh+1
= trs(ψ0 · . . . · ψh · ∇q1(ϕ) · . . . · ∇qh+1

(ϕ)),

µr1, ..., rk−h−1
= trs(ψ

′
0 · . . . · ψ′k−h−2 · ∇r1(ϕ

′) · . . . · ∇rk−h−1
(ϕ′))

we get

∑
1≤p1<...<pk≤r

ωp1, ..., pk
⊗ trs(ψ

′′
0 · . . . · ψ′′ik−1

· ∇′′
p1

(ϕ′′) · . . . · ∇′′
pk

(ϕ′′))

= (−1)(k−h−1)(h+1)

( ∑
1≤q1<...<qh+1≤r

ωq1, ..., qh+1
⊗ κq1, ..., qh+1

)

·
( ∑

1≤r1<...<rk−h−1≤r

ωr1, ..., rk−h−1
⊗ µr1, ..., rk−h−1

)
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using 1.2.11 again. Setting Z = X − U and Z ′ = X − V we therefore have
shown that

clkB, Z∩Z′(E
· ⊗OX

E ′·) =
k∑

j=0

cljB, Z(E ·) ∪ clk−j
B, Z′(E

′·) (1)

where ∪ denotes the corresponding cup products.

Proposition 2.3.7 Given f1, . . . , fk ∈ A let K · = K ·(f1, . . . , fk) denote
the corresponding Koszul complex and suppose that Z is a closed subset of X
containing the support of K ·.

(a) We have

clkB, Z(K ·) =
d(f1) ∧ · · · ∧ d(fk)

f1 · . . . · fk

.

(b) Given m ∈ N we have Hm
Z (X, d)(clmB, Z(K ·)) = 0 in Hm

Z (X, Ωm+1
X/S ).

Proof. It is easily verified that |K ·| = ⋂k
i=1 V (fi) and thus we may assume

that Z =
⋂k

i=1 V (fi). As the collection (D(fi))i=1, ..., k is a finite affine open
cover of X − Z we know by 2.1.7 that Hk

Z(X, Ωk
X/S) is a quotient of the

localization of Γ(X, Ωk
X/S) at f1 · . . . · fk showing that the term on the right

hand side of the formula in (a) makes sense and also that (b) is a consequence
of (a). In order to show (a) let us first consider the case where k = 1. We
write f = f1 and denote by ϕ the differential of K ·. According to the
conventions in [C] the complex K · is given by

. . . −→ 0 −→ K−1 = A
ϕ−1−→ K0 = A −→ 0 −→ . . .

where ϕ−1 maps 1 to f . Define a section ψ of End−1
OX

(K ·) over D(f) by

sending 1 ∈ K0
f to 1

f
∈ K−1

f . Then we get [ϕ, ψ] = idK·|D(f). Moreover, if ∇
denotes the connection on the complex K · induced by the canonical exterior
differentiation d : OX → Ω1

X/S we infer

r∑
p=1

ωp ⊗ trs(ψ∇p(ϕ)) = −
r∑

p=1

ωp ⊗ dp(f)

f
= − d(f)

f
(2)

Thus (a) holds for k = 1. Now the general case follows by induction using
2.3.3 (b) (note that χ(K ·) = 0), the natural chain isomorphism

K ·(f1, . . . , fk) ∼= K ·(f1, . . . , fk−1)⊗OX
K ·(fk)
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and the formulas (1), (2). ¤

Let U , U and Z be as in the beginning of this section. Suppose we are
given a chain map f : E· → F · between strictly perfect complexes on X which
are both acyclic on U . Let G· = Cone(f) denote the mapping cone of f and
write ϕ, ϕ′, ϕ′′ for the differentials of E ·, F ·, G·. For k ∈ Z the OX-module
Endk

OX
(G·) is canonically isomorphic to

Endk
OX

(E·)⊕Homk
OX

(E ·[1], F ·)⊕Homk
OX

(F ·, E ·[1])⊕ Endk
OX

(F ·).

Thus a section ξ of Endk
OX

(G·) over an open subset V of X may be regarded
as a 2× 2 matrix, i.e.

ξ =

(
α γ
β δ

)

where α, β, γ and δ are uniquely determined sections over V of Endk
OX

(E·),
Homk

OX
(E·[1], F ·), Homk

OX
(F ·, E ·[1]) and Endk

OX
(F ·) respectively. More-

over, the multiplication of sections of Endk
OX

(G·) is given by multiplying the
corresponding matrices. Fixing this notation we get

Lemma 2.3.8 Assume that k = 0. Then trs(ξ) = trs(δ)− trs(α).

Proof. Follows immmediately from 1.2.4 (c). ¤

Lemma 2.3.9 Assume that ∇, ∇′ are connections on E·, F · and denote by
∇′′, ∇[, ∇] the induced connections on the complexes G·, Hom·

OX
(E ·[1], F ·),

Hom·
OX

(F ·, E·[1]). Then for p ∈ {1, . . . , r} we have

∇′′
p(ξ) =

( ∇p(α) ∇]
p(γ)

∇[
p(β) ∇′

p(δ)

)
.

Proof. This is clear. ¤

Let I denote the (totally ordered) index set of U . Given i ∈ I we see by
1.5.2 that the chain map f |Ui is null homotopic. Thus there exists a section
hi of Hom−1

OX
(E ·, F ·) over Ui such that

f |Ui = ϕ′|Ui ◦ hi + hi ◦ ϕ|Ui.

Let ψi and ψ′i be sections of End−1
OX

(E ·) and End−1
OX

(F ·) over Ui satisfying
[ϕ, ψi] = idE· and [ϕ′, ψ′i] = idF · on Ui. Setting

ψ′′i =

( −ψi 0
hi ◦ ψi + ψ′i ◦ hi ψ′i

)
∈ End−1

OX
(G·|Ui)
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and using the fact that the differential of G· is given by

ϕ′′ =
( −ϕ 0

f ϕ′

)

a simple calculation shows that [ϕ′′, ψ′′i ] = idG· on Ui. Hence by 2.3.8, 2.3.9
and 2.1.9, 2.2.1 we deduce for k ∈ N and p1, . . . , pk ∈ {1, . . . , r} that

TrZ

(
k∏

j=1

∇pj
(ϕ′′)

)
= TrZ

(
k∏

j=1

∇′
pj

(ϕ′)

)
− TrZ

(
k∏

j=1

∇pj
(ϕ)

)

and therefore

Lemma 2.3.10 We have clkB, Z(F ·) = clkB, Z(E·) + clkB, Z(G·).

Corollary 2.3.11 If f is a quasi-isomorphism then clkB, Z(E·) = clkB, Z(F ·)
for every k ∈ N.

We are now ready to establish

Proposition 2.3.12 Let Z ⊆ X be closed and denote by DZ(X)perf the thick
triangulated subcategory of D(X)perf consisting of those perfect complexes
which are acyclic outside Z. Then for k ∈ N there is an uniquely determined
cycle map

clkB, Z : K0(DZ(X)perf) → Hk
Z(X, Ωk

X/S)

satisfying the following condition:

• Whenever E· is a strictly perfect complex on X having a connection
then clkB, Z([E]) coincides with the class given by 2.3.2.

Furthermore, this map commutes with restriction to open affine subschemes
of X.

Proof. This follows from 2.3.2, 2.3.6, 2.3.10, the universal mapping property
of Grothendieck groups and the following facts:

• Given a perfect complex F · there exists a (finite) open affine cover
(Ui)i∈I of X such that each F ·|Ui is quasi-isomorphic to a strictly perfect
complex on Ui which has a connection.

• Hk
Z(X, Ωk

X/S) is the sheaf associated to the A-module Hk
Z(X, Ωk

X/S)

according to [G, 2.2].
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• The intersection of two affine open subsets of X is affine. This holds
by [EGA I, 5.3.10] because X is affine and a fortiori separated. ¤

For the rest of this section we fix a closed subset Z of X.

Lemma 2.3.13 Assume that c = depthZ(OX) and let k be a natural number
such that k < c. Then clkB, Z(E ·) = 0.

Proof. Indeed, if k < c we have Hk
Z(X, Ωk

X/S) = 0 by [G, 2.2, 3.8] and a

fortiori clkB, Z(E ·) = 0. ¤

Let k ∈ N and consider a commutative diagram

X ′ g−−−→ X

f ′
y

yf

S ′ −−−→ S

where X and X ′ are noetherian affine schemes, f and f ′ are weakly smooth
morphisms and Ω1

X/S, Ω1
X′/S′ are free of constant rank. Let Z ⊆ X be closed,

Z ′ = g−1(Z). The functor Lg∗ maps DZ(X)perf into DZ′(X
′)perf and hence

induces a map

Lg∗ : K0(DZ(X)perf) → K0(DZ′(X
′)perf).

Moreover, we have a natural map

Hk
Z(X, Ωk

X/S) → Hk
Z′(X

′, Ωk
X′/S′)

which we (abusively) denote by g∗ in what follows. Suppose that the following
condition is satisfied:

• There exist natural numbers p ≤ q and a base B = (ωi)1≤i≤q of
Ω1

X/S such that B′ = (g∗(ωi))1≤i≤p is a base for Ω1
X′/S′ and in addi-

tion g∗(ωi) = 0 for i > p (e.g. when the diagram is cartesian).

If MC(X/S) (resp. MC(X ′/S ′)) denotes the category of quasi-coherent OX-
modules (resp. OX′-modules) with connections (and horizontal maps as mor-
phisms) then there is a canonical pull back functor

MC(X/S) → MC(X ′/S ′)

(see [K, (1.1.4)] or [B, II, 1.2.5]). Using this functor and 2.2.6 we then obtain
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Lemma 2.3.14 With respect to the previous notation the diagram

K0(DZ(X)perf)
clkB, Z−−−→ Hk

Z(X, Ωk
X/S)

Lg∗
y

yg∗

K0(DZ′(X
′)perf)

clkB′, Z′−−−−→ Hk
Z′(X

′, Ωk
X′/S′)

is commutative.

Next we turn to two questions, namely whether the cycle maps given by
2.3.12 really depend on the choice of a base for Ω1

X/S and also whether we
may pass from relative Hodge cohomology to De Rham cohomology.

Proposition 2.3.15 Assume that X is a regular scheme and let k be a nat-
ural number such that k ≤ codim(Z, X) = depthZ(OX).

(a) Let B and B̃ be two bases for the OX-module Ω1
X/S. Then we have

clkB, Z = clkeB, Z
.

(b) The morphism K0(DZ(X)perf)
clkB, Z−→ Hk

Z(X, Ωk
X/S)

Hk
Z(X, d)−→ Hk

Z(X, Ωk+1
X/S)

vanishes.

Before we can give a proof of 2.3.15 we need some preparation. Let Y
be a noetherian scheme, Y ′ ⊆ Y a closed subset and denote by CY ′(Y ) the
category of coherent OY -modules whose support is contained in Y ′. Clearly
CY ′(Y ) is an abelian category and if Y ′′ ⊆ Y ′ is closed then CY ′′(Y ) is a
strictly full abelian subcategory of CY ′(Y ). We shall denote by K0(CY ′(Y ))
the Grothendieck group of CY ′(Y ) (cf. [SGA 5, VIII]) and by [F ] the element
in K0(CY ′(Y )) corresponding to an object F of CY ′(Y ).

Lemma 2.3.16 Let (Fi)i∈I be a collection of objects of CY ′(Y ) such that
for every closed and irreducible subset Y ′′ of Y ′ with generic point ζ there
exists an i ∈ I such that (Fi)ζ is a k(ζ)-vector space of dimension 1. Then
K0(CY ′(Y )) is generated by the collection ([Fi])i∈I

Proof. Let C denote the full subcategory of CY ′(Y ) consisting of all those
F ∈ CY ′(Y ) such that [F ] lies in the subgroup of K0(CY ′(Y )) generated by
the collection (Fi)i∈I . Then C is exact in the sense of [EGA III, 3.1.1] and
by the dévissage lemma ([ibid., 3.1.2]) it follows that C = CY ′(Y ). ¤

Lemma 2.3.17 Suppose that CY ′(Y ) ⊆ DY ′(Y )perf in D(Y ). Then the
Grothendieck groups K0(CY ′(Y )) and K0(DY ′(Y )perf) are canonically isomor-
phic.
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Proof. As CY ′(Y ) ⊆ DY ′(Y )perf and every short exact sequence

0 → F → G → H → 0

of objects of CY ′(Y ) induces an exact triangle

F // G

ÄÄÄÄ
ÄÄ

ÄÄ
ÄÄ

H

``@
@

@
@

we have a canonical morphism µ : K0(CY ′(Y )) → K0(DY ′(Y )perf). Mapping
the element [E·] to

∑

i∈Y′
(−1)i · [H i(E ·)] ∈ K0(CY ′(Y ))

for E · ∈ DY ′(Y )perf yields a morphism ν : K0(DY ′(Y )perf) → K0(CY ′(Y )),
and it is easy to check that µ and ν are inverse to each other. ¤

Corollary 2.3.18 Suppose that Y = Spec(R) where R is a noetherian local
ring with maximal ideal m. Let Y ′ = {m} and suppose that m is generated by
an R-regular sequence. Then K0(DY ′(Y )perf) is generated by a single Koszul
complex.

Proof. There exists an R-regular sequence f1, . . . , fn which generates m.
Then the Koszul complex K ·(f1, . . . , fn) gives us a projective resolution of
A/m = k(m). Now an application of the dévissage lemma ([EGA III, 3.1.2])
shows that CY ′(Y ) ⊆ DY ′(Y )perf . Hence by using 2.3.16 and 2.3.17 we see
that [K ·(f1, . . . , fn)] generates K0(DY ′(Y )perf). ¤

Proof of 2.3.15. Recall that we have X = Spec(A). To prove (a) let x ∈ X,
S ′ = Spec(OS, f(x)), X ′ = Spec(OX, x), Z ′ = Z ∩X. Then we get a canonical,
commutative diagram

X ′ −−−→ S ′

g

y
y

X −−−→ S

where the morphisms are the evident ones. Let B0 = (ωi)1≤i≤r be any base
of Ω1

X/S. Then the collection of germs B′0 = ((ωi)x)1≤i≤r gives us a base for

the OX′/S′-module Ω1
X′/S′ . Let g∗ : Hk

Z(X, Ωk
X/S) → Hk

Z′(X
′, Ωk

X′/S′) denote

the induced map. By [G, 2.2], 2.1.7 and 2.1.9 we see that Hk
Z′(X

′, Ωk
X′/S′) is

the stalk at x of the sheaf associated to the A-module Hk
Z(X, Ωk

X/S), and for
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α ∈ K0(DZ(X)perf) the element g∗(clB0, Z(α)) is the germ of clB0, Z(α) at x.
Hence using 2.3.14 we are reduced to proving (a) when A is a local regular
ring which we shall assume henceforth. By 2.3.13 we can also assume that
k = codim(Z, X). Let Z ′′ = {z ∈ Z; dim(OX, z) ≥ k + 1}. Then every
x ∈ Z −Z ′ must be a generic point of an irreducible component of Z so that
in particular Spec(OX, x)∩Z = {x}. Furthermore, the set Z ′′ is stable under
specialization and every point in Z − Z ′′ is maximal in Z (in the sense of
[H1, IV, Var.8, Motif F]). Let V denote the set of all those closed subsets of
X which are finite unions of closures of points in Z ′′. Clearly V is directed
with respect to ⊆. Let n ∈ N. As

Hk
Z′′(X, Ωn

X/S) = lim−→
V ∈V

Hk
V (X, Ωn

X/S)

and Hk
V (X, Ωn

X/S) vanishes for each V ∈ V by [G, 2.2, 3.8] we infer that

Hk
Z′′(X, Ωn

X/S) = 0. Thus using the canonical exact sequence

Hk
Z′′(X, Ωk

X/S) → Hk
Z(X, Ωk

X/S) → Hk
Z/Z′′(X, Ωk

X/S)

and 2.1.14, 2.1.15 as well as 2.3.14 applied to the canonical commutative
diagram

Spec(OX, x) −−−→ Spec(OS, f(x))y
y

X −−−→ S

for every x ∈ Z − Z ′′ we may finally assume that Z is the closed point of A.
But in this case an application of 2.3.7 (a) and 2.3.18 establishes (a). For (b)
making similar reduction steps as before we again arrive at the case where A
is local and Z coincides with its closed point so that we may apply 2.3.7 (b)
and 2.3.18 to complete the proof of the proposition. ¤

For the rest of this section we shall assume that X is a regular scheme and
k ≤ codim(Z, X). In the following we shall write clkZ instead of clkB, Z which

is justified by 2.3.15 (a). Then by 2.3.15 (b) the image of clkZ is contained
in the group of degree k cocycles of the complex L·k = (Hk

Z(X, Ωp
X/S))p∈Z.

Recall that according to 1.4.9 and 1.4.10 we have a natural Γ(S, OS)-linear
isomorphism

Zk(L·k) = Γ(X, Ker(Hk
Z(d)))

∼=−→ H2k
Z (X, τ≥k(Ω

·
X/S)).

Composing it with clkZ we get a cycle map

clkZ : K0(DZ(X)perf) → H2k
Z (X, τ≥k(Ω

·
X/S)).
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Note that clkZ = 0 when k < codim(Z, X).

Consider a commutative diagram

X ′ g−−−→ X

f ′
y

yf

S ′ −−−→ S

where f, f ′ are weakly smooth, g is flat and X, X ′ are noetherian affine
regular schemes (such that Ω1

X/S and Ω1
X′/S′ are free of constant rank). Let

Z ⊆ X be closed, Z ′ = g−1(Z). As the morphism g is flat we infer that
depthZ(OX) ≤ depthZ′(OX′). Let Lg∗ be as before but now we denote by g∗

the natural map

H2k
Z (X, τ≥k(Ω

·
X/S)) → H2k

Z′ (X
′, τ≥k(Ω

·
X′/S′)).

Proposition 2.3.19 With respect to the previous notation the diagram

K0(DZ(X)perf)
clkZ−−−→ H2k

Z (X, τ≥k(Ω
·
X/S))

Lg∗
y

yg∗

K0(DZ′(X
′)perf)

clk
Z′−−−→ H2k

Z′ (X
′, τ≥k(Ω

·
X′/S′))

is commutative.

Proof. It suffices to establish the commutativity of the diagram

K0(DZ(X)perf)
clkZ−−−→ Hk

Z(X, Ωk
X/S)

Lg∗
y

yg∗

K0(DZ′(X
′)perf)

clk
Z′−−−→ Hk

Z′(X
′, Ωk

X′/S′)

Using the fact that g is “generisant” and arguing as in the proof of 2.3.15 we
may assume that X, X ′ are local regular rings of the same dimension and Z,
Z ′ are the closed points of X, X ′. Then the assertion results from 2.2.6 and
2.3.7 (a). ¤

Remark 2.3.20 (a) Suppose that in the previous diagram the morphism g
is not necessarily flat but instead the hypotheses of 2.3.14 hold. Then by
2.3.14 we see that 2.3.19 remains valid.
(b) All the results in this section do also hold if X is Cohen-Macaulay and
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we consider K̃0(DZ(X)perf) instead of K0(DZ(X)perf), where K̃0(DZ(X)perf)
denotes the Grothendieck group of the category consisting of all those com-
plexes E · ∈ DZ(Xperf) such that for every maximal point z of Z the class of
E·

z in D{z}(Spec(OZ, z)) lies in the subgroup of K0(D{z}(Spec(OZ, z))) gener-
ated by all Koszul complexes which are acyclic off {z}.

2.4 De Rham cycle classes

All schemes we consider in this section are supposed to be regular. Combining
the results of the previous section with 1.4.10 we now obtain

Theorem 2.4.1 Let f : X → S be a smooth morphism. Let Y ⊆ X be closed
and c ≤ codim(Y, X). Then there exists a unique homomorphism

clcY : K0(DY (X)perf) → H2c
Y (X, τ≥c(Ω

·
X/S))

satisfying the following condition: Given an open affine cover (Ui)i∈I of X
with Ω1

Ui/S free of constant rank on a base Bi the diagram

K0(DY (X)perf)
clcY−−−→ H2c

Y (X, τ≥c(Ω
·
X/S)) = H2c

Y (X, τ≥c(Ω
·
X/S))y

y

K0(DY ∩Ui
(Ui)perf)

clcBi, Y ∩Ui−−−−−→ H2c
Y ∩Ui

(Ui, τ≥c(Ω
·
Ui/S)) = H2c

Y (Ui, τ≥c(Ω
·
X/S))

is commutative for every i ∈ I. Here clcBi, Y ∩Ui
is the cycle map constructed in

2.3, the vertical map on the left is the pull back induced by the open immersion
Ui ↪→ X, and the vertical map on the right is given by restricting sections of
the sheaf H2c

Y (τ≥c(Ω
·
X/S)).

Given α ∈ K0(DY (X)perf) we shall also write clcY (α) for the corresponding
class in H2c

DR(X/S), i.e for the image of clcY (α) under the natural map

H2c
Y (X, τ≥c(Ω

·
X/S)) → H2c

DR(X, τ≥c(Ω
·
X/S)) → H2c

DR(X/S).

Clearly we have clcY = 0 when c < codim(Y, X). In case of c = codim(Y, X)
we set clY = clcY .

Corollary 2.4.2 Let U be an open subscheme of X, c ≤ codim(Y, X), and
let ρ : H2c

Y (X, τ≥c(Ω
·
X/S)) → H2c

Y ∩U(U, τ≥c(Ω
·
U/S)) denote the natural map.

Then we have ρ ◦ clcY = clcY ∩U .
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Proof. This is clear by 1.4.9, 1.4.10 and 2.4.1. ¤

Consider a commutative diagram

X ′ g−−−→ X

f ′
y

yf

S ′ −−−→ S

where f and f ′ are smooth. Let Y ⊆ X be closed, Y ′ = g−1(Y ), and let
c ∈ N such that c ≤ min(codim(Y, X), codim(Y ′, X ′)).

Proposition 2.4.3 With respect to the previous data assume in addition
that one of the following conditions holds:

(a) g is flat.

(b) S = S ′ and g is a closed S-immersion.

(c) The diagram is cartesian.

Then the diagram

K0(DY (X)perf)
clcY−−−→ H2c

Y (X, τ≥c(Ω
·
X/S))

Lg∗
y

yg∗

K0(DY ′(X
′)perf)

clc
Y ′−−−→ H2c

Y ′(X
′, τ≥c(Ω

·
X′/S′))

is commutative.

Proof. (a) follows from 1.4.10, 2.3.20 and 2.4.1. To prove (b) we note
first that the morphism g is a regular closed immersion ([EGA IV, 17.12.1]).
Hence by [loc. cit., 17.12.2 (c)], [EGA 0I, 5.2.2 (i)], 1.4.10 and 2.4.1 we may
assume that X ′, X are affine and the hypotheses of 2.3.14 are satisfied. Now
we conclude by 2.3.20. Finally (c) follows from 1.4.10, 2.3.20 and 2.4.1. ¤

For the rest of this section we fix a smooth morphism f : X → S. Given
i = 1, 2 let Yi be a closed subscheme of X with ci ≤ codim(Yi, X). As the
derived tensor product ⊗L

OX
maps DY1(X)perf×DY2(X)perf into DY1∩Y2(X)perf

we obtain a morphism

⊗L
OX

: K0(DY1(X)perf)×K0(DY2(X)perf) → K0(DY1∩Y2(X)perf).

Recall also that we have a cup product

H2c1
Y1

(X, τ≥c1(Ω
·
X/S))×H2c2

Y2
(X, τ≥c2(Ω

·
X/S))

∪−→ H
2(c1+c2)
Y1∩Y2

(X, τ≥c1+c2(Ω
·
X/S)).

Having introduced this terminology we are ready to state our next result
which amounts to an intersection formula.

55



Proposition 2.4.4 Suppose that c1 + c2 ≤ codim(Y, X) (e.g. if Y1 and Y2

intersect nicely). Then for i = 1, 2 and αi ∈ K0(DYi
(X)perf) we have

clc1+c2
Y1∩Y2

(α1 ⊗L
OX

α2) = clc1Y1
(α1) ∪ clc2Y2

(α2).

Proof. We may assume that Y1 ∩ Y2 6= ∅. Let x ∈ Y1 ∩ Y2 and choose
an open affine neighbourhood U of x with Ω1

U/S free of constant rank and

strictly perfect complexes E ·
i on U with connections such that [E·

i] = αi|U
for i = 1, 2. By the formula (1) on page 43, 2.3.13, 2.4.2 and the fact that
depthU∩Yi

(OU) ≥ ci we deduce

(clc1+c2
Y1∩Y2

(α1 ⊗L
OX

α2))|U = clc1+c2
Y1∩Y2∩U(E·

1|U ⊗OU
E ·

2|U)

= clc1Y1∩U(E·
1|U) ∪ clc2Y2∩U(E·

2|U)

= (clc1Y1
(α1) ∪ clc2Y2

(α2))|U
In view of 1.4.10 and 2.4.1 this implies the assertion. ¤

Proposition 2.4.5 Let Y ⊆ X be a closed subscheme of codimension c
which is smooth over S. Then c = codim(Y, X) and clY ([OY ]) coincides
with Berthelot’s De Rham cohomology class (cp. [B, VI, 3.1]).

Proof. Since Y ↪→ X is a regular closed immersion ([EGA IV, 17.12.1])
it follows that OY ∈ DY (X)perf . Moreover, we have c = codim(Y, X) by
1.4.8. As the second part of the assertion is of local nature (noting that the
class of [loc. cit.] actually lives in H2c

Y (X, τ≥c(Ω
1
X/S))) we may assume that

X is affine with Ω1
X/S free of constant rank, and the ideal which defines Y

in X is generated by a regular sequence f1, . . . , fc. As the Koszul complex
K ·(f1, . . . , fc) yields a resolution of OY we get

clY ([OY ]) =
d(f1) ∧ · · · ∧ d(fc)

f1 · . . . · fk

by 2.3.7 (a). Using [loc. cit., 3.1.3, 3.1.7] this proves the assertion. ¤

Proposition 2.4.6 Let Z ⊆ Y be closed subsets of X and c ≤ codim(Y, X).
Then the diagram

K0(DZ(X)perf)
clcZ−−−→ H2c

Z (X, τ≥c(Ω
·
X/S))y

y

K0(DY (X)perf)
clcY−−−→ H2c

Y (X, τ≥c(Ω
·
X/S))

is commutative where the vertical maps are the natural morphisms.
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Proof. Follows from 1.4.9 and 2.3.5. ¤
Corollary 2.4.7 Let Y be a closed subset of X and c ≤ codim(Y, X). Let
α ∈ K0(D(X)perf) and β ∈ K0(DY (X)perf). Then we have

clcY (α⊗L
OX

β) = χ(α) ∪ clcY (β).

Proof. The problem being local in X we may assume that X = Spec(A)
is affine with Ω1

X/S free of constant rank, c = depthY (OX) and α = [E·],
β = [F ·] where E· and F · are strictly perfect complexes of vector bundles
of constant rank. Let J be an ideal of A such that Spec(A/J) = Y . For
c = 0 the assertion follows from 2.3.3 (b). Let us assume that c > 0 in what
follows. By [G, 3.6] we find an A-regular sequence a1, . . . , ac in J . Let Y ′

denote the closed subscheme of X defined by the ideal (a1, . . . , ac), and let
U = X − Y . Then c = depthY ′(OX) and

clY ′(α⊗L
OX

β) = χ(E·) ∪ clY ′(β)

by the formula (1) on page 42 noting that Hk(X, Ωk
X/S) = 0 for all k ≥ 1.

Consider the natural exact sequence

. . . H2c−1
U∩Y ′(U, τ≥c(Ω

·
U/S)) → H2c

Y (X, τ≥c(Ω
·
X/S)) → H2c

Y ′(X, τ≥c(Ω
·
X/S)) . . .

From the proof of 1.4.9 it follows that H2c−1
U∩Y ′(U, τ≥c(Ω

·
U/S)) = 0 because

depthU∩Y ′(OU) ≥ c. Now we may complete the proof by applying 2.4.6 and
using the naturality of the cup product. ¤

Our next objective is to show that the cycle maps we have constructed are
compatible with Künneth morphisms. For that purpose consider a cartesian
diagram

Z
p−−−→ Y

q

y
yg

X
f−−−→ S

where f and g are smooth morphisms. Suppose that X ′, Y ′ are closed subsets
of X, Y and c, d are natural numbers satisfying c ≤ codim(X ′, X) and
d ≤ codim(Y ′, Y ). Setting Z ′ = p−1(Y ′) ∩ q−1(X ′) suppose in addition that
c + d ≤ codim(Z ′, Z). There is a natural Künneth map

κ : K0(DX′(X)perf)⊗Z K0(DY ′(Y )perf) → K0(DZ′(Z)perf)

sending [E·]⊗ [F ·] to q∗(E·)⊗L
OZ

p∗(F ·). Recall that we have a Künneth map
for De Rham cohomology

κ̃ : H2c
X′(X, τ≥c(Ω

·
X/S))⊗Z H2d

Y ′(Y, τ≥d(Ω
·
Y/S)) → H

2(c+d)
Z′ (Z, τ≥c+d(Ω

·
Z/S))

which commutes with cup products.
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Proposition 2.4.8 With respect to the previous data suppose we are given
α ∈ K0(DX′(X)perf) and β ∈ K0(DY ′(Y )perf). Then

clc+d
Z′ (κ(α⊗ β)) = κ̃(clcX′(α)⊗ cldY ′(β)).

Proof. As κ̃ commutes with cup products we get

κ̃(clcX′(α)⊗ cldY ′(β)) = κ̃(clcX′(α)⊗ 1) ∪ κ̃(1⊗ cldY ′(β)).

Now it is easily checked that the pull back

q∗ : H2c
X′(X, τ≥c(Ω

·
X/S)) → H2c

q−1(X′)(Z, τ≥c(Ω
·
Z/S))

is nothing but κ̃ ◦ (idH2c
X′ (X, τ≥c(Ω

·
X/S

)) ⊗ 1) and similarly for p∗. Thus we infer

κ̃(clcX′(α)⊗ 1) ∪ κ̃(1⊗ cldY ′(β)) = q∗(clcX′(α)) ∪ p∗(cldY ′(β))

= clcq−1(X′)(q
∗(α)) ∪ cldp−1(Y ′)(p

∗(β))

= clc+d
Z′ (κ(α⊗ β))

using 2.4.3 (a) and 2.4.4. ¤

Next we examine whether our cycle map is homotopy invariant. As for
affine bundles the situation is quite complicated we will restrict ourselves to
regular schemes, i.e. we assume that X is a regular, separated and noetherian
scheme. Let F be a vector bundle on X, X ′ = A(F) the corresponding
affine bundle scheme with projection p : X ′ → X. Suppose we are given
two sections s0, s1 : X ↪→ X ′ over X. Let Y be a closed subset of X and
Y ′ = f−1(Y ). In what follows we shall consider Thomason’s K-theory spectra
K( ) (see [TT, 3]) and likewise the Bass K-Theory spectra KB(X on Y ) and
KB(X ′ on Y ′) which were constructed in [TT, 6].

Lemma 2.4.9 The map p induces a weak homotopy equivalence of K-theory
spectra p∗ : KB(X on Y ) −→ KB(X ′ on Y ′).

Proof. For Z = X the map p∗ : K(X) → K(X ′) is a homotopy equivalence
by [Q1, 7, 4.1] and [TT, 3.13, 3.21]. Consider the natural commutative
diagram of maps of spectra

K(X)
p∗−−−→ K(X ′)y

y
KB(X)

p∗−−−→ KB(X ′)
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where the vertical maps are the canonical morphisms (see [TT, 6.5]). As these
vertical maps are homotopy equivalences by [TT, 6.8 (b)] the assertion holds
for Z = X. The general case now follows from the 5-lemma and Thomason’s
localization theorem ([TT, 7.4]). ¤

Passing to the first homotopy groups of these spectra we obtain

Corollary 2.4.10 The map Lp∗ : K0(DY (X)perf) → K0(DY ′(X
′)perf) is an

isomorphism.

Corollary 2.4.11 We have Ls∗0 = Ls∗1 where Ls∗0 and Ls∗1 are considered as
maps K0(DY ′(X

′)perf) → K0(DY (X)perf).

Now homotopy invariance is an immediate consequence of 2.4.3 (b) and
2.4.11

Corollary 2.4.12 For c ≤ codim(Y, X) we have s∗0 ◦ clcY ′ = s∗1 ◦ clcY ′.

Note that in our situation we always have codim(Y, X) = codim(Y ′, X ′)
which results from the following lemma.

Lemma 2.4.13 Let g : W ′ → W be a faithfully flat morphism of Cohen-
Macaulay schemes. Then codim(V, W ) = codim(f−1(V ), W ′) for every
closed subset V of W .

Proof. The proof is formally the same as in 1.4.11. ¤

2.5 Cycle classes and intersection theory

Let X be a noetherian scheme. We shall consider a sequence of spectra
induced by the notion of codimension. More precisely given r ∈ N let Cr(X)
denote the full subcategory of C(OX) consisting of all perfect complexes E·

which satisfy codim(|E·|, X) ≥ r, where |E·| denotes the support of E·.

Lemma 2.5.1 The category Cr(X) has the following properties:

(a) It is closed under finite degree shifts.

(b) It is closed under quasi-isomorphisms.

(c) Given an exact sequence 0 → E · → F · → G· → 0 in C(OX) such that
two of the complexes E·, F ·, G· are in Cr(X) then the third one is also
in Cr(X).
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Proof. Obvious. ¤

Combining 2.5.1 and [TT, 1.1.2, 1.3.6] we get

Corollary 2.5.2 Cr(X) is a complicial biWaldhausen category with respect
to the following two structures:

(1) The cofibrations are all monomorphisms, the quotient maps all epimor-
phisms (with respect to C(OX)), and the weak equivalences are all quasi-
isomorphisms.

(2) The cofibrations are all degree-wise split monomorphisms, the quotient
maps all degree-wise split epimorphisms, and the weak equivalences are
all quasi-isomorphisms.

In both cases Cr(X) has a mapping cylinder and cocylinder satisfying the
cylinder and cocylinder axioms (cp. [TT, 1.3.1]).

For i = 1, 2 let Cr
i (X) denote the category Cr(X) considered as compli-

cial biWaldhausen with respect to the structure given by 2.5.2 (i). Then
using [TT, 1.9.2] the complicial exact inclusion Cr

2(X) → Cr
1(X) induces a

homotopy equivalence of K-theory spectra

K(Cr
2(X))

∼=−→ K(Cr
1(X)).

Henceforth we shall suppress the lower indices when we consider Cr(X) as
complicial biWaldhausen. It is clear that the homotopy category Ho(Cr(X))
is nothing but the strictly full triangulated subcategory of D(X)perf consisting
of those E· ∈ D(X)perf which satisfy codim(|E ·|, X) ≥ r.

Recall from [TT, 1.5.6] the description of K0(Cr(X)). Let F (Cr(X)) be
the free abelian group on generators [E·] where E· ∈ Cr(X), and let G(Cr(X))
be the subgroup given by the following relations:

• [E ·] = [F ·] if there is a quasi-isomorphism E· → F ·

• [F ·] = [E·] + [G·] for all cofibration sequences E · 7→ F · ³ G·.

Since Cr(X) has a mapping cylinder satisfying the cylinder axiom every ele-
ment of K0(Cr(X)) is given by [H ·] for some H · in Cr(X).

Let X be a regular scheme. Sending E · ∈ Cr(X) to clr|E·|(E
·) yields a

map F (Cr(X)) → H2r
DR(X, τ≥r(Ω

·
X/S)), and using 2.4.1, 2.4.6 we see that

G(Cr(X)) is contained in its kernel. Thus we get a homomorphism

clrX : K0(Cr(X)) → H2r
DR(X, τ≥r(Ω

·
X/S)).
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It is clear that the image of the natural map K0(Cr+1(X)) → K0(Cr(X))
which is induced by the complicial exact inclusion Cr+1(X) ↪→ Cr(X) is

contained in the kernel of clrX . We denote this image by K̃0(Cr(X)).

We can interpret clrX as a direct limit of the cycle maps constructed in
2.4.1 as follows: Let VX(r) denote the set of closed subsets Y of X satisfying
codim(Y, X) ≥ r. Clearly VX(r) is a directed set with respect to inclusion.
Given Y ∈ VX(r) let CY denote the full additive subcategory of C(OX) con-
sisting of all those perfect complexes whose support is contained in Y . Then
the assertions 2.5.1 and 2.5.2 also hold for CY , and the K-theory spectrum
K(CY ) is just the spectrum K(X on Y ) of [TT]. We have canonical complicial
exact inclusions CY ↪→ Cr(X) and CZ ↪→ CY for Z ⊆ Y closed. This yields a
map of spectra

τ r : lim−→
Y ∈VX(r)

K(CY ) → K(Cr(X)).

Proposition 2.5.3

(a) τ r is a homotopy equivalence.

(b) With respect to the identification given by (a) we have clrX = lim−→
Y ∈VX(r)

clrY .

Proof. (b) follows from (a) and the construction of clrX . To prove (a) observe
that we have

lim−→
Y ∈VX(r)

CY = Cr(X).

As the construction of K( ) preserves direct colimits of biWaldhausen cate-
gories we are done. ¤

Our next objective is to show that clrX is contravariant with respect to
flat morphisms. More precisely consider a commutative diagram

X ′ −−−→ S ′

f

y
y

X −−−→ S

where the horizontal morphisms are smooth, f is flat and X ′ is a regular
scheme. For Y ∈ V(r) we have f−1(Y ) ∈ VX′(r), and moreover f ∗(E·) ∈
D(X ′)perf if E· ∈ D(X)perf . Thus the inverse image f ∗ induces exact functors
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CY → Cf−1(Y ) and Cr(X) → Cr(X ′). Passing to the associated maps of
spectra we obtain a commutative diagram

K(CY )
f∗−−−→ K(Cf−1(Y ))y

y
K(Cr(X))

f∗−−−→ K(Cr(X ′))

.

Proposition 2.5.4 With respect to the previous data the diagram

K0(Cr(X))
clrX−−−→ H2r

DR(X, τ≥r(Ω
·
X/S))

f∗
y

yf∗

K0(Cr(X ′))
clr

X′−−−→ H2r
DR(X ′, τ≥r(Ω

·
X′/S′))

is commutative.

Proof. Let E· ∈ Cr(X), Y = |E ·| and Y ′ = f−1(Y ). Then Y ′ = |f ∗(E ·)| by
[T, 3.3 (b)] and

f ∗(clrY (E·)) = clrY ′(f
∗(E ·))

by 2.4.3. ¤

For the rest of this section we fix an arbitrary regular base scheme S.
All schemes will be of finite type and separated over S, the morphisms be-
tween schemes will be S-morphisms. Unless stated otherwise X will denote a
smooth S-scheme. Let Mr(X) denote the Serre subcategory of the category
of coherent OX-modules consisting of those coherent sheaves whose support
is of codimension ≥ r. We may consider Mr(X) in an evident way as an ex-
act category and therefore as a biWaldhausen category ([TT, 1.9.2]). Using
[SGA 6, IV, 2.5] we get an exact inclusion Mr(X) ↪→ Cr(X).

Proposition 2.5.5 The inclusion Mr(X) ↪→ Cr(X) induces a homotopy

equivalence of K-theory spectra K(Mr(X))
∼=−→ K(Cr(X)). In particular

K(Cr(X)) is naturally homotopy equivalent to Quillen’s K-theory spectrum
of Mr(X).

Proof. The second part is clear by [W, 1.9]. The first part results from
2.5.3, [Q1, 5, (5.1)] and the relative version of [TT, 3.21]. ¤

Given r ≥ 0 let Zr(X) denote the group of codimension r cycles on
X. The group of cycles on X is then given by Z(X) =

⊕
r∈N Zr(X). We
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have a canonical map Zr(X) → K0(Mr(X)) which sends a closed integral
r-codimensional subscheme V of X to [OV ], the latter being the class of
the sheaf OV in K0(Mr(X)). Composing this map with the isomorphism

K0(Mr(X))
∼=−→ K0(Cr(X)) given by 2.5.5 and clrX we get a homomorphism

ηr
X : Zr(X) → H2r

DR(X, τ≥r(Ω
·
X/S)).

Proposition 2.5.6 Assume that α ∈ Zr(X) is rationally equivalent to zero.
Then we have ηr

X(α) = 0.

Before we can prove this statement we need two auxiliary results.

Lemma 2.5.7 Let F be a coherent OX-module, Y = Supp(F). Suppose that
codim(Y, X) ≥ r and denote by Y (r) the set of all those y ∈ Y such that the
closed integral subscheme V (y) of X with generic point y is an irreducible
component of Y satisfying codim(V (y), X) = r. Then there exists an element

w ∈ K̃0(Cr(X)) such that

[F ] =
∑

y∈Y (r)

lengthOX, y
(Fy) · [OV (y)] + w.

Proof. Using 2.5.5 this is proved as in [SGA 6, X, 1.1.2]. ¤
Corollary 2.5.8 Let Y be a purely r-codimensional closed subscheme of X.
Then we have ηr

X([Y ]) = clrX(OY ).

Proof. As we have remarked before the subgroup K̃0(Cr(X)) of K0(Cr(X))
is contained in the kernel of clrX . In view of 2.5.7 and [F, 1.5] this implies
the assertion. ¤

Proof of 2.5.6 Let P ∈ {0, ∞}, XP = X ×Z P and denote by sP the
corresponding section X ∼= XP ↪→ P1

X = X ×Z P1Z over X. Suppose that W
is a closed integral r-codimensional subscheme of P1

X such that W and XP

intersect properly for P = 0, ∞. By 1.4.12 this implies T orn
P1

X
(OW , OXp) = 0

for all n 6= 0. Letting Wp = Xp ∩W we may by [F, 1.6, 20.1] assume that
α = [W0] − [Wq∞]. Let q : E· → OW be a quasi-isomorphism where E · is a
bounded above complex of flat OP1

X
-modules. By hypothesis q ⊗OP1

X

OXP
is

then a quasi-isomorphism E·⊗OP1
X

OXP
→ OWP

giving us a flat resolution of

OWP
on X. Using 2.4.3 we deduce

ηr
X([WP ]) = clrX([E · ⊗OP1

X

OXP
])

= clrX(Ls∗P (E·))

= clrWP
(Ls∗P (E ·))

= s∗P (clrW (E·))
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Let DP denote the effective Cartier divisor on P1
X induced by sP . Further-

more, let sP ∗ denote the Gysin map which corresponds to sP ([B, VI, 3.1.2]).
Then by [B, VI, 4.1.5] we get

sP ∗(ηr
X([WP ])) = clrW (E·) ∪ c1(OP1

X
(DP ))

where c1( ) is the first Chern class. Since D0 and D∞ are linearly equivalent
divisors we deduce that s0 ∗(ηr

X([W0])) = s∞∗(ηr
X([W∞])) which proves the

assertion because s0 ∗, s∞∗ are injective and s0 ∗ = s∞∗. ¤

Thus the various ηr
X induce a degree zero morphism of graded groups

ηX = (ηr
X)r∈N : CH∗(X) →

⊕

r∈N
H2r

DR(X, τ≥r(Ω
·
X/S))

where CH∗(X) =
⊕

r∈NCHr(X) of course denotes the Chow group of X.
Note that H0

DR(X, Ω·
X/S) = Γ(X, Od

X) where Od
X is the sheaf of horizontal

sections of the canonical exterior differentiation d : OX → Ω1
X/S. Now we

obtain the following normalization result.

Proposition 2.5.9 ηX([X]) = 1.

Proof. Indeed, by 2.5.8 and construction we have

ηX([X]) = η0
X([X]) = cl0X([OX ]) = χ(OX) = 1. ¤

Since we are working over an arbitrary regular base scheme S we have to
use a variant of the ordinary dimension of schemes (which we have implicitly
used in the proof of 2.5.6) due to Fulton (see [F, 20]). Let f : Y → S be an
integral scheme and T the closure of f(Y ) in S. According to [loc. cit.] the
S-dimension of Y is given by

dimSY = trdg(F (Y )/F (T ))− codim(T, S).

Here F ( ) denotes the corresponding function fields and trdg( ) the degree
of transcendence. If Y is not necessarily an integral scheme, we define its
S-dimension to be the least upper bound of the dimSV where V runs over
all closed integral subschemes of Y . Note that dimSY = dim(Y ) if S is the
spectrum of a field. We need the following result which is proved in [F, 20.1].

Lemma 2.5.10 Let V be an integral scheme and W a closed integral sub-
scheme of Y . Then

dimSV = dimSW + codim(W, V ).
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Recall that in our context a morphism f : Y → Z is of relative dimension
d if the following condition is satisfied:

• If V is a closed integral subscheme of Z and V ′ an irreducible compo-
nent of f−1(V ), then dimSV ′ = dimSV + d.

Having defined this notion we can deduce a simple consequence.

Lemma 2.5.11 Suppose that f : Y → Z is a flat morphism of some relative
dimension d, V is a closed integral subscheme of Z whose codimension is k
and f−1(V ) 6= ∅. Then f−1(V ) is a purely k-codimensional closed subscheme
of Y . In particular the induced pull back morphism on the corresponding
Chow groups f ∗ : CH∗(Z) → CH∗(Y ) is a graded map of degree zero.

Proof. Let W be an irreducible component of Z containing V such that
codim(V, W ) = k. Choose an irreducible component V ′ of f−1(V ) and an
irreducible component W ′ of f−1(W ) which contains V ′. Note that such
a W ′ is an irreducible component of Y and also f(V ′) = V because f is
”generisant”. By hypothesis and 2.5.10 we then get

codim(V ′, W ′) = dimSW ′ − dimSV ′

= (dimSW + d)− (dimSV + d)

= codim(W, V )

= k

and therefore codim(f−1(V ), Y ) ≤ k. Let now be U ′ any irreducible com-
ponent of Y with generic point ξ such that V ′ ⊆ U ′. If U denotes the
closed integral subscheme of Z with generic point f(ξ) then using again the
fact that f is ”generisant” we see that U is an irreducible component of
Z, and U ′ is a fortiori an irreducible component of f−1(U). Noting that
V = f(V ′) ⊆ f(U ′) = U we get codim(V ′, U ′) = codim(V, U) in a similar
way as before and thus codim(f−1(V ), Y ) ≥ k. ¤

Using 2.5.4 and 2.5.11 we obtain

Proposition 2.5.12 Let f : Y → X be a flat morphism of some relative
dimension between smooth schemes. Then

ηY ◦ f ∗ = f ∗ ◦ ηX .

Recall our convention that X denotes a smooth scheme. We want to
investigate whether the map ηX preserves intersection products. According
to [F, Chap. 8, Chap. 20] an intersection product making CH∗(X) into a
commutative graded unitary ring is only defined in the following cases:
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• S = Spec(k) where k is a field.

• S is a one-dimensional regular scheme.

Since both constructions make use of Gysin maps defined for Chow groups
and the compatibility of De Rham cohomology with these morphisms is not
well understood at all, we will restrict ourselves to the algebraic, quasi-
projective case.

Proposition 2.5.13 Suppose that X is smooth and quasi-projective over
S = Spec(k) where k is a field. Then for α, β ∈ CH∗(X) we have

ηX(α · β) = ηX(α) ∪ ηX(β).

Proof. By linearity we may assume that α = [V ], β = [W ] for closed
subschemes V , W of X of pure codimension p, q. Using the moving lemma
([Ro]) we may assume that V and W intersect properly. Thus

α · β =
∑

i

(−1)i[T ori
OX

(OV , OW )].

Let E · → OV and F · → OW be quasi-isomorphisms where E · and F · are
bounded above complexes of flat OX-modules. For r ∈ N the inverse of the

isomorphism K0(Mr(X))
∼=−→ K0(Cr(X)) induced by 2.5.5 is easily seen to

be given by sending G· ∈ Cr(X) to
∑

i

(−1)i [H i(G·)].

Using 2.5.7 it follows that

ηX(α · β) = clp+q
X (E· ⊗OX

F ·).

Let Y = Supp(E ·⊗OX
F ·). Then by construction of clp+q

X , 1.4.13, 2.4.4, 2.4.6
and 2.5.8 we get

clp+q
X (E· ⊗OX

F ·) = clp+q
Y (E · ⊗OX

F ·)

= clp+q
V ∩W (E· ⊗OX

F ·)

= clpV (E ·) ∪ clqW (F ·)

= clpX(E ·) ∪ clqX(F ·)

= ηX(α) ∪ ηX(β)

which proves the assertion. ¤

Suppose that S = Spec(k) where k is a field of characteristic zero and Y
is a closed integral subscheme of X. Then Hartshorne constructs in [H2] a
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cycle class for Y in H2d
DR(X/S) where d = codim(Y, X). This class coincides

with our ηX([Y ]) since by the dimension theorem of [loc. cit.] we may assume
that Y is smooth and in that case we may apply 2.4.5.

To end this section we want to construct Gysin maps for the spectra we
have introduced at the beginning. In what follows X denotes an arbitrary
scheme, not necessarily smooth over S. First we need another result whose
proof may be found in [F, 20.1].

Lemma 2.5.14 Let f : X → Y be a dominant morphism of integral schemes.
Then we have dimSX = dimSY + trdg(F (X)/F (Y )).

We use this statement to show

Lemma 2.5.15 Let f : X → Y be a closed morphism of relative dimension
d and V a closed subset of X. Then we have

codim(f(V ), Y ) ≥ codim(V, X)− d.

Proof. We may assume that V is a closed integral subscheme of X. Let W
be an irreducible component of X with V ⊆ W . By [EGA IV, (14.2.2.3)] we
have

codim(f(V ), Y ) ≥ codim(f(V ), f(W )) + codim(f(W ), Y )

where f(W ) is closed and irreducible because f is closed. Using this equation
and 2.5.10, 2.5.14 we deduce

codim(V, W ) = dimSW − dimSV

≤ dimSW − dimSf(V )

= dimSf(W ) + d− dimSf(V )

= codim(f(V ), f(W )) + d

≤ codim(f(V ), Y ) + d. ¤

Proposition 2.5.16 Suppose that f : X → Y is a proper and perfect mor-
phism. Then for a closed subset Z of X the functor Rf∗ maps DZ(X) into
Df(Z)(Y ).

Proof. By [TT, 2.5.4] the functor Rf∗ maps D(X)perf into D(Y )perf . To
complete the proof it suffices to show that for a perfect complex E· on X
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the inclusion |Rf∗(E·)| ⊆ f∗(|E·|) holds. Assume that this is false and let
U = X − |E ·| which is an open subset of X. Consider the fibre square

f−1(U)
f ′−−−→ Uy

y
X

f−−−→ Y

By assumption we have Rf∗(E·)|U 6= 0. But E·|f−1(U) = 0 because of
f−1(U) ⊆ X − |E·|, and also Rf∗(E·)|U = Rf ′∗(E

·|f−1(U)) by base change
which yields a contradiction. ¤

Let f : X → Y be a proper and perfect morphism between (not necessarily
smooth) S-schemes. In the light of 2.5.15 and 2.5.16 we are going to show that
the functor Rf∗ induces a morphism of spectra K(Cr(X)) → K(Cr−d(X)) for
r ∈ N where we let Cr−d(X) = 0 if r − d < 0. Here by a morphism we
mean a morphism in the stable homotopy category of CW-spectra (see [A]
or [Ma]) because we have to replace the codimension spectra by homotopy
equivalent spectra. This is what we intend to do in the following. Given
any scheme X let Cr

flab(X) denote the full additive subcategory of Cr(X)
consisting of those E· ∈ Cr(X) such that E · is bounded below and each
En is a flabby OX-module. In particular each object of Cr

flab(X) is a K-
flabby complex in the sense of [Sp] and is deployed for computing Rf∗. It
is easily checked that this category is a complicial biWaldhausen category
with respect to the default structure of [TT], i.e. the cofibrations are the
degree-wise split monomorphisms whose cokernel is also an object of Cr

flab(X)
and the weak equivalences are the quasi-isomorphisms. Clearly the inclusion
Cr

flab(X) ↪→ Cr(X) is complicial exact. As Cr
flab(X) is closed under finite

degree shifts and in addition under extensions in C(OX) it results from [TT,
1.3.6] that this category has a mapping cylinder and cocylinder satisfying the
cylinder and cocylinder axiom.

Lemma 2.5.17 The canonical inclusion Cr
flab(X) ↪→ Cr(X) induces a homo-

topy equivalence of K-theory spectra K(Cr
flab(X))

∼=−→ K(Cr(X)).

Proof. This follows from [TT, 1.9.8] because the induced functor between
the corresponding homotopy categories Ho(Cr

flab(X)) → Ho(Cr(X)) is easily
seen to be an equivalence. ¤

Proposition 2.5.18 Suppose that f : X → Y is a proper and perfect mor-
phism of relative dimension d. Then f∗ maps Cr

flab(X) into Cr−d
flab (Y ). More-

over, the resulting functor f! : Cr
flab(X) → Cr−d

flab (Y ) is complicial exact.
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Proof. For E· ∈ Cr
flab(X) we have f∗(E·) ∈ Cr−d

flab (Y ) by 2.5.15, 2.5.16 and
[Sp, 5.15 (b), 6.7 (a)]. To establish the second part of the assertion we only
have to show that f∗ preserves quasi-isomorphisms in Cr

flab(X) which holds
e.g. by [Sp, 5.16]. ¤

Passing to the stable homotopy category we thus obtain Gysin maps of
spectra

f! : K(Cr(X)) → K(Cr−d(Y ))

which are clearly functorial. Given a proper and perfect morphism f : X → Y
of some relative dimension between arbitrary schemes then f∗ induces a com-
plicial exact functor C0

flab(X) → C0
flab(Y ) which in turn gives us a morphism

of spectra f∗ : K(X) → K(Y ). It is clear that the diagram

K(Cr(X))
f!−−−→ K(Cr−d(Y ))y

y
K(X)

f∗−−−→ K(Y )

is commutative where the vertical maps are induced by the corresponding
complicial exact inclusions.
Given a regular scheme X we denote by Filr(X) the r-th component of the
topological filtration on K0(X). Recall that Filr(X) is given by the image of
the natural map K0(Cr(X)) → K0(X). Let

grTop(X) =
⊕

r

(Filr(X)/Filr+1(X))

denote the associated graded group. Using the above commutative diagram
we see that for a proper and perfect morphism f : X → Y of some relative
dimension there results a Gysin map

f! : grTop(X) → grTop(Y )

which is of degree −d. Recall that X satisfies Gersten’s condition if the
inclusions

Cr+1(Spec(OX, x)) ↪→ Cr(Spec(OX, x))

induce zero on K-groups for every r ∈ N and all x ∈ X. Quillen has proved
that X satisfies Gersten’s condition if it is (regular and) of finite type over a
field ([Q1, 5.11]).
If X is regular and V is a r-codimensional closed integral subscheme of X
then OV ∈ Filr(X) and thus

V 7→ class of OV mod Filr+1(X)
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defines a degree zero map of graded groups ηX : Z(X) → grtop(X). Moreover,
if X satisfies Gersten’s condition it was shown in [Gi] that

(a) the topological filtration is compatible with the ring stucture on K0(X)
so that grtop(X) is a graded commutative unitary ring.

(b) the map ηX factors through rational equivalence, the induced map
ηX : CH∗(X) → grtop(X) is surjective and becomes an isomorphism
after tensoring with Q.

Recall that for a flat morphism f : X → Y we have constructed pull-backs
f ∗ : K(Cr(Y )) → K(Cr(X)) making the diagram

K(Cr(Y ))
f∗−−−→ K(Cr(X))y

y
K(Y )

f∗−−−→ K(X)

commutative. Hence we get a degree zero map f ∗ : grTop(Y ) → grTop(X)
which is a ringhomomorphism if X and Y satisfy Gersten’s condition.

Proposition 2.5.19 (Projection Formula) Let f : X → Y be a morphism of
relative dimension which is proper, perfect and flat. Suppose in addition that
X and Y satisfy Gersten’s condition. Then for elements x ∈ grTop(X) and
y ∈ grTop(Y ) we have

f!(x · f ∗(y)) = f!(x) · y.

Proof. In view of the previous discussion this results from an application of
[SGA 6, III, 3.7]. ¤
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3 Crystalline cycle classes

3.1 Some descent properties for nilpotent liftings

Lemma 3.1.1 Let X be a scheme, Y a closed subscheme of X which is
defined by a nilpotent sheaf of ideals. Then X is affine ⇔ Y is affine.

Proof. The direction ”⇒” results from [EGA I, 9.1.16]. For ”⇐” let J
denote the ideal sheaf which defines Y in X. Then for k ≥ 0 the OX-
modules J k/J k+1 are quasi-coherent and thus they are quasi-coherent as
OY -modules ([EGA I, 2.2.4]). Hence we conclude by [EGA I, 2.3.5] that X
is affine. ¤

For the next three results suppose we are given a commutative diagram
of scheme morphisms

Y0
F0−−−→ X0

i

y
yj (∗)

Y
F−−−→ X.

where i and j are locally nilpotent closed immersions.

Lemma 3.1.2

(a) F is affine ⇔ F0 is affine.

(b) F is separated ⇔ F0 is separated.

(c) F is quasi-separated ⇔ F0 is quasi-separated.

(d) F is quasi-compact ⇔ F0 is quasi-compact.

Proof. (a) ”⇒” holds by [EGA I, 9.1.16 (v)], whereas ”⇐” follows easily
from 3.1.1.
(b) ”⇒” holds by [EGA I, 5.3.1 (v)]. Using the commutative diagram

Xred
Fred−−−→ Xredy

y
X0

F0−−−→ X0

where the vertical maps are the canonical closed immersions, we see that the
morphism Fred is separated ([EGA I, 5.3.1 (v)]) which in turn implies that
F is separated ([loc. cit., 5.3.1 (vi)]).
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(c) Follows from [EGA I, 6.1.9 (v), (vi)] because i is quasi-compact and
surjective.
(d) is clear since i and j are homeomorphisms. ¤

Proposition 3.1.3

(a) Assume that the ideal sheaf of Y0 in Y is of finite type. Then F is
(locally) of finite type ⇔ F0 is (locally) of finite type.

(b) Assume that the ideal sheaf of X0 in X is of finite type and (∗) is
cartesian. Then F is finite ⇔ F0 is finite.

Proof. (a) We only have to show that F is locally of finite type if F0 has this
property. Let y ∈ Y , x = F (y). Using 3.1.1 and [EGA I, 6.2.1.1] there exist
affine open subsets U0, V0 of X0, Y0 such that x ∈ U0, y ∈ V0, F0(V0) ⊆ U0

and the following conditions are satisfied:

(1) Let A(U0) = Γ(U0, OX0) and A(V0) = Γ(V0, OY0). Then A(V0) is an
A(U0)-algebra of finite type.

(2) If U , V denote the open subsets of X, Y corresponding to U0, V0 then
U and V are affine.

(3) The ideal J of A(V ) which defines A(V0) is nilpotent and finitely gen-
erated as an A(V )-module.

By assumption there exist n ∈ N and a surjective ringhomomorphism

ψ0 : A(U0)[T1, . . . , Tn] → A(V0)

with indeterminates T1, . . . , Tn such that ψ0|A(U0) is the natural morphism
A(U0) → A(V0). Hence there exists a ringhomomorphism

ψ : A(U)[T1, . . . , Tn] → A(V )

such that ψ|A(U) is the map A(U) → A(V ) and the diagram

A(U)[T1, . . . , Tn]
ψ−−−→ A(V )y

y
A(U0)[T1, . . . , Tn]

ψ0−−−→ A(V0) = A(V )/J · A(V )

commutes, where the vertical morphisms are the canonical surjections. Let
{s1, . . . , sk} be a set of generators for J . Then there exists a unique ringho-
momorphism

ϕ : A(U)[T1, . . . , Tn, Tn+1, . . . , Tn+k] → A(V )
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such that ϕ|A(U)[T1, . . . , Tn] = ψ and ϕ(Tn+p) = sp for 1 ≤ p ≤ k. Using
(3) and the previous commutative diagram it is easily checked that ϕ is
surjective. Hence F is locally of finite type.
(b) ”⇒” holds by [EGA II, 6.1.5]. ”⇐” By 3.1.2 (a) F is affine. Hence
we are reduced to considering the case where X = Spec(A), Y = Spec(B),
X0 = Spec(A/I), Y0 = Spec(B/J) for rings A, B and nilpotent, finitely
generated ideals I, J of A, B. Let ϕ : A → B be the ringhomorphism which
corresponds to F . Then by hypothesis we have ϕ(I) · B = J and therefore
ϕ(In) ·B = Jn for all n ≥ 1. It suffices to prove that Jn is a finite A-module
for all n ≥ 1 which is clear in case of n >> 0 because J is nilpotent. Suppose
that Jn+1 is a finite A-module and let us prove that then Jn is finitely
generated. Choose a finite set {e1, . . . , ek} generating the A-module In and
a finite set of elements {f1, . . . , fl} of B whose residue classes generate B/J
as an A-module. If we then pick generators g1, . . . , gm of the A-module Jn+1

it is easily seen that the collection

{ϕ(ei) · fj ; 1 ≤ i ≤ k, 1 ≤ j ≤ l} ∪ {g1, . . . , gm}

generates Jn as an A-module. ¤

Combining 3.1.3 and [EGA I, 6.1.13 and 6.2.1.2] we obtain

Corollary 3.1.4 With respect to the hypotheses of 3.1.4 (a) assume in ad-
dition that X is locally noetherian. Then F is (locally) of finite presentation
⇔ F0 is (locally) of finite presentation.

3.2 The De Rham complex of a smooth formal scheme

All formal schemes we shall consider are supposed to be locally noetherian.
Let f : X → Y be an adic morphism. We fix an ideal of definition J of Y

and set Yn = (Y, OY/J n+1), Xn = (X, OX/f ∗(J )n+1 · OX) for n ≥ 0. Then
Xn and Yn are locally noetherian schemes. We shall say that f is (formally)
smooth if the induced morphism fn : Xn → Yn is (formally) smooth for every
n. Then we have the following characterization of formally smooth mor-
phisms between formal schemes which shows that formal smoothness does
not depend on the choice of J .

Lemma 3.2.1 For an adic morphism f : X → Y the following assertions
are equivalent:

(a) f is formally smooth.
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(b) For every x ∈ X there exist open, formally affine noetherian neighbour-
hoods U = Spf(A), V = Spf(B) of x, f(x) such that f(U) ⊆ V and
making A via the induced map U → V to a formally smooth B-algebra
(in the sense of [EGA 0IV, 19.3.1]).

Proof. This follows from the following references: [EGA I, 10.12.3] and
[EGA 0IV, 19.4.2], [EGA IV, 17.1.2 (i), 17.1.6]. ¤

As a criterion for smoothness we state

Proposition 3.2.2 Suppose that f : X → Y is an adic morphism such that
each fn : Xn → Yn is flat. Then f is smooth ⇔ f0 is smooth.

Proof. Taking into account that each fn is locally of finite presentation by
3.1.4 the condition is sufficient by [EGA IV, 17.8.2]. ¤

Let f : X → Y be a smooth morphism of formal schemes. Given n ≥ 0
and p ∈ N we shall write Ωp

Xn
instead of Ωp

Xn/Yn
in what follows. For m ≤ n

consider the cartesian square

Xm
fm−−−→ Ym

umn

y
y

Xn
fn−−−→ Yn

where the vertical maps are the natural transition morphisms. We obviously
have u∗mn(Ωp

Xn
) = Ωp

Xm
and thus by [EGA I, 10.11.3] the sequence (Ωp

Xn
)n≥0

gives rise to a coherent OX-module Ωp
X/Y which is locally free of finite rank

([loc. cit., 10.11.10]). More precisely if un : Xn → X denotes the structure
morphism then

Ωp
X/Y = lim←−

n≥0

un∗(Ω
p
Xn

)

where the projective limit is taken in the category of sheaves on X with
values in the category of topological spaces. Note that for an open and quasi-
compact subset U of X the space un∗(Ω

p
Xn

)(U) carries the discrete topology
([EGA 0I, 3.9.1]). For m ≤ n we have a commutative diagram

Ωp
Xn

−−−→ umn∗(Ω
p
Xm

)

dp

Ω·
Xn

y
yumn∗(dp

Ω·
Xm

)

Ωp+1
Xn

−−−→ umn∗(Ω
p+1
Xm

)
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where the horizontal maps are given by adjunction. Thus we deduce that
the collection (un∗(d

p
Ω·Xn

))n yields a morphism between projective systems

(un∗(Ω
p
Xn

))n −→ (un∗(Ω
p+1
Xn

))n

of sheaves on X. Taking the projective limit we get a (continuous) f−1OY-
linear homomorphism dp : Ωp

X/Y → Ωp+1
X/Y which clearly satisfies dp+1 ◦ dp = 0.

The resulting complex (Ω·
X/Y, d·) defines the De Rham complex of X/Y.

3.3 Formal liftings

Let S be a locally noetherian scheme, J ⊆ OS a sheaf of ideals. Given
n ≥ 0 we set Sn = (S, OS/J n+1) and denote by Ŝ the completion of S
along J which is a locally noetherian formal scheme ([EGA I, 10.8.4]). The

completion Ĵ of J gives us a natural ideal of definition. Moreover, the
powers Ĵ , Ĵ 2, . . . form a fundamental system of ideals of definition. We
will assume throughout that all formal schemes over the completion Ŝ are
adic.
Given an S0-scheme X0 by a (formal) lifting of X over Ŝ we shall mean a

formal scheme g : X → Ŝ such that X0 and X0 = (X, OX/g∗(Ĵ ) · OX) are
isomorphic as S0-schemes. In such a situation we will always identify X0 and
X0. Similarly a (formal) lifting of a morphism f : X0 → Y0 of S0-schemes

shall be given by an Ŝ-map F : X → Y such that F0 = f (where F0 is taken

with respect to Ĵ ). In particular X/Ŝ and Y/Ŝ are then formal liftings of X0

and Y0 respectively. Our first result deals with the existence of such liftings.

Proposition 3.3.1 Suppose that X0/S0 is smooth and x0 ∈ X0. Then there

exists an open neighbourhood U0 of x0 in X0 and a smooth formal lifting U/Ŝ
of U0/S0.

Proof. By [EGA IV, 18.1.1] there exists a smooth morphism f : U → S
and an S0-isomorphism U ×S S0

∼= U0. Let X be the completion of U along
U0. Then X is a locally noetherian formal scheme by [EGA I, 10.8.4]. Fur-

thermore, the structure morphism f̂ : X → Ŝ is adic ([loc. cit., 10.9.5]) and
evidently smooth. ¤

Proposition 3.3.2 Let X0/S0 be smooth, and let X/Ŝ, X′/Ŝ be two smooth

liftings of X0/S0. Then X and X′ are locally isomorphic over Ŝ.

Proof. In fact by [B, VI, 3.3.4] a slightly more general result holds. ¤
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Proposition 3.3.3 Let f : X0 → Y0 be a morphism of smooth S0-schemes
and x ∈ X0, y = f(x0). Then there exist open neighbourhoods U0 and V0 of
the points x0 and y0 respectively such that the following holds:

(a) f(U0) ⊆ V0

(b) f |U0 : U0 → V0 has a (smooth) formal lifting.

Moreover, if X0 = Y0 then the (smooth) formal lifting may be chosen in such
a way that its source and target coincide.

Proof. By the smoothness assumption we find affine open neighbourhoods
U0, V0 of x0, y0 such that f(U0) ⊆ V0 and

U0 ↪→ X0 → S0 = U0
g0→ S0[T1, . . . , Tk0 ]

p0→ S0

V0 ↪→ Y0 → S0 = V0
h0→ S0[T1, . . . , Tl0 ]

q0→ S0

where g0, h0 are étale, the Ti are indeterminates and p0, q0 denote the canon-
ical projections. Using [EGA IV, 18.1.2] we deduce that there exist smooth
S1-schemes U1, V1 such that U0 = U1 ×S1 S0 and V0 = V1 ×S1 S0. Let
f0 = f |U0 : U0 → V0. Because U1 is affine (3.1.1) and V1 is smooth over S1

there exists an S1-morphism f1 : U1 → V1 such that the diagram

V0 −−−→ V1

f0

y
yf1

U0 −−−→ U1

commutes where the horizontal maps are the injections. By [EGA 0I, 1.2.9]
we even know that this diagram is cartesian. Iterating this process we find
adic, inductive (Sn)-systems (Un), (Vn) (in the sense of [EGA I, 10.12.2]) and
a morphism (fn) : (Un) → (Vn) between them. Thus by [loc. cit., 10.12.3]

forming lim−→
n

fn we get a morphism lim−→
n

Un → lim−→
n

Vn of Ŝ-adic (smooth) formal

schemes which lifts f0. ¤

Thus we see that any morphism of smooth S0-schemes has a formal lifting
at least locally.
Let us now consider (relative) formal liftings of OX0-modules and their homo-
morphisms. Given a coherent OX0-module F0 a formal lifting of F (relative

to Ŝ) shall consist of the following data:

(a) A formal scheme X which lifts X0 over Ŝ.
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(b) A coherent OX-module F such that u∗0(F) ∼= F where u0 : X0 → X

denotes the canonical morphism.

It should be clear what we shall mean by a formal lifting (relative to Ŝ) of a
morphism of coherent OX0-modules.

Proposition 3.3.4 Let X be a noetherian formal affine scheme over Ŝ. Let
F and G be two vector bundles on X. Then any morphism of vector bundles
F0 → G0 on X0 can be lifted to a morphism F → G.

Proof. Let R be a commutative ring, I a nilpotent ideal of R and de-
note by P(R) (resp. P(R/I)) the category of finitely generated projective
R-modules (resp. R/I-modules). Then it is well known that the functor
P(R) → P(R/I) induced by the tensor product ∗ ⊗R R/I is essentially sur-
jective and full (e.g. by [SGA 5, XV, §3, no.3, Lemme 3]). Using this result,
[EGA I, 10.11.3] and the construction we have used in the proof of 3.3.3 the
assertion follows easily. ¤

3.4 The relative Frobenius morphism

Given a scheme S of characteristic p (i.e. an Fp-scheme) we denote by FS its
Frobenius endomorphism. For a morphism u : X → S of schemes we get the
familiar commutative diagram

X

FX

""FX/S//

u
##GG

GG
GG

GG
GG X(p/S) //

²²

X

u

²²
S

FS // S

where the square is cartesian and FX/S denotes the relative Frobenius mor-
phism which is an integral morphism and in addition an universal homeo-
morphism ([SGA 5, XV, §1, no. 2, Prop. 2]). In the following we will use
the same notation FX/S for the ringhomomorphism OX(p/S) → FX/S∗(OX)
induced by the relative Frobenius morphism.

Lemma 3.4.1 Consider the De Rham complex (Ω·
X/S, d) of X/S. Then the

map FX/S ∗(dn) is OX(p/S)-linear for n ≥ 0.

Proof. We may assume that S = Spec(A), X = Spec(B) and u is induced
by a homomorphism ϕ : A → B of rings. Then FX/S is given by the map
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B ⊗A A → B which sends b⊗ a to ϕ(a) · bp. For a section x of Ωn
X/S we then

deduce

dn(ϕ(a)bp · x) = d0(ϕ(a)bp) · x + ϕ(a)bp · dn(x)

= pϕ(a)bp−1d0(b) · x + ϕ(a)bp · dn(x)

= ϕ(a)bp · dn(x). ¤

Lemma 3.4.2 Suppose that u : X → S is smooth of relative dimension r.
Then FX/S is a finite morphism and FX/S∗(OX) is a locally free OX(p/s)-
module of rank pr.

Proof. Using [SGA 5, XV, §1, no. 2, Prop. 1, Prop. 2 c)] we may assume
that S = Spec(A), X = Spec(A[T1, . . . , Tr]) and u is induced by the canoni-
cal homomorphism A → A[T1, . . . , Tr] with indeterminates T1, . . . , Tr. Then
by [loc. cit.] we have X(p/S) = X and FX/S is given by Ti 7→ T p

i for 1 ≤ i ≤ r.
Now it is easy to see that the set

M = {T i1
1 · . . . · T ir

r ; 0 ≤ ij ≤ p− 1, 1 ≤ j ≤ r}

yields a basis for A[T1, . . . , Tr] considered as an A[T1, . . . , Tr]-module via
FX/S. Since card(M) = pr this finishes the proof. ¤

In the situation of 4.2 it follows in addition that FX/S is flat (because it
is an affine morphism and FX/S∗(OX) is a flat OX(p/s)-module).
Another tool for our further investigations will be the Cartier isomorphism
which we are going to introduce now.

Theorem 3.4.3 (Cartier) Let u : X → S be a morphism of schemes where
S is of characteristic p. Then there exists an unique morphism of graded
OX(p/S)-algebras

C−1 :
⊕

i∈N
Ωi

X(p/S)/S −→
⊕

i∈N
H i(FX/S∗(Ω

·
X/S))

having the following properties:

(a) C−1 = FX/S in degree 0.

(b) C−1(d(x⊗ 1)) = the class of xp−1dx in H1(Ω·
X/S) for every local section

x of OX .

Moreover, if u is smooth, then C−1 is an isomorphism.
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Proof. [K, 7.2]. ¤

Suppose that X/S is smooth. Then we can give a local description of the
inverse C of the Cartier isomorphism for closed 1-forms: Let U be an open
subset of X and consider sections x1, . . . , xr of OX over U which induce an
étale S-morphism U → S[T1, . . . , Tr], i.e. such that dx1, . . . , dxr form a
basis of Ω1

U/S. Setting Di = d
dxi

for 1 ≤ i ≤ r suppose we are given

ω =
r∑

i=1

ai · dxi ∈ Ω1
X/S(U)

such that dω = 0. Then we have

Cω =
r∑

i=1

bi · (dxi ⊗ 1)

where the bi are sections of OX(p/S) over U satisfying

FX/S(bi) = −Dp−1
i ai.

See [Il, 0, 2.1] for a proof. With respect to these data we immediately deduce

Lemma 3.4.4 Let ki, li ∈ N with 0 ≤ li ≤ p−2 and assume that ai = T ki·p+li
i

for 1 ≤ i ≤ r. Then Cω = 0.

Let us now assume that X/S is smooth of relative dimension r. Then for
0 ≤ i ≤ r the wedge product induces a perfect pairing

Ωi
X/S × Ωr−i

X/S −→ Ωr
X/S.

Applying the direct image FX/S∗ to this pairing and composing it with
the canonical morphism FX/S∗(Ωr

X/S) → Hr(FX/S∗(Ω·
X/S)) and the inverse

Hr(FX/S∗(Ω·
X/S)) → Ωr

X(p/S)/S
of C−1 in degree r we get a pairing

FX/S∗(Ω
i
X/S)× FX/S∗(Ω

r−i
X/S) −→ Ωr

X(p/S)/S (∗).

Proposition 3.4.5 The pairing (∗) is perfect.

Proof. Using [SGA 5, XV, §1, no. 2, Prop. 1, Prop. 2 c)] and the obvious
fact that C−1 is compatible with étale localisations we reduce to the case we
have dealt with in the proof of 3.4.2 an whose notation we will use in the
sequel. Then it follows that a basis for the OX(p/S)-module FX/S∗(Ω

r−i
X/S) is
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given by the set B of all elements of the form T e1
1 · . . . ·T er

r ·dTf1 ∧ · · · ∧dTfr−i

where 1 ≤ f1 < . . . < fr−i ≤ r and 0 ≤ ek ≤ p − 1 for 1 ≤ k ≤ r. Pick an
element α = T e1

1 · . . . · T er
r · dTf1 ∧ · · · ∧ dTfr−i

of B. Let {f ′1, . . . , f ′i} be the
set theoretical difference of {1, . . . , r} and {f1, . . . , fr−i} and define

α̂ =

(
1

(p− 1)!

)r

T
(p−1)−e1

1 · . . . · T (p−1)−er
r · dTf ′1 ∧ . . . ∧ dTf ′i

which is a global section of FX/S∗(Ωi
X/S). If we also denote by α̂ the morphism

FX/S∗(Ω
r−i
X/S) → Ωr

X(p/S)/S
induced by α̂ via (∗) we get for β ∈ B

α̂(β) =

{
±(dT1 ∧ · · · ∧ dTr)⊗ 1, β = α

0, otherwise

using 3.4.3 and 3.4.4. Hence it follows that the induced morphism

FX/S∗(Ω
i
X/S) → HomO

X(p/S)
(FX/S∗(Ω

r−i
X/S), Ωr

X(p/S)/S)

is surjective and therefore bijective because on both sides we have vector
bundles of the same rank. ¤

Before we proceed further we digress for a moment to establish two (easy)
auxiliary results we will use in the sequel.

Lemma 3.4.6 Let f : X → Y be an adic morphism of formal schemes. Then
f is flat if and only if fn is flat for every n ∈ N (with respect to an ideal of
definition J ⊆ OY).

Proof. In view of [EGA 0I, 7.6.12] and [EGA I, 10.1.5] the condition is
necessary. In order to prove its sufficiency we may assume that X = Spf(A),
Y = Spf(B) for noetherian adic rings A, B and f is induced by a continuous
ringhomomorphism B → A. Let J ⊆ B denote the unique ideal of definition
such that J∆ = J (using the notation of [EGA I, 10.3]). By hypothesis the
ideal J · A of A is an ideal of definition, and A ⊗B B/Jn = A/JnA is a flat
B/Jn-module for every n. Applying [EGA 0I, 7.1.10] and [SGA 1, IV, 5.6] we
deduce that A is B-flat. Using [EGA 0I, 5.7.3] and [EGA I, 10.10.2, 10.10.5]
this implies the flatness of f . ¤

Corollary 3.4.7 Let f : X → Y be a smooth morphism of formal schemes
and suppose that Y has no p-torsion. Then X has no p-torsion.
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Proof. Indeed, the morphism f is flat by 3.4.6. ¤

Let p be a prime number. For the rest of this section we fix a noetherian
ring A which is separated and complete for the p-adic topology and has no
p-torsion. We write T = Spec(A), T̂ = Spf(A), Tn = Spec(A/pn+1) for n ∈ N
and S = T0. Then

T̂ = lim−→
n

Tn

is a noetherian formal affine scheme without p-torsion. Moreover, suppose
we are given a smooth morphism u : X → S.

Proposition 3.4.8 Let FX/bT : X → Y be a formal lifting of FX/S over T̂ .

(a) FX/bT is finite.

(b) If FX/bT is flat, then FX/bT ∗(OX) is a locally free OY-module of finite rank.

(c) If X is smooth over T̂ , then FX/bT is flat and Y is smooth over T̂ .

Proof. We may assume that the structure morphism u is smooth of some
relative dimension r and write F instead of FX/bT in what follows. Then F

is finite by 3.4.2 and [EGA III, 4.8.1]. Suppose now that FX/bT is flat. Given
n ∈ N consider the cartesian diagram

X0
F0−−−→ Y0 −−−→ T0y

y
y

Xn
Fn−−−→ Yn −−−→ Tn

where F0 = FX/S. The morphism Fn is finite by 3.1.3 and flat by 3.4.6. Since
the vertical maps are closed nilpotent immersions and Fn∗(OXn) is a flat
OYn-module it follows from [EGA IV, 11.4.9], [EGA I, 9.3.3] and 3.4.2 that
Fn∗(OXn) is a locally free OYn-mdoule of rank pr. Thus F∗(OX) is locally free
of rank pr by [EGA III, 4.8.6] and [EGA I, 10.11.10]. Finally let us assume

that X is T̂ -smooth. As Xn → Tn is smooth, the structure map Yn → Tn is
locally of finite presentation (3.1.4), F0 is flat and Fn is a homeomorphism
we deduce by [EGA IV, 11.3.11] that both Fn and Yn → Tn are flat. Hence

F is flat (3.4.6) and Y is T̂ -smooth (3.2.2). ¤

Let F = FX/bT : X → Y be a formal lifting of FX/S over T̂ such that X is

T̂ -smooth. Note that according to (the proof of) 3.3.3 such a lifting exists if
X is affine and the structure morphism X → S factors into

X
g→ S[T1, . . . , Tp]

π→ S
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where the Ti are indeterminates, g is étale and π denotes the canonical pro-
jection.
Given k, n ∈ N consider the canonical OYn-linear map

F k
n : Ωk

Yn/Tn
→ Fn∗(Ωk

Xn/Tn
).

If m ≤ n and umn : Ym → Yn denotes the transition map we obviously have
u∗mn(F k

n ) = F k
m. Taking F k = lim←−

n

F k
n we get a (continuous) morphism of

coherent OY-modules

F k
Y/bT ωk→ F∗(Ωk

X/bT ).

Moreover, the collection (F k)k∈N yields a morphism of complexes

F : Ω·
Y/bT → F∗(Ω·

X/bT ).

Lemma 3.4.9 The image of F k is contained in pkF∗(Ωk
X/bT ).

Proof. It suffices to treat the case where k = 1. Because the question is
local we may assume that S = Spec(B), X = Spec(C) for suitable noetherian
rings B, C and u is given by a ringhomomorphism ϕ : B → C. For b ∈ B
and c ∈ C we have d(ϕ(b)cp) = 0 which implies that ω1

0 = 0. Thus the image
of ω1

n is contained in p Fn∗(Ωk
Xn/Tn

) for every n ∈ N. ¤

Hence as the formal scheme Y has no p-torsion (3.4.7 and 3.4.8 (c)) we
get a degree zero morphism of graded algebras

Fp : Ω·
Y/bT → F∗(Ω·

X/bT )

satisfying pkF k
p = F k for every k ∈ N. Furthermore, the diagram

Ω·
Y/bT Fp−−−→ F∗(Ω·

X/bT )

d

y
yF∗(d)

Ω·
Y/bT p·Fp−−−→ F∗(Ω·

X/bT )

is commutative.

Thus if we compose the morphism Ωk
Y/bT F k

p→ F∗(Ωk
X/bT ) with the projection

F∗(Ωk
X/bT ) → FX/S∗(Ωk

X/S) we get a map whose image is contained in the ker-

nel of FX/S∗(dk
Ω·

X/S
). This induces a degree zero morphism of graded algebras

Ω·
Y/bT fFp→ H ·(FX/S∗(Ω

·
X/S)).
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Lemma 3.4.10 Let π : Ω·
Y/bT → Ω·

X(p/S)/S
denote the natural projection.

Then the triangle
Ω·
Y/bT π //

fFp &&MMMMMMMMMMM
Ω·

X(p/S)/S

C−1

²²
H ·(FX/S∗Ω·

X/S)

is commutative, where C−1 is the Cartier isomorphism.

Proof. See [BO2, 1.4] or [Il, 0, 2.3.8]. ¤

3.5 Construction of cycle classes

Let X be a locally noetherian scheme and let (Xd)d∈N denote the codimension
filtration on X, i.e. Xd = {x ∈ X; dim(OX, x) ≥ d}. Recall from [H1, IV, §2]
that an abelian sheaf E on X is Cohen-Macaulay (with respect to (Xd)d∈N)
if the Cousin complex Co(E) of E is a (flabby) resolution of E.
Let E· be a bounded below complex of abelian sheaves on X such that each
Ep is Cohen-Macaulay. Then we can construct a canonical flabby resolution
C(E·) of E·. For that purpose let us first define a double complex (F i j)i j

as follows: We set F i j = Coi(Ej). The first differential di j
I shall be given

by the differential in degree i of the Cousin complex of Ej. The second
differential di j

II shall be given by the map Coi(Ej) → Coi(Ej+1) induced by
the differential in degree j of E · via the Cousin complex functor. Then it
is easily verified that these data do indeed define a double complex and we
define C(E ·) to be the total direct sum complex corresponding to that double
complex. There is an evident chain map

E· → C(E ·)

and by a standard spectral sequence argument (which we have used in the
proof of 2.1.1) it follows that this map is a quasi-isomorphism. Furthermore,
C(E·) is a bounded below complex of flabby sheaves (as X is locally noethe-
rian every direct sum of flabby sheaves is flabby again ([Go, II, 3.1, 3.10])).
By [H1, IV, 2.5] we have

Ck(E·) =
⊕

i+j=k

⊕

x∈Xi−Xi+1

ιx(H
i
x(E

j))

where ιx is the functor which sends a group G to the sheaf on X which is the
constant sheaf G on {x} and zero elsewhere. Notice that C(∗) is functorial.
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If the underlying topological space of X is noetherian and d, k ∈ N we have

ΓXd(X, Ck(E ·)) =
k−d⊕
i=0

⊕

x∈Xk−i−Xk−i+1

Hk−i
x (Ei)

which follows from the above description of Ck(E ·) and 3.5.1 (a).

Lemma 3.5.1 Let Y be a locally noetherian topological space and denote by
Ab(Y ) the category of abelian sheaves on Y .

(a) Suppose that Y is quasi-compact and let ϕ be a family of supports on Y .
Then the functor Γϕ(Y, ∗) on Ab(Y ) preserves arbitrary direct sums.

(b) Let ϕ be a sheaf of families of supports on Y . Then the functor Γϕ(∗)
on Ab(Y ) preserves arbitrary direct sums.

Proof. (a) By hypothesis it follows that Y is a noetherian topological space.
We have

Γϕ(Y, ∗) = lim−→
V ∈ϕ

ΓV (Y, ∗)

and ϕ is directed with respect to ⊆. Since direct limits preserve direct sums
it suffices to show that ΓZ(Y, ∗) commutes with direct sums for any closed
subset Z of Y . This is well known for Z = Y (and holds more generally for
any coherent topos, see [SGA 4, VI, 2.9.2, 5.2]) and follows easily from this
case and the fact that the functor “restriction to open subschemes” commutes
with direct sums.
(b) is a consequence of (a) and the fact that X has a base consisting of open,
noetherian subspaces. ¤

As an example for Cohen-Macaulay sheaves we have

Proposition 3.5.2 Let X be a (locally noetherian) Cohen-Macaulay scheme
and let F be a vector bundle on X. Then F is Cohen-Macaulay (with respect
to the codimension filtration).

Proof. By [H1, IV, §1, Variation, Motif F] and [ibid., IV, 2.6] we have
to show that H i

x(F) = 0 for all x ∈ Xd − Xd+1 and all i, d with i 6= d.
Using 2.1.13 we may therefore assume that X = Spec(A) where A is a local
Cohen-Macaulay ring. Let c be the dimension of A and denote by m its
closed point. To show that H i

m(F) for i 6= c we can assume that F 6= 0.
Then depth{m}(F) = c which implies H i

m(F) = 0 for i < c by 2.1.13 and
[G, 3.8]. Let f1, . . . , fc be a regular system of parameters for the ring A.
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Then U = (D(fi))1≤i≤c is a finite open affine cover of X − {m} and using
the notation of 2.1 we deduce that Conei(U , F) = 0 for i > c and thus
H i

m(X, F) = 0 for these i by 2.1.7 and 2.1.13. ¤

We shall call a Cohen-Macaulay ring A special, if there exists a nilpotent
ideal J of A such that A/J is regular. Moreover, a Cohen-Macaulay scheme Y
is said to be special, if all of its stalks are special Cohen-Macaulay rings. Let
X = Spec(A), where A is a local special Cohen-Macaulay ring of dimension
c, and denote by m its closed point. Furthermore, suppose that X is weakly
smooth over a scheme S, i.e. X is an S-scheme such that the OX-module
Ω1

X/S is a vector bundle. Consider the complexes L·q = (Hq
m(X, Ωp

X/S))p∈Z
having the obvious differentials and the (first) spectral sequence of hyperco-
homology

Ep, q
2 = Hp(L·q) ⇒ En = Hn

m(X, Ω·
X/S)

which is biregular. According to the proof of 3.5.2 we have Ep, q
2 = 0 for q 6= c

and thus
grn−c(E

n) = En = En−c, c
∞ = En−c, c

2

which amounts to Hn−c(L·c) = Hn
m(X, Ω·

X/S).
Unwinding the result 2.1.7 we can give an explicit description of the cohomol-
ogy groups Hc

m(X, Ωp
X/S) for p ∈ Z. Namely, choosing a system of parameters

f1, . . . , fc ∈ m we get

Hc
m(X, Ωp

X/S) = Ωp
X/S[f1

−1, . . . , fc
−1]/

c∑
i=1

Ωp
X/S[f1

−1, . . . , f̂i
−1, . . . , fc

−1].

Given n ∈ N and ω ∈ Ωp
X/S the residue class of the element ω

(f1·...·fc)n in

Hc
m(X, Ωp

X/S) is mapped by the differential in degree p of the complex L·c to
the residue class of

1

(f1 · . . . · fc)n+1

(
f1 · . . . · fc · dω − n · d(f1 · . . . · fc) ∧ ω

)
.

Proposition 3.5.3 The residue class of the element df1∧···∧dfc

f1·...·fc
in the group

Hc
m(X, Ωc

X/S) does not depend on the choice of the system of parameters.

Moreover, it induces a cohomology class in H2c
m (X, Ω·

X/S).

Proof. By the explicit description of the differentials of the complex L·c
the second part of the assertion is clear. Let g1, . . . , gd and g′1, . . . , g′d be
two systems of parameters for A. Then the Koszul complexes K ·(g1, . . . , gd)
and K ·(g′1, . . . , g′d) are quasi-isomorphic because they are quasi-isomorphic
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modulo a nilpotent ideal. In view of this observation the first part now results
from 2.3.7, 2.3.12 and 2.3.20 (b). ¤

Combining 2.1.13 and 3.5.3 we obtain

Corollary 3.5.4 Let Y be a special Cohen-Macaulay scheme which is weakly
smooth over some scheme S. Let y ∈ Y and c = dim(OY, y). Then a system of
parameters for OY, y induces in a natural way a class cly(Y/S) in Hc

y(Y, Ωc
Y/S)

which does not depend on the choice of this system.

Remark 3.5.5 Let us fix the notation of 3.5.4. Then by 3.5.2 the complex
C(Ω·

Y/S) gives rise to a bounded below flabby resolution of the De Rham

complex Ω·
Y/S. Setting G· = Γ(Y, C(Ω·

Y/S))/Γ(Y, C(Ω·
Y/S)) we thus infer that

H∗
Y c/Y c+1(Y, Ω·

Y/S) ∼= H∗(G·). Noting that

G2c =
⊕

x∈Y c−Y c+1

Hc
x(Ω

c
Y/S)

it follows from the second part of 3.5.3 that cly(Y/S) is a 2c-cocycle of G·,
i.e. it induces a cohomology class in H2c

Y c/Y c+1(Y, Ω·
Y/S).

Given an Fp-scheme X we denote by W (OX) (resp. Wn(OX)) the sheaves
on X where W (OX)(U) (resp. Wn(OX)(U)) is the ring of p-Witt vectors
(resp. the ring of p-Witt vectors of length n) over Γ(U, OX) for any open
subset U of X (cf. [Il, 0, 1.5]). Moreover, the ringed spaces (X, W (OX)) and
(X, Wn(OX)) will be denoted by W (X) and Wn(X) respectively. According
to [Il, 0, 1.4, 1.5] the ringed space Wn(X) is in fact a (Z/pn)-scheme and
Wn(OX) has a canonical PD-ring structure making Wn(X) into a (Z/pn)-
PD-thickening of X.
We shall also consider the pro-object (WnΩ·

X)n≥1 where WnΩ·
X denotes the

De Rham-Witt complex of order n for X. The main reference for De Rham-
Witt complexes which we shall use is [Il], see also [RI] for more applica-
tions of this theory. Recall that it comes along with a Frobenius morphism
F : W·Ω·

X → W·−1Ω
·
X and a morphism (Verschiebung) V : W·Ω·

X → W·+1Ω
·
X

satisfying

(a) FV = V F = p

(b) dF = pFd

(c) V d = pdV

(d) x · V (y) = V (F (x) · y) for x ∈ WnΩi
X , y ∈ Wn−1Ω

j
X .
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Recall that a scheme S is perfect of characteristic p > 0 if it is an Fp-
scheme such that the Frobenius map FS (cf. 3.4) is an automorphism. We
fix once and for all a locally noetherian, perfect Cohen-Macaulay scheme S
of characteristic p > 0 and a scheme X which is smooth over S. In this case
we know by [Il, 0, 1.5 ] and 3.4.2 that Wn(X) is a locally noetherian (Z/pn)-
scheme. Note that the PD-ideal of Wn(S) is just pWn(S) and the natural
map of schemes Wn(X) → Wn(S) is a PD-morphism. Using this morphism
and the scheme map induced by the projection Wn(OX) → W1(OX) = OX

we shall consider X as a Wn(S)- scheme (to which the PD-structure of Wn(S)
extends by smoothness). In the following we shall simply write Wn instead
of Wn(S). Note also that W1Ω

·
X = Ω·

X/S.

Proposition 3.5.6 The sheaves WnΩp
X are Cohen-Macaulay for all n, p.

Proof. By [Il, I, 3.1] we have a canonical, finite filtration (FilkWnΩp
X)k∈Z on

WnΩp
X . Setting

grkWnΩp
X = FilkWnΩp

X/Filk+1WnΩp
X

and using [H1, IV, 2.6] it is enough to show that grkWnΩp
X is Cohen-Macaulay

for all k, n, p. For n = 1 this is clear by 3.5.2 because

grkW1Ω
p
X =

{
W1Ω

p
X = Ωp

X , k = 0

0, otherwise

Let n > 1 in what follows. Since grkWnΩp
X = 0 for k ≥ n we may assume

that n ≥ k + 1. But then invoking [Il, I, 3.1.5, 3.9] we see that grkWnΩp
X has

an OX-module structure making it to a vector bundle on X. Applying 3.5.2
we conclude that grkWnΩp

X is Cohen-Macaulay. ¤

Let (X/Wn)crys be the crystalline topos of X/Wn with its canonical struc-
ture sheaf OX/Wn . Moreover, we denote by uX/Wn : (X/Wn)crys → XZar the
natural morphism of topoi and by f : X → S the structure map. As before
we denote by (Xd)d∈N the codimension filtration on X.

Corollary 3.5.7 Let d ∈ N, n ≥ 1 and Cn = C(WnΩ·
X). Then there exist

canonical isomorphisms

(a) H∗
Xd(X/Wn, OX/Wn) ∼= H∗(ΓXd(X, Cn))

(b) H∗
Xd/Xd+1(X/Wn, OX/Wn) ∼= H∗(ΓXd(X, Cn)/ΓXd+1(X, Cn))
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Proof. By the theorem of comparison ([Il, II, 1.4]) there is a natural iso-
morphism

RuX/Wn ∗(OX/Wn)
∼=−→ WnΩ·

X

in the derived category D(f−1OWn). Furthermore, by 3.5.6 and the previous
discussion Cn is a (bounded below) flabby resolution of WnΩ·

X . Thus we
deduce

RΓXd(X/Wn, OX/Wn) ∼= R(ΓXd(X, ∗) ◦ uX/Wn ∗)(OX/Wn)
∼= RΓXd(X, RuX/Wn ∗(OX/Wn))
∼= ΓXd(X, Cn)

which establishes (a). (b) is proved similarly. ¤

Let x ∈ X be a point of codimension d, Y = Spec(OX, x) and denote by
ix the canonical morphism Y → X. Given i, n ∈ N we want to describe the
cohomology groups Hd

x(WnΩi
X). By [Il, I, 1.12.4] we have

i−1
x (WnΩi

X) = WnΩi
Y

and this sheaf is Cohen-Macaulay (with respect to the codimension filtration)
because WnΩi

X has this property. By [Il, 0, 1.5] the Witt scheme Wn(Y ) is a
(Z/pn)-PD-thickening of Y and A = Γ(Y, Wn(Y )) is a local noetherian ring.
Given a system of parameters (fj)1≤j≤d for A it follows that (D(fj))1≤j≤d is

a finite open affine cover of Wn(Y ) − {x} where fj denotes the Teichmüller

representative of fj. Taking into account that WnΩi
Y is a quasi-coherent

WnOY -algebra ([Il, I, 1.13.1]) and using 2.1.7, 2.1.12 we deduce

Hd
x(WnΩi

X) = WnΩi
A[f1

−1, . . . , fd
−1]/

d∑
j=1

WnΩi
A[f1

−1, . . . , f̂j
−1, . . . , fd

−1].

Let B be the localization of A at f1 · . . . · fd so that

WnΩi
A[f1

−1, . . . , fd
−1] = WnΩi

B

by [Il, I, 1.11]. Setting W̃nΩi
B =

∑d
j=1 WnΩi

A[f1
−1, . . . , f̂j

−1, . . . , fd
−1] we

then obtain

Lemma 3.5.8 Let i ∈ N and consider the morphisms F , V on the pro-object
(WnΩ·

B)n≥1.

(a) F : Wn+1Ω
i
B → WnΩi

B maps W̃n+1Ω
i
B into W̃nΩi

B for all n ≥ 1.
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(b) V : WnΩi
B → Wn+1Ω

i
B maps W̃nΩi

B into W̃n+1Ω
i
B for all n ≥ 1.

Proof. Let ω ∈ Ωi
A, 1 ≤ j ≤ d and m ∈ N. Then

F (ω · (f1 · . . . · f̂j · . . . · fc)
−m) = F (ω) · (f1 · . . . · f̂j · . . . · fc)

−mp

which proves (a). For an element τ ∈ Ωi
A[f1

−1, . . . , f̂j
−1, . . . , fc

−1] there

exist τ ′ ∈ WnΩi
A and m′ ∈ N such that τ = τ ′ · (f1 · . . . · f̂j · . . . · fc)

−m′p. Thus

V (τ) = V (F ((f1 · . . . · f̂j · . . . · fc)
−m′

) · τ ′) = (f1 · . . . · f̂j · . . . · fc)
−m′

V (τ ′)

lies in W̃n+1Ω
i
X which establishes (b). ¤

Hence Frobenius and Verschiebung operate on the pro-object of differ-
ential graded Z-algebras (Hd

x(WnΩ·
X))n≥1. If y is a (d + 1)-codimensional

specialization of x in X then the differentials of the Cousin complex of each
WnΩi

X induce a morphism of pro-objects

(Hd
x(WnΩ·

X))n≥1 → (Hd+1
y (WnΩ·

X))n≥1

which commutes with Frobenius and Verschiebung.

Let i ∈ N and (ωn)n≥1 ∈ lim←−
n≥1

Hd
x(WnΩi

X). We shall say that (ωn)n≥1 is

F -invariant (resp. V -invariant) if F (ωn+1) = ωn (resp. V (ωn) = ωn+1) for
all n ≥ 1.

For the rest of this section suppose that S = Spec(k) where k is a perfect
field of characteristic p > 0 so that W (k) is a complete discrete valuation
ring. Consider a closed, integral subscheme V of X with generic point ζ
and c = codim(V, X). By a formal lifting around ζ we shall mean a smooth
formal Spf(W (k))-scheme U which lifts an open neighbourhood U of ζ in X
over S. In this case we shall denote by Un the restriction of U modulo pn for
n ≥ 1 and identify U with U1.

Lemma 3.5.9

(a) There exist formal liftings around ζ.

(b) Two formal liftings around ζ are locally isomorphic over Spf(W (k)).

(c) If ξ is a specialization of ζ in X and U a formal lifting around ξ then U

is also a formal lifting around ζ.
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Proof. (c) is trivial, (a) and (b) result from 3.3.1 and 3.3.2. ¤

By a formal Frobenius lifting around ζ we shall mean a tuple (U, F ) where
U is a formal lifting around ζ and F is an Spf(W (k))-endomorphism on U

which lifts the Frobenius morphism FU1 (i.e. such that F/p = FU1 . Using
3.3.3 (applied to FX) we see that (a) and (c) of 3.5.9 are also valid for formal
Frobenius liftings. For such a formal Frobenius lifting around ζ the Cartier
morphism

OU → W (OU/p · OU) ∼= W (OU1)

(see [Il, 0, 1.3.20]) gives rise to a PD-morphism

tFn : OUn → WnOU1 = WnOX |U1

noticing that the canonical PD-structure of p ·OWn extends to Un by flatness.
We define θFn to be the composition

Ω·
Un/Wn

→ Ω·
WnOU1

/Wn
³ WnΩ·

U1

where the first map is the morphism between De Rham complexes induced
by tFn and the second map is the canonical surjection ([Il, I, 1.3]). Thus we
get a morphism

θFn : Ω·
Un/Wn

→ WnΩ·
U1

between differential graded (f |U1)
−1OWn-algebras. This map is a quasi-

isomorphism by [Il, II, 1.4].

Remark 3.5.10 (a) Let F = (U, F ) be a formal Frobenius lifting around
ζ and assume that F ′ is another endomorphism on U which lifts FU1 . Then
F ′ = (U, F ′) is a formal Frobenius lifting around ζ, and if κUn denotes the
canonical isomorphism

RuX/Wn ∗(OX/Wn)
∼=−→ Ω·

Un/Wn

in D((f |U1)
−1OWn) (cf. [B, V, 2.3.2]) we have θFn ◦ κn = θF ′n ◦ κn according

to [Il, II, 1.1] and thus θFn = θF ′n in D((f |U1)
−1OWn).

(b) The map θFn can be defined in a more general context as follows: Let T
be a perfect scheme of characteristic p > 0 and let X ′ be a T -scheme. Then
for any PD-morphism Y ′ → Wn(X ′) over Wn(T ) where Y ′ is a Wn(T )-PD-
thickening of X ′ there is a canonical map

Ω·
Y ′/Wn(T ) → WnΩ·

X′

between differential graded OWn(T )-algebras. Furthermore, this map is func-
torial in an obvious sense.
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Before we proceed further let us state two auxiliary results. Recall that
for a locally noetherian scheme Y the regular locus of Y is given by

Reg(Y ) = {y ∈ Y ; OY, y is regular}.
Then by [EGA IV, 6.12.8] we have

Proposition 3.5.11 Let A be a local, noetherian and complete ring. Then
the set Reg(Y ) is open for any scheme Y which is locally of finite type over
A.

Corollary 3.5.12 Let Y be an integral scheme which is locally of finite type
over a perfect field k. Then Reg(Y ) is a non-empty, open subscheme of Y
which is smooth over k.

Proof. Let ξ be the generic point of Y . Clearly we have ξ ∈ Reg(Y ), and
Reg(Y ) is an open subset of Y by 3.5.11. The smoothness of Reg(Y )/k
follows from [EGA IV, 17.15.1]. ¤

Let r denote the relative dimension of X/k in ζ. In the following we
shall regard Wn[Tc+1, . . . , Tr] as a closed subscheme of Wn[T1, . . . , Tr] via
the canonical closed regular immersion

Wn[Tc+1, . . . , Tr] ↪→ Wn[T1, . . . , Tn]

which is defined by the ideal (T1, . . . , Tc). Here of course the elements
T1, . . . , Tr are indeterminates. Furthermore, we denote by fn the endomor-
phism on Wn[T1, . . . , Tr] which is FWn on Wn and maps Ti to T p

i for 1 ≤ i ≤ r.
By 3.5.12 and [EGA IV, 17.12.2] there exist an open affine neighbourhood
U1 of ζ in X and a factorization

U1
u1−→ W1[T1, . . . , Tr]

π−→ W1 = Spec(k)

of f |U1 where u1 is étale, π is the projection such that V1 = V ∩ U1 is
the scheme-theoretical inverse image of W [Tc+1, . . . , Tr] under u1. Setting
F1 = FX |U1 it follows that u1 ◦ F1 = f1 ◦ u1. Using [EGA IV, 18.1.2] and
proceeding inductively we can construct adic, inductive (Wn)n≥1-systems (in
the sense of [EGA I, 10.12.2]) (Vn)n≥1, (Un)n≥1, (Wn[T1, . . . , Tr])n≥1 and
morphisms

(in)n : (Vn)n → (Un)n

(un)n : (Un)n → (Wn[T1, . . . , Tr])n

(Fn)n : (Un)n → (Un)n

between them such that the following conditions are satisfied:
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(a) Each in is a closed immersion.

(b) Each un is an étale map.

(c) Vn is the scheme-theoretical inverse image of Wn[Tc+1, . . . , Tr] under un.

(d) un ◦ Fn = fn ◦ un

Forming lim−→
n

in we thus obtain a closed immersion lim−→
n

Vn → lim−→
n

Un between

smooth formal Spf(W (k))-schemes and

F =

(
lim−→

n

Un, lim−→
n

Fn

)

gives rise to a formal Frobenius lifting around ζ. Note also that lim−→
n

un is a

(formally étale) morphism

lim−→
n

Un → W (k){T1, . . . , Tr}

where W (k){T1, . . . , Tr} denotes the ring of restricted formal power series
(cf. [EGA 0I, 7.5]).
Recall that we have defined a morphism

θFn : Ω·
Un/Wn

→ WnΩ·
U1

between differential graded (f |U1)
−1OWn-algebras. Setting

clX, n(V ) = Hc
ζ(θ

c
Fn

)(clζ(Un/Wn))

we thus get an element in Hc
ζ (WnΩc

X) ⊆ C2c(X, WnΩ·
X).

Proposition 3.5.13 The element clX, n(V ) is a 2c-cocycle of the complex
Γ(X, C(WnΩ·

X)) for every n ≥ 1, i.e. it induces a class in H2c
crys(X/Wn)

which coincides with the cycle class constructed in [Gr].

Proof. Note first that the collection (C(WnΩ·
X))n≥1 forms in an evident way

a pro-complex and we obviously have

(clX, n(V ))n≥1 ∈ lim←−
n≥1

Γ(X, C2c(WnΩ·
X)).

In order to establish that clX, n(V ) is a cocycle we have to prove the following
assertions:
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(a) clX, n(V ) lies in the kernel of the morphism Hc
ζ(WnΩc

X) → Hc
ζ (WnΩc+1

X )
which is given by applying Hc

ζ(∗) to the differential in degree c of WnΩ·
X .

(b) For every (c+1)-codimensional specialization ξ of ζ the element clX, n(V )
lies in the kernel of the map Hc

ζ (WnΩc
X) → Hc+1

ξ (WnΩc
X) which is

induced by the differential in degree c of the Cousin complex of WnΩc
X .

To show (a) let Cn = C(WnΩ·
X). Then we have

clX, n(V ) ∈ ΓXc(X, C2c
n )/ΓXc+1(X, C2c

n )

and it is sufficient to prove that clX, n(V ) is a cocycle of the quotient complex
ΓXc(X, Cn)/ΓXc+1(X, Cn). To see this let us first observe that θFn induces by
functoriality of C(∗) a chain map (which is necessarily a quasi-isomorphism)

C(θFn) : C(Ω·
Un/Wn

) → C(WnΩ·
U)

taking into account that each Ωp
Un/Wn

is Cohen-Macaulay by 3.5.2. Then

C(θFn) maps clζ(Un/Wn) to clX, n(V ) and it clearly suffices to establish that
clζ(Un/Wn) is a cocycle of ΓXc(X, C(Ω·

Un/Wn
))/ΓXc+1(X, C(Ω·

Un/Wn
)) which

holds by 3.5.5.
To show (b) noting that each Vn is a smooth Wn-scheme the induced map
given by 3.5.8

1− F : Hc+1
ξ (Wn+1Ω

k
X) → Hc+1

ξ (WnΩk
X)

has a trivial kernel for k < c + 1 ([Il, II, 5.7.2] and [Gr, II, 3.5.8]) where 1
denotes the morphism induced by the restriction Wn+1Ω

·
X → WnΩ·

X of the
De Rham-Witt complex. Hence there are no non-trivial F -invariant elements
in lim←−

n

Hc+1
ξ (WnΩc

X) and therefore it suffices to show that (clX, n(V ))n is F -

invariant.
Let ti = u∗n(Ti) ∈ Γ(Un, OUn) for 1 ≤ i ≤ c. By (c) it follows that the
collection of germs (ti, ζ)1≤i≤c forms a system of parameters for OUn, ζ . By
(d) we have Fn(ti) = tpi and thus

θ0
Fn

(ti) = tFn(ti) = ti

by [Il, 0, 1.3.18]. Therefore we get

clX, n(V ) = d log t1, ζ · . . . · d log tc, ζ (∗)

using 2.1.7 and 3.5.10 (b) (notice that the sheaf i−1
ζ (WnΩc

X) is a quasi-
coherent Wn(OUn, ζ)-module where iζ denotes the canonical morphism be-
tween schemes Spec(OUn, ζ) → Un). An application of [3.5.8] and [Il, I, 2.17]
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now shows that (1− F )(clX, n(V )) = 0 which proves (b).
Using 3.5.7 we see that clX, n(V ) induces a class in H2c

crys(X/Wn). From the
explicit representation (∗) and [Gr, II, 3.5.6, 4.1.6] we conclude that this class
coincides with the cycle class of V constructed in [loc. cit.]. ¤

Let us finally discuss the problem whether crystalline cycle classes for not
necessarily closed subschemes of a smooth S-scheme X do exist when S is
a reasonable base in characteristic p, say a perfect Cohen-Macaulay scheme.
Let V , c and ζ be as before. Then for a Frobenius lifting F = (U, F ) around
ζ the element

cln(V ) = Hc
ζ (θ

c
Fn

)(clζ(Un/Wn)) ⊆ C2c(X, WnΩ·
X)

seems to be a promising candidate for giving a cocycle of Γ(X, C(WnΩ·
X))

and thus a class in H2c
crys(X/Wn). In fact, it can be shown that cln(V ) satisfies

condition (a) of the proof of 3.5.13 and also that (cln(V ))n≥1 is F -invariant.
However it is not so clear whether there are no non-trivial F -invariant ele-
ments in lim←−

n

Hc+1
ξ (WnΩc

X) whenever ξ is a (c + 1)-codimensional specializa-

tion of ζ.
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