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1. Summary
Studying the light of celestial objects in different wavelengths is a fundamen-
tal approach and very common in astronomy, where large ground based tele-
scopes and sophisticated high-resolution spectrographs became recently avail-
able to the scientific community. The smaller spectrographs aboard satellites
are equally important because they are not restricted to the optical band and not
affected by any atmospheric aberrations. Both, the large ground based instru-
ments and satellites made it possible to extend the spectroscopic study of the
Universe onto a cosmological scale.

The Universe is almost empty and has an average density of only about one
atom per cubic meter. However, the density is clearly not uniform and ranges
from regions almost devoid of any matter (voids) through regions with relatively
high densities (galaxy clusters and galaxies) to objects with very high densities
(stars). Only about 30 % of the baryonic matter content in the present-day Uni-
verse is found in a condensed phase, i.e., in the form of stars and galaxies. In
the past there were fewer stars and more matter was present in gaseous form.
At a redshift of z≈ 2−3, i.e., more than 1010 years ago, when the Universe had
only about 15− 25 % of its present age, over 95 % of the (ordinary) baryonic
matter was solely present in the form of gas. This epoch is of particular inter-
est because it marks the time when most of the galaxies started to form and to
condense out of the intergalactic medium.

Quasars, a kind of cosmological beacons, are extremely bright and some of
the most distant objects known to date. Their light was emitted at a time when
the Universe had only about 10 % of its present age. Hence, their light travels
over vast distances before we observe it here on Earth. Light that encounters
gas is absorbed in very well defined wavelength ranges. Following the laws of
quantum mechanics, only photons with specific energies are absorbed and will
cause specific absorption lines that arise mostly from the Lyman transitions of
neutral hydrogen, the most abundant element in the Universe. The expansion
of the Universe stretches the photons’ wavelengths (Hubble redshift) on their
way to Earth. Since neutral hydrogen clouds at different distances will always
encounter photons at different wavelengths, each individual cloud leaves its fin-



gerprint in form of an absorption line at a different position, λ , in the observed
spectrum. The Lyman absorption lines, and in particular lines that arise from
the Lyman α transition, are so frequent and densely packed that it is common to
speak of them as the Lyman α forest. With the Lyman α forest absorption lines
it is possible to investigate the properties of the intergalactic medium, e.g., to
determine the density, temperature or occurrence of the intervening gas clouds
containing neutral hydrogen. Furthermore, the search for lines from other ele-
ments (matching in redshift), like carbon, nitrogen, oxygen, silicon, etc., allows
us to study the abundance of heavier elements, too.

A damped Lyman α system is a gas cloud with a high column density of neu-
tral hydrogen and shows broad absorption lines with typical Lorentzian damp-
ing wings. Number statistics of damped Lyman α systems imply that these
objects dominate the neutral gas content of the Universe at z > 1, making them
prime candidates to be the progenitors of present-day galaxies. The present
work is about damped Lyman α absorption line systems and their involvement
in early nucleosynthesis enrichment. Chapters 3−5 are a general introduction
to the properties of the intergalactic medium, intergalactic absorption lines, and
the technique of quasar absorption line spectroscopy. The subsequent chapters
focus on the analysis and interpretation of particular lines of sight that had been
studied in detail, except for Chapter 7 that extends the finding from the previous
chapter and gives more general considerations on very early nucleosynthesis.

Chapter 3 – A short overview of the properties of the intergalactic medium
is given. Different environments, ranging from low to high densities, are intro-
duced. The common classification for quasar absorption line systems is given
and I show that the gas density is closely related to the gas temperature. Fur-
ther, the process of ionization is exemplified and I give clear arguments why
the bulk of the gas in the intergalactic medium is ionized by photons from the
UV background radiation, and why collisional ionization only becomes signifi-
cant in hotter and denser regions such as the gas in galaxy clusters or the gas in
galaxies.

Chapter 4 – In this chapter I discuss the nature of absorption lines that arise
when the quasar’s light travels through intergalactic or interstellar gas. I derive
the line profile (Voigt profile), a convolution of the Lorentz function that de-
scribes the finite width and the Maxwellian velocity distribution function that
accounts for the intrinsic particle motion in the gas itself (Doppler velocity or
temperature, respectively). Measures, such as the radiation intensity, the optical

– 2 –



1. Summary

depth, the column density, and the Doppler parameter are introduced and set in
context to each other. Finally, I discuss different effects of line broadening and
saturated absorption lines.

Chapter 5 – This chapter is dedicated to the data reduction techniques I have
used in this work. The technical specifications and observing capabilities of the
UVES/VLT spectrograph are given and the different setup configurations are
explained. After column densities and Doppler parameters are measured in the
observed spectra, using the previously described measuring methods, the data
have to be corrected for altering effects due to photoionization and dust within
the absorption line system itself. In general, only a few ionization states can be
observed and, hence, the derived column densities contribute only partially to
the total column density of an element (ionization correction). Dust also plays
an important role because gas-phase atoms will stick onto dust grains and even-
tually cause a change in the observed metal abundance pattern (dust depletion).
Finally, I give some details on logarithmic error calculus because in log-space
the normal distribution and therefore the standard error calculus methods are no
longer applicable.

Chapter 6 – In this chapter I report on the damped Lyman α system at zabs =
2.6183 toward the quasar Q 0913+072. I have analyzed UVES/VLT high-
resolution data from the ESO archive in detail and discovered remarkable facts:
not only is this damped Lyman α the most metal deficient absorption line sys-
tem of its kind at z < 3, it was also possible to measure its CNO elements with
high accuracy. This and the comparison of its characteristic metal abundance
pattern with yields from model calculations allows us to conclude on the type
of stars that must have previously enriched this absorption line system.

Chapter 7 – I discuss the mechanism for star formation in primordial or poorly
enriched gas clouds, where the cooling function is of particular interest. The
different fragmentation mechanism in pristine gas clouds implies that the first
stars in the Universe might have been very massive with masses of up to 600M�.
Stars that are so massive do no longer explode as (typical) core-collapse super-
novae but undergo a different explosion mechanism due to an electron-positron
pair instability. This in mind, I make use of the same approach as in the previous
chapter and compare the abundance pattern of very metal deficient objects with
results from model calculations to derive constraints on the first stellar genera-
tions in the Universe. The method is applied to 59 damped Lyman α systems,
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to 21 extremely metal-poor stars, and to 2 hyper metal-poor stars.

Chapter 8 – The line of sight toward the quasar Q 0420−388 represents a par-
ticular case of its own. At a redshift of zabs = 3.088 we can identify two in-
teracting absorption line systems, only separated by 160kms−1 (∆z = 0.0005),
that are manifestly different in their structure and their metal content. While
one of these two absorption line systems shows a metal content of 5 % solar
and a clear structure with six individual subcomponents, we can identify in the
other absorption line (almost) no substructure but a metal content of 35 % solar.
Additionally, this line of sight offers one of the rare opportunities to measure
deuterium at high redshift. Even though the D/H ratio is nowadays measured
by the cosmic microwave background radiation, it is important to study the deu-
terium abundance also directly. The deuterium abundance we derive is in very
good agreement with the predictions from the standard big bang nucleosynthe-
sis model and other measurements. Further, we detect highly ionized species
in between the two absorption line systems that are most likely heated by colli-
sional ionization – clear indications that we are witnessing the merging of two
early galaxies at high redshift.

Chapter 9 – So-called dark clumps are putative non-luminous mass concen-
trations with masses on the orders of galaxies or galaxy clusters, found in large
weak gravitation lensing surveys. Yet, there is no known mechanism that could
efficiently prohibit star formation in such an object. Hence, the nature of dark
clumps or their mere existence remains mysterious. The technique of quasar
absorption line spectroscopy, completely independent of gravitational effects
and the luminosity of the object under study, offers an elegant alternative ap-
proach to this problem. I compared 63 dark clump candidates with over 60 000
known quasars and found, by pure coincidence, a quasar with adequate redshift,
brightness, and separation in projection, in order to detect any gas that would be
associated with one of these dark clumps – if present. From the observational
data we derive restrictive upper limits for the transition lines of single ionized
magnesium (and other species). Thus, we conclude that the detected lensing
signal in this particular case (line of sight toward the quasar 004345.8−294733)
is most likely not due to the presence of a significant (baryonic) mass concen-
tration but presumably the result of statistical inhomogeneities, i.e., a so-called
statistical fluke.

Chapter 10 – The aim of our ESO proposal 077.B–0758(A), as presented in
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1. Summary

this chapter, is the investigation of the temperature and ionization of the inter-
galactic medium at a redshift of z≈ 2. We have applied for very high-resolution
(R ∼ 75000) observation with the UVES/VLT spectrograph that would allow
us to resolve the subcomponent structures of C IV and O VI absorption lines to-
ward the quasar PKS 1448–232. These subcomponent structures could not be
resolved in the past because any previous high-resolution observation of such
systems are carried out with resolutions on the order of typically R ∼ 45000.
Although our observation was only partially carried out, we have obtained a
spectrum with very high resolution but a somewhat modest signal-to-noise ra-
tio. Yet, the quality of the data was already sufficient to resolve some sub-
components. The remaining observation blocks are reported to the forthcoming
observation period P79. The complete data set will allow us accurate measures
of the component structure and line widths of the intervening O VI and C IV
absorbers.
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2. Preface
Doing PhD research is an extraordinary venture between a multitude of con-
cepts and tools one has to understand, learn how to use, and the challenge of
undertaking one’s own research and eventually be able to contribute to the sci-
entific progress in a particular field.

The data I have been using consisted predominantly of spectra taken from
quasars. I was – and in fact I still am – overwhelmed by the amount of infor-
mation on the intergalactic medium that can be retrieved from such a spectrum,
only an inconspicuous wiggly line at first sight. These data can be used to in-
vestigate a large range of different topics which are of highest interest to the
scientific community. In my case, I have analyzed in detail four different lines
of sight toward background quasars, and in each case there were new and chal-
lenging findings, ranging from merging galaxies at high redshift, testing the
existence of a non-luminous mass concentration as predicted by gravitational
lensing studies, to very early nucleosynthesis and the first stars in the Universe.

It was a privilege to have been able to work on so many different aspects
while basically the same observational approach was used throughout. It is, of
course, necessary that one focuses and specializes on a certain topic or tech-
nique during his (or her) PhD thesis period. On the other hand, I find it also of
high importance that one broadens his (or hers) horizon and way of thinking.
Looking at the same object or question from different points of view will always
reveal new aspects. Sometimes, nature shows that an object can be utterly dif-
ferent, or even in contradiction with previous findings, when looking at it from
a different point of view. Hence, it should be kept in mind that analyzing in-
tervening absorption line systems along a line of sight to a quasar is somewhat
similar to looking at a given object from one specific point of view. Arriving at a
general conclusion or interpretation is therefore always a multidisciplinary task.
The wealth of information coded in quasar absorption line spectra, in combina-
tion with the ability of probing a large range of utterly different fields, makes
the technique of quasar absorption line spectroscopy an indispensable tool in
modern cosmology.



Figure 2.1.: The Scientific Viewpoints (Wegmann 1939).
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2. Preface

Due to their high resolving capacity, spectrographs on ground based tele-
scopes allow the study of a wide range of quasars. However, they are re-
stricted to the optical and near UV bands, limited by the atmospheric cut-off
at ∼ 3000 Å. Currently, only the FUSE, GALEX, and SWIFT satellites can ac-
cess the interesting far UV band, and hence the absorbers at very low redshifts
(however, only a few dozen quasars are bright enough to be observed by the
relatively small satellite spectrographs). Within the frame of the upcoming ser-
vice mission SM41 on HST in mid- to late-2008, a new spectrograph, the Cos-
mic Origins Spectrograph (COS), will become available for quasar absorption
line studies at wavelengths below ∼ 3000 Å. Aside from the UV and the visual
band, toward longer wavelengths, the Atacama Pathfinder Experiment (APEX)
and eventually the Atacama Large Millimeter Array2 (ALMA) will make sub-
millimeter wavelengths, an almost unexplored spectral range, accessible and
hence push open a new window and very promising field in astronomy.

1Next to a new wide field camera, the Wide Field Camera 3 (WFC3), an attempt to repair the Space Telescope
Imaging Spectrograph (STIS) is planned. In addition, new gyroscopes and batteries will enable HST to extend
its lifetime through 2013.

2Construction planned to be finished by 2012.
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3. Introduction to the Intergalactic
Medium

3.1. Overview

The density of the Universe1 is clearly not uniform and ranges from vast vol-
umes almost devoid of any matter (so-called voids with typically 50h−1 Mpc in
diameter2) through relatively high densities in galaxy clusters (∼ 10−27 gcm−3)
and galaxies (∼ 10−24 gcm−3) to very high densities in stars (> 1gcm−3).
The Intergalactic Medium (IGM) is, simply speaking, the gaseous medium in-
between galaxies. More precisely: the IGM is the material out of which galaxies
formed, the repository of the dominant component of ordinary (baryonic) mat-
ter in the Universe. The IGM is also a sort of dumping place for baryons ejected
from galaxies, where interactions of the IGM with galaxies invoke a number of
feedback processes that are essential for the understanding of the formation and
evolution of galaxies.

1Average (critical) density of the Universe: ρcrit = 0.94+0.06
−0.09×10−29 gcm−3 (Spergel et al. 2006).

2By definition: h .= H0/
(
100kms−1 Mpc−1

)
, with H0 the Hubble constant



3.1. Overview

Figure 3.1.: Evolution of the baryons in the Universe (Davé et al. 2001): Observations indi-
cate that most of the baryonic matter in the Universe does not reside in galaxies.
At high redshifts (z & 2), the overwhelming majority of baryons is in a diffuse,
photoionized medium in which the galaxies are embedded (the IGM, dashed line),
observable as H I absorption lines3in quasar spectra. As structures form, diffuse
gas is partly shock heated, producing warm-hot gas (the WHIM, solid line). Gas
that is driven to higher densities by gravitational instabilities is able to cool into the
condensed phase (dotted line) and to form stars. At lower redshifts (z . 2), large
potential wells of galaxy clusters shock heat the gas to T > 107 K, giving rise to
hot cluster gas (the ICM, dot-dashed line).

The IGM has a very low density yet fills a large volume. It is arranged in
a cosmic filamentary structure that is slightly denser4 than the average of the
Universe and consists mostly of ionized hydrogen (ionized by photons or colli-
sions).

The vast majority of the IGM is ionized through photons from the meta-
galactic UV background. Fewer atoms get heated up to temperatures of ∼
105 − 107 K (10− 1000eV) when the gas is falling from voids into the po-

3In astronomy it is common to note neutral atoms with X I, single ionized species with X II, double ionized
species with X III, and so forth.

4∼ 10−29−10−28 gcm−3
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3. Introduction to the Intergalactic Medium

tential wells of cosmic filaments. These temperatures are too hot for hydro-
gen nuclei to retain their electrons (the ionization potential (IP) for hydrogen
is 13.6 eV, see also Table C.1) and hence, the hydrogen atoms are collisionally
ionized. At these high temperatures the gas is called the Warm-Hot Intergalactic
Medium (WHIM). In galaxy clusters, the intersection of cosmic filaments, the
gas reaches even temperatures of 107−108 K and higher. This gas is called the
Intra-Cluster Medium (ICM).

Table 3.1.: Scales (approximated) and regimes of the IGM. The IGM extends over a large range
in size and density, where the latter is an important indicator for the gas temperature
and ionization processes. In low density regions, the gas will be ionized by photons
from the energetic tail of the metagalactic UV background radiation. With higher
density, as it is the case for galaxy clusters and especially for galaxies, ionization
can also proceed by particle collisions. Dense regions sometimes are optically thick
to the ionizing photons, thus shielding their interior from being ionized, too.

size density temperature ionization synonym
[g cm−3] [K]

[atoms m−3] [eV]

Universe 10−29 2.735
(critical density) 10−6 0.2×10−3

filamentary 200 Mpc 10−29−10−28 105 photons IGM
structure 10−5−10−4 10

unstable 10−29−10−27 105−106 collisions WHIM
filaments 10−5−10−3 10−1000

galaxy 1 Mpc 10−27 107−108 photons and ICM
clusters 10−3 103−104 collisions

galaxies 20 kpc 10−24 100−10000 mostly ISM
1 0.01−1 collisions

Fig. 3.1 manifestly shows that in the past the baryonic matter was mostly
in the form of gas, or more precisely, that almost all the baryonic matter in
the Universe at redshifts higher than z ∼ 3− 4 was solely present in gaseous
form. Thus, observing and understanding the gaseous content of the Universe
is of eminent importance in order to understand such fundamental processes
like star- and galaxy formation, from ancient epochs to present times.
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3.2. Quasar Absorption Lines Systems

3.2. Quasar Absorption Lines Systems

The H I Ly α λ1216 line5 is, next to the radio 21 cm line, the most important line
for the study of neutral hydrogen in the Universe. The atmospheric cut-off at
around 3000 Å is limiting ground based spectroscopy to redshift regimes of z &
1.5, which corresponds to a time when the Universe had about 30% of its cur-
rent age.6 A wealth of narrow Ly α absorption features is observed in quasar7

spectra, even down to very low redshifts8. These absorption lines, according
to (4.15), starting from the quasar’s own H I Ly α emission at λLyα(1 + zem)
and extending blueward down to the Lyman limit at λLL(1 + zabs), are caused
by H I resonance lines in the Lyman series and associated with photons with
energies of Eγ ≥ 10.2eV (see also Tab. 3.2). The absorption lines are caused
by intervening foreground structures like gas clouds, (proto-) galaxies, or fila-
ments. Hence, in that way the quasar light can probe components of the IGM
that remain invisible when otherwise observed.

Quasar absorption line (QAL) spectroscopy is a powerful tool for the study of
a large variety of different aspects regarding the IGM, in a cosmological context,
but also for the study of confined objects like galaxies, via the cross section of
their gas content. Unlike optical galaxy surveys, the depth of quasar absorption
line surveys is not limited by a magnitude threshold but only by the redshift of
the background quasar. Yet, quasar absorption line surveys suffer from their
very own set of biases9, in particular the selection bias due to the cross section
of the gaseous structures observed10 (see, e.g., Weymann et al. 1981; Blades
et al. 1988; Petitjean & Charlot 1997; Rauch 1998).

5with an absorption oscillator strengths of fLyα = 0.4164 and a cross section σLyα = 4.5×10−18 cm2

6using H0 = 71 km s−1, Ωm = 0.27, and Ωtot = 1
7Quasars are extremely bright and some of the most distant objects known to date. More details are given in

Chapter 4.
8HST provided the first possibility of measuring Ly α transition lines at very low redshifts with the required

accuracy. It was found that a few of these Ly α absorption line systems reside in the local Universe, some
perhaps associated with the Virgo complex. However, they cannot be clearly identified in position and redshift
with specific neighboring galaxies and it appears that they are not associated with galaxies in general (Keel
2000).

9A bias is a prejudice, usually in the sense of a preference to one particular property or characteristic. For
example, a biased sample is one that is falsely taken to be typical of a population from which it is drawn.

10With decreasing redshift, galaxies forming in the denser regions may contribute an increasing part of the Lyman
absorption cross section.
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3. Introduction to the Intergalactic Medium

Figure 3.2.: Unified model of quasar absorption line systems. Commonly, quasar absorption
line systems are classified according to their column densities of neutral hydro-
gen, N(H I). Damped Lyman α (DLA) systems (logN(H I) ≤ 20.3) and Lyman
limit (LL) systems (17.2 ≤ logN(H I) < 19) may be associated with large galax-
ies, where metal-line systems (15≤ logN(H I)< 17.2) and Ly α forest line systems
(logN(H I) < 15) most likely are not directly associated with galaxies, but caused
by truly intergalactic gas.

3.2.1. The Column Density Distribution Function (CDDF)

The column density, N, in units of cm−2, is a measure for the number of absorb-
ing particles of an element (e.g., N(C)) or an ion (e.g., N(C II)) along a column
with a normalized area of 1 cm2. A mathematical definition of the column den-
sity is given by (4.26) in Section 4.2. Throughout this thesis I will follow the
commonly used notation in interstellar and intergalactic studies in which logN
always represents log N

1cm−2 .

A very striking feature of the observed H I column density distribution func-
tion (CDDF) in the IGM is the fact that it can be very accurately approximated

– 15 –



3.2. Quasar Absorption Lines Systems

over an ample range of ten orders of magnitude in N by a simple power law11:

f (NHI,z) ∝ N−β . (3.1)

Tytler (1987), among others, determined a value of β = 1.51± 0.02 for the
range of logN(H I) = 13− 22 (see also Fig. 3.3). Note, however, that there is
evidence for at least one break in the power law with an observed deficit of
absorption line systems in the region of logN(H I) ≈ 15− 17. The observed
absorption lines vary over a large range in their column densities. Generally,
the relative occurrence of the different column densities can be described by

f (NHI,z) =
∂ 2N

∂ (logNHI)∂ z
, (3.2)

where N is the number of Ly α absorption lines.

3.2.2. Ly α Absorbers and the Ly α Forest
The region blueward of the quasar’s H I Ly α emission down to the Lyman limit,
i.e., the region with photons with Eγ = 10.2− 13.6eV, contains a very high
density of H I Ly α λ1216 absorption features (see also Fig. 3.4). This is what
we refer to as the Lyman α forest (Weymann et al. 1981). The multitude of
these narrow absorptions are caused by hydrogen gas with column densities
logNHI . 15 along the line of sight (LOS). H I Ly α is by far the most prominent
transition line and responsible for most of the absorption seen in the absorption
forest, though also H I Ly β , H I Ly γ , and consequent transitions are present and
contribute to the absorption, too. Hydrogen gas clouds with column densities of
logNHI ≥ 17.2, so-called Lyman limit (LL) systems, are capable of absorbing
the quasar’s entire radiation below λLL = 912 Å. Hence, we observe that the
quasar’s flux below λ = λLL(1 + zabs) decreases to zero (the so-called Lyman
break), as this is for example clearly seen in Fig. 3.4.

The large incidence of these absorption line systems, identified within the
Ly α forest, and the ability to measure them out to the highest quasar redshifts
makes the Ly α forest region very important for the investigation of a broad va-
riety of fundamental cosmological properties. Hydrogen gas clouds with higher

11The redshift evolution in simple uniform cloud models can be used to infer the redshift dependence of the density
of the gas within the clouds. It is found that ionization of these clouds cannot be explained by background
quasars (metagalactic UV background), if the quasar density distribution cuts off between z ∼ 2− 4 as is
commonly thought (Carswell et al. 1987).
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Figure 3.3.: Column density distribution function (CDDF) of neutral hydrogen for absorbing
systems with logN(H I) = 12− 22. A single power law, f (N) ∝ N−β , is a very
accurate approximation over 10 orders of magnitude in column density. Note that
f (N) is the number of systems per unit N, and not per logN. The squares represent
the data from a survey by Hu et al. (1995) with the solid line being the best power
law fit over this region (β = −1.46). This fit has been extrapolated to higher
column densities, where results from an other survey by Petitjean et al. (1993) are
shown (diamonds).

hydrogen column densities will cause deeper / broader absorptions. Absorptions
caused by damped Ly α (DLA) systems, i.e., systems with logN(HI) ≥ 20.3,
will show very broad absorption lines with extended Lorentzian damping wings
(more details in Chapter 4).

It was suggested by Tytler (1987) that different types of absorption line sys-
tems, i.e. absorption line systems with different hydrogen column densities,
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3.2. Quasar Absorption Lines Systems

Figure 3.4.: Line of sight toward the quasar Q 0420−388 (V = 16.m9, zem = 3.123). At
λLyα(1 + zabs) = 4969.66Å, a sub-DLA system is identified. We clearly see the
Lyman break at ∼ 3727Å, the QSO emission at λLyα(1 + zem) = 5012.21Å, and
in between the Ly α forest. Most of the metal-lines absorb in the "clean" part
of the spectrum, i.e., in wavelengths redward of the quasar’s H I Ly α emission
(UVES/VLT LP data, see also Chapter 8).

do not arise within different types of gas clouds but could be caused by differ-
ent lines of sight trough one type of gas cloud (as schematically exemplified
in Fig. 3.2). Ly α lines with logNHI . 14 then would be due to highly ion-
ized and thin outer regions, whereas the LL systems, and especially DLA sys-
tems, would originate from neutral regions of the inner part of the absorbing
gas cloud. Although (depending on the LOS) the whole range of different ab-
sorption line systems can arise from a single object like the Milky Way, for ex-
ample, there is wide agreement in the scientific community that different types
of absorption line systems are, in general, associated with different types of gas
clouds. Strong evidence for this scenario comes from large spectroscopic sur-
veys, where absorption line systems with lower column densities are found to
cluster around those with higher column densities. However, the reader should
note that the galaxy / absorber relation is very complex.

Quasars with redshifts large enough to be observed in wavelengths λobs <
λabs(1+z), i.e., shortward the quasar’s H I Ly α emission, show numerous sharp
absorption features (the Ly α forest) due to the presence of intergalactic clouds
absorbing the strong hydrogen Ly α line along the LOS. Most of the common,
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3. Introduction to the Intergalactic Medium

Table 3.2.: Hydrogen Lyman and Balmer series.

Transition Eij = Ej−Ei [eV] λ = hc/Eij [Å]
n1 → n2 Ly α 10.2 1215.67
n1 → n3 Ly β 12.1 1025.72
n1 → n4 Ly γ 12.8 972.54

...
n1 → n∞ Lyman limit 13.6 911.75

n2 → n3 H α 1.9 6562.85
n2 → n4 H β 2.6 4861.33
n2 → n5 H γ 2.9 4340.47

...
n2 → n∞ Balmer limit 3.4 3646.03

i.e., easily observable metal12 lines have longer rest wavelengths and lie red-
ward the H I Ly α emission13. In Fig. 3.4, by the way of illustration, the main
characteristics of a QAL spectrum are demonstrated, using a spectrum toward
the quasar Q0420−388 (see also Chapter 8).

The Ly α forest and metal-line systems are believed to contain a large fraction
of the baryonic content of the Universe. Ly α forest gas is responsible for about
80−90% of the baryonic matter at redshift z = 2 , and, according to Penton et al.
(2004), for about 30% in the present-day Universe. Note that the incidence of
Ly α forest lines does apparently not depend on the sightline, indicating that the
IGM is uniform over large scales (Dobrzycki et al. 2002). However, there is
evidence for clustering on smaller scales (∆vz≈0.7 . 250kms−1 . ∆vz≈1.7−4 .
500kms−1) as pointed out by Ulmer (1996).

Number Density

The observational statistical characteristics of the Ly α forest can be summa-
rized by the H I column density distribution (see above), the number density
evolution that is well fitted to

dN

dz
∝ (1+ z)γ , (3.3)

12According to the standard nomenclature in astronomy, I will use the term metals for all elements heavier than
helium.

13Ly α forest absorption should not be confused with metal-line systems identified with "normal" intervening
galaxies (see 3.2.5), or with broad-absorption line systems that are intrinsic to the quasar.
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3.2. Quasar Absorption Lines Systems

No. 2, 1996 Lya FOREST FROM GRAVITATIONAL COLLAPSE 587

FIG. 2.ÈSlice of the 10 h~1 Mpc simulation, averaged over 48 cells, showing contours of (a) gas density, where contours are at o/o6 \ 100.5(i~1), i\ 1, 2, 3,
. . . , with solid contours for even i and dotted contours for odd i ; (b) dark matter density, with the same contours ; and (c) neutral column density, with
contours 1012`0.5i cm~2, i \ 1 shown dotted and i\ 2, 3, . . . shown solid. The neutral column density is for as obtained in the simulation butJH I (Table 1),
we use in the rest of the paper to obtain a higher neutral density and similar Lya absorption as observed. With the contours in thisJ~21 \ 0.1 J~21 \ 0.1,
Ðgure would correspond to a neutral column density 15.6 times higher.

other very well on large scales, but on small scales the dark
matter is much more clumpy than the gas. In particular, the
central density of spheroidal structures (halos) is much
higher in dark matter than in gas. The small structures in
the dark matter in are also a†ected by the dis-Figure 2b
creteness and small number of dark matter particles
involved (a projected cell with density equal to the mean
density contains only six particles), but there is also an
intrinsic di†erence in the clumpiness between the dark
matter and the gas. This is much more clearly seen in the L3
simulation (see Fig. 1 in The smoothness of the gasPaper I).
distribution is due to the gas pressure, which prevents it

from collapsing on scales smaller than the Jeans length,
where is the sound speed of the gas (e.g.,jJ4 c

s
(n/Go6 )1@2, c

s
° 16). At z\ 3, and for a gas temperaturePeebles 1980,

T \ 15,000 K km s~1), the Jeans length in our(c
s
\ 19

model (with )\ 0.4 at z\ 0) is D800 h~1 kpc in comoving
scale, which is 23 cells in the simulation. The gas should
collapse to high overdensities only above this scale. The
smallest scales that need to be resolved to adequately rep-
resent the collapse of the photoionized gas from the initial
conditions is at least The Jeans scale is thereforeDjJ/(2n).
just barely resolved in the L10 simulation, and much better
resolved in the L3 simulation. Obviously, the Jeans scale

Figure 3.5.: Perspective view of the H I density in a 10h−1 Mpc comoving cube at z = 3 in
a flat ΛCDM model from Miralda-Escudé et al. (1996). A typical filament is ∼
500h−1 kpc long, ∼ 50h−1 kpc thick (proper units), and has a baryonic mass of
∼ 1010 h−1 M�. The gas temperature is in the range 104− 105 K, and increases
with time as overdense structures collapse gravitationally. Contours are column
densities, where N(H I) = 1012+0.5i cm−2, with i = 1 shown dotted and i = 2,3, ...
shown solid.

with γ ≈ 2 (Sargent et al. 1980; Hunstead et al. 1988), and the rapid decrease of
absorbing systems near quasars, caused by the so-called proximity effect14 (see
below).

14Sometimes also called the inverse effect (Tytler 1987).
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3. Introduction to the Intergalactic Medium

Proximity Effect

The Ly α clouds are neither exact matches to material associated with particular
galaxies nor can they be observed in Hα emission. Observations show that Ly α

lines are underabundant at redshifts close to that of the background quasar as
a result of the quasar’s strong ionizing radiation within its vicinity of some
megaparsecs (Bajtlik et al. 1988). All species, and especially hydrogen, are in
an ionized state. Consequently, it appears that there is no hydrogen present in
the proximity of the quasar, because H II is not detectable in absorption.

Absorbers below the Lyman Limit

Systems that are optically thick below the Lyman limit (λLL = 912 Å) are only
partially ionized or neutral and sample dense regions and usually are associated
with galaxies. If the column density drops below∼ 1017 cm−2 they become op-
tically thin and are partly ionized by the metagalactic UV background radiation.
In the latter case, these systems can also be associated with galaxies but are at
relatively large galactocentric distances (Nestor 2004).

Sizes

Absorbers and background quasars that are (in projection) only separated by
a few arcseconds, lensed quasars, and numerical simulations suggest a typical
absorber size (correlation scale) of a few tens of kiloparsecs up to ∼ 100kpc.

Mass

The estimation of the mass of a Ly α absorber is, similar to the estimation of its
size, a very delicate process and often leads only to a rough and, to some extent,
speculative estimation. A major lack of information arises from the fact that
only radial velocities can be measured. And even then, due to intrinsic veloci-
ties, the absorber’s size along the LOS remains rather uncertain. Although the
column densities of the absorbing species along the LOS can be determined with
high precision, the size and consequently the absorber’s mass remain unclear.
Various properties like the absorber’s geometry, its virial mass (i.e., assuming
a gravitationally bound system), and especially its ionization state15 have to be
taken into consideration.
15The H I content seen in Ly α is, in most cases, only a trace constituent of the total hydrogen content present.
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3.2.3. Damped Lyα Absorbers
Damped Lyα (DLA) systems have, by definition, NHI ≥ 2×1020 cm−2 (Wolfe
et al. 1986). This definition is historical (for practical reasons related to the
sensitivity of surveys at the time) and does not represent any physically dis-
tinct regime. Systems with 19 ≤ logNHI < 20.3 are commonly referred to as
sub-DLA systems. Fig. 3.3 exemplifies this common classification in Ly α for-
est (logNHI < 15), metal-line systems (15 ≤ logN(H I) < 17.2), LL systems
(17.2≤ logNHI < 19), sub-DLA systems (19≤ logNHI < 20.3), and DLA sys-
tems (logNHI ≥ 20.3). Weak Ly α absorption line systems are very numerous

Table 3.3.: Common classification for quasar absorption line systems according to their col-
umn densities of neutral hydrogen. Note that some authors refer to the Ly α forest
as absorption line systems with column densities below 1017.2 cm−2, i.e., they do
not distinguish between metal-line absorption systems and the Ly α forest. Further,
the reader should note that there is no sharp borderline between the different types
of absorbers. The definitions are historical (for practical reasons related to the sen-
sitivity of surveys at the time) and do not represent any physically distinct regime.
For the sake of mathematical correctness, however, I have adopted throughout this
thesis a sharp distinction between the different absorption line systems.

N(H I) acronym

< 1015.0 cm−2 Ly α forest
≥ 1015.0 cm−2 metal-line systems
≥ 1017.2 cm−2 LLS
≥ 1019.0 cm−2 sub-DLA
≥ 1020.3 cm−2 DLA

but the strongest systems are, as can be seen from the CDDF, very sparse. Blind
searches for strong absorbers with high NHI are therefore very time consuming
and highly inefficient. In fact, the HST Quasar Absorption Line Key Project
(e.g., Weymann et al. 1998) found only one single DLA system in a redshift
path16 of ∆z = 49 (Jannuzi et al. 1998).

DLA systems exhibit a modest evolution in metallicity with time, where the
small scatter in Fig. 3.6 is a good indicator for this smooth enrichment behavior.
Note, however, that at lower H I column densities, i.e., in the case of sub-DLA
systems, this behavior seems to change. Péroux et al. (2003) reckon that sub-
DLA systems might be associated with a different class of objects than DLA
16The redshift path is defined as dX .= (1+ z)2(ΩΛ +Ωm(1+ z)3)−1/2dz, or dX/dz≈ ((1+ z)/0.3)1/2 when z > 1

(Bergeron & Herbert-Fort 2005).
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Figure 3.6.: [Fe/H] and [Zn/H] as a function of the H I column density in DLA and sub-DLA
systems. The dotted line at logNHI = 20.3 marks the formal transition from sub-
DLA to DLA systems (Péroux et al. 2003).

systems. Prochaska et al. (2003) find that DLA systems are likely to be unbiased
or transient population disconnected from the general galactic evolution. They
note further that the metallicities17 of all 125 DLA systems in their sample are
confined within −3 < [M/H] < 0, where the lower bound is a good indicator
that no primordial gas may exist in the neutral phase within high-z galaxies (see
also Fig. 3.7). DLA systems, even the most underabundant ones, have higher
metallicities than what is found for the Ly α forest (e.g. Songaila 2001). This

17See (3.4) for a definition of the common notation to express an object’s metallicity as the logarithmic ratio of its
metal abundance compared to that of the Sun.
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Figure 3.7.: The metallicity [M/H] as a function of zabs from a sample of 125 DLA systems.
We notice a smooth increase in metallicity with time. The values are from the ESI
survey (dark-grey data points) and also from HIRES and UVES (light-grey data
points). The symbols indicate the method by which the values for [M/H] were
derived: α-element measurement (filled square), Zn measurements (filled circle);
α-elements and limits from Zn measurements (filled triangle), Fe measurements
+0.4 dex (filled star), and Fe limits +0.4 dex (open circle). The unweighted mean
of the metallicity (black star and bold error bars) were calculated with a confidence
level of 95 % (Prochaska et al. 2003).

metallicity offset between the Ly α forest and DLA systems suggests that the
enrichment in the latter case was dominated by metal enrichment from stars
within these galaxies.

DLA systems are believed to be the progenitors of present-day galaxies and
they are most suitable for the study of chemical abundances. DLA systems
dominate the neutral content of the Universe (Wolfe et al. 1995; Rao & Turn-
shek 2000), and the comoving baryonic mass density in the gas inferred from
DLA systems at z≈ 2−3 does nearly coincide with the baryonic mass density
in stars today (Wolfe et al. 1995; Storrie-Lombardi & Wolfe 2000). The large
column densities of DLA systems allows us to also measure the abundance of a
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large number of elements (e.g. C, N, O, Mg, Al, Si, Fe, Ni, Zn, and many oth-
ers). Further, their large neutral hydrogen column densities require, in general,
only little ionization corrections (Viegas 1995; Vladilo et al. 2001). This work
focuses in particular on DLA systems, and it will clearly be shown that those
interesting properties and advantages make DLA systems worthwhile objects to
investigate and study in great detail.

3.2.4. DLA Galaxies
To date, despite the wealth of available data at redshifts z & 1.5 from numerous
and extensive studies, the nature of DLA systems remains unknown to a large
extent. Identifying galaxies associated with the observed absorptions through
imaging studies is a demanding task. One reason is the fact that the apparent
surface brightness of an extended object decreases as (1 + z)−4, but also that
the extent of an absorbing system, assuming a reasonable impact parameter18,
corresponds to very small angular separations from the bright background QSO.
Moreover, confirming that the redshift derived from the absorption spectrum co-
incides with the emission of an observed galaxy requires a spectrum containing
emission features from high redshift galaxies, which is still a very demanding
observation, even for 8−10 m class telescopes.

Table 3.4.: H I regions causing QAL systems. DLA systems, LL systems and regions in the
Ly α forest with higher column densities could plausibly be produced by galaxies
like the Milky Way.

Object logNHI Reference
MW halo > 19.15 Westphalen et al. (1997)
MW disk and lower part the halo 20.67 Spitzer & Fitzpatrick (1995)
MW halo > 1kpc 19.6±0.3 Lockman et al. (1986)

In very few cases and at fairly low redshifts only (z ∼ 0.1), it was possible
to spatially resolve galaxies in 21 cm emission that give rise to DLA absorbers
(see, e.g., Bowen et al. 2001). Thus, the interpretation of the nature of QAL
systems, and DLA systems in particular, has largely been limited to theoretical
models and simulations. Models of disks that are the progenitors of present-
day spirals (Prochaska & Wolfe 1997) and other pictures like the concept of

18In analogy to nuclear physics, we use the term impact parameter as a measure to indicate the distance between
the center of the absorbing system and the LOS.
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protogalactic clumps (Haehnelt et al. 1998) have been equally successful. More
recent models (e.g., Le Brun et al. 1997; Rao et al. 2003) invoke a combination
of different components and complex processes such as disks, tidal streams, and
halo clouds.

3.2.5. Metal-Line Absorbers
Metal transition lines are observed in absorption line systems with column den-
sities above ∼ 1015 cm−2. Not all but most of the common (i.e., easily ob-
servable) metal transitions that fall into the optical and near infrared band are
located at rest wavelengths λ > 1216 Å, redward of the quasar’s H I Ly α emis-
sion and therefore in the "clean" part of the spectrum that has not been strongly
contaminated by intervening H I absorbers, unlike the region of the Ly α forest.
This, and also the fact that metals cause very narrow absorption lines and hence
are only rarely blended by other metals, allows very precise measurements. The
longest rest wavelengths amongst the common strong metal-line transitions are
due to a magnesium doublet, Mg II λλ2796, 2803, which can be observed by
ground based telescopes down to a redshift of z ≈ 0.07. All Mg II absorptions
are tightly related to H I. Note also that H I Ly α absorbers with large hydro-
gen column densities always exhibit relatively strong Mg II absorption (Rao &
Turnshek 2000). More detailed information can be found in Chapter 9 where a
detailed analysis of a Mg II absorber is given.

C IV Absorbers

The C IV λλ1548, 1551 doublet is the most common pair of metal lines asso-
ciated with the highly ionized Ly α forest (Sargent et al. 1988). This prominent
ion may originate from large-scale outflows (superwinds) from nearby starform-
ing galaxies that have gradually enriched the IGM (Adelberger 2005). Alterna-
tively, the IGM could have been enriched by an early stellar population (Madau
et al. 2001), preferentially in regions with very high matter overdensities (Por-
ciani & Madau 2005). The attempt to study and measure the amount of C IV in
the IGM over a large range in redshift was accomplished by Songaila (2001),
using a sample of 32 QSOs observed with the Keck telescope on Mauna Kea,
Hawaii (see also Songaila 2005). The somewhat surprising result of these ob-
servations was that the cosmological C IV mass density, ΩCIV, shows only very
little, if any, evolution between z = 1.5−4.5. This may be an indication that the
metal content of the IGM was enriched at redshifts much greater than 5, perhaps
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by the sources responsible for its reionization19.
The aim of searches for C IV beyond z∼ 5 is essentially to constrain the origin

of metals in the IGM, where z ∼ 5 corresponds to that redshift at which the
star formation rate appears to begin to decline (Bunker et al. 2004; Giavalisco
et al. 2004; Bouwens & Illingworth 2006). If the mass density of metals in
the IGM was observed to decrease, then the favored scenario would be winds
from massive star-forming galaxies that pollute the IGM with metals. On the
other hand, if the mass density of metals remained constant, this may point to
an epoch of very early enrichment of the IGM.

The limitation to redshifts of z . 5 is set by the finite resolution of the spectro-
graphs and CCD detectors. At redshifts beyond z ∼ 5, the C IV λλ1548, 1551
doublet is shifted to wavelengths beyond 9300 Å, requiring an equipment for
spectroscopic observations in the near-infrared (NIR) band. This is, with a few
exceptions (see, e.g., Kobayashi et al. 2002), a largely unexplored wavelength
regime in QAL spectroscopy. On the other hand, near 1 µm there are several
windows relatively free of terrestrial water vapor absorption where, with suit-
ably long exposure times, it should be possible to achieve the signal-to-noise
ratio (SNR) and spectral resolution required for narrow absorption line work.
To this end, Ryan-Weber et al. (2006) have conducted a pilot investigation with
the Infrared Spectrometer And Array Camera (ISAAC) on VLT/UT1 (Moor-
wood et al. 1998) and targeted two of the most distant quasars with redshifts
z = 6.28 and z = 5.9920. They report two definite and one marginal C IV ab-
sorption line systems between z = 5.40− 6.0 and conclude that their findings
are consistent with only mild or no evolution of ΩCIV for z < 5. This findings
provide tantalizing evidence for an early epoch of metal production. Conse-
quently, if a substantial fraction of metals are already present in the IGM at the
highest redshifts, then QAL studies can supply evidence. However, this partic-
ular result has to be viewed with caution until larger surveys of similar objects
can confirm or reject these findings.

O VI Absorbers

The IGM is expected to be the main repository of baryons at all epochs. Its
physical characteristics are predicted to change from predominantly warm and
photoionized gas (T ∼ 104 K) at high redshifts to predominantly shock-heated
19Alternatively, the C IV systems may be associated with outflows from massive star-forming galaxies at later

times, while the truly intergalactic metals may reside in regions of lower density than those probed up to now
(Pettini et al. 2003). Reionization of the IGM: see Section 3.3.3

20The most distant quasar known to date is SDSS J114816.64+525150.3 with zabs = 6.419 (Fan et al. 2003).
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"warm-hot" gas (T ∼ 105 to 107 K) at present day (Cen & Ostriker 1999b; Davé
et al. 1999). The matter and energy exchange between galaxies and the IGM
(e.g., gas accretion or supernova-driven feedback) may play a profound role in
the evolution of individual galaxies, galaxy groups, and galaxy clusters (Voit
2005). Observations with STIS aboard HST or with the FUSE satellite have
shown that O VI absorption lines are frequently detected in the spectra of low-
redshift quasars (e.g., Tripp et al. 2000; Danforth & Shull 2005; Lehner et al.
2006)

O VI has its largest abundance in collisional ionization equilibrium (CIE) at
T ∼ 105 K and can therefore, in principle, be used as a tracer for the WHIM
and hot galactic outflows. However, the tracer properties are limited by the
facts that O VI can also arise in photoionized intergalactic gas at high z or in
gas that is not in ionization equilibrium. So far only a few O VI systems show
definitive evidence of hot gas (see, e.g., Savage et al. 2005). The nature of
O VI absorbers and their relationships with nearby galaxies or galaxy structures
was investigated by several groups (see, e.g., Sembach et al. 2004; Bregman
et al. 2004; Stocke et al. 2006; Prochaska et al. 2006). However, there is no
full consensus to date on the origin of the oxygen enrichment in the IGM or
whether O VI absorption line systems as a matter of fact arise in collisionally
ionized metal-poor WHIM gas (Tripp et al. 2006).

3.2.6. Metal Abundances
In astronomy, the metallicity (also metal abundance or chemical abundance) of
an object is the proportion of its baryonic matter that is made up of elements
other than hydrogen or helium compared to that of hydrogen (i.e., its metal
content). The metallicity of an object can give an indication of its age or of
the enrichment mechanism. Further, the metallicity of stars is used for their
classification into population I (solar like), population II (metal deficient), and
population III (extremely metal deficient). See also Chapter 7 for a more de-
tailed discussion on early enrichment processes, population III stars, and very
metal deficient quasar absorption line systems.

It is common to express an object’s metallicity as the logarithmic ratio of its
metal abundance compared to that of the Sun, where the Sun’s metallicity is, by
definition, zero. The common notation for the chemical abundance is

[X/H] = log(N(X)/N(H))− log(N(X)/N(H))�, (3.4)

with N the column density. An object’s metallicity can also be expressed as the
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linear ratio of its metal abundance compared to that of the Sun. In this case, it
is common to use Z as identifier to indicate the metal abundance. For example,
an object with a metallicity of [M/H] = −2.47 can alternatively be expressed
as Z = 0.0034 or 1/300 solar 21.

3.3. Physical Properties of the IGM
The IGM is composed of atoms (mostly ions), free electrons, very little dust,
and is almost devoid of molecules. It contains most of the baryonic matter in
the present-day Universe (IGM∼ 70%, Galaxies∼ 30%) and can be observed
in emission (e.g., X-ray emission, H α emission, H I 21 cm emission) and in
absorption (against QSOs, AGN, galaxies, GRBs, etc.). Hence, studying the
IGM allows us to unveil a wealth of fundamental information. Let us now
have a closer look at the almost omnipresent process of ionization as well as
the relation between the gas density and the gas temperature. The physics of
interstellar and intergalactic absorption will be discussed in Chapter 4.

3.3.1. Ionization
Photoionization

Energetic photons, i.e., photons with energies larger than an atom’s ionization
potential (see Table C.1), will be able to unbind an electron and hence ionize the
atom:

atom+hν → atom+ + e−.

In the case of hydrogen that has an ionization potential of 13.6 eV, any photon
with hν ≥ 13.6 eV (λ ≤ 912 Å) can ionize the atom. The photoionization cross
section for hydrogen, in units of cm2, is given by

σphot,H(ν) = 2.8×1029gbf(ν ,T )ν−3, (3.5)

with gbf(ν ,T ) the so-called Gaunt factor for the bound-free transition. From
(3.5) we note that for hydrogen and hydrogen-like atoms, i.e., atoms in which
the valence electron is bound by a strong force (as this is for example the case

21Note that solar metallicity, using the above notation, corresponds to [M/H] = 0 or Z = 1. This notation should
not be confused with an other common notation, e.g., with Z = 0.015, Y = 0.25, and X = 0.735, that indicates
the Sun’s metal, helium, and hydrogen mass fraction, respectively.
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in highly ionized atoms), we can write

σphot,H(ν) ∝ ν
−3. (3.6)

However, this is no longer the case for heavier atoms where the photoioniza-
tion cross section turns out to be distinctly more complex. Note further, that
in order to describe the absorptivity of the ISM or the IGM as a whole, one
has, in principle, to account for the contribution from metals, too. However,
even when considering a case with solar metal abundances, the photoionization
cross section remains dominated by the cross sections of hydrogen and helium
(Fig. 3.8).
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Figure 3.8.: Photoionization cross section (Cruddace et al. 1974). The photoionization cross
section remains dominated by the cross sections of hydrogen and helium, even
when considering a case with solar metal abundances.

The Ly α absorption in quasar spectra is caused by neutral hydrogen. How-
ever, most of the hydrogen gas is strongly ionized (i.e., nHI � nHII). Conse-
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quently, the IGM must consist of (mostly) ionized hydrogen, H II. This pho-
toionization is predominantly caused by UV photons from the metagalactic UV
background radiation. In equilibrium, i.e., when the photoionization rate is
equal to the recombination22 rate, the ionization fraction is:

nHII

nHI
=

Γph

αrec nHII
, (3.7)

where αrec = 4×10−13 cm3 s−1 is the hydrogen recombination coefficient, Γph
the photoionization rate23 (in s−1), and σph = 6×10−18 cm2 the photoionization
cross section.

Collisional Ionization

In regions with higher densities, say galaxy clusters or galaxies, the atoms are
close enough to each other so that collisions with electrons24 become important.
In the case of a CIE25, and when neglecting charge exchange reactions26, the
ionization fraction becomes

nu+1
i
nu

i
=

αu
coll

α
u+1
rec

, (3.8)

where nu
i is the atomic volume density with i the ionization level and u the ex-

citation state, and αcoll the collisional and αrec the recombination coefficient.

The hydrogen ionization fraction,

fH =
nHII

nHI +nHII
≈ nHII

nHI
, (3.9)

can be approximated (in the case of CIE and with log T representing log T
1K) as

a function of the gas temperature (Richter et al. 2006):

log fH ≈−13.9+5.4logT −0.33(logT )2. (3.10)
22Recombination: ion+ e−→ atom+hν

23It is Γph =
∞∫

νion

σph(ν)Uν c
hν

dν , with Uν the ionizing radiation.

24Not only electrons do collide with hydrogen atoms but also protons or other hydrogen atoms. In the case of
the interstellar and intergalactic medium, interactions with electrons are, due to their smaller weight, the most
common.

25Note that in the case of CIE (e.g., in gas clouds with high densities) all atoms are in the ground state, contrary
the case of LTE (e.g., in gas clouds with low densities), where a substantial fraction of the atoms is ionized. If
LTE can be assumed, the ionization of the gas is described by the Saha equation (see Appendix A).

26also charge transfer reaction, i.e., reaction of an ion with a neutral species, in which some or all of the charge
of the reactant ion is transferred to the neutral species.
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That ionization through collisions becomes insignificant in low-density regions
of the IGM can be demonstrated with a short example. The mean collisional
free path is given by

lc = (nHσc)−1. (3.11)

The mean time between collisions then is

tc =
lc
υ

=
(

2kBT
3mH

)−1/2 1
nHσc

, (3.12)

with υ the mean particle velocity. When assuming a typical gas density of
nH = 10−4 cm−3 and a temperature of T = 106 K, we find a mean time between
collisions of tc ≈ 45000yrs. Therefore, low-density regions are, due to the
insignificance of collisional ionization (and the absence of self shielding27),
almost entirely ionized by photons from the energetic tail (i.e., Eγ ≥ 13.6eV) of
the metagalactic UV background radiation distribution.

3.3.2. Temperature and Density
The temperature of the gas is, as seen above, strongly dependent on the region
in question. The gas of the low-density IGM gets heated up when compressed
and, as long as the compression is adiabatic, T essentially depends on the gas
density, ρg, in the way that

T = T0

(
ρg

ρg

)α

, (3.13)

where the average gas temperature, T0, and the exponent α depend on the ion-
ization history and the spectrum of the ionizing photons. Typical values are
4000K . T . 10000K and 0.3 . α . 0.6. Because the IGM is almost fully
ionized, and assuming equilibrium between ionization and recombination, the
mean H I density is given by (3.7). With (3.7) and (3.13), the optical depth28 for
H I Ly α absorption can be written as

τLyα = A

(
ρg

ρg

)β

, (3.14)

27The lowering of the flux density in the inner part of an object due to absorption in its outer layers.
28The optical depth, τ , is a measure of transparency. See Chapter 4, pg. 42.
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where typically β ≈ 1.6. The factor A depends on z, ΓHI, and the mean tem-
perature of the gas, T0. Fig. 3.9 shows the distribution of the optical depth as
a function of the gas density at z = 3 according to an smooth particle hydro-
dynamics (SPH) simulation of a standard cold dark matter (CDM) model from
Weinberg et al. (1998). The tight correlation between the density fluctuation
and the optical depth for Ly α absorption is an indicator that the bulk of the gas
in the IGM was not heated by shock fronts, i.e., through collisional excitation
or ionization, but through photoionization and adiabatic compression (because
infall and eventual shock heating would result in a larger spread due to large
peculiar velocities). Hence, the observed distribution of τLyα allows us to con-
clude on the distribution of the (baryonic) matter overdensity, where the latter
essentially coincides with the overdensities of the dark matter (DM) distribu-
tion.29

3.3.3. The Reionization of the IGM

The epoch of reionization begins with the end of the so-called Dark Age, i.e.,
the time when the first stars in the Universe were formed. Although the epoch
of reionization is not essential for the present work, I shall, for the sake of
completeness, give a very brief overview.

At some time between the epoch of recombination and redshift z ∼ 5, the
Universe experienced an epoch of reionization. This ionization process started
with the appearance of the first stars at z ∼ 17± 5 (Spergel et al. 2003) and
eventually the first active galactic nuclei (AGN). At z∼ 5 most of the IGM was
(virtually) fully ionized. This is inferred from observation where in quasar ab-
sorption line (QAL) spectra a distinct depression of the continuum, an extended
H I Ly α absorption trough, blueward of the quasar’s H I Ly α emission-line
could be identified. This so-called Gunn-Peterson (GP) Effect (Gunn & Peter-
son 1965; Scheuer 1965) was the premier test for the presence30 of neutral gas

29It is common to suppose that the evolution of the IGM traces the evolution of DM since DM is the dominant
matter component in the Universe (about 90%). However, although the evolution of the IGM is dynamically
governed by the gravity of the underlying DM field, many statistical properties of the IGM inevitably decouple
from those of the DM once the nonlinearity of the dynamical equations and the stochastic nature of the field is
considered. Many features of cosmic large scales structures can be explained with this discrepancy (Fang et al.
1993).

30The IGM at very high redshift must be neutral. However, the GP effect is not a proof for an IGM composed out
of (only) neutral gas. This is because already small amounts of H I atoms are sufficient give rise to dense H I
Lyman absorption and, consequently, to cause the observed effect.
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Cosmology with the Lyα Forest 3

Figure 1. A test of the Fluctuating Gunn-Peterson Approximation on artifi-

cial spectra extracted from an SPH simulation of standard CDM in real space

(right) and redshift space (left), at z = 3. Points show the relation between

Lyα optical depth and gas overdensity in the simulated spectra, pixel by pixel.

Diagonal lines show the prediction of equation (1).

and dark matter therefore trace each
other quite well, with the gas dis-
tribution being slightly smoother in
the neighborhood of low overdensity
peaks of the dark matter distribu-
tion (Gnedin & Hui 1998; Bryan et
al. 1998).

Figure 1 tests the FGPA against
results from an SPH simulation of

“standard” CDM (hereafter SCDM,
with Ω = 1, h = 0.5, σ8 = 0.7), at
z = 3. The right hand panel plots the
Lyα optical depth against gas over-
density for spectra extracted in real
space, i.e., with thermal broadening
and peculiar velocities set to zero.
Most points lie on a tight, clearly de-
fined sequence. Points lying well be-
low this sequence come from regions
where shock heating has raised the
gas temperature above the power law
ρ−T relation, depressing the recom-
bination rate and hence the neutral
hydrogen optical depth. Peculiar ve-
locities and thermal broadening in-
crease the scatter of the relation in
redshift space (left hand panel), but
they do not destroy it. The diago-
nal lines show the prediction of equa-
tion (1), with all “free” parameters
(Ωb, h, T0, ΓHI, β, H(z)/H0) set
to the values that they have in the
simulation. The FGPA provides a
good but not perfect description of
the numerical results, breaking down
mainly in the regions where shock
heating is important.

For an approximate numerical ap-
proach that is much cheaper than a

high resolution hydrodynamic calcu-
lation, one can run a lower resolution
particle-mesh (PM) N-body simula-
tion, compute the density field from
the evolved particle distribution, im-
pose the ρ − T relation, and extract
spectra. This technique uses a fully
non-linear solution for the density
and velocity fields, but it still as-

sumes that gas traces dark matter
and that all gas lies on the ρ− T re-
lation, approximations that are good
but not perfect. As shown in WKH
(Figure 8), the agreement between
the PM approximation and a full hy-
drodynamic simulation is very good
over most of the spectrum, but it
breaks down in some higher density,
shocked regions. Similar techniques
have been used by Gnedin & Hui
(1998), who also incorporate an ap-
proximate treatment of gas pressure
in the N-body calculation, and by
Petitjean, Mücket, & Kates (1995)
and Mücket et al. (1996), who use
a heuristic method to incorporate
shock heating.

3 Continuous Field Statistics

The approximate physical picture
just outlined implies a simple and di-
rect relation between observed flux
and mass overdensity,

F

Fc
= e−τ = e−A(ρ/ρ)1.6

. (2)

Evolution of Large Scale Structure / Garching August 1998

Figure 3.9.: Relation between the Ly α optical depth and the gas overdensity in the IGM as seen
in a simulation from Weinberg et al. (1998). The tight relation between the Ly α

optical depth, τLyα , and the density fluctuation, ρg/ρg, indicates that the major
part of the IGM (at z = 3) was not heated by shock fronts but through adiabatic
compression. The data points (each symbolizing a line of sight through a gas
distribution) are given in redshift space and in real space.

at redshifts beyond z∼ 5. H I Ly α absorbers have typically an optical depth of

τLyα ≈ 1.7×1011 nH(z)
(1+ z)3/2 , (3.15)

with nH(z) the neutral hydrogen volume density in units of cm−3. Becker et al.
(2001) find that at redshifts above z ∼ 6, the IGM becomes almost opaque in
the Lyman continuum, i.e., for photons with hν ≥ 13.6eV (λ ≤ 912 Å). The
H I Ly α absorption in the IGM leads with increasing redshift to an apparently
continuous absorption due to the general cosmological expansion. Accurate
measures of this effect give a strong limit to the overall mass density of neutral
hydrogen in the recent Universe:

ΩGP(H I) < 3×10−7. (3.16)

This again shows that the IGM is highly ionized. However, the theory of the
reionization era is still not fully understood and remains a critical missing link
in the theory of galaxy formation.
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Figure 3.10.: QAL spectra illustrating the increase in absorption due to intervening neutral
hydrogen with increasing redshift. At the highest redshifts, the spectra show a
Gunn-Peterson absorption trough, i.e., the complete absorption of wavelengths
shortward the H I Ly α emission-line, implying that the reionization epoch must
have continued, at least in some areas, until redshifts of about z∼ 6 (Hook 2005).
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4. Interstellar and Intergalactic
Absorption Lines

4.1. Overview

The most widely accepted notion is that quasars (contraction of QUASi-stellAR
radio sources), or QSOs for short, are AGN, i.e., galaxies with an active super-
massive black hole at their centers. Quasars are extremely bright objects with
an enormous energy output of up to 1047 ergs−1. They produce X-rays, strong
radio waves, and visible light. The first quasar, 3C 273 at a redshift of z = 0.15,
was discovered in 1963 with the 200-inch telescope at Mount Palomar, CA,
USA (Schmidt 1963). Later, Bahcall & Salpeter (1966) predicted that inter-
vening material along the line of sight should produce observable discrete ab-
sorption features in quasar spectra. Shortly afterwards, Greenstein & Schmidt
(1967) and Burbidge et al. (1968) announced the detection of the first quasar
absorption lines.

Today, the most distant quasar known, J104845.05+463718.3, is at a redshift
of z = 6.43 (Fan et al. 2003), i.e., emitted its radiation at a time when the Uni-
verse had only about 6 % of its present age1. As a result of the Sloan Digital
Sky Survey (SDSS), the most ambitious astronomical survey ever undertaken,
and numerous previous surveys, more than 60 000 quasars are know to date.
In combination with 8− 10 m class telescopes that allow us to do high resolu-
tion spectroscopy at resolutions on the order of R ∼ 45000 (∼ 7kms−1) and
even higher, present-day observations provide a wealth of extensive data with
redshifts ranging from z = 0.06 to the recent maximum of z = 6.43.

Parts of the ultraviolet (UV) spectrum (below ∼ 3000Å) and most of the in-
frared (IR) spectrum (above ∼ 15000Å) are absorbed by the atmosphere. This
limits quasar absorption line studies with ground based telescopes to the opti-
cal and the near infrared band. The UVES spectrograph2 covers a range from

1using H0 = 71 km s−1, Ωm = 0.27, and Ωtot = 1
2See more details about the UV Echelle Spectrograph (UVES) at VLT/UT2 in Chapter 5.
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Figure 1: Cartoon illustrating a quasar line of sight
along which various objects give rise to absorp-
tion features seen in the spectrum of the background
quasar. The panel presents a typical quasar spectrum,
showing the quasar continuum, emission lines, 
and the absorption lines produced by galaxies and
intergalactic material that lie between the quasar and
the observer. The strongest NH I absorption at 
λobs ~ 4600 Å is due to a Damped Lyman-α Absorber
at z ~ 2.79 (Figure courtesy of John Webb).

Reports from Observers

Early Galaxy Evolution: Report on UVES Studies 
of a New Class of Quasar Absorbers

Céline Péroux1

Miroslava Dessauges-Zavadsky 2

Sandro D’Odorico1

Tae Sun Kim 3

Richard G. McMahon 3

1 ESO
2 Observatoire de Genève, Switzerland
3 Institute of Astronomy, Cambridge

University, United Kingdom

Distant galaxies can be studied using
the imprints that their gaseous struc-
tures leave in the spectrum of a back-
ground quasar. These “quasar ab-
sorbers” provide a measure of both the
neutral gas and metallicity content of
the Universe back to early cosmic times.
A newly defined class of quasar ab-
sorbers, the sub-Damped Lyman-α Sys-
tems, have been studied for the first
time using both the ESO archives 
and new UVES/VLT data. This review
presents results from four years of
research on these systems and empha-
sises the scientific role played by the
ever-growing ESO science archive.

Tracing the rate at which stars form over
cosmological scales still remains a
challenging observational task. An indirect
way to measure the assembly of galaxies
is to probe the rate at which they convert
their gas into stars. The neutral H I mass 
in particular can be estimated from obser-
vations of absorbers seen in the spec-
trum of background quasars. The most
remarkable property of these systems 
is that their detection threshold is essen-
tially redshift independent and only relies
on the properties of random luminous
background sources (quasars or Gamma-
Ray Bursts) observed up to early cosmo-
logical times (z > 6). Thus, unlike other
high-redshift galaxies (such as Ly-α emit-
ters or Lyman Break Galaxies), these
objects are selected regardless of their
morphologies or intrinsic luminosities but
solely on their H I cross-sections (see
Figure 1). Therefore, they provide unbi-
ased samples to measure the redshift
evolution of ΩH I, the total amount of neu-
tral gas expressed as a fraction of today’s
critical density.

Quasar absorbers are also an excellent
tool for measuring the abundances of 
a wide variety of elements over >90 % of
the age of the Universe. In addition to
providing information on individual ob-
jects, they can be used statistically to pro-
vide measures of the cosmological evolu-
tion of metals in the neutral gas phase.
The so-called H I-column density weight-
ed metallicity shows surprising results:
contrary to virtually all chemical models,
the most recent observations indicate
only mild evolution with redshift. Never-
theless, it is wellknown that such analyses
are dominated by the main contributors 
to the H I mass. Therefore, it is important
that all the quasar absorbers containing 
a significant fraction of H I gas are includ-
ed to get a global metallicity estimate.

A new class of quasar absorbers

Quasar absorbers are sub-divided into
classes according to their column den-
sity, the number of hydrogen atoms per
unit area along the line of sight between
the observer and the quasar (commonly
expressed in atoms cm–2). Therefore a
low column density cloud could either be
a small cloud with high density or a large
cloud with low density. They are thus
believed to probe a variety of physical
conditions including halos and discs 
of both dwarf and normal (proto)galaxies.
Damped Lyman-α systems (hereafter
DLAs) have NH I > 2 × 1020 atoms cm–2

and are the major contributors to the neu-
tral gas ΩH I. Nevertheless, based on a
new sample of z > 4 quasars (Péroux et

H emission from quasar 

‘Metal’ absorption lines
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al. 2001), we have suggested that 
some fraction of the H I lies in systems
below the traditional DLA definition. 
We proposed to extend the definition to 
NH I > 1019 atoms cm–2 and introduced 
the terminology “ sub-Damped Lyman-α
systems” (sub-DLAs) in Péroux et al.
2003a. Such high column density systems
are reportedly good tracers of galaxies:
looking out through the Milky Way, many
lines of sight have 1019 < NH I < 2 × 1020

atoms cm–2, reminding us that we actually
live in a sub-DLA!

The study of sub-DLAs has been made
possible only thanks to the advance-
ment of 8–10-m-class telescope related
technologies. Indeed high-resolution
spectroscopy is required to study sub-
DLAs. The Ultraviolet-Visual Echelle Spec-
trograph UVES (D’Odorico et al. 2000)
mounted on UT2 has played a key role in
recent developments of our understand-
ing of quasar absorbers, and sub-DLAs in
particular. In 2001, we initiated a pro-
gramme aimed at building and studying a
homogeneous sample of sub-DLAs. 
The overall goal of this ongoing project is
to identify what can be learned about 

Figure 4.1.: Schematic illustration of absorption due to intervening gas (galaxies) along the line
of sight (illustration by Michael T. Murphy).

3000−11000Å, corresponding to a redshift range of 1.5 . z . 8 in the case of
the H I Ly α λ1216 absorption line. Absorption line systems at lower redshifts
can only be observed from space like for example with the Faint Object Spec-
trograph (FOS) or the Space Telescope Imaging Spectrograph (STIS)3, both
aboard HST, or with satellites like FUSE, GALEX, and SWIFT.

The analysis of QAL spectra has developed into a powerful tool in the study
of galaxy evolution and large-scale structure (LSS). Quasar absorption line
spectra can be used, at least in principle, for an unbiased and detailed study
of the gaseous content and environment of galaxies over large scales, from the
present back to the highest redshifts at which quasars are observed4. Absorp-
tion features allow us to determine many information, e.g., the redshift of the
absorbing galaxy, its metal content and abundance pattern, ionization param-
eter, temperature, velocity distribution, etc., without the need of any emission
line or even a spectral or visual identification of the quasar host itself.

There are two basic approaches to the study and analysis of quasar absorp-
3Due to technical problems STIS stopped science operations on August 3, 2004, and is currently in "safe" mode.
4At the time of writing, the Sloan Digital Sky Survey (SDDS) and other large area surveys have discovered about

1000 QSOs at z > 4, about 50 QSOs at z > 5, and nine QSOs at z > 6 (Fan 2006), with 104845.05+463718.3
at z = 6.43 (Fan et al. 2003) the QSO with the highest redshift ever discovered.
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tion line systems: the study of large samples at low resolution5 or the study of
individual systems at high resolution. The observations presented hereafter in
Chapters 6, 8, 9, and 10 were analyzed using the latter approach.

4.2. Line Absorption
In the following I discuss the case of Ly α absorption of neutral hydrogen (H I)
in the IGM along a LOS toward a background quasar. Metal absorption lines
are also of great importance but the discussion below is exemplary for any kind
of absorption lines.

4.2.1. Line Profiles and Voigt Profile
The probability that an electron in a bound level will make a transition to a
higher (or lower) level is described by the Einstein transition probability, Aij.
In the case of the H I Ly α line transition, it is A HILyα,21 = 4.4× 107 s−1. If a
transition takes place between two levels, labeled u (upper) and l (lower), then
the intrinsic line broadening, characterized by transitions from those levels, can
be written as the sum of Aij over all lower energy levels, i.e.,

∆k =
1

4π
∑
i<u

Aui. (4.1)

The natural (intrinsic) broadening of the H I Ly α line is ∆k,HILyα = 6×10−3 Å.
Note that it is common in this context to refer to the damping constant,

γ
.= 4π∆k, (4.2)

instead.

The frequency dependence of the absorption capability is described by the Lorentz
function

φL(ν) =
1
π

∆k

∆k
2 +∆ν2 , (4.3)

with ∆ν = ν−ν0, where ν0 is the transition frequency.

5With the third data release (Abazajian et al. 2005) from the Sloan Digital Sky Survey (SDDS) more than 53000
QSO spectra with R∼ 1700−2000 and a wavelength coverage of 3800−9200 Å are available today (see, e.g.,
York et al. 2006).
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However, lifetime broadening is not the only reason for absorption lines having
finite widths. The atoms move about with Doppler velocity corresponding to
the temperature. This thermal motion of the gas will cause a so-called Doppler
broadening of the absorption line, which is described by the Maxwellian veloc-
ity distribution function

φD(ν) =
1√
π∆t

e−(∆ν/∆t)2
, (4.4)

where
∆t =

bthν0

c
(4.5)

is the most probable deviation from the rest frequency, ν0, and bth the thermal
part of the so-called Doppler parameter in units of km s−1. In the case of the
H I Ly α line transition, it is ∆t,HILyα ≈ 0.04Å. The thermal part of the Doppler
parameter can be written as

bth =

√
2kBT

m
≈ 1.29×104

√
T
A

cms−1, (4.6)

with T the gas temperature in units of K, m the particle mass, and A the atomic
weight in units of u. Note that the measured Doppler parameter, b, is composed
of a a thermal, bth, and a turbulent term, bturb, in the way that

b2 = b2
th +b2

turb. (4.7)

The real frequency dependent profile of an absorption line is given by the con-
volution of (4.3) and (4.4):

φ(ν) = φL(ν)⊗φD(ν) =
+∞∫
−∞

φL(ν−x)φD(x)dx = ... =
1√

π2π∆t
H(α,z), (4.8)

where

H(α,z) =
α

π

+∞∫
−∞

e−x2

(z− x)2 +α2 dx (4.9)

is the so-called Voigt function, with

α =
γ

4π∆t
and z =

ν−ν0

∆t
. (4.10)
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4.2.2. Radiation Intensity and Optical Depth
Photons emitted from the quasar are shifted toward longer wavelengths (lower
energies) along their way to the observer. As long as Eγ > 10.2 eV, they are
capable of exciting the 1s → 2p hydrogen Lyα transition (see Fig. 4.2). The
excited electron then will almost instantaneously fall back to the ground state
while emitting a Ly α photon. The emitted photon has no direction preference
so that the absorbed photon can be regarded as scattered out of the LOS. This
causes a change of the radiation intensity along an infinitesimal distance ele-
ment, dx, along the LOS that is given by

dI(x) =−I(x)nHI(x)σLyα(λ ,x)dx, (4.11)

with nHI the neutral hydrogen volume density, and σLyα the hydrogen Ly α line
scattering cross section, where σLyα = 4.5×10−18 cm2.

Figure 4.2.: Hydrogen term diagram. Ionization potentials and wavelengths for the hydrogen
Lyman and Balmer series are given in Table 3.2, page 19.
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At this point, let us now introduce a new measure, the optical depth, τ . The
optical depth is a measure of transparency6, and expresses the quantity of light
removed from a beam by scattering or absorption during its path through a
medium. At a given (observed) wavelength, λobs, the optical depth in-between
a point a to a point b of an absorption line system is defined as

τ(λobs)
.=

x2∫
x1

nHI(x)σLyα (λ (x,λobs)) dx, (4.12)

and when using (4.8) can be written as

τλ =
x2∫

x1

πe2

mec
nl fluφ(λ )dx, (4.13)

with me the electron mass, nl the volume density of the atoms in a lower state
(in ground state, i.e., nl=1, in the case of H I Ly α absorption), ful the oscillator
strength ( fLyα = 0.4164), and φ(λ ) the line profile function as described by the
Voigt function.

Integrating (4.11) and using the definition of the optical depth given in (4.12)
will yield the observed intensity:

I(x = 0) = I(x = xqso)e−τ(λobs). (4.14)

The observed (redshifted) wavelength, λobs, depends on the rest wavelength, λ ,
and the redshift, z, where

λobs = (1+ z)λ . (4.15)

In an Einstein-de Sitter universe, the relation between the physical spatial dis-
tance, x, and the redshift, z, is given by

x =
2c

3H0

(
1− (1+ z)−

3
2

)
. (4.16)

Now, (4.12) can be solved for τ(λobs) using (4.15) and (4.16). In order to sim-
plify the calculations, I will consider two common borderline cases for (4.12):

6Optically thick absorption line systems with log NHI & 20 show absorption line profiles that are dominated by
Lorentzian (damping) wings. Optically thin absorption line systems with logNHI . 16 show absorption line
profiles that are dominated by a Gaussian core (see also Section 5.3.1).
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a) Continuous H I Distribution

When considering a continuous distribution, the line profile can be approxi-
mated by a delta function, δ (λ/λLyα − 1), with λLyα = 1215.67 Å the central
rest wavelength of the Ly α absorption line. The integral in (4.12) can be solved
analytically, which then yields an expression for the optical depth as a function
of redshift and wavelength. From (4.15) and (4.16) follows that

dx
dλ

=− c
H0

(
λ

λobs

)1
2 1

λobs
, (4.17)

valid in an Einstein-de Sitter universe. The cross section, σ , that is dependent
of the wavelength, is given by

σ = σLyα δ

(
λ

λLyα

−1
)

, (4.18)

where δ is a delta function with
x2∫

x1

δ

(
λ

λLyα

−1
)

dλ

λLyα

= 1. (4.19)

Inserting (4.17) and (4.18) into (4.12) for λobs = λLyα(1+ z) then leads to

τ(λobs) = −
λobs/(1+zqso)∫

λobs

nHI(z)σLyα δ

(
λ

λLyα

−1
)

c
H0

(
λ

λobs

)1
2 dλ

λobs

and using (4.15) finally yields

=
σLyα c

H0
nHI(z)(z+1)−

3
2 , (4.20)

valid in an Einstein-de Sitter universe. Such a line scattering in a homogeneous
(intergalactic) medium is also know as the Gunn-Peterson (GP) effect.

b) Discrete Absorption Line

In the case of a discrete absorption line, we consider a sharp maximum in the
density distribution. For the sake of simplicity, I will consider the gas to be
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restricted within a distance interval ∆x, with xabs the site on the LOS where
the absorption takes place. Consequently, an absorption maximum will be seen
at λ = λLyα(1 + zabs). The optical depth for wavelengths near the absorption
maximum is then given by

τ(λobs +∆λ ) = σ(λ )

xabs+∆x
2∫

xabs−∆x
2

nHI(x)dx, (4.21)

and the cross section, in the case of Ly α absorption, can be approximated by

σHILyα ≈ 7.6×10−13
(

b
1kms−1

)−1

g(λ ) cm2, (4.22)

where g is a dimensionless form function with g(λ = λobs) = 1.

4.2.3. Equivalent Width
The total area in a spectral line divided by the continuum flux is called the
line equivalent width, or just equivalent width for short. In other words: if one
imagines an absorption that takes out the same amount of energy (or surface) but
with 100 % absorption depth (I = 0 everywhere), then its width will correspond
to the equivalent width, i.e.,

Wλ

.=
λ2∫

λ1

Ic− Iλ

Ic
dλ =

∫ (
1− e−τλ

)
dλ , (4.23)

with Ic the continuum intensity, Iλ the intensity at a given wavelength, and τλ

the optical depth as defined in (4.12). Note that, due to

Wλ

λ
=

Wν

ν
, (4.24)

(4.23) can be written as a function of wavelength, λ , or frequency, ν . With
the optical depth expressed as a function of the line profile and the oscillator
strength, ful, the equivalent width can be written as (see Appendix B for deriva-
tion)

Wλ =
λ2∫

λ1

1− exp

− b∫
a

πe2

mec
nl flu

λ0√
π2πbth

H(α,z)dx

dλ . (4.25)
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4.2.4. Column Density
Besides the Doppler parameter, b, the column density, N, units of cm−2 is the
other quantity used in order to describe an absorption line profile (see Fig. 4.3).
The column density is a measure for the number of absorbing particles along a

Figure 1: Absorptionslinienprofile mit verschiedenen Säulendichten N (in cm−2)
und Dopplerparametern b (in km/s).

Figur 1 zeigt einige Beispiele von Absorptionslinienprofilen mit verschiede-
nen Dopplerparametern und Säulendichten.
Beobachtete Absorptionslinien weisen einen weiten Bereich von Säulendichten
auf. Die relative Häufigkeit von Linien verschiedener Säulendichte wird im
allgemeinen durch eine Säulendichteverteilung charakterisiert,

f(NHI, z) =
d2N

d(lnNHI) dz
, (10)

wobeiN die Anzahl der Absorptionslinien ist. Das Verhältnis der Massendichte,
die sich ergäbe, wenn der gesamte für die Absorptionslinien verantwortliche
neutrale Wasserstoff homogen verteilt wäre, zur kritischen Massendichte
wird als

ΩHI =
mp nHI

ρcrit
=

8π Gmp nHI

3H2
0 (1 + z)3

(11)

bezeichnet, wobei mp die Masse des Protons und G die Gravitationskon-
stante ist.
Aus den Gleichungen 5, 10 und 11 läßt sich folgender Zusammenhang zur
differentiellen Säulendichteverteilung herleiten,

dΩHI

dNHI
=

8π Gmp

3H0 c
(1 + z)−0.5 f(NHI). (12)

Für die Lyα Absorption in Quasarspektren verantwortlich ist der neutrale
atomare Wasserstoff (HI). In den meisten Fällen ist der Wasserstoff jedoch

6

Figure 4.3.: Absorption line profiles with varying b and N values. The natural (observed) ab-
sorption line profile is described by the Voigt function, a convolution of a Gaussian
and a Lorentzian line profile for the linear and the saturated regime, respectively
(see Section 4.2.1).

column within a normalized area of 1 cm2 and is defined as

NHI
.=

x2∫
x1

nHI(x)dx. (4.26)

Knowing the Doppler parameter, the column density, and the transition (and
hence the accordant rest wavelength, λ , the oscillator strength, ful, and the
damping constant, γ) will be sufficient to reproduce the corresponding absorp-
tion line profile (see Voigt profile fitting method in Section 5.3.3).

4.2.5. Line Broadening
Observed spectral lines are always broadened, partly due to intrinsic physical
causes and partly due to the finite resolution of the spectrograph. The prin-
cipal causes for the broadening observed in quasar absorption line spectra are
Doppler, turbulent, and pressure broadening. The different mechanisms causing
line broadening are briefly described below (see also Drake 1996).
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• Natural broadening – Arises from the quantum mechanical uncertainty
in the energy according to the electron energy states of the absorbing
atom. A quantum state of an atom is not perfectly defined but presents a
dispersion of energy (uncertainty principle). That means that photons will
be absorbed within a small frequency range only. Its intensity distribution
is described by the Lorentz profile (Mitchell & Zemanski 1971).

• Thermal broadening7 – Since the absorbing atoms inevitably undergo
thermal motion, they will all be in different reference frames relative to
the light being absorbed. This velocity distribution will cause a frequency
distribution (Doppler shift effect), giving rise to a Gaussian type line pro-
file, i.e., the line shape of a Maxwellian velocity distribution. The broad-
ening, ∆λ , depends on the (kinetic) temperature of the gas, T , in the way
that (Mitchell & Zemanski 1971)

∆λ = λ0

√
kBT
mc2 . (4.27)

• Collisional broadening – Originates from the interaction of the absorb-
ing atom with the host gas. The electron energy states of the absorb-
ing atom will be altered and the random energy perturbation will conse-
quently cause a broadening of the absorption line. Collisional broadening
may be due to various causes: (1) Stark broadening originates from long
range interaction with charged gas particles (electrons and ions) and ba-
sically depends on the electron density and the gas temperature (Griem
1974; Konjević 1999). (2) Pressure broadening is due to collisions of
the absorbing particle with neighboring particles. This effect turns out to
be a function of the gas pressure, thus the name. The line profile is ap-
proximately Lorentzian. (3) Resonance broadening (or self-broadening)
occurs only between identical species and is confined to lines with the
upper or lower level having an electric dipole transition (resonance line)
to the ground state. (4) Van der Waals broadening arises from the dipole
interaction on an excited atom with the induced dipole of a ground state
atom. (5) Broadening from self-absorption is due to the absorption of the
emitted radiation by another atom of the same species present in the gas.
This process reduces the spectral line intensity, basically the central part
of the profile (Cowan & Dieke 1948).

7also called Doppler broadening
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• Turbulent Broadening – When considering the case of two absorption
lines arising in the same isothermal gas cloud, one line from an atom with
mass m1 and the other with m2, then it is

b1

b2
=
√

m2

m1
(4.28)

and therefore
m1 > m2 ⇔ b1 < b2, (4.29)

with b1,2 the corresponding Doppler parameters. If there is turbulence
present in the gas, then (4.28) and (4.29) will break down. Unfortunately,
it is not clear how to describe the turbulence function and thus correct for
this type of broadening mechanism. Note that the thermal component de-
pends on the atom mass, whereas the turbulent component is independent
of mass. Therefore, all absorption lines (of similar species) in a given
gas cloud with bth � bturb will be characterized by the same b-value. In
a more general case where bth ∼ bturb, it is possible to deconvolve the
total Doppler parameter and express the turbulent term as a function of
transitions from two or more atoms (for more details see, e.g., Churchill
1997).

• Instrumental Broadening – This broadening effect is due to the finite res-
olution of the spectrograph. The instrumental broadening- or spread func-
tion is usually known. If this is not the case, it can also be deduced from
the observed spectrum (see, e.g., Nissen et al. 2005).

4.2.6. Saturated Absorption Lines
An absorption line is said to be saturated when the transmitted intensity at the
line center is zero8 – more precisely, when no discernable signal can be detected.
No photons (within the measurement accuracy) with wavelengths correspond-
ing to the line center are transmitted through the absorbing gas cloud and the
strength of the absorption line is no longer proportional to the amount of ma-
terial present. Even the very accurate line profile fitting method does not yield
absolutely reliable values in that case because the line profile of a saturated line
does not significantly vary with column density.

8see also (5.4) on page 57
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Note that heavily saturated absorption lines are additionally characterized by
their damping wings that can improve the accuracy of the line profile fitting
method. However, an additional source of errors in that case is the uncertain
continuum (see also Section 5.3.3). Nevertheless, note that the equivalent width
of a saturated absorption line remains an accurate measure, and with the curve
of growth method (see Section 5.3.1) accurate values for b and N can be derived.

The curve of growth in Fig. 5.3 illustrates the case for H I. We can see that in
the linear part (where W ∝ logN), i.e., around logN = 1015−1017, the equiva-
lent width does not significantly vary with column density9. Hence, in this case,
Doppler parameters and column densities should always be derived from two
or more transition lines.

9We note that this is the same range in which we observe a discontinuity in the CDDF (Fig. 3.3) in Chapter 3.
However, it is not clear if this deviation from the assumed power-law can be directly linked to measurement
uncertainties due to saturation.
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5. The UVES Spectrograph, Data
Reduction Methods, Effects that
alter Metal Abundance
Measurements, and Error
Handling

5.1. Overview

The aim of this chapter is to summarize the most common procedures of the
day-to-day business for the analysis of quasar absorption line spectra. A short
introduction to the UVES spectrograph, its parameter settings, and an overview
of other currently operating spectrographs is given. Consecutively, I introduce
the three main approaches for the data reduction of absorption line spectra
(curve of growth method, the apparent optical depth method, and the line-profile
fitting method).

Next to observational errors1, such as atmospheric effects (like seeing, hu-
midity, light pollution, etc.) and systematic instrumental errors, we also have
to account for errors that are due to intrinsic physical processes in the absorp-
tion line system (photoionization and dust depletion). Further, additional errors
originate from the data reduction itself, where the most likely source of errors
is due to an uncertain continuum placement. Finally, I explain how to calculate
the detection significance of an absorption line and give a brief introduction to
error calculus in log-space.

1In the case of the UVES spectrograph, these errors are accounted for by the UVES data reduction pipeline
(Ballester et al. 2000) that includes, among others, flat-fielding, bias- and sky-subtraction, and a relative wave-
length calibration.
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5.2. The UV Echelle Spectrograph at VLT/UT2
The UV Echelle Spectrograph (UVES) is a high-resolution optical spectrograph
installed at the Nasmyth B focus of Kuyen, the Unit Telescope 2 of the ESO
Very Large Telescope (VLT) array on Mount Paranal, Chile. It is a power-
ful cross-dispersed echelle spectrograph designed to operate from the atmo-
spheric cut-off at ∼ 300nm to the long wavelength limit of the CCD detectors
at∼ 1150nm with an order separation of at least 10 arcseconds. The light beam
from the telescope is split into two arms (UV to a blue arm, and Visual to a red
arm). The two arms can be operated separately, or in parallel via a dichroic
beam splitter. The resolving power is about R ∼ 40000 when a 1′′-slit is used.
With narrower slits or an image slicer, i.e., in order to avoid excessive slit losses,
a maximum resolving power (two-pixel resolution) of 80 000 and 115 000 in
the blue and the red arm, respectively, can be achieved. The UVES spectro-

Table 5.1.: UVES at VLT/UT2: spectroscopic modes. The magnitude limits listed are estimated
based on the following conditions: continuum source, 0.7 arcsec seeing, 1′′-slit, no
binning, 3-hour integration time, SNR of 10 (per resolution element) at the peak of
the central order, no moon.

instrument accessible maximum covered magnitude
mode λ range resolution λ range limits

[nm] [λ/∆λ ] [nm] [mag]

BLUE 300−500 80 000 80 17−18

RED 420−1100 110 000 200−40 18−19

DICHROIC1 300−400 80 000 80 17−18
500−1100 110 000 200 18−19

DICHROIC2 300−500 80 000 80 17−18
600−1100 110 000 400 18−19

iodine cell 500−600 110 000 200 17

graph can be operated in four different modes: BLUE, RED, DICHROIC1, and
DICHROIC2. For each mode standard settings have been defined. An iodine
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cell can be inserted in the light beam for observations requiring extremely high
accuracy for radial velocity measurements. Table 5.1 indicates the accessible
wavelength range, the maximum resolving power that can be obtained, the ap-
proximate wavelength range covered in one exposure, and an estimate of the
limiting magnitude for a given operation mode.

According to the observation requirements, the CCD cameras in the blue-
(Blue CCD) and red arm (Red CCD), the cross dispersers in the blue (CD #3
and CD #4) and the red arm (CD #1 and CD #2), the beam splitters (DIC #1,
DIC #2, Blue, and Red), and of course the slit or an image slicer (IS1, IS2,
and IS3), can be assembled according to the UVES standard settings (in service
mode) or according to specific needs (in visitor mode only). Whether an image
slicer should be used or not depends on the trade off between slit losses due to
the seeing limitations and the reduced transmission (reduction between 20 and
40 %) when using an image slicer. For estimating the SNR, the ESO/UVES
Exposure Time Calculators (ETC) should be used. UVES also supports the use
of several filters in the red arm (in visitor mode only) in order to isolate certain
echelle orders and thereby to use the maximum slit length of 30 arcsec. More
details can be found in Dekker et al. (2000) or in the UVES User Manual.

UVES is, within the VLT Observatory, one possible choice for conducting
spectroscopic observations in the ultraviolet (UV), visual (V), and infrared (IR)
band. In choosing the best instrument for a given observing program, the fol-
lowing trade-offs between the different instruments have to be taken into con-
sideration:

Spectroscopy in the UV-Visual-Red regions (300−1100 nm)

FORS1 at UT2: Spectral range 360−1110 nm. Its overall efficiency is on aver-
age 2 times higher than UVES but the maximum resolving power is only 2500
for a 0.5′′-slit.

FORS2 at UT1: FORS2 is a replica of FORS1, but it will eventually include
two transmission echelle gratings, which – when used in conjunction with a
grism cross disperser – will provide a resolving power of up to 6000 and a
wider spectral coverage comparable to that of UVES.

GIRAFFE at UT2: GIRAFFE is part of the FLAMES instrument at the op-
posite Nasmyth platform of UT2. It is the instrument which approaches closest
to the UVES resolution. An automatic fiber-positioning unit can use up to 132
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Figure 5.1.: Schematic overview of the UVES spectrograph (from the UVES User Manual).

fibers in a field of view of 25 arcminutes. GIRAFFE is (with a limiting resolving
power of 20 000) on average 30 % less efficient than UVES, but the multiplex-
ing gain when observing up to 132 objects in parallel can make it the best choice
if the observing program includes many objects in a single field at intermediate
spectral resolution.

Spectroscopy at infrared wavelengths (1−5 µm)

ISAAC at UT1: The infrared imager-spectrometer ISAAC can be used to obtain
spectra in the 1−5 µm spectral region with a resolving power of up to 10 000 if
a 0.5′′-slit is used. ISAAC is an IR (∼ 0.7−100 µm) imager and spectrograph
that is installed at the Nasmyth B focus of UT1. It has two arms, one equipped
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with a 1024× 1024 Hawaii Rockwell array, and the other with a 1024× 1024
InSb Aladdin array from the Santa Barbara Research Center. The Hawaii arm is
used at short wavelengths (1−2.5 µm). Prior to P70, the Aladdin arm was used
exclusively at long wavelengths (3−5 µm). From P70 onwards this arm is also
offered for JHK imaging.

CRIRES at UT1: First commissioning (first light) of the high-resolution in-
frared spectrometer CRIRES, the counterpart of UVES in the 1−5 µm spectral
region, was successfully performed in June 2006. CRIRES is a cryogenic high-
resolution IR spectrograph that has been conceived for the VLT in order to ex-
ploit the enormously enhanced sensitivity provided by a dispersive instrument
with a large detector array at an 8 m telescope. The gain entails a quantita-
tive and qualitative improvement of the observational capabilities. It can boost
all scientific applications aiming at fainter objects, higher spatial, spectral, and
temporal resolution.

Other high-dispersion, echelle format spectrographs available at ESO La Silla,
Chile, are FEROS at the MPG/ESO 2.2 m telescope (R∼ 48000), EMMI at the
NTT (R∼ 7700-60500), and HARPS (R∼ 110000) and CES (R∼ 220000) at
the ESO 3.6 m telescope.

5.3. Data Reduction Methods

5.3.1. Curve of Growth
The aim of each analysis of an absorption line profile is to retrieve the informa-
tion about the amount of absorbing material along the LOS, i.e., to measure the
column density, N. To do so, one can make use of the so-called curve of growth
(COG) method, possibly the most straightforward and also most basic method:
once the equivalent widths of the absorption lines are measured, a theoretical
COG will yield the corresponding column densities and b values.

The equivalent width can be easily measured by numerical integration over
the intensity in the absorption line. A simpler but very efficient approach con-
sists in fitting a Gauss profile to weak lines or lines which are at most only very
mildly saturated. For strong, saturated lines this is no longer accurate because
extended damping wings (Lorentz profile) dominate the absorption line.2

2Fitting a Voigt line profile – a convolution of the Doppler- and the Lorentz distribution function – will yield
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The link between the measured equivalent width, Wλ , and the column density,
N, is provided by the COG as given in (4.25). Examples for COGs with b =
5,10,15, and20kms−1 are shown in Fig. 5.2. The COGs in a particular case,
i.e., in the case of H I Ly α transitions, are shown in Fig. 5.3, where logarithmic
equivalent width is plotted versus logarithmic column density. The linear part
at low (τ � 1) and high (τ � 1) column densities, respectively, and the non-
linear inner part at intermediate column densities (τ ∼ 1) can be regarded as
three different cases, quantified by the optical depth, τ:

• τ � 1
Doppler part: The profile is dominated by the Gaussian core. This is the
case for τ � 1, or if the Doppler parameter dominates over the damping
constant (α � 1). The equivalent width depends on the column density
in a linear way, i.e., Wλ ∝ N, or

Wλ

λ
=

πe2

mec2 N ful λ . (5.1)

• τ ∼ 1
Intermediate part: The profile depends strongly on the Doppler parame-
ter. The equivalent width dependency on the column density is a power
law, i.e., Wλ ∝ logN, or

Wλ

λ
∝ logN ful λ . (5.2)

• τ � 1
Damping part: The profile is dominated by Lorentzian wings (or damping
wings). This is the case for τ � 1, or for very low Doppler broadening
and strong damping (α � 1). There is a square root dependency of the
equivalent width on the column density, i.e., Wλ ∝

√
N, or

Wλ

λ
=

√
γe2λ

mec3 ·
√

N ful λ . (5.3)

directly the associated column density and Doppler parameter, regardless of whether the absorption line is
saturated or not (see also Section 5.3.3).
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Figure 5.2.: Theoretical curves of growth showing the relation of the normalized line strength
Wλ /λ to the optical depth parameter N f λ for different Doppler parameters b =
5,10,15, and20kms−1. We can clearly distinguish three different regimes: a linear
regime at lower column densities, a logarithmic regime at intermediate column
densities, and a square root regime at high column densities (see also Fig. 5.3).
The damping parameter was chosen to be γ = 1.45×109 s−1 in this example.

Modus operandi – After Wλ is measured for a transition with known oscil-
lator strength and wavelength, the COG will yield the corresponding column
density for a given b-value. The main difficulty is, though, that in most cases
the b-parameter is unknown. In this case, one can first determine Wλ for a sam-
ple of different absorption lines from the same element3 (and thus with the same
column density) in order to afterwards fix the b-value using an array of curves
of growth. If possible, the transition set should cover a large range of oscilla-
tor strengths. Once the b-value for the gas is fixed, then the column densities,
also for elements with fewer observed transitions, can be easily determined by
a horizontal shift to the data points of the corresponding COG. Note that the
equivalent width remains an accurate measure, even in the case of saturated
lines (see also Section 4.2.6).

3more precisely: from the same element and the same ionization level
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Figure 5.3.: Theoretical curves of growth for the case of H I Ly α , showing the equivalent
width, W , as a function of the column density, N. Six different cases with Doppler
parameters ranging from b = 5−30 km s−1 are given. Further, the common classi-
fication for H I absorption line systems according to their column density (see also
Section 3.2) is illustrated.

Drawbacks – The COG method works well in the case that Wλ can be accu-
rately measured, i.e., in the case of a well defined single line, or a group of
lines for which the sum of the individual transitions’ equivalent widths, ∑iWλ ,i,
is linked to the sum of the corresponding oscillator strengths. The latter is the
case if a transition of an element whose individual ful values and whose sum
of ful values are located on the Doppler part of the COG (τ � 1). In case of
high column densities – and thus absorption lines with strong damping wings
– uncertainties in the continuum placement may lead to inaccurate results. Ad-
ditionally, blending of unrelated lines, a poor resolution, or both, can aggravate
the quality of the equivalent width measure.
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5.3.2. Apparent Optical Depth Method
Note that the equivalent width is a fudge, made necessary by the fact that spec-
trographs are limited in resolution. Their spectra do not resolve all of the intrin-
sic profiles within the absorption lines but show the convolution of the intrinsic
line shape with the instrument’s broadening function, i.e., important informa-
tion encoded in the line profile will be lost (see also Chapter 10). The equivalent
width is, however, invariant to the convolution and consequently a conserved
quantity. Hence, it is still possible to recover the absorber’s column density, N,
from measurements of the equivalent width, Wλ .

Unlike the COG method with a direct conversion of the absorption line data,
the apparent optical depth (AOD) method (Savage & Sembach 1991) converts
the observed absorption line profiles into profiles of apparent optical depth, τa,
and apparent column density (per unit velocity), Na. As already shown in Sec-
tion 4.2, an absorption line with a given optical depth will appear as

I(λ ) = I0(λ )e−τλ , (5.4)

where I(λ ) and I0(λ ) are the intensities with and without the absorption, re-
spectively. Each spectrograph has a finite resolution, defined by its instrumental
spectral spread function, φsf(∆λ ), where the observed spectrum is a convolution
of the intrinsic spectrum and the spread function. It is

Iobs(λ ) =
(

I0(λ )e−τ(λ )
)
⊗φsf(∆λ ). (5.5)

Because I0(λ ) changes only slowly over the width of the spread function we
can write

Iobs(λ ) = I0(λ )
(

e−τ(λ )⊗φsf(∆λ )
)

. (5.6)

From (5.4) and (5.6) we can now define two kinds of optical depth, the true
optical depth,

τ(λ ) = ln
I0(λ )
I(λ )

, (5.7)

and an apparent optical depth

τa(λ ) = ln
I0(λ )

Iobs(λ )
(5.8)

= ln
1

e−τ(λ )⊗φsf(∆λ )
, (5.9)
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which is an instrumentally blurred version of the true optical depth. If the in-
strumental resolution is very high compared to the line width, then the apparent
optical depth will be a good approximation for the true optical depth, i.e., τa≈ τ .
In this case, the connection between optical depth and column density is

τ(λ ) =
πe2

mec2 fulλ
2N(λ ), (5.10)

with N(λ ) the column density per unit wavelength. More commonly expressed
in velocity space, (5.10) becomes

τ(υ) =
πe2

mec
fulλN(υ) = 2.654×10−15 fulλN(υ), (5.11)

where λ is in units of angstroms and N(υ) in atoms cm−2 (kms−1)−1. The total
column density is, according to (4.26) and using (5.9), given by

N =
∫

N(υ)dυ =
mec

πe2 fulλ

∫
τ(υ)dυ =

mec
πe2 fulλ

∫
ln

I0(υ)
I(υ)

dυ . (5.12)

This method has been widely employed in past studies of the IGM for which
high resolution data were available and where single lines belonging to the same
species have been measured. Note that the AOD is only valid for unsaturated
absorption lines.

Modus operandi – The AOD method requires two or more absorption lines of a
given species which differ in fulλ . The absorption line data are converted into
different measures of τa. These are then converted into measures of the appar-
ent column density, Na, via (5.10), which can be expressed in units of atoms
cm−2 kms−1 and written in logarithmic form as

logNa(υ) = logτa(υ)− log( fulλ )+14.576. (5.13)

Comparing Na(υ) for lines with different fulλ provides an empirical way of
assessing the degree of line saturation present. The comparison also yields
information about the accuracy to which the derived Na(υ) profiles are valid
representations of the true N(υ) profiles (blurred by the instrumental spread
function).
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The effects of unresolved saturated structure in the true (blurred) profiles are

• not large at those velocities where the different Na(υ) profiles are the
same or very similar. In this case Na =

∫
Na(υ)dυ yields valid values for

the instrumentally smeared column densities over those regions.

• significant if the Na(υ) profile of the stronger lines is significantly smaller
than that of the weaker lines.

Note further that

• Na 6= N for cases in which the line is unresolved (unless the integration
extends over an entire line for which no saturated structure is present).

• saturation effects can be quantified when lines with sufficiently different
fulλ are compared to each other.

5.3.3. Voigt Profile Fitting by χ2-Minimization
Profile fitting aims at determining Doppler values and column densities based
on the shape of the observed absorption line profile. The observed profile is
always a convolution of the true line profile, described by the Voigt function,
and the broadening caused by the instrumental spread function. The latter is,
unfortunately, not always precisely known. Profile fitting is a straightforward
procedure if the instrumental resolution is high enough to resolve the absorp-
tion line with the required precision. A theoretical profile (that accounts for
instrument broadening) is compared to the observed profile. Eventually, the χ2

deviation of the two then is minimized in order to determine the best-fit param-
eters. Simultaneous fitting of one or more components, components of different
transitions and even of different elements (with certain restrictions), does not
only generate more accurate results but also allows us the study and analysis of
(partially) blended or very weak lines. However, a few important points have to
be taken into consideration.

Continuum placement – Although QSO spectra are relatively clean and rela-
tively smooth at large scales if compared to stellar spectra or spectra from galax-
ies, the normalization is nevertheless an important and not always straightfor-
ward task. In particular, the continuum placement in the case of DLA systems,
i.e., dense absorption line systems with strong damping wings, is not simple
because it is hard to tell where the H I Ly α trough begins and where the pure
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continuum (without any attenuation due to the extended damping wings) ends.
A detailed discussion on the issue of continuum placement in an explicit DLA
system is given in Chapter 8.

Doppler parameter – Line profile fitting for DLA systems can be performed
by assuming the same Doppler parameter for all ions with similar ionization
potentials for a given velocity component, i.e., it can be assumed that bulk mo-
tion dominates over thermal motion. This is a reasonable assumption as long as
a DLA system consists of cold gas and the ions under study are rather heavy.
In order to determine the b-value, ions with a large number of transitions and
which cover a large range in ful values are required. When using line profile
fits, the b-parameter is mainly determined by those transitions with equivalent
widths between the transition of the Doppler part (τ � 1) and the intermedi-
ate part (τ ∼ 1) on the COG. In the case of higher column densities (τ � 1),
however, the line profile fitting method might not be able to fully account for
line saturation, i.e., the variation in the line profile might be too insignificant to
properly determine the Doppler parameter. For that reason it makes sense, in
some cases, to determine the b-values apriori by using the COG method, before
proceeding with the line profile fitting method.

Instrumental broadening – The instrumental spread function is not always well
known. If this is the case, it is possible to determine the instrumental spread
function from line profiles fits. Note further that the instrumental spread func-
tion may vary over the spectral range.

Modus operandi – To fit an absorption line system, one needs to select a set of
unsaturated lines of similar strengths. Strong lines should be avoided because
they may show additional components that will tend to boost the b-values of the
main components of the system if not properly taken into account. Likewise,
saturated lines should also be excluded from any fiducial sample because satu-
rated lines lead in practice to less accurate results, regardless of the analyzing
method used. The fiducial sample can consist of different species from differ-
ent elements but with similar ionization potentials. It should always be tried
to fit not only one but at least two lines from the same ion. Once the best-fit
parameters are determined, and when assuming local thermodynamic equilib-
rium4 (LTE), it is a fair approximation to assume low-ionization species to have

4 The rate of collisional ionization must equal the rate of collisional recombination.
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the same b value, i.e. the b-values determined by the fit of the fiducial sample.
The same procedure holds for high-ionized species like, for example, C IV and
O VI.

5.4. Intrinsic Effects that alter Metal Abundance
Measurements

5.4.1. Photoionization Correction
In Section 3.3, a general introduction to ionization, caused by photons or colli-
sions, was given. Here, I want to focus on photoionization – the most common
form of ionization in DLA systems – and to derive the ionization correction
factor (ICF), f (i, j). The ICF is used (see, e.g., Chapter 8) in order to correct the
measured metal abundances and, hence, to correct for altering photoionization
effects.

Ionization caused by Photons and the Ionization Correction Factor (ICF)

The ionization probability depends on the electron ionization potential, Eion,
and on the photon energy, Eγ . If Eγ = Eion, then an electron will be detached
but no energy will be added to the gas. As the photon energy increases, the
probability of ionization will decrease as (Eion/Eγ)3. Eventually, the detached
electron will add a kinetic energy of

Ekin =
1
2

meυ
2 = Eγ −Eion (5.14)

to the surrounding gas. The ionization cross section is given by

σλ = σ0

(
λ

λ0

)3
, (5.15)

with λ0 = hc/Eion the wavelength at the ionization edge and, in the case of
hydrogen, with

σ0 = 6.3×10−18
( Eγ

13.6eV

)−3
cm2, (5.16)

the cross section at Eγ = Eion. Analog, it is

σν = σ0

(
ν

ν0

)−3
, (5.17)
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with ν0 = Eion/h being the frequency at the ionization edge. Using the ioniza-
tion cross section and (4.12), the optical depth can be written as

τλ = Nσλ = Nσ0

(
λ

λ0

)3
, (5.18)

with N the column density (only valid if dust is ignored).

It is important to note that column densities derived from observed spectra are
always ionic column densities. Therefore, the total metal column density, i.e.,
the total quantity of particles (atoms and ions) of a certain element per unit sur-
face along the LOS depends on all ionization states present in the absorbing
gas. An ionization correction is necessary because, in general, only few ioniza-
tion stages can be observed and hence the ionic column densities derived from
observation do only partially contribute to the total metal column density.

Let us consider two elements X and Y, where N(Xi) and N(Yj) are the respec-
tive column densities obtained from the observed spectrum. The (true) relative
abundance of the elements X and Y is given by

X
Y

= f (i, j)
N(Xi)
N(Y j)

, (5.19)

where f (i, j) is the ICF, taking account for the presence of unobserved ions or
neutral species, N(Xk) and N(Yl), respectively (Viegas 1995). The ionization
correction factor is given by

f (i, j) =
1+ ∑k6=i N(Xk)

N(Xi)

1+ ∑l6=j N(Yl)
N(Yj)

. (5.20)

A practical example of ionization correction in a QAL spectrum, using a pho-
toionization model based on Cloudy (Ferland et al. 1998), is given in Chapter 8.
See below for a short program description of the Cloudy software package.

Photoionization Simulations with Cloudy

In many regions diluted gas is heated and eventually ionized by a radiation field.
It is possible to predict the physical conditions (i.e., the distribution of ioniza-
tion, density, and temperature) across the cloud, and its resulting emission-line
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spectrum, in a unique and self-consistent manner. This is done by simultane-
ously solving the equations of statistical and thermal equilibrium, equations that
balance ionization-recombination processes, and heating-cooling processes, re-
spectively. The physics governing such environments is described by Oster-
brock & Ferland (2006).

The Cloudy software package5 is designed to simulate emission-line regions
ranging from very low-density regions, such as the IGM, to high-density regions
where local thermodynamic equilibrium still can be assumed (LTE limit).

One powerful asset of photoionization analysis is that from only a few in-
put parameters (essentially the incident continuum, the chemical composition,
geometry, and density dependence of the gas) a large number of observables
(intensities of many millions of spectral lines) are predicted.

5.4.2. Dust Depletion
In astronomy, micron-sized particles which absorb and scatter light and cause
extinction are commonly referred to as dust6. Dust plays an important role in the
thermal balance of matter and provides the first solid surfaces in the Universe
on which reactions like H2 formation or other more complex reactions can take
place. Dust strongly affects radiative transfer because it can radiate, reflect,
and absorb light. Dust in the interstellar medium (ISM) within galaxies lives in
a multi-phase and multi-timescale environment. This medium is decomposed
into three classical phases: the hot medium (HM), the warm intercloud medium
(WIM), and the cold medium (CM), connected to each other through a large
number of loops (McKee & Ostriker 1977).

The presence of dust at high redshifts has implications both for the chemical
evolution and for observational strategies. There are a few lines of evidence that
indicate the presence of dust in QSO absorption line systems. Fall et al. (1989)
and Pei et al. (1991) compared the spectral slope of quasars with and without
DLA absorption line systems and found that quasars with DLA systems are
redder. Malhotra (1997) could show that the same broad dust feature at 2175 Å
observed in local galaxies (MW, LMC, SMC, M31, and M101) is seen in QSO
absorption line systems.

5Cloudy, as well as the extensive program documentation Hazy, are available at http://www.nublado.org/.
6Note that interstellar dust grains with sizes on the order of fractions of a micron are much smaller than the

dust found around us in everyday life. Interstellar dust is irregularly shaped, composed of carbon and / or
silicates, and most evident by its absorption. Dust grains are clearly associated with young stars but important
contributions come also from evolved stars, through mass loss, and supernovae, through their ejecta. A nice
review on the formation, composition, and evolution of dust is given by Dartois (2005).
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Gas-phase atoms from refractory elements7 will stick onto dust grains and
eventually cause a change in the observed metal abundance pattern. In com-
bination with cosmological abundances, these observations provide powerful
constraints on the nature, size, motion, and distribution of dust grains through-
out the gas cloud. On the other hand, volatile elements, like for example zinc,
are not depleted. Zinc is a widespread indicator for the metallicity in DLA
systems, where the zinc abundance ratio,8 [Zn/H], is believed to be not at all,
or at most very little, affected by dust depletion. Pettini et al. (1994) demon-
strated that the majority of DLA systems exhibit an enhancement of Zn relative
to Cr, i.e. [Cr/Zn] < 0, which they interpreted as evidence of dust depletion.
Therefore, the expression[

Cr
Fe

]
= log

N(Cr II)
N(Zn II)

− log
ZCr

ZZn

∣∣∣∣
�

(5.21)

is an accurate measure for the amount of dust present, where a deficit of chromium9

compared to zinc, i.e., [Cr/Zn] < 0, implies the presence of dust (Kahre 2006).
Further, zinc is interesting in this context because: (1) it closely tracks Fe in
galactic stars, (2) its absorption lines are usually unsaturated and often lie out-
side the Ly α forest, (3) ionization corrections are relatively small for Zn II, and
(4) Zn is relatively undepleted on dust grains (Kulkarni & Fall 2002).

5.5. Detection Significance and Error Handling

5.5.1. Detection Significance
The resolution of a spectrograph describes its ability to resolve narrow spectral
lines, i.e., the minimum wavelength separation (in Å) per resolution element10,
∆λr, or per pixel element, ∆λp, respectively.

The resolving power (although not correct, often simply referred to as res-
olution) is a basic parameter of the spectrograph and a direct measure for the

7Elements normally found to be heavily depleted, e.g., Ca, Ti, Cr, and Zn.
8Note that abundance ratios, compared to absolute abundances, are better suited to study the chemical evolution

of DLA systems because they do not depend strongly on the particular model parameters, but mainly on the
stellar nucleosynthesis and the initial mass function (IMF).

9Chromium is used in this context because its strongest transition lines (Cr II λλ2056, 2062, 2066) have similar
wavelengths as those of zinc (Zn II λλ2062, 2026) and they both arise in the "clean" part of the spectrum, i.e.,
are easy to measure.

10Note that according to sampling theory, a resolution element must always be at least two pixels in each direction.
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instrument’s ability to resolve narrow spectral lines. The resolving power is
defined as

R .=
λ

∆λ
, (5.22)

with ∆λ the resolution (per resolution element or per pixel element), and λ the
wavelength. Another important parameter is the signal-to-noise ratio (SNR),
defined as

SNR .=
1
σ

, (5.23)

with σ the signal standard deviation.11 Before we proceed, and in order to
specify what is meant by the standard deviation, σ , we have to pay attention
to the noise that is altering the signal (for a more detailed discussion see, e.g.,
Irwin 2006; Knuth 1996). Random independent events, e.g., photons arriving
at a detector, occur at a rate

r(t)dt = κ dt, (5.24)

with κ ∈ (0,∞). The Poissonian distribution is a discrete probability distribu-
tion. It expresses the probability, P(n, t), of a number of n events occurring in
a fixed period of time, 0→ t, if these events occur with a known rate, r(t), and
are independent of the time since the last event. It is

P(n, t) =
(κt)n exp(−κt)

n!
. (5.25)

In the case of a Poissonian distribution the parameter κ is not only the mean
number of occurrence, 〈n〉, but also its variance, σ2

n
.= 〈n2〉−〈n〉2. The number

of observed occurrences fluctuates about its mean κ with a standard deviation

σn =
√

κ. (5.26)

These fluctuations are denoted as Poisson noise. For sufficiently large values of
κt (what is the case for high-resolution spectroscopy), the normal (Gaussian)
distribution with mean κ and variance κ is an excellent approximation to the
Poisson distribution. Hence, the signal standard deviation, σ , as introduced in
(5.23), can be given as

σ =

√
1
n

n

∑
i=1

(
Ii(λ )− I(λ )

)2
, (5.27)

11Note that SNR .= I
σ

, with I the intensity. Hence, (5.23) applies in the case of a normalized spectrum only.
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with I(λ ) the mean of the flux, I, over the sample wavelength range with n
measuring points. Now, in order to obtain the SNR per resolution element, the
SNR given in (5.23) must be multiplied by the square root of the number per
pixel in a resolution element, i.e.,

SNRr =

√
∆λr

∆λp
·SNR. (5.28)

Now, the limiting equivalent width on an unresolved line at wavelength λ0 is
given by

Wλ =
x [σ ] ·λ0

R ·SNRr
, (5.29)

with x the detection significance in units of σ , R the resolving power, and SNRr
the signal-to-noise ratio per resolution element in the close vicinity of the ex-
pected line position (Tumlinson et al. 2002). Thus, the detection significance,
commonly given in units of σ12, can be calculated using (5.29). For a concrete
example of the detection significance calculus described here, please refer to
Section 6.2.2, page 76.

5.5.2. Error Calculus in log-space

It is not untypical to find substructures in an absorption line systems. Con-
sequently, the absorption lines are fitted not by one but several Voigt profiles.
Hence, we do not have one over-all but several smaller, individual values for N
and b, respectively. Therefore, summing up column densities requires a proper
treatment of the error propagation because each single value is afflicted with a
measurement error.

Error calculation in log-space is not simple. Note that standard error calcu-
lation explicitly assumes normal distribution and, consequently, is not valid in
log-space. Therefore, I want to specify the logarithmic error calculation adopted
for this work (see also Noterdaeme 2005).

Let upper-case letters, Ni, denote the values for column densities in linear space
and lower-case letters, ni, the column densities in log-space, i.e., N = 10n.
Given k components with respective column densities, ni, then the total column

121σ = 68.3%, 2σ = 95.4%, and 3σ = 99.7%

– 66 –



5. The UVES Spectrograph, Data Reduction Methods, Effects that alter Metal
Abundance Measurements, and Error Handling

density is given by

nt = log(Nt) = log
k

∑
i=1

10ni. (5.30)

The error can be calculated using the standard error propagation method (see,
e.g., Appendix V in Schultz (2004)):

∆n2
t =

k

∑
i=1

(
∂nt

∂ni

)2
·∆n2

i , (5.31)

where ∆nt is the error of the total column density. This finally yields

∆nt =

√
∑

k
i=1 ∆n2

i ·102ni

10nt
. (5.32)

Let us now assume a case with k components in total, of which l compo-
nents, ni=1,..,l, were detected but for j components only respective upper limits,
ui=1,..,k−l, could be given. Then the total column density is given by

nt = log
( l

∑
i=1

10ni +
k−l

∑
i=1

10ui−log2
)
, (5.33)

and the corresponding error is

∆nt =

√
∑

l
i=1 ∆n2

i ·102ni +∑
k−l
i=1(log2)2 ·102(ui−log2)

10nt
. (5.34)

Note that a quite common, efficient, and surprisingly accurate method to deter-
mine the error of an absorption line is by making use of the human eye. The
approach is straightforward: After the best parameters were found through line
profile fitting (for example), one can increase / decrease the column density up
to a point where (by eye) the (forced) fit becomes inaccurate. The upper / lower
limit then can be considered as error boundary.
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Example 1

Let nB := logNB(N I) = 19.10±0.1013 and nC := logNC(N I) = 19.25±0.10 be
the two components of an absorption line, where both, nB and nC, respectively,
are clear detections. Using (5.34) yields

∆nt =

√
0.12 ·102·19.10 +0.12 ·102·19.25

1019.10 +1019.25 = 0.0718.

Example 2

Let n1 := logN1(N I) = 12.2±0.1 and u1 := logN2(N I) = 11.8 be the two com-
ponents of an absorption line, where n1 was a clear detection but, on the other
hand, u1 represents only an upper limit. Using (5.33) yields nt = 12.279 and
with (5.34) we find an error of ∆nt = 0.097.

13This notation is sometimes subject to confusion because logN1(N I) = 19.1±0.1 can be interpreted as the range
[1019.0;1019.2] but it can also be read as to be a 10%-error, i.e., [0.9× 1019.1;1.1× 1019.1]. For this work, the
indicated errors will always be considered to be written as dex.
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6. The Line of Sight toward
Q 0913+072: Constraints on
early Nucleosynthesis1

6.1. Introduction

Recent theoretical studies (e.g., Omukai & Palla 2003) predict that the first
(Pop III) stars2 must have been very massive (∼ 100− 600M�), thus indicat-
ing an initial mass function (IMF) that favors the formation of more massive
stars (top-heavy IMF). Stellar evolution studies (Heger & Woosley 2002) show
that primordial stars with main-sequence (ms) masses between ∼ 50−140M�
and above ∼ 260M� inevitably collapse into black holes and are unable to
eject their metals. Furthermore, stars with masses below Mms ∼ 10M� do
not significantly contribute to the chemical feedback on galactic scales (Cia-
rdi & Ferrara 2005). Hence, only massive stars of ∼ 10−50M�, exploding as
core-collapse Supernovae (SNe) and / or Hypernovae (HNe), or super-massive
stars of∼ 140−260M�, exploding as Pair-Instability Supernovae (PISNe), will
eventually enrich the ISM and subsequently the IGM (see Fig. 6.1).

1First published in: Erni, P., Richter, P, Ledoux, C., and Petitjean, P. 2006, A&A 451, 19
2Please refer to Chapter 7, p. 91 ff, for more details on the particular origin, nature, and evolution of Pop III stars.



6.1. Introduction

Figure 6.1.: Sketch about the fate of massive stars, inspired by Heger & Woosley (2002).

It has been proposed that metal enrichment is the mechanism responsible for
a transition from a top-heavy to a more conventional power law IMF as ob-
served in the present-day Universe (Bromm et al. 2001; Schneider et al. 2002).
The metallicity is believed to reach a critical value at [Zcr/H] ≈ −4, marking
a transition from a high-mass to a low-mass fragmentation mode of the proto-
stellar gas cloud. Conversely, recent observations of hyper metal-poor (HMP)
stars, e.g., HE 0107−5240 with [Fe/H] = −5.2± 0.02 (Christlieb et al. 2002)
or HE 1327−2326 with [Fe/H] =−5.4±0.02 (Frebel et al. 2005) might, at first
sight, rule out a top-heavy IMF for Pop III stars. Other scenarios like a bimodal
IMF (Nakamura & Umemura 2001; Omukai & Yoshii 2003) binary star forma-
tion, or a nonstandard nucleosynthesis (Oh et al. 2001) for Pop III stars could
solve this disagreement.

In order to constrain the mass range and explosion mechanism for Pop III
stars, which contribute to the chemical feedback on galactic scales, we have
analyzed an extremely metal-poor protogalactic structure at high redshift by
QAL spectroscopy.

QAL systems are important objects to study the IGM at low and high red-
shifts. QAL systems sample both low and high density regions in the Uni-
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verse and thus provide important information on structure formation and early
chemical evolution. Metal abundance measurements in QAL systems at high
redshift are particularly important to learn about the first generations of stars
in the Universe, as these objects should have left a characteristic signature in
the abundance pattern of chemically young systems. DLA absorption systems,
QAL systems with large hydrogen column densities (N(H I)≥ 2× 1020 cm−2),
are most suitable for studies of the chemical evolution at high redshift (e.g.,
Péroux et al. 2003; Richter et al. 2005). Number statistics of DLA systems im-
ply that these objects dominate the neutral gas content of the Universe at z > 1
(Lanzetta et al. 1995; Wolfe et al. 1995; Rao & Turnshek 2000). While most of
the observable baryonic content of today’s galaxies is concentrated in stars, in
the past it must have been in the form of gas. The general agreement between
the estimated baryonic mass density for DLA systems (ΩDLA) at z≈ 2 and the
baryonic mass density in stars at z = 0 makes DLA systems prime candidates to
be the progenitors of present-day galaxies (Wolfe et al. 1995; Storrie-Lombardi
& Wolfe 2000). The most important absorption lines of atomic and molecular
species in DLA systems at high redshift (z ≈ 2− 3) fall into the optical band.
Background quasars at these redshifts are usually faint (V ≈ 17m-20m), how-
ever, so that one needs 8−10 m class telescopes to obtain high-resolution and
high SNR absorption spectra that provide accurate information on these objects.

The DLA system discussed in this chapter is characterized by a very low
overall metallicity. It exhibits an abundance pattern that points to an enrichment
of only one or at most a few stellar generations. Thus, the UVES high-resolution
data of the DLA system toward Q 0913+072 provide a unique insight into the
early enrichment history of a protogalactic structure at z≈ 2.6.

6.2. The Line of Sight toward Q 0913+072 and
Metal Abundance Measurements

6.2.1. The Line of Sight toward Q 0913+072
An earlier analysis of the DLA system at zabs = 2.6183 toward Q 0913+072
(V = 17.m1, zem = 2.785) has been presented by Ledoux et al. (1998). These
authors have used the F/8 Cassegrain focus of the ESO 3.6 m telescope and the
Nasmyth focus of the ESO 3.5 m New Technology Telescope (NTT) at La Silla,
Chile. A total neutral hydrogen column density of logN(H I) = 20.2±0.1 was
derived from a fit of the Ly α line. With a resolution of R ∼ 13000, only one
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single component in the low-ionization absorption lines of O I, C II, and Si II
could be identified. An analysis of these lines suggested metal abundances
of [O/H] ≈ −2.8 and [Si/H] ≈ −2.4 together with a Doppler parameter of
b ≈ 7 km s−1. At this resolution, however, the true velocity structure in the
gas is barely resolved. This leads to systematic uncertainties for the derived
metallicities, since for several unresolved components the true b-values may be
significantly lower, and thus the column densities could be underestimated. An
analysis of this very interesting DLA system with higher-resolution data holds
the prospect of deriving more accurate abundances for C, N, O, Si, and other
elements and to investigate the abundance pattern in this system in the context
of the metal enrichment of protogalactic structures at high redshift.

The data used in this study were obtained with UVES/VLT between January
17 and February 16, 2002, mostly during dark time3. The total integration time
amounts to 6.8 hours (DIC #1 + DIC #2) while the seeing-conditions were on
average 1′′. Q 0913+072 was observed through a 1′′-slit with two setups using
dichroic beam splitters for the blue and the red arm (DIC #1 with B390 and
R580 nm, and DIC #2 with B437 and R860 nm, respectively). This setup covers
a wavelength range from∼ 3250−10200 Å with small gaps at∼ 5750−5840 Å
and ∼ 8520− 8680 Å, respectively. The data have high spectral resolution
(R ∼ 45000) together with a high SNR. The SNR typically varies between
∼ 30− 70 per pixel (width = 1.9kms−1) over the wavelength range between
3500− 6000 Å. The CCD pixels were binned 2× 2 and the raw data were re-
duced using the UVES data-reduction pipeline implemented in the ESO-MIDAS

software package. These data are public and can be found in the UVES database
of ESO’s Science Archive Facility4.

6.2.2. Metal Abundance Measurements
The spectrum was analyzed using the FITLYMAN program (Fontana & Ballester
1995) implemented in the ESO-MIDAS software package. The routine uses a
χ2-minimization algorithm for multi-component Voigt profile fitting. Simul-
taneous line fitting of the high-resolution spectrum allows us to determine the
column density, N, and the Doppler parameter, b, with high accuracy. The b-
values of the DLA system toward Q 0913+072 are assumed to be composed
of a thermal component, bth, and a turbulent component, bturb, in the way that

3ESO project 68.B-0115(A) – "[α/Fe] Ratios to probe the early chemical Evolution of DLA systems" (PI / CoIs:
Molaro /Levshakov / Centurión / Bonifacio / Dessauges-Zavadsky / Vladilo)

4http://archive.eso.org
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Figure 6.2.: Absorption profiles of various ions are plotted against the restframe velocity. Two
dominant absorption components are identified at−1 km s−1 and +11 km s−1 (ver-
tical dashed lines).

b2 = b2
th +b2

turb. The non-thermal component may include processes like macro-
scopic turbulence, unresolved velocity components, and others. Note that in our
case b2

th � b2
non−th.

Due to the low overall metallicity of this system, metal absorption is de-
tected only in the strong lines of C II, N I, O I, Al II, Si II, and Fe II. No other
low ion or other element could be identified. Upper limits for elements like
sulfur or zinc can be derived but they are of no further use. Fitting the de-
tected low-ionization lines we can identify two dominant velocity components
at −1 km s−1 and +11 km s−1 in the zabs = 2.6183 restframe (Fig. 6.2), as well
as three satellite components at +114, +152, and +181 km s−1, respectively.
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For the study presented in this work we will concentrate on the two dominant
components.

Figure 6.3.: The Ly α and Ly β absorption profiles of the DLA system at zabs = 2.6183 toward
the quasar Q 0913+072 are plotted on a restframe velocity scale. The solid line
shows the optimum single-component fit with logN(H I) = 20.36, the dashed lines
indicate the 1σ error range of ±0.05 dex.

Due to the large neutral hydrogen column density, the H I Ly α absorption
spans several Å, so that all sub-components are superposed in one big Lyman
trough (Fig. 6.3). Therefore, it is impossible to decompose the H I absorption
line profile into the various velocity subcomponents. From a simultaneous
single-component fit of the Ly α and Ly β absorption we obtain a total neu-
tral hydrogen column density of logN(H I) = 20.36±0.05. This value, together
with the total column densities derived for the species listed above, is used
to determine metal abundances. These range from −3.84 (nitrogen) to −2.47
(oxygen), implying that the overall metal abundance ([M/H] = [O/H] =−2.47
or Z = 0.0034) of the gas is very low. All individual column densities and abun-
dances in the z = 2.6183 absorber are summarized in Table 6.1. The errors in
this paper represent the 1σ fitting errors given by the FITLYMAN program. Ad-
ditional uncertainties arise from to the continuum placement (on the order of
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0.1 dex) and the fixing of the line centers and b-values. Note that these addi-
tional error sources are not included in the error estimates listed.

Table 6.1.: Summary of chemical abundances using the common notation [X/H] =
log(N(X)/N(H))− log(N(X)/N(H))�. The column densities represent the sum
over the two main absorption components at−1 km s−1 and +11 km s−1, as derived
from simultaneous multi-component Voigt profile fits. The total neutral hydrogen
column density is logN(H I) = 20.36± 0.05. Oscillator strengths are taken from
Morton (2003). Solar reference abundances are listed in Table 6.2.

Species Transition logN(X)±σlogN [X/H]±σ[X/H]
lines used

H I 1025,1215 20.36 ±0.05
C II 1036,1334 14.05 ±0.01 −2.83±0.05
N I 1199 12.47 ±0.10 −3.84±0.11
O I 1039,1302 14.58 ±0.02 −2.47±0.05
Al II 1670 11.84 ±0.01 −3.01±0.05
Si II 1304,1526 13.35 ±0.01 −2.57±0.05
Fe II 1096,2344,2600 13.09 ±0.01 −2.77±0.05
Fe III 1122 ≤13.33
Ni II 1370 ≤12.17 ≤−2.44

Our measurements confirm the previous abundance estimates from Ledoux
et al. (1998). However, due to the higher resolution of the UVES data, the
system is now resolved into two major and three satellite components for the
low ions (instead of one), and five components for the high ions (instead of two).
The new detection of Al II and upper limits for Fe III and Ni II provide additional
information about the chemical composition of the gas. With [M/H] = −2.47
(∼ 1/300 solar) this absorber has one of the lowest metallicities ever measured
in DLA systems. More precisely, it is among the four lowest in the sample of
100 DLA systems from Prochaska et al. (2003) and the system with the lowest
metallicity in the redshift range 2<z<3. Also, this DLA system is (to our
knowledge) the only system for which an accurate carbon abundance can be
determined. Due to the low metallicity the strong C II absorption is not heavily
saturated (or very mildly at most) in contrast to all other known DLA systems.

Curve of Growth Method versus Line Profile Fitting

As mentioned above it might be reasonable, in certain cases, to determine the
b-value rather by the COG method than by line profile fitting. Fig. 6.4 shows a
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consistency check between the two methods. The error bars show an increasing
error for lower column densities. This trend is expected due to the lower detec-
tion significance (see also Section 5.5.1) for lower column densities. However,
the lion’s share in this error in Wλ/λ is due to the fact that the output of the
equivalent width in FITLYMAN program is limited to three digits only.
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Figure 6.4.: COG and results from multi line fitting for the DLA system toward Q 0913+072.
Theoretical curves for b = 4,5,6,10,15, and 20 km s−1. This DLA system shows
two main components (see also Chapter 6). A multi line fit of the low-ionized
species yields to b = 5.3 km s−1 and b = 4.7 km s−1 for the blue (squares) and the
red component (diamonds), respectively.

Nitrogen Detection Significance

Note while the two-component structure is clearly seen in the N I λ 1199 line,
the observed absorption profile slightly deviates from the expected shape. The
reason for this is unclear, but possibly related to noise features that are present

– 76 –



6. The Line of Sight toward Q 0913+072: Constraints on early
Nucleosynthesis

in this wavelength range (see Fig. 6.2). In order to quantify the detection sig-
nificance of the N I λ 1199 line, the formalism presented in Section 5.5.1 can be
applied.

The sample standard deviation as a measure of the noise present in the spec-
trum is taken from the continuum in the vicinity (at 4340 Å and over 96 km s−1)
of the expected line center, λ0. It is σnoise = 0.033 and consequently

SNR =
1

σnoise
= 30.3.

Using (5.22), the UVES resolving power of R = 45000 at λ = 4340 Å yields a
pixel element of ∆λp = 0.096 Å. λ±5 Å corresponds to 348 pixel or a resolution
element ∆λr = 0.029 Å.5 With (5.28) the SNR per resolution element is

SNRr =
√

3.359 ·SNR≈ 55.

The measured equivalent width (in the normalized spectrum) is Wλ = 0.007.
From (4.15) and (5.29) then follows

Wλ

λ0
R ·SNRr ≈ 4,

i.e., we find that the red component of the N I λ 1199 line has a detection signif-
icance of 4σ . Note that in this case the (unresolved) absorption was compared
to the noise of the spectrum, where neither the line profile nor the relative posi-
tion were taken into account. The procedure for the blue component is identical
and we conclude that the detection significance exceeds 3σ and 4σ for the blue
and the red component, respectively. However, the main source of uncertainty
for the column density derived from the N I λ 1199 line is related to the choice
of the continuum level.

6.3. Constraints on early Nucleosynthesis

6.3.1. Metal Abundance Pattern
The redshift of zabs = 2.6183 of this system corresponds to a lookback time of
11.1 Gyr (i.e., to an age of the Universe of 2.5 Gyr at that redshift)6. Given

5Note that the spectrum is with ∆λp/∆λr = 3.359 pixel per resolution element oversampled.
6using H0 = 71 km s−1, Ωm = 0.27, and Ωtot = 1, see also Appendix F.
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the very low overall abundance level and the observed abundance pattern, the
chemical evolution of this system is lagging behind the evolution of other DLA
systems at similar redshifts. The DLA system toward Q 0913+072 can be com-
pared with the nearby dwarf galaxy I Zwicky 18 (at a distance of ∼ 15 Mpc),
which contains no stars older than 500 Myr (Izotov & Thuan 2004). Either
these kinds of galaxies have formed just recently, or they have been existing as
protogalactic structures for several Gyr. An alternative explanation for the poor
enrichment we observe in the DLA system toward Q 0913+072 would be that
an initial violent starburst might have disrupted the integrity of the protogalactic
structure and consequently would have prevented further star-formation activ-
ity. This would bring the nucleosynthesis processes to a halt and the chemical
composition of the gas would reflect the enrichment pattern produced by the
initial starburst.

In the following we focus on the abundances of individual elements that could
shed light on the chemical evolution history of the DLA system toward the
quasar Q 0913+072.

Nitrogen – Comparing our results with a database of 66 DLA systems (Cen-
turión et al. 2003; Lanfranchi & Friaça 2003), the nitrogen abundance is among
the lowest ever measured (see also Richter et al. 2005). There is general con-
sensus that oxygen is almost entirely produced by (massive) SNe, the contribu-
tion from low- and intermediate-mass stars is practically irrelevant. Carbon, on
the other hand, is produced in stars of nearly all masses (essentially by helium
burning). In contrast to oxygen and carbon, however, the initial formation of
nitrogen is still not well understood. If nitrogen is formed directly from helium,
it is called primary. If the nitrogen production is dependent on pre-existing
carbon seed nuclei, it is called secondary and is obviously dependant on the
star’s initial metallicity. While all stars which reach the CNO cycle (nitrogen
is formed at the expense of carbon and oxygen) produce secondary nitrogen, it
cannot be decided at present whether primary nitrogen is produced mostly in
massive stars (exploding as SNe) or in intermediate-mass stars (∼ 4− 8M�)
during their AGB phase, or both (Spite et al. 2005). The role of low-mass stars
(< 4M�) for the nitrogen enrichment at high z is not well understood yet, but
needs to be explored in future studies (see, e.g., Pettini et al. 2002). Pettini et al.
suggest that a significant fraction of DLA systems with oxygen abundances be-
tween ∼ 1/10 and ∼ 1/100 solar have not yet attained the full primary level of
nitrogen enrichment (i.e., log [N/O] < −1.5) and may represent protogalactic

– 78 –



6. The Line of Sight toward Q 0913+072: Constraints on early
Nucleosynthesis

Figure 6.5.: A schematic overview of primary and secondary nitrogen production. Illustration
based on data from the literature.

structures that just recently have formed out of the IGM.
For the α-elements7, the enrichment depends critically on the star formation

rate (SFR). Different absorber systems have different star formation histories,
which means that they can reach the same amount of α-enrichment at differ-
ent epochs. However, the nitrogen production depends more critically on the
lifetime of the progenitor stars rather than on the SFR. Intermediate-mass stars
dominate the nitrogen production and will follow the massive stars (M > 8M�),
which are the main production sites for carbon, with a typical lag time of
∼ 250 Myr (Henry et al. 2000). The two plateaus in a [N/Si,O] versus [N,O/H]
plot for a sample of 33 DLA systems (Fig. 6.6) nicely reflect this bimodal nitro-
gen production scenario (see Prochaska et al. 2002). The observed range in the
[N/O] ratio at low [O/H] then is a natural consequence of the delayed release
of nitrogen into the ISM relative to the oxygen produced by SNe. In the DLA
system toward Q 0913+072 we measure [N/O] = −1.37± 0.10, i.e, primary
nitrogen. This is what we would expect when observing a chemically young
system that has just recently condensed out of the IGM.

Our value of [N/O] = −1.37± 0.10 does not favor a very small dispersion

7Referes to nuclei which are built up from α-particle nuclei (4He), i.e., 16O, 20Ne, 24Mg, 28Si, 32S, 36Ar, 40Ca,
and (as an exception) 48Ti.
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Figure 6.6.: We compare the [Ni/Si] ratio versus [Si/H] abundances for a sample of 33 DLA
systems from Centurión et al. (2003) and Lanfranchi & Friaça (2003) with the
abundances found for the DLA system toward the quasar Q 0913+072 (Erni et al.
2006). Open symbols represent upper limits, and the dotted line indicates the two
plateaus for primary and secondary nitrogen (see Section 6.3.1 for more details).

in low-nitrogen DLA systems, i.e., [N/α] = −1.45± 0.05, as suggested ear-
lier by (Centurión et al. 2003). Matteucci & Calura (2005) argue that Pop III
stars alone cannot be responsible for the abundance ratios in low-metallicity
DLA systems. They conclude that the intermediate-mass Pop II stars must have
played an important role for the early nitrogen enrichment in the Universe, even
at redshift of z = 5. However, the redshift alone is not a good indicator for the
evolutionary state of a galaxy. The very low abundances measured in the DLA
system toward Q 0913+072 together with the very low nitrogen content, when
compared to yields from explosive nucleosynthesis model calculations, indeed
speak against a major contribution from intermediate mass Pop II stars to the
nitrogen enrichment in this DLA system.

Carbon – Reliable carbon measurements in QAL systems are very sparse, since
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in most cases the C II absorption in DLA systems, sub-DLA systems, and LLSs
is heavily saturated. Levshakov et al. (2003a) have measured C II absorption
in a LLS at zabs = 2.9178. D’Odorico & Molaro (2004) also reported a carbon
measurement in a DLA system at zabs = 4.383, but their C II and O I lines pre-
sumably are mildly saturated. Although the results of the LLS depend on pho-
toionization calculations, all cases seem to have [C/Fe] ∼ 0.0 and [C/α] < 0
in common. For the DLA system toward Q 0913+072 we derive [C/Fe] =
−0.06± 0.01, [C/O] = −0.36± 0.02, and [C/Si] = −0.26± 0.01, thus very
similar to what has been derived for the other systems. In all four cases, car-
bon appears to be underabundant compared to the α elements. Although LLSs
and DLA systems are expected to trace different cosmological objects or sites
(at least in general), the observed underabundance of carbon may provide in-
formation on the early metal enrichment in the Universe. Clearly, more carbon
measurements in DLA systems and LLSs are desired to investigate this inter-
esting behavior in detail.

Oxygen – Oxygen is the element best suited to infer the α-element abundance
in interstellar and intergalactic gas, as O I and H I have similar ionization poten-
tials (see Table C.1) and both are coupled by a strong charge-exchange reaction,
i.e.,

HII +OI ↔ HI +OII. (6.1)

The reaction’s large charge exchange cross-section couples the ionization frac-
tion of atomic oxygen to that of hydrogen (Field & Steigman 1971). Hence,
the intensity of O I absorption with respect to H I is a sensitive indicator for the
ionization present.

In the most widely cited set of solar abundances from Grevesse & Anders
(1991), the solar oxygen abundance was reported to be log(N(O)/N(H))�+
12 = 8.93. However, recent estimates lead to significant revisions of the Sun’s
oxygen abundance. In this work we adopted the value of log(N(O)/N(H))�+
12 = 8.69 from Allende Prieto et al. (2001). Further, uncertainties in stellar nu-
cleosynthesis inputs such as the 12C(α ,γ)16O reaction rate, convection, fallback
and mass loss could alter these and previous results, which therefore have to be
viewed with caution.

Dust Depletion – No trace of molecular hydrogen was found in the DLA system

8All previous measurements of metal abundances in LLSs lie in the range of [M/H]≥−2.4 (Fan 1995; Songaila
& Cowie 1996; Levshakov et al. 2002a, 2003b).
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toward Q 0913+072. The logarithmic ratio of hydrogen nuclei in molecules to
the total hydrogen nuclei is

log fH2 = log
2N(H2)
N(H)

≤−6.9, (6.2)

where logN(H2) ≤ 13.2, i.e., the total upper limits of the rotational ground
states J = 0 and J = 1 in the Werner band of molecular hydrogen. Because of
the lack of H2 (which predominantly forms on dust grains) and the extremely
low overall metallicity we do not expect dust depletion to alter significantly the
abundance pattern in this absorption line system (Ledoux et al. 2003; Vladilo
2002).

Photoionization Corrections – Given the large neutral hydrogen column den-
sity in this absorber, it is not expected that photoionization has any significance
on the abundances listed in Table 6.1. This is supported by our photoionization
model for a DLA system at z = 2.5 based on CLOUDY (Ferland et al. 1998). In
the case that photoionization should nonetheless be relevant, i.e., in view of the
observed two-component structure, the fact that the ionization potential (IP) of
H I is lower than the IPs of C II, N I, Al II, Si II, and Fe II means that correcting
for ionization effects would further decrease these abundances.

Comparison with Metal-Poor Stars9 – It is legitimate to compare very metal-
poor DLA systems to very metal-deficient stars which are believed to retain
information of a preceding single SN event or at most a few (McWilliam et al.
1995). Comparing the abundances from this DLA system with a sample of 9
(unmixed) extremely metal-poor (EMP) Galactic halo giants (−4.0≤ [Fe/H]≤
−2.0) from Spite et al. (2005), we find a very good agreement for carbon, a rea-
sonable agreement for oxygen and iron (typically ±0.2 dex), but clearly higher
values for nitrogen (in average by ∼ 1 dex) in the EMP stars. In Fig. 6.7, we
include a sample of 34 F and G dwarf and subgiant stars belonging to the halo
population (−3.2 ≤ [Fe/H] ≤ −0.7) from Akerman et al. (2004). Although
their mean values for [C/H] and [O/H] are higher by more than 1 dex, their
lowest values for carbon and oxygen are very similar to our observations.

An interesting aspect is this analysis to compare the two existing carbon mea-
surements in DLA systems (D’Odorico & Molaro 2004; Erni et al. 2006) with

9The reader should note that only very recently a uniform nomenclature for stars of different metallicities was
suggested (Beers & Christlieb 2005). Until to date, there is, unfortunately, no clear denomination but there
is well founded hope that the nomenclature suggested by Beers & Christlieb (2005) given in Table 7.1 will
become largely accepted in the scientific community.
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these halo stars (Fig. 6.7). We find a reasonable agreement for the carbon evolu-
tion in the DLA systems and the halo stars. When comparing with predictions
from yields from Pop III stars (Chieffi & Limongi 2002) for the case of an IMF
with Mms ≥ 10M� (Fig. 6.7, dashed line), we notice that the carbon abundances
in the two DLA systems match these theoretical predictions extremely well.

Ultra-metal-poor giants with high [O/Fe] ratios, such as presented by Is-
raelian et al. (2004), seem to demand a new type of SNe (Aoki et al. 2002)
where most of the matter is absorbed by the iron core. Smaller [O/Fe] ratios
possibly indicate that a significant fraction of iron is incorporated in the SN
ejecta, leading to a smaller mass cut and thus less compact remnants, possibly
neutron stars. Stars with very low metallicities and DLA systems obviously are
extremely important objects to derive constraints on Pop III stars. The nitrogen
production mechanism clearly plays a key role but yet requires more detailed
work.

6.3.2. Additional Constraints from Numerical Models

The DLA system toward Q 0913+072 is a chemically very young DLA system,
enriched by one or at most a few stellar generations that have left their typi-
cal abundance signature in the gas. We now want to compare the abundance
pattern of this system with predictions from recent model calculations to learn
more about the origin of this absorber.

SNe Ia vs. SNe II – The absence of a clear-cut [α/Fe] ratio leaves the possibility
open that SNe Ia might have contributed to the metal enrichment of the ob-
served DLA system, especially to the iron-peak elements.10 On the other hand,
there are arguments against any significant contribution from SNe Ia: (1) Based
on results from the Hubble Higher z Supernova Search, Strolger et al. (2004)
constrain the delay times for SNe Ia, i.e., the time from the formation of the
progenitor stars to the explosion, in the range of 2−4 Gyr, where the lower bar-
rier of 2 Gyr distinctly exceeds the age of the DLA system toward Q 0913+072,
recalling that the age of the Universe at zabs = 2.6183 was only 2.5 Gyr. (2)
Metallicity effects influence the SNe Ia rate. This kind of low-metallicity inhi-
bition of SNe Ia could occur if the iron abundance of the accreted matter from
the companion is as low as [Fe/H] .−1 (Kobayashi et al. 1998 and references
therein). The companion star in a single-degenerated scenario is typically a

10 Elements wit A = 50−62, i.e., Cr, Mn, Fe, Co, Ni, Cu, and Zn.
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Figure 6.7.: We compare the only two existing (reliable) carbon abundance measurements in
DLA systems (squares; from D’Odorico & Molaro (2004); Erni et al. (2006)) with
extremely metal-poor halo stars (crosses) from Akerman et al. (2004), and (circles)
from Spite et al. (2005). The dashed line shows predictions from Pop III star yields
from Chieffi & Limongi (2002) for the case of an IMF with Mms ≥ 10M� (Erni
et al. 2006).

red-giant (RG) with an initial mass of MRG ∼ 1M� or a near main-sequence
star with an initial mass of Mms ∼ 2−3M�. Both stars are not massive enough
to ignite silicon burning. Consequently, an iron abundance, as low as measured
in our case, must inhibit the occurrence of SNe Ia. The observed low [O/Fe]
ratios (more generally: the [α/Fe] ratios) thus should reflect the enrichment
pattern of the first generations of stars that have enriched this protogalaxy, most
likely by SNe II and probably HNe as well. We observe [O/Fe] = +0.30±0.02
and [O/Si] = +0.10±0.02, which is consistent with the yield ratios of SNe II
from massive stars from Kobayashi et al. (2006). Furthermore, the ratios of
[Si/H] =−2.57±0.05 and [Fe/H] =−2.77±0.05 are roughly consistent with
numerical investigations from Kawata (2001), which predict that a typical SN
II is producing more silicon (∼ 5 : 1) and slightly less iron (∼ 0.8 : 1) than a
typical SN Ia.
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Very Massive Stars (VMS) – VMS with Mms ≈ 130− 300M�, exploding as
PISNe, show a tendency to produce too much silicon, but not enough car-
bon and oxygen when compared to this DLA system. The observed [Si/C] =
+0.26±0.01 or [C/O] =−0.36±0.02, and [Si/Al] = +0.44±0.01 ratios im-
ply an IMF in which the first stars cannot have been very massive (Tumlinson
et al. 2004).

Yields from explosive nucleosynthesis models – The metallicity of the DLA sys-
tem we probed is only slightly higher than what cosmological models predict for
the IGM at this redshift. We speculate that this primeval metal enrichment we
observe originates from only one single star generation, i.e., from Pop III stars.
If there was only one enrichment cycle, or at most a few, then the ISM will carry
the imprint from these stars and their typical enrichment pattern. As mentioned
earlier, only stars in the range of Mms ∼ 10−50M� and Mms ∼ 140−260M�
will contribute to the enrichment on galactic scales. In other words, the ques-
tions we ask is: have the first stars been massive (∼ 10− 50M�) or super-
massive (∼ 140− 260M�), i.e., did they explode as core-collapse S/HNe or
PISNe?

Figure 6.8.: How massive were the first stars that enriched the DLA system toward
Q 0913+072? We compare two possible scenarios: massive stars with ∼ 10−
50M� (exploding as core-collapse S/HNe) and super-massive stars with ∼ 140−
260M� (exploding as PISNe). Illustration based on data from the literature.
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Figure 6.9.: Standard initial mass functions (IMF) from Salpeter (1955), Scalo (1986), and
from Miller & Scalo (1979). The different slopes of the three laws produce dif-
ferent spectral energy distributions: the Scalo and Miller & Scalo laws are flat at
small masses and less rich of massive stars with respect to the Salpeter law. The
large number of massive stars in the Salpeter law produces an excess of UV flux,
whereas the Scalo law generates too many solar mass stars, making the spectrum
too red when compared to observations. The Miller & Scalo law is a good com-
promise between the two. More recent studies predict slightly higher values for
massive stars (see, e.g., Kroupa et al. 1993). However, the IMF for metal-free
and / or very massive stars remains completely unknown.

We make use of the latest yield calculations from explosive nucleosynthesis
models from Kobayashi et al. (2006) for the case of "ordinary" (core-collapse)
SNe, the typical SNe II, with an explosion energy of E = 1×1051 erg11, hyper-
energetic (i.e., E/E51 > 1) core-collapse HNe, and PISNe. Two mass-energy

11common notation: 1×1051 erg = 1E51 = 1foe = 1044 J = 1B, where the unit B was named after Hans Bethe.
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relations were set: a constant E/E51 = 1 for SNe with 13, 15, 18, 20, 25, 30,
and 40 M�, and E/E51 =10, 10, 20, and 30 for HNe with 20, 25, 30, and 40 M�,
respectively. The yields for PISNe with 150, 170, 200, and 270 M� were taken
from Umeda & Nomoto (2002). The metal abundance pattern of this DLA
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Figure 6.10.: Comparison of relative element abundances from the DLA system toward
Q 0913+072 and model calculations for explosive nucleosynthesis. The open
boxes show the measured abundances in the DLA system toward Q 0913+072
where the box size corresponds to an assumed total error of ±0.2 dex. Yields
from numerical model calculations of a core-collapse SN with 15M� and
E/E51 = 1 are indicated with filled circles and continuous lines, and yields of
a PISN with 200M� are shown as open circles with dashed lines. The reader
should note that relative abundances are compared. For this the sum of the abun-
dances for C, N, O, Al, Si, and Fe of each set was normalized to unity and then
shifted arbitrarily (oxygenDLA = 107) to the scale shown on the y axis to indi-
cate the full range of the measured and predicted element abundances (Erni et al.
2006).
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system was then compared with these yields for metallicities of Z = 0, 0.001,
0.004, and 0.02. We assumed a simple power law IMF12

ξ (M?) =
(M?

M�

)γ

, (6.3)

varying γ from −5 to +2 (where γ = −2.35 corresponds to the Salpeter IMF).
We find that there is no significant difference between a scenario of SNe com-
bined with HNe and a scenario of SNe only. On the other hand, Z and γ are very
sensible indicators. We find that zero-metallicity stars produce the most accu-
rate abundance pattern in the case of a steep IMF (γ . γSalpeter). This and the
fact that yields from PISNe do not match the abundance pattern observed in the
DLA system toward Q 0913+072 (see Fig. 6.10) excludes any significant con-
tribution of PISNe, yet puts a question mark on their existence. Considering the
case of an initially enriched ISM, we compared the observed abundance pattern
as well with yields from SNe and HNe with progenitors stars having metallici-
ties of Z = 0.001 and Z = 0.004. For these second-generation stars (exploding
as S/HNe), the abundance pattern is generally reproduced with less accuracy
but we notice that a top-heavy IMF partially can reduce these inaccuracies.

The reader should not take this analysis as a proof against a possible existence
of PISNe but rather as a strong indication that PISNe events must have been –
at most – very rare. We also have to recall that the explosion energy, as well as
the mass cut (i.e., the limiting radius between the remnant and the ejecta) for
the core-collapse scenario are still two important parameters which are not very
well understood, yet could lead to noticeable errors.

Kobayashi et al. (2006) are using basically the same code as Umeda & Nomoto
(2001) and Umeda & Nomoto (2002), but with a different treatment of the
mixing-fallback mechanism, in order to explain the chemical evolution of the
solar neighborhood. Umeda & Nomoto, on the other hand, focus on iron-peak
elements, and, in particular, try to reproduce the large [Zn/Fe] ratio observed
in EMP stars. Using the yields from Umeda & Nomoto, we find that the IMF
should peak around stars with 25M� and E/E51 = 10 in order to reproduce the
abundance pattern we observe in the DLA system toward Q 0913+072. When
using the results from Kobayashi et al. we find that the IMF should peak around
stars with typically 15M� and E/E51 = 1.

Galactic and cosmic chemical evolution – In a recent paper Daigne et al.

12The IMF ξ (M?) specifies the distribution in mass of a newly formed stellar population and it is frequently
assumed to be a simple power law.
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Table 6.2.: Solar abundances as listed in Morton (2003), based on data from Grevesse & Sauval
(2002), except for oxygen, for which we adopt the value given in Allende Prieto
et al. (2001). Note that different groups use different values for the solar abun-
dances. A summary of the most common values from Grevesse & Sauval (2002)
and Asplund et al. (2005) is given in Tab. C.1.

Element log(N(X)/N(H))�+12.00
Carbon 8.52
Nitrogen 7.95
Oxygen 8.69
Aluminum 6.49
Silicon 7.56
Iron 7.50
Nickel 6.25

(2004) have modeled the chemical evolution of condensed cosmic structures
(galaxies) and the IGM as a function of redshift including the process of reion-
ization. They consider various different SFRs and IMFs for the progenitor stars
that drive the metal enrichment in the early Universe. Following their calcula-
tions, a bimodal (or top-heavy) IMF with a moderate mass range of 40−100M�
yields both the required number of ionizing photons to reionize the Universe at
z = 17 and the correct chemical composition of nucleosynthesis products of
these stars to match the observations of metal abundances in metal-poor halo
stars and in the IGM. When comparing the mass fractions of C, N, O, Si, and
Fe presented in their models with those derived for the DLA system toward
Q 0913+072, we find that the abundances of these elements in the DLA sys-
tem are slightly (< 1 dex, typically) above the values predicted for the IGM at
z = 2.6, but substantially lower than what is expected for the ISM in galaxies
at that redshift. This implies that the DLA system toward Q 0913+072 repre-
sents a protogalactic structure that has just recently formed, so that local star
formation activity in this system had not enough time to significantly enhance
the abundance level above that of the surrounding IGM.

6.4. Summary and Conclusions
The DLA system at z = 2.6183 toward Q 0913+072 is characterized by a very
low overall metal abundance ([M/H] = [O/H] = −2.47 or Z = 0.0034), a pro-
nounced deficiency of nitrogen ([N/H] = −3.84), and a mild underabundance
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of carbon ([C/H] = −2.83). These values mark this system as the most metal-
poor DLA system observed at z < 3. We further report this absorber to be the
first DLA system at present date with a reliable carbon measurement. The low
nitrogen abundance implies that this system has not yet attained the full level of
primary nitrogen enrichment. This, and the fact that the overall abundance level
is only slightly above that of the IGM at that redshift, point toward a protogalaxy
that has just recently condensed out of the IGM.

The comparison of the abundances in this DLA system with a sample of ex-
tremely metal-poor halo giants shows a very good agreement for carbon, and a
reasonable agreement for oxygen and iron. Predictions from yields from Pop III
stars for the case of an IMF with Mms ≥ 10M� match the carbon measurements
of the two available DLA systems extremely well.

Stars with main-sequence masses below ∼ 10M� do not essentially con-
tribute to the metal budget in the gas on galactic scales, and primordial stars in
the range of Mms ∼ 50−140M� and above ∼ 260M� are believed to collapse
without being able to eject any enriched gas. The only stars with a chemical
feedback must therefore be stars with Mms ∼ 10− 50M�, exploding as core-
collapse S/HNe, or stars with progenitors in the mass range ∼ 140− 260M�,
exploding as PISNe. Scenarios of progenitor stars with a non-zero metallic-
ity, a top-heavy IMF, other explosion mechanism like SNe Ia or PISNe, or a
combination of the foregoing, cannot satisfactorily explain the observed chem-
ical abundance pattern. Comparing the metal abundance pattern of the DLA
system at zabs = 2.6183 toward Q 0913+072 with yields from explosive nucle-
osynthesis model calculations, we conclude that the most likely scenario for
the observed abundance pattern is massive (but not super-massive) Pop III stars
with Mms ≈ 10−50M�, exploding as core-collapse S/HNe.
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7. The First Stars in the Universe
and Present-Day Observations

7.1. Early Objects and Chemical Evolution

7.1.1. The First Stars
Before the first stars formed out of the gas produced by the Big Bang nucle-
osynthesis (BBN), the Universe was dark everywhere. Even the light from the
Big Bang that rapidly shifted out of the visible range into the infrared did not
(visibly) illuminate the Universe. This epoch lasted several million years1 and
is know as the Dark Ages. At the dawn of the Universe, i.e., when the first lumi-
nous sources lighted up, already a large number of protogalactic systems were
in the process of forming. Yet, while the first stars are not within reach of even
the most powerful telescopes available at present time, this situation will change
soon with upcoming new generations of instruments like the 6.5 m James-Webb
Space Telescope (JWST), scheduled for launch in 2013, or ground based in-
struments with extremely large apertures. ESO is planning to have its first Ex-
tremely Large Telescope (ELT) Observatory, the European Extremely Large
Telescope (E-ELT)2, operational around 2015. Other similar ELT projects are
the american-canadian Thirty Meter Telescope (TMT), the 30 m California Ex-
tremely Large Telescope (CELT), the 30 m Giant Segmented Mirror Telescope
(GSMT), the Giant Magellan Telescope (GMT) with the resolving power of a
24.5 m primary mirror, the 20 m Canada-France-Hawaii Telescope (CFHT), the
25 m infrared Large Atacama Telescope (LAT), the European 50 m Telescope
(EURO50), or the 30 m Japanese ELT Telescope (JELT). All these projects are
scheduled to operate within the next 10 to 15 years. However, the situation at

1Our best guess to date is about 200 Myr what corresponds to a redshift of z ∼ 20. Determining the end of the
Dark Ages, and with it the beginning of the reionization epoch, is the focus of considerable observational and
theoretical efforts in present-day extragalactic astronomy.

2The diameter in ESO’s E-ELT project studies ranges from 30 to 60 m. The highly ambitious project of an
Overwhelmingly Large (OWL) Telescope with primary mirror of 100 m was abandoned because of its uncom-
fortably high overall cost, time frame and level of complexity.
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present regarding the exploration of the end of the Dark Ages is less unfavor-
able than it might look at first sight because theory and observations are slowly
but steadily filling in the gaps in our understanding.

The first stars are not only very different from subsequent stellar generations
but are also of greatest importance because of their dramatic impact on their
surrounding environment. This interaction, a complex network of physical pro-
cesses, often is – somewhat ambiguously – referred to as feedback. The first
stars are the key to our understanding of structure formation and chemical pro-
cesses in the very early Universe. Because of their particularity and importance,
their formation and evolution shall be discussed below in detail (see also Ferrara
2007).

Star Formation in Primordial Gas

Stars form out of a collapsing gas cloud. Coolants can radiate thermal energy
away and thereby allow the gas cloud to contract and eventually to collapse.
While the gas in the present-day Universe contains about 2% of heavy elements,
among those also very efficient coolants such as C+, O, CO, and dust grains,
this is not the case for primordial gas which is – by definition – devoid of any
metals. H and He atoms are very poor radiators for temperatures below∼ 104K
and the gas cloud would follow an almost adiabatic evolution if the gas was to
remain purely atomic.

Although primordial gas is deprived of efficient coolants, there exist four
main cooling processes for atomic gas that allow a metal-free gas cloud to cool,
to form molecular hydrogen, and thereby to collapse in order to form a Pop III
star:

• Radiative recombination – The recombination of a proton with an elec-
tron will set free thermal energy, eventually carried away by a photon. In
general, the recombined atom is in an excited stage and will subsequently
decay to the lowest energy level by emitting photons. Accordingly, the
energy loss is the difference between the electron energy in the bound
state of the hydrogen atom and the kinetic energy of a free electron, i.e,
∆E = Ee−

bound +Ee−
kin.

• Cooling through collisional ionization – The energy loss in the process
of collisional ionization is associated to the ionization potential, where
the thermal electron energy is used to detach the electron from its nucleus
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(ionization energy). Note that the cooling function, Λ(T ), is dominated
by collisional excitation of H and He in the range of T = 104−105.5 K.

• Bound-bound transition – Collisionally excited atoms emit radiation en-
ergy equal to the energy difference between two energy levels when the
excited stage decays. Note that this is the most important cooling process
at temperatures around 104K in a primordial gas.

• Bremsstrahlung emission (or free-free emission) – This radiation is pro-
duced by the acceleration of a charged particle (such as an electron) in
a Coulomb field of another charged particle (such as an atomic nucleus).
Note that the cooling function is dominated by bremsstrahlung for tem-
peratures T > 105.5 K.

Knowing the cooling rates for H and He and further assuming thermal ionization-
recombination equilibirium3, we can estimate the cooling rate Λ(T )/n2

H, with
T the gas temperature and nH the hydrogen density.

Cooling can be both a very slow or a very rapid process. Therefore, it is im-
portant to consider the timescale on which the cooling process takes place. The
cooling time, i.e., the time for a system to dissipate its energy, is defined as

tc =
3kBT

2nΛ(T )
, (7.1)

where n is the total gas number density and Λ(T ) the cooling function. The
free-fall time, i.e., the time it takes for a test particle to reach the center of the
gas cloud, is given by

tff =
( 3π

32Gρ

)−1
2
, (7.2)

where G is the gravitational constant and ρ the total matter density (including
dark matter). Finally, the Hubble timescale is

tH = H(z)−1 = H−1
0

[
ΩΛ +Ωm(1+ z)3

]−1
2
, (7.3)

where ΩΛ and Ωm are the nondimensional vacuum energy and matter density,
respectively. The interplay among these three timescales governs both, star and

3In some applications this assumption is not adequate and full time-dependent equations must be solved to deter-
mine the ionization level.
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406 L. A. Montier and M. Giard: The importance of dust in cooling and heating the IGM

Fig. 6. Total cooling rate Λ/n2
H (erg s−1 cm3) (solid line) in the ICM,

with a dust-to-gas mass ratio of Zd = 10−4 and a grain size a = 0.5 µm.
Individual contributions are: collisional ionisation (dotted), recom-
bination (dashed), collisional excitation (dash dot), bremsstrahlung
(dash dot dot), dust emission (long dashes).

All these individual cooling function curves are plotted in
Fig. 6, for the special case of a dust model restricted to a single
grain size (a = 0.5 µm), and without any UV radiation field
(i.e. without photoionisation) as justified above. We see that
the atomic mechanisms of cooling are dominant in the range
104 K ≤ T ≤ 106 K, where the medium is not fully ionized.
For higher temperatures, T ≥ 106 K, where up to now the
Bremsstrahlung was considered to be the most efficient cool-
ing mechanism, the dust is the dominant cooling factor, as ex-
pected from the discussion in Sect. 2. Another interesting point
is the dependence of the cooling function on the grain size. The
dust cooling function keeps the same absolute level when the
grain size decreases (from a = 0.25 µm to a = 0.005 µm), but
this cooling effect becomes important already at lower temper-
atures, filling the less efficient cooling gap between atomic and
bremsstrahlung cooling (cf. Fig. 7). This means that the tem-
perature range of efficient dust cooling is 106 K ≤ T ≤ 108 K,
depending on the grain size distribution.

3.3. Time and spatial domains of dust cooling
efficiency

In the two previous Sects. 3.1 and 3.2, we have explored how
the dust cooling behaves with respect to the temperature and
density conditions. These properties can be understood as time
and spatial domains.

First, the temperature range of dust cooling efficiency is
106 K ≤ T ≤ 108 K, which is typical of the ICM. Second, we
have shown that the ratio between the dust cooling and heating
efficiencies becomes higher when the density increases. This
again is in favor of the ICM. Thus, the ICM is the place where
the dust cooling could play an important role.

Regarding time now, the previous remark on the density
dependance of cooling upon heating efficiency means also that

Fig. 7. Total cooling rate Λ/n2
H (erg s−1 cm3), for different cases: with-

out dust cooling (solid), with dust cooling with grain size a = 0.5 µm
(dotted), a = 0.025 µm (dashed), and a = 0.001 µm (dash dot).

the dust cooling might have been much more efficient at high
redshift, when the density was higher because of a smaller uni-
verse. Moreover at redshifts about z ≈ 3−5, the star forma-
tion activity was at its maximum in the cosmic history, lead-
ing to an intense dust enrichment in the IGM due to violent
galactic winds by supernovae (Springel & Hernquist 2003).
If we assume an average life time before dust destruction of
τsput = 108 yr (Draine & Salpeter 1979), this high dust amount
at high redshift inside the IGM becomes localized in time, and
cannot be extrapolated to lower redshifts. All these facts point
to a higher dust-to-gas mass ratio in the IGM at higher redshift
than now, leading to an increase of the dust cooling efficiency
early in the cosmic history.

To conclude, dust has been able to play a role in the very
early thermal history of the Universe, and especially in the
dense and hot structures of the IGM, the clusters of galaxies.

4. Dust abundance threshold

The dust abundance in the IGM remains highly unknown. We
will give here the dust abundance required to have the dust
IR-luminosity equal to the X-ray luminosity. We will then
check that this dust abundance threshold can be reached if one
takes into account the mechanism usually admitted for dust en-
richment, which is pollution by galaxies. We will finally go
further and present another mechanism, which is the in situ
dust-production by intergalactic objects, and estimate its con-
tribution to the dust enrichment of the IGM.

4.1. Dust threshold

As already noticed in the expression of the IR luminosity (11),
the dust cooling is proportional to the dust-to-gas mass ratio.
Thus we can derive a dust abundance threshold that corre-
sponds to the dust-to-gas mass ratio for which the dust cool-
ing is equal to the free-free cooling. We neglect here other
cooling processes such as recombination, collisional ionisation

Figure 7.1.: Total cooling rate Λ/n2
H in erg s−1 cm3 (solid line) from Montier & Giard (2004),

with X = 0.75, Y = 0.25, a dust-to-gas mass ratio Zd = 10−4, and without any
UV radiation field. Individual contributions are: collisional ionization (dotted),
recombination (dashed), collisional excitation (dash-dot), bremsstrahlung (dash-
dot-dot-dot), and dust emission (long dashes).

galaxy formation. Let us therefore, and for the sake of clarity, examine three
examples:

• If the cooling time is shorter than the typical dynamical time, i.e., if tc �
tff, the thermal energy of a gas cloud can effectively be carried away by
radiation.

• In the opposite case, i.e., if tc � tff, the cloud collapses almost adiabati-
cally.

• Finally, if tc > tH, it is clear that, at a given redshift, the cloud did not have
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sufficient time to contract.

We conclude that for a primordial gas cloud with T < 104 K, the drop-off of
the cooling function (see also Fig. 7.1) causes the cooling time to increase dra-
matically, thus preventing its collapse. Hence, the conditions required for a
primordial gas cloud to collapse and to form stars can only be achieved thanks
to the only other available coolant in the early Universe: molecular hydrogen.

Molecular Hydrogen

Molecular hydrogen, H2, is stable at low temperatures. This and the cosmic
abundance of hydrogen ensures that H2 is by far the most abundant molecule
in the Universe (though not the most readily detectable4). The cooling of as-
trophysical media, generally low-density gas, by molecular hydrogen is of great
importance and common to many branches of astronomy (for a review, see, e.g.,
Le Bourlot et al. 1999).

H2 consists of two protons covalently bound by two electrons with a binding
energy of 4.476eV. As H2 is homonuclear, it does not possess a permanent
dipole moment. Rovibrational5 transitions within the electronic ground state
occur by electric quadrupole radiation. Because the associated transition proba-
bilities are small, the photons that are emitted escape from the medium, thereby
contributing to its cooling. It is interesting to note that the quadrupole transition
probability is proportional to the transition energy, i.e., that

A( j → i) ∝ E5
ji, (7.4)

with A( j → i) the electric quadrupole transitions probabilities, and E ji the tran-
sition energy.

The electronic ground state of molecular hydrogen is described by X1Σ+
g ,

with X the electron configuration, and Σ the orbital angular momentum state for
the case that ML, the magnetic quantum number, is zero (+ and g label symme-
try properties of the electronic wave function). Electronic transitions between
the electronic ground state and two excited electronic stages are known as the
Lyman band,

X1
Σ

+
g → B1

Σ
+
u , (7.5)

4Due to the lack of fine and hyperfine structure, cold H2 is only detectable in absorption (because the first rota-
tional transition requires temperatures > 500 K.

5contraction of rotational and vibrational
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at < 1108Å, and the Werner band,

X1
Σ

+
g →C1

Πu, (7.6)

at < 1008Å.
A further consequence of the homonuclear nature of H2 is that it exists in

two forms, ortho-H2 and para-H2, which possess distinct values for the total
nuclear spin (I = 1, and 0, respectively) and for which only odd or even values,
respectively, of the rotational quantum number, J, are allowed (∆J =−2 selec-
tion rule). Transitions between these two forms of H2 can only occur through
reactive collisions, e.g., with H atoms, or with H+ or H+

3 ions, which will result
in a change of the relative orientation of the individual nuclear (proton) spin.
However, the ortho-to-para conversion is extremely slow (∆J = ±1 transitions
are radiatively forbidden).

An additional peculiarity of H2 is its large rotational constant. As a conse-
quence, the rotational levels are widely spaced. It follows that the rotational
excitation of H2 becomes important only for kinetic temperatures T < 1000K,
where rovibrational excitation require T > 1000K (see below). We note that at
temperatures above ∼ 104 K molecular hydrogen is collisionally dissociated.

Formation and Dissociation of Molecular Hydrogen

Molecular hydrogen is a very fragile molecule and its abundance depends on
a large number of processes and environmental conditions. The formation of
molecular hydrogen is somewhat more complicated than one might expect at
first sight because of the molecule’s simple structure. A process like H(H−,γ)H2
will rarely take place because of the very low quadrupole transition probabilities
in the ground electronic state, and the newly formed H2 molecule would not be
able to shed its formation energy of ≥ 4.5eV and hence will dissociate imme-
diately. In the present-day Universe dust provides a most favorable reaction site
for H I atoms to combine to H2 molecules and therefore plays a decisive role as a
catalyst in the molecular hydrogen formation process (Gould & Salpeter 1963).
At low temperatures, hydrogen atoms may stick onto the surface of dust grains,
move randomly around and eventually form a H2 molecule. A part of the for-
mation energy is absorbed by the dust grain while the rest goes into excitation
and kinetic energy of the H2 molecule itself. In the early Universe, however, no
dust and consequently no such reaction place for H2 formation was available.
In the case of primordial gas the formation of H2 molecules has to go through
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much less efficient gas phase channels. The two most important reactions are
through the H−-channel,

H(e−,γ)H−(H,e−)H2, (7.7)

and through the H+-channel,

H(H,γ)H+
2 (H,H+)H2. (7.8)

We note that the H−-channel as well as the H+-channel require electrons or
protons as catalysts, implying that the degree of ionization of the gas is decisive
for the formation of H2 molecules.

Molecular hydrogen is easily destroyed either by collisional dissociation at
temperatures T ≥ 4000K or by radiative (photo-) dissociation. The latter, the
so-called Solomon process, is a two-step reaction in which the first step is the
photoexcitation of the H2 molecule via the absorption of a Lyman or Werner
band UV photon. The second step is the radiative de-excitation into an unbound
vibrational level of the electronic ground state, followed by the dissociation of
the H2 molecule, i.e.,

H2(γ,)H∗2(γ,)2H. (7.9)

On average about 11−13% of all radiative decays following absorption in the
Lyman / Werner bands result in a spontaneous decay into the vibrational contin-
uum of the ground electronic state, which is enough to make photodissociation
the dominant mechanism for H2 dissociation (Abgrall et al. 1992). This process
is a radiative feedback and particularly important because soft UV background
radiation in the Lyman / Werner bands will have a negative feedback on the gas
cooling and on the star formation inside small halos. In addition to an external
background radiation, the structure evolution can also be affected by internal
dissociating radiation. In fact, a single star can seriously deplete the H2 content
of a gas cloud with a metallicity smaller than Zcrit ∼ 10−4 Z� (Schneider et al.
2002) so that subsequent star formation becomes almost impossible (Omukai
2000).

Cooling by Molecular Hydrogen

The process of H2 radiative cooling is indispensable for primordial gas to cool
below 104 K. Molecular hydrogen can, like all other molecules, vibrate and
rotate around an axis. When a vibrational or rotational state of the molecules
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discretely changes, obeying quantum dynamics, they emit or absorb line radi-
ation, like in the case of electron transitions. Vibrational transitions are more
important at high temperatures (in the regime T = 103−104 K) while the rota-
tional transitions are more significant at lower temperatures (T < 103 K).

The optically thin regime is the regime that is appropriate to the initial stages
of the fragmentation / collapse process, when the H2 fraction and the gas den-
sity are still low6. Many authors have derived fitting formulae to the H2 cooling
function, ΛH2, where Hollenbach & McKee (1989) give a very useful approxi-
mation:

ΛH2 = nH2

(
nHLH

υr +nH2L
H2
υr

)
. (7.10)

The first term represents the contribution from H I-H2 collisional excitation and
the second term is due to H2-H2 collisions.

Next to the energy loss in collisional processes, additional cooling (heating)
takes place when H2 molecules are dissociated (formed) because the hydro-
gen molecule has a lower potential energy than two separated neutral hydro-
gen atoms. The cooling function resulting from H2 dissociation in units of
ergs−1 cm−3 is

Λdiss = 7.61×10−12 dnH2

dt
, (7.11)

where dnH2/dt is the dissociation rate of H2.

We note that the quantity of H2 molecules formed in primordial gas, as de-
scribed above, is sufficient in order to allow the pristine gas cloud to cool and
eventually to collapse.

Collapse of a Metal-Free Cloud

How massive were the first stars? How did they explode and what was their
impact on cosmological scales? Despite a lot of effort in the past years these and
many more questions about the nature of the first stars still remain unanswered.
However, we do know that the first objects7 formed via gravitational collapse of
a thermally unstable and optically thick medium. Regardless of the exact initial
conditions, the primordial gas attains a characteristic temperature and density
for a characteristic fragmentation scale, explained by H2 cooling, for which the
Jeans mass is a good approximation (see below). However, the overall mass

6At later stages (proto-stellar core phase) a proper treatment of the line radiative transfer becomes necessary.
7The denomination first stars / objects and Pop III stars are used as synonyms throughout this work.
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range and IMF of the first stars are still unknown. In addition, it is unknown
whether binaries or, more general, clusters of metal-free stars can form. These
questions are likely to be answered only by the time when new observations
from next generation telescopes will be available. In what follows, the cooling,
fragmentation, and the eventual collapse are discussed, where the possibility of
binaries or Pop III clusters is deliberately omitted.

A gas cloud starts off collapsing in free fall because, initially, no pressure
gradients are present and the optically thin gas allows the compression energy
to be freely radiated away (isothermal evolution). Eventually, the density will
increase in the central region and decrease in the outer boundaries and hence
create a pressure gradient. This will significantly retard the collapse to con-
tinue in free-fall in the outer regions, whereas the central part continues to
collapse approximately in free fall. From (7.2) we can see that the free-fall
time depends on ρ−1/2, which will speed up the collapse at the center. For the
subsequent evolutionary phase of the collapsing core one needs to consider a
substantial amount of physical processes such as the energy equation, forma-
tion / destruction of molecules, the cooling function, and radiative transfer. The
first attempt to model this complicated evolution has been successfully carried
out by Omukai & Nishi (1999) and later by Ripamonti et al. (2002). From those
studies I will below summarize the evolution of the central core.

In the beginning, due to the lack of H2 molecules (mainly formed via the
inefficient H−-channel), the compression will cause the gas temperature inside
the collapsing (metal-free) cloud to rise adiabatically. Increasing temperature
und density will then boost the H2 formation rate, so that a sufficient amount
of H2 molecules is formed (within the free-fall timescale) that allows the gas
temperature to drop to about 300 K. Although the gas becomes optically thick
when the density reaches n ≈ 108 cm−3, the cooling remains efficient enough
to allow the central region to further collapse on the dynamical timescale. At
n > 1020 cm−3 the gas then becomes virtually adiabatic and after a minor further
contraction a small hydrostatic core, or protostar, with Mprotostar ≈ 10−3 M�,
nprotostar ≈ 1022 cm−3, and Tprotostar ≈ 3×104 K forms.

Fragmentation of a Metal-Free Cloud

A star forming gas cloud will fragment into smaller gas clumps, where these
clumps are the direct progenitors of the subsequently formed stars. The mass
of the star will depend on the accretion of the remaining gas envelope onto the
core, because the mechanisms to stop the accretion, such as magnetic fields,

– 99 –



7.1. Early Objects and Chemical Evolution

dust, and heavy element opacity, fail under primordial conditions. Next to the
accretion rate from the outer gas envelope, the star’s mass will largely depend
on the initial mass of the collapsing gas clump, i.e., on the fragmentation of the
initial gas cloud. The question we have to ask here is whether most of the gas
goes into a few larger or rather into many smaller objects.

Fragmentation can be investigated using thermal physics within the frame-
work of the classical Jeans criterion (Larson 2003) because fragmentation oc-
curs at the end of an efficient cooling phase where tc � tff is no longer valid.
As soon as H2 becomes inefficient as coolant, the temperature decreases for
an increasing density and isothermality breaks. That is the case when γ > 1
(because T ∝ nγ−1). The typical fragmentation mass-scale is Mfrag ∼ 103 M�,
given by the thermal Jeans mass. Note that this scenario holds for metallicities
. 10−6 Z� (see also Fig. 7.2).

7.1.2. Explosive Nucleosynthesis

Nucleosynthesis during the hydrostatic burning phases takes place in all stars
of all sizes and origins, where a large variety of elements, starting from He
through Fe, are produced. However, stars with masses larger than about 8M�
will additionally go through a much more spectacular process: explosive nucle-
osynthesis. The very energetic thermonuclear reactions can produce elements
heavier than Fe (that only form in endothermic reactions) and have an impor-
tant impact on structure formation and the metal enrichment history on small
and large scales.

As we have seen above, the first stars are rather particular, not only in metal-
licity but also in mass. Certain models assume mass ranges for Pop III stars
of up to 600M� and even more8. More realistic values are in the range of a
few tens to about 300 solar masses. The possible existence of such massive
stars has inspired many new concepts in the recent past. One approach is that
very massive Pop III stars no longer explode as "ordinary" core-collapse super-
novae (ccSNe or SNe for short)9 but as so-called pair-instability supernovae10

(PISNe).

8Pop III stars are unlikely to exceed 600M�. This is because of the fragmentation mechanism described in the
previous section. It would be hard to explain how and from where a protostar could accrete those considerable
amounts of matter (A. Ferrara, priv. comm.).

9Core-collapse supernovae are often abbreviated as SNe II or simply as SNe. For this work, SN II, SN, and ccSN
will be used as synonyms.

10Sometimes also referred to as Pair-Production Supernova (PPSN or SNγγ ).
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Bromm and Loeb (2004) have argued that the transition in
the fragmentation scale is driven primarily by fine-structure
line cooling of singly ionized carbon (CII) and neutral oxy-
gen (OI). They derived separate critical abundances in C
and O of [C/H]cr = �3.5 ± 0.1 and [O/H]cr = �3.05 ± 0.2
by requiring that, once the H2 cooling brings the collapsing
gas to the characteristic stage (nc,Tc), the extra-cooling
provided by O and C is such that the cooling rate is higher
than the compressional heating rate.

However all these studies assume the limiting case of
zero depletion, that is all the heavy elements are in the
gas-phase and therefore dust is assumed to play no role
in the thermal evolution of the gas. Since molecules and
dust grains work as fundamental cooling agents in the high
density regime n > 103 cm�3, other studies (Schneider et al.,
2002, 2003; Omukai, 2001; Omukai et al., 2005) have inves-
tigated the problem considering the detailed chemical net-
work that includes more than 40 species and 400
reactions. We have followed the thermal evolution of pre-
stellar gas cloud onto the formation of the protostellar
core. To understand how the presence of metals affects
the process of fragmentation, we have assumed different
initial values of the metallicity, ranging from a purely pri-
mordial gas cloud up to solar metallicity. The results of
the analysis are summarized in the left panel of Fig. 1.
When the metallicity of the gas is 610�6 Zx, the evolution
closely follow the purely primordial case: fragmentation
occurs (c > 1) when H2 cooling becomes inefficient and
the typical fragment masses are Mfrag > 103 Mx. Thereaf-
ter, each cloud continues to collapse (in a sense, the plot
can be interpreted as an evolution in time as the clouds col-
lapse to increasing central densities) without any further
fragmentation until a central protostellar core with mass

10�3 Mx is formed at much higher densities,
n � 1020 cm�3. This core quickly accretes matter from the
surrounding envelope enclosed in the clump, which then
act as a gas reservoir, and set a fundamental upper limit
to the ultimate mass of the star.

The evolution is radically different when the initial met-
allicity of the gas is increased to 10�4 Zx. In this case, a
new phase of strong cooling occurs at densities
n > 1011 cm�3 followed by fragmentation at densities
n � 1013 cm�3. Because of the high densities, the Jeans
mass at this epoch is several orders of magnitudes smaller
than the previous case and fragments form with masses
Mfrag � 0.01 Mx. This extra-cooling channel is due to ther-
mal emission from dust grains. Thus, when detailed cooling
by molecules and dust grains is considered, the transition in
the fragmentation modes is predicted to occur at a critical
metallicity in the range 10�6 Zx < Zcr < 10�4 Zx. The crit-
ical conditions that enable fragmentation into low-mass
clumps are set by the fraction of metals locked into solid
dust grains rather than in the diffuse gas.

To better appreciate the importance of dust, the right
panel of Fig. 1 shows a model where the initial metallicity
is fixed to a value of 10�5.1 Zx and the different curves cor-
responds to different values of the dust depletion factor,
fdep =Mdust/Mgas. As long as fdep < 0.2 fragmentation is
confined to the H2-cooling regime at low densities and
Mfrag > 103 Mx. However, as fdep � 0.2 then the fragmen-
tation mode due to thermal dust emission at high density is
activated and low-mass fragments can form even for very
small initial values of the gas metallicity.

An important caveat to all the studies presented so far is
that the values of the critical metallicities are found under
the implicit assumption that the properties and relative

Fig. 1. Collapse and fragmentation of star-forming gas clouds. The upper panels show the temperature evolution as a function of the hydrogen number
density. The diagonal dotted lines correspond to constant Jeans mass for spherical clumps. The lower panels show the corresponding evolution of the
adiabatic index. Horizontal solid (dashed) lines correspond to c = 1 (c = 4/3) see text. In the models shown in the left panels, the collapsing gas clouds have
different initial values of the metallicity, ranging from Z = 0, up to Z = Zx. In the models shown in the right panel, the initial metallicity is fixed to the
value Z = 10�5.1 Zx and the different curves correspond to different dust depletion factors: fdep = 0 (dash-dotted), fdep = 0.1 (long-dashed), fdep = 0.2
(short-dashed), fdep = 0.5 (dotted), and fdep = 1 (solid).

66 R. Schneider / New Astronomy Reviews 50 (2006) 64–69

Figure 7.2.: Collapse and fragmentation of a star-forming gas cloud (from Schneider 2006).
Upper panel: temperature evolution as a function of the hydrogen number density,
nH, where the diagonal dotted lines correspond to a constant Jeans mass for spher-
ical clumps. Lower panel: the corresponding evolution of the adiabatic index, γ ,
for different initial metallicities, where the solid (dashed) lines correspond to γ = 1
(γ =1 /300). We note that the fragmentation stops (open circles) much earlier in the
case of metal-free gas (top line), leading to a considerably larger envelope and
therefore to a higher stellar mass. The hydrostatic cores (filled circles) form at
∼ 10−3 M� in the case of Z� = 0.

Supernovae, i.e., stars that go through an explosive nucleosynthesis process,
are spectroscopically classified in Type I (no hydrogen Balmer lines) and in Type
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II (with hydrogen Balmer lines). Those two groups are then further subdivided
according to the presence of other lines and the shape of the light curve: Type
Ia (Si II at 6150 Å), Type Ib (He I line at 5876 Å), Type Ic (weak or no He
lines), Type II−P (plateau), and Type II−L (linear). Note that this a historical
classification, solely due to the observational 11 and not the physical properties
of supernovae.

7.1.3. A particular Case: Type Ia Supernovae

Type Ia Supernovae (SNe Ia) are clearly very important objects in view of their
unique property to be (almost)12 perfect standard candles or their significant Fe
contribution13 (see, e.g., Nomoto et al. 1994). However, they are of no relevance
to the early Universe because they occur only at later epochs. The time from
the formation of the progenitor star to the explosion requires 2−4Gyr14 (Strol-
ger et al. 2004). Although there are still some uncertainties in the exact nature
of the development, evolution, and the explosion itself, the system that satis-
factorily meets all the observational constraints is the thermonuclear explosion
of a CO white dwarf (WD) accreting matter from a companion star (Hoyle &
Fowler 1960; for technical details see, e.g., Nomoto et al. 1997). Three different
candidates may reach this situation: (1) the explosion of a CO WD that reaches
the Chandrasekhar mass by mass accretion from a main-sequence (MS) or red
giant (RG) star15 (Nomoto & Sugimoto 1977; Nomoto 1982), (2) the explosion
of a sub-Chandrasekhar mass CO WD that ignites He explosively in the outer
layers16 (Nomoto 1980; Limongi & Tornambe 1991; Woosley & Weaver 1994;
Hoeflich & Khokhlov 1996), and (3) the explosion of a CO WD that reaches
the Chandrasekhar mass by merging with another CO WD17 (Iben & Tutukov
1984).

11In the case of a Type II supernova, most of the energy powering emission at peak light is derived from the shock
wave that heats and ejects the envelope. The radiation emitted by Type I supernovae, on the other hand, is
entirely a result of the decay of radionuclides produced in the explosion, principally 56Ni, that decays with a
half-life of 6 days into 56Co, and eventually, with a half-life time of 77 days, into stable 56Fe.

12See, e.g., Domínguez et al. (2000), Howell et al. (2006), or Erni & Tammann (2006).
13A SNe Ia expels 0.5−1.0M� of 56Ni (where 56Ni → 56Co → 56Fe), while a Type Ib, Ic or Type II supernova

ejects only about 0.1M� of 56Ni.
14Note, however, that in the past other groups have predicted that the majority of SN Ia progenitor systems are

likely to have lifetimes shorter than 1Gyr (Hachisu et al. 1996; Kobayashi et al. 1998).
15single degenerated Chandrasekhar mass scenario
16double detonation sub-Chandrasekhar mass scenario
17double degenerated scenario

– 102 –



7. The First Stars in the Universe and Present-Day Observations

7.1.4. Core-Collapse Hyper-/Supernovae
Type II SNe (SNe for short) are core collapse-induced explosions of massive
stars (M & 8M�) with short lifetimes (on the order of 106− 107 yrs). They
produce more α-elements relative to Fe with respect to the solar ratios, i.e.,
[α/Fe] > 0.

The evolution of the progenitor star depends crucially on its main-sequence
mass:

• Stars in the range of 8M�≤M≤ 10M� undergo non-degenerated carbon
burning and form a degenerated O-Ne-Mg core with MONeMg < 1.37M�.
This is, in fact, below the Chandrasekhar mass, yet very close. The core
will grow during shell C-burning until electron captures on 24Mg and
20Ne set in. This causes a reduction of the Chandrasekhar mass, MCh, and
leads to oxygen and subsequent silicon ignition. The contraction of the
iron core turns into a collapse, followed by a core bounce (more details
about the Fe-core collapse below). The remnant of such a (subluminous)
Type II−P SNe is a neutron star (see, e.g., Kitaura et al. 2006).

• Stars with larger masses (10M�≤M ≤ 140M�) will go through all burn-
ing stages until silicon burning leaves a central iron core. The iron core
contracts when the core mass exceeds

MCh(Ye,Se) = 1.44(2Ye)2

[
1+
(

Se

πYe

)2
]

M�, (7.12)

where Ye is the electron abundance (Yi = Xi/Ai), and Se the electron en-
tropy. In earlier burning stages the contraction phase ended in temper-
atures high enough to induce the next fusion reaction for a new burn-
ing stage, but during the Fe-core contraction phase this does not occur,
as the material is in a state with the highest possible binding energy
per nucleon. That means that the contraction is not stopped. The in-
creasing Fermi energy of the electrons causes further electron captures
by e−(p,n)νe and, consequently, a reduction of the electron pressure.
Thus, the contraction turns into a collapse. Beyond a certain density
(ρ ≈ 3×1011−1012 gcm−3) neutrinos can no longer escape and the col-
lapsing Fe-core rebounds off the stable "neutrinos sphere" (neutron de-
generacy pressure). This creates a pressure wave that accelerates into a
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shock wave (prompt shock) moving outward with supersonic speed and
eventually blows off the star’s outer layers. This explosion is what we re-
fer to as a supernova explosion. The problem with this standard model18

is that it is not robust in computer simulations19.

The typical explosion energy of a core-collapse SN is on the order of 1051 erg =
1E51. A Hypernova (HN) is, simply speaking, a hyper energetic core-collapse
SN with an explosion energy exceeding 1E51. This definition will suffice for our
purpose as HNe differ only in details from "ordinary" core-collapse (or Type II)
supernovae.

7.1.5. Pair-Instability Supernovae
This explosion mechanism does comply with the request of the formation of
very massive stars in a metal-free environment, but reproduces lower [Zn/Fe]
and [Co/Fe] ratios. Low [Zn/Fe] and [Co/Fe] ratios are inevitable for PISNe be-
cause in PISNe the mass ratio between the complete and incomplete Si-burning
regions is much smaller than in core-collapse SNe. This led Umeda & Nomoto
(2002) to the conclusion that the abundance pattern seen in the very metal-poor
halo stars does not result from PISNe.

Below some typical metallicity, Zcrit ∼ 10−4 Z�, star-forming clumps have
no, or at most very little, tendency to further fragment. This is why Pop III
stars are thought to be much more massive than Pop II or Pop I stars. Stars
with masses in the range of 140M� ≤ M ≤ 260M� enter into the electron-
positron pair instability region (γ → e+ + e−) during the central oxygen burning
stages and contract quasi-dynamically. Consequently, the central temperature
increases to 3− 6× 109 K, which is so high that central oxygen burning takes
place explosively, being much faster than neutrino energy losses. The generated
nuclear energy is large enough for internal energy to exceed the gravitational
binding energy. The explosion disrupts the entire star and leaves no compact
remnants (Umeda & Nomoto 2002).

If stars have masses even as high as M > 260M�, photodisintegration insta-
bility is encountered before explosive nuclear burning can reverse the implo-
sion. The total energy of the star does not become positive after central oxygen
and silicon burning and hence the core collapses into a BH. Once a proto-black

18which is by no means universally accepted (see, e.g., Wheeler et al. 2005)
19The most promising mechanism that might allow reliable computer simulations of SN II explosions is based on

an additional process, the so-called neutrino heating (see, e.g., Bruenn & Haxton 1991).
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hole has formed inside the star, accretion continues through a disc at a rate
which can be as large as 1− 10M� s−1. Magnetic fields then drive an ener-
getic jet and thus produce a gamma-ray burst (GRB)20 through the interaction
with the surrounding gas. The star will finally collapse into a very massive
black hole (VMBH), swallowing virtually all previously produced heavy ele-
ments. The term Collapsar was introduced to designate these GRB-progenitors
(Woosley 1993).

A major advantage of the concept of PISNe is the fact that the explosion
is consistently reproduced in numerical simulations and neither the explosion
energy nor the mass cut have to be estimated (as this is the case for ccSNe)
but follow directly from the model itself. However, a major problem of the
concept of PISNe is that the yields from numerical simulations fail to reproduce
observed metallicities in very metal-deficient stars21.

7.1.6. Extremely Metal-Poor Stars
Extremely metal-poor (EMP) stars are very old objects and provide crucial clues
to the star formation history and the synthesis of chemical elements in the early
Universe. This is because stars that show only very moderate burning activity
(otherwise, they would have ended their lives long before they could be ob-
served) reflect the chemical composition of the gas out of which they originate.
EMP stars are believed to have formed directly after the very first stars, thus
having conserved the metal contamination from Pop III stars to the pristine gas
from the Big Bang.

At this place I should point out that the nomenclature for metal-deficient stars,
as used in the literature, is, unfortunately, neither consistent nor precise. This
is presumably due to historical reasons and the recent ample discoveries in this
field. Early studies by Oort (1926) and Baade (1944) pointed out that the stars
in our Galaxy can be divided into two different types of populations, to which
we refer today as population I (Pop I), and population II (Pop II) stars. Re-
garding a star’s metal content, it was for a long time sufficient to refer to it as
a Pop I (solar-like) or Pop II (metal-poor) star, respectively. However, modern

20Gamma-ray bursts were first discovered by Klebesadel et al. (1973). They are brief (on the order of seconds),
intense flashes of electromagnetic radiation with typical photon energies of ∼ 100keV that arrive at Earth
from unpredictable directions several times a day (see, e.g., Fishman & Meegan 1995). They are isotropically
distributed on the sky and, so far, not one has ever repeated (except for the so-called soft-gamma repeaters
witch are, however, only phenomenologically and not physically related to classic GRBs).

21Note that this is not the case for the intercluster medium (ICM) where the observed abundance anomalies (e.g.,
oxygen) can be explained by an early generation of Pop III stars exploding as PISNe (Loewenstein 2001).
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large surveys and highly sophisticated instruments unveiled numerous stars with
continuously lower metal contents, thus making a more detailed naming neces-
sary. It was only very recently when Beers & Christlieb (2005) suggested an
adequate and uniform nomenclature to classify stars by their metal content (see
Table 7.1). As of this writing there is well-founded hope that this nomenclature
will be largely accepted by the scientific community.

Table 7.1.: Nomenclature for stars of different metallicities (Beers & Christlieb 2005).

Term Acronym [Fe/H]
Super Metal-Rich SMR > +0.5
Solar – ∼ 0.0
Metal-Poor MP < −1.0
Very Metal-Poor VMP < −2.0
Extremely Metal-Poor EMP < −3.0
Ultra Metal-Poor UMP < −4.0
Hyper Metal-Poor HMP < −5.0
Mega Metal-Poor MMP < −6.0

The Extreme Cases of HE 0107−5240 and HE 1327−2326

HE 0107−5240 and HE 1327−2326 are two hyper metal-poor (HMP) stars and
with [Fe/H] = −5.2± 0.02 (Christlieb et al. 2002) and [Fe/H] = −5.4± 0.02
(Frebel et al. 2005), respectively, the most metal-deficient stars observed so far.
Christlieb et al. (2002) find that HE 0107−5240 is a giant star of the Galac-
tic halo population (apparent magnitude B = 15.m86), located on the red giant
branch, with Teff = 5100± 150K and M ≈ 0.8M�. They give two different
possible scenarios that could explain the extreme underabundance observed in
HE 0107−5240. The first hypothesis is that HE 0107−5240 has formed out
of a gas cloud with [Fe/H] ≈ −5.3, where the abundance pattern of elements
heavier than Mg can be explained by the metal enrichment from a 20− 25M�
core-collapse SN. The other possibility assumes that the IMF of Pop III stars,
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the so-called first mass function (FMF), was bimodal and included stars with
masses ∼ 1M� as well as ∼ 100M�. Thus, HE 0107−5240 could have formed
out of a zero metallicity gas could, with its present metallicity being due to ac-
cretion during repeated passages through the Galactic disk. This latter scenario
would suggest that Pop III stars could still exist nowadays because the first gen-
eration of stars perhaps also contained long-lived low-mass objects, where the
present lack of detection of these kinds of objects might be an observational
selection effect.

7.2. Linking DLA Systems, EMP Stars, and Yields
from Numerical Model Calculations

7.2.1. Search for Pop III Stars
The immediate physical processes after the Big Bang22 are very well known
and match exceedingly well with findings from high-energy accelerator exper-
iments and observations of the cosmic microwave background (CMB). Impor-
tant new progress in simulations and observations, especially in the very recent
past, has significantly expanded our understanding of the Universe at high red-
shifts (z∼ 1−6). The gap between z∼ 6−1100, whereof no observational data
are available at all represents a period of only about 0.95Gyr but plays none the
less a most decisive role for the ensuing evolution of the Universe. Although
it remains an unanswered question to date whether the epoch of Pop III star
formation was very brief or rather long-lasting, the most promising time to look
for Pop III stars is at redshifts of z ∼ 14, i.e., at a time when the first Pop III
stars are expected to have formed23.

While redshifts as high as z = 14 are out of the reach of today’s telescopes,
many promising instruments are currently being designed and constructed (see
Section 7.1.1) in order to make redshift and time this range accessible for future
observations. The most commonly used approach to draw conclusions from
present observations on the first stars in the Universe is by comparing metal

22Standard Big Bang Nucleosynthesis (SBBN) Model
23Observations have set constraints on the epoch of reionization (EoR), corresponding to the formation epoch of

the first luminous objects. Studies of Gunn-Peterson absorption indicate a rapid increase in the neutral fraction
of the IGM from nHI/nH < 10−4 at z ≤ 5.5 to nHI/nH < 10−3 (an perhaps up to 10−1) at z ∼ 6. The large
scale polarization of the CMB, on the other hand, implies a significant ionization fraction extending to higher
redshifts of z ∼ 11±3. These results, as well as observations of galaxy populations, suggest that reionization
is a process that begins as early as z∼ 14, and ends at z∼ 6−8 (Fan et al. 2006).
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abundances found in EMP stars with yields from numerical model calculations.
However, EMP stars are not the only objects that have preserved the abundance
pattern left by the first stars, but this could also be the case for specific regions
within the IGM. One example is the DLA system toward Q0913+072 with its
very low overall metallicity and the remarkable fact that the CNO-elements can
be measured very accurately (see Erni et al. (2006) and Chapter 6).
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Figure 7.3.: Comparing EMP stars, QAL systems, and Pop III yields from numerical model
calculations.

In what follows, I will compare EMP stars and QAL systems with yields
from numerical model calculations (Fig. 7.3). The values as taken from liter-
ature are biased by several factors like the fact that they come from different
surveys, or that different data-reduction techniques were used. However, the
most severe discrepancy is likely due to the use of different solar abundance
reference values. We note further that the available data are not unambiguous
in the sense that no clear-cut criteria can be applied between the true first suc-
cessor of Pop III stars and objects that have been altered by contributions from
later generations.

Any mass estimation of QAL systems has to be viewed with great caution
because neither their geometry nor their exact nature is known. Hence, it is
impossible to estimate the number or the mass (and therefore their type) of the
stars that caused the observed metal enrichment. On the other hand, abundance
ratios can be measured at very high precision and are in the case of DLA sys-
tems (due to the generally negligible corrections for the interference of dust or
ionization) highly reliable. It has to be kept in mind that each LOS samples only
very specific regions and does, in general, not reflect the overall abundance of
the whole structure. Nevertheless, metal abundance ratios are good indicators
for metal enrichment processes and the evolution history of the IGM or galaxies.
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The overall abundance pattern or the individual abundance ratios from different
objects can be used as a qualitative test for their resemblance. For this purpose I
introduce a measurable quantity, ζ , that indicates the resemblance or the offset
of two objects (named A and B) based on their individual abundance pattern:

ζ =
1
j

j

∑
i=1

((
X
H

)
A,i
−
(

X
H

)
B,i

)2

, (7.13)

with the common notation [X/H] = log(N(X)/N(H))− log(N(X)/N(H))� and
with j the number of common elements. The sum of the j abundance ratios
from object A and B were normalized to unity, where j ≥ 2. It is ζ ≥ 0, where
a small ζ indicates a small deviation in the abundance patterns between the two
samples.

7.2.2. Fiducial Samples Compiled from Literature
Set of 18 EMP and 2 HMP Stars

A set of 18 EMP and 2 HMP stars was compiled from literature, where the first
eighteen stars in Table 7.3 are unmixed24 EMP stars, analyzed with LTE model
atmospheres. Only about half of the known stars with metallicities [Fe/H] <
−5.0 are unmixed, i.e., their C and N abundances in the atmosphere, in particu-
lar, have not been modified by mixing processes inside the star. In this case the
surface composition of a cool star is a good diagnostic of the chemical compo-
sition of the gas out of which it formed. I have used EMP stars with abundances
for C and N from Spite et al. (2006) and O to Zn from Cayrel et al. (2004).
Cayrel et al. (2004) report very tight abundance relations of nearly all detected
elements, with C and N being notable exceptions. As C, N, and O are the first
elements to be produced after BBN, their abundances in the early protogalactic
structures merit further study.

Set of 59 DLA Systems

A set of 59 DLA systems (Table 7.4) was compiled from literature, where DLA
systems are considered to be the most suitable QAL systems for chemical abun-
24The terms "mixed" and "unmixed" may appear a bit misleading. Note that all mixed and unmixed halo giants

have undergone the first dredge-up (which does, apparently, not affect the abundances of elements heavier than
Li in low mass stars with M≤ 0.9M�). Cayrel et al. (2004) and Spite et al. (2005) use the term "mixed" only for
stars that have undergone mixing with deep layers, thereby affecting the observed CNO abundances. Contrary,
unmixed stars (Table 7.3) are expected to have not undergone deep mixing processes.
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dance studies in the high-redshift Universe (see also Section 3.2.3, page 22).

Yields from Model Calculations

A set of yields from 52 different numerical model calculations (Table 7.2) was
compiled from literature. The three different types of supernovae explosions,
i.e., the classical Type II supernova (ccSN or just SN for short), the hyper-
energetic hypernova (HN), the pair-instability supernova (PISN), and a combi-
nation of SNe and HNe with a Salpeter IMF, covers all the known processes that
have enriched the IGM at early epochs. The set does not include any (typical)
Pop II stars and their contribution from the CNO cycle. In a metal-free stellar
environment, i.e., in an environment lacking initials CNO elements, the CNO
cycle does not operate until the star contracts to much higher central tempera-
tures (∼ 108 K) than in Pop II stars, where the triple-α reaction produces only
a tiny mass fraction (on the order of ∼ 10−10) of 12C (Kobayashi et al. 2006).

Those yields are arranged in four different groups, designating each one a par-
ticular enrichment scenario:

• Core-collapse Supernovae – Set of yields from "ordinary" (core-collapse)
SNe, the typical SNe II, with an explosion energy of E = 1×1051 erg. The
mass-energy relation25 set is a constant explosion energy, i.e., E/E51 = 1,
and stellar masses of M = 13, 15, 18, 20, 25, 30, and 40 M�. Further, the
progenitor’s metallicity varies with Z = 0, 0.001, 0.004, and 0.02.

• Core-collapse Hypernovae – Set of yields from HNe, i.e. hyper-energetic
(i.e., E/E51 > 1) core-collapse supernovae. The mass-energy relation set
is E/E51 = 10, 20, and 30, stellar masses of M = 20, 25, 30, and 40 M�,
and a progenitor metallicity varying with Z = 0, 0.001, 0.004, and 0.02.

• SNe combined with HNe – In order to account for the (unknown) IMF and
hence a broad range of individual initial stellar masses, Kobayashi et al.
(2006) have calculated IMF weighted yields for a combination of SNe
and HNe. They adopt a simple Salpeter IMF (γ =−2.35) and considered
a mass-range of Ml = 0.07 to Mu = 50M�. Note that the abundance ratios
depend on the IMF, of course, but more strongly on Mu.

25The mass-energy relation has been obtained from the light curve and spectral fitting of individual SNe.
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• Pair Instability Supernovae – Set of yields of PISNe from Umeda &
Nomoto (2002). They consider (metal-free) progenitors with masses of
M = 150, 170, 200, and 270M�.
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Table 7.2.: Mass-energy relation set for yields from 52 different numerical model calculations
of SNe, HNe, PISNe, and SNe combined with HNe.

Type Z M/M� E/E51 Ref.a

SNe 0 13, 15, 18, 20, 25, 30, 40 1, 1, 1, 1, 1, 1, 1 1
0.001 13, 15, 18, 20, 25, 30, 40 1, 1, 1, 1, 1, 1, 1 1
0.004 13, 15, 18, 20, 25, 30, 40 1, 1, 1, 1, 1, 1, 1 1
0.02 13, 15, 18, 20, 25, 30, 40 1, 1, 1, 1, 1, 1, 1 1

HNe 0 20, 25, 30, 40 10, 10, 20, 30 1
0.001 20, 25, 30, 40 10, 10, 20, 30 1
0.004 20, 25, 30, 40 10, 10, 20, 30 1
0.02 20, 25, 30, 40 10, 10, 20, 30 1

SNe+HNe 0 0.07−50 1
0.001 0.07−50 1
0.004 0.07−50 1
0.02 0.07−50 1

PISNe 0 150, 170, 200, 270 2

a References: (1) Kobayashi et al. (2006); (2) Umeda & Nomoto (2002)
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7.2. Linking DLA Systems, EMP Stars, and Yields from Numerical Model
Calculations

Table 7.4.: Metal abundances of 59 DLA systems compiled from literature and listed with in-
creasing [Fe/H] ratios. Note that the different authors do, unfortunately, not refer to
one an the same set of solar abundances.

QSO zabs log N(H I) [C/H] [N/H] [O/H] [Mg/H] [Al/H] [Si/H] [S/H] [Cr/H] [Fe/H] [Zn/H] Ref.a

Q0913+072 2.618 20.36−2.83−3.48−2.47 −3.01−2.57 −2.77 21
Q2206−199N 2.076 20.43 −1.94 −2.31 −2.61 8,12
Q1946+7658 2.843 20.27 −3.61−2.19 −2.23 −2.53 8,10
Q1409+095 2.456 20.54 −2.13 −2.01 −2.30 12
Q2348−14 2.279 20.56 −1.92−2.03 −2.24 8,10
Q2348−01 2.615 21.30 −1.97 −2.30 −2.23 8
BRI1202−0725 4.383 20.60 −1.77 −2.22 2,4
Q2237−0608 4.080 20.52 −1.81 −2.17 2,4
BRI1108−07 3.608 20.50 −1.80 −2.12 8
HE0001−2340 2.618 20.36−1.76−3.50−1.81 −2.05 −2.11−1.81 −2.12 20
MC1331+170 1.776 21.18 −1.82 −1.45 −1.97 −2.06 −1.30 8,10
J0255+00 3.915 21.30 −1.78 −2.05 8
Q0000−2620 3.390 21.41 −2.61−1.73 −1.91−1.91 −2.00 −2.04 −2.07 6
Q1354+258 1.420 21.54 −1.74 −1.82 −2.02 −1.63 16
BRJ0307−4945 4.466 20.67 −3.02−1.50 −1.54 −1.97 7
Q0100+13 2.309 21.40 −1.96 −1.37−1.40 −1.69 −1.93 −1.62 8,4
HS0741+4741 3.017 20.48 −2.44 −1.69−1.68 −1.93 8,10
Q2359−02 2.154 20.30 −1.58 −1.37 −1.88 8
PSS0957+33 4.178 20.50 −1.50−1.31 −1.87 8
B2314−409 1.874 20.10 −1.87 −1.87 9
Q1223+17 2.466 21.50 −2.60 −1.59 −1.68 −1.84 −1.62 8,10
Q2344+124 2.538 20.36 −2.51 −1.74 −1.83 8,10
Q0336−01 3.062 21.20 −1.41 −1.79 8,10
Q0149+33 2.141 20.50 −1.49 −1.45 −1.77 −1.67 8
PKS0458−020 2.040 21.65 −1.50 −1.77 −1.19 8
Q0841+129 2.476 20.78 −2.59 −1.39−1.39 −1.61 −1.75 −1.40 8,19
GC1215+3322 1.999 20.95 −1.48 −1.52 −1.70 −1.29 8
Q0347−38 3.025 20.62 −1.67−0.73 −1.17 −1.88 −1.69 −1.50 3,10
Q2359−02 2.095 20.70 −0.78 −1.55 −1.65 −0.77 8
Q1232+0815 2.338 20.80 −2.10 −1.18−1.17 −1.59 19
Q0841+129 2.375 20.95 −2.26 −1.27−1.38 −1.55 −1.58 −1.51 8,19
HE1104−1805 1.662 20.85 −1.74−0.79 −1.03 −1.47 −1.58 −1.04 15
Q0013−004 1.973 20.83 −0.95−0.74 −1.52 −1.51 −0.75 18
BR1117−1329 3.350 20.84 −1.26 −1.36 −1.51 −1.18 13
PSS0957+33 3.279 20.32 −1.00 −1.45 8
J0255+00 3.253 20.70 −0.94 −1.44 8
Q0201+1120 3.386 21.26 −1.86 −1.25 −1.40 5
Q0836+11 2.465 20.58 −1.15 −1.40 8
Q2231−0015 2.066 20.56 −0.87 −1.06 −1.40 −0.88 8
Q2348−01 2.426 20.50 −0.69 −1.39 8
Q1425+6039 2.827 20.30 −1.53 −1.33 10
B2314−409 1.857 20.90 −1.05−1.00 −1.21 −1.32 −1.04 9
PKS0528−2505 2.141 20.70 −2.05 −1.00−1.07 −1.29 −1.26 2,19
PKS0528−2505 2.811 21.20 −0.76−0.84 −1.24 −1.25 −0.78 2,19
HE2243−6031 2.330 20.67 −1.72−0.68 −0.87−0.85 −1.12 −1.25 −1.12 11
GB1759+7539 2.625 20.80 −1.53 −0.82−0.76 −1.26 −1.21 8,10
Q0302−223 1.009 20.36 −0.74 −0.97 −1.19 −0.58 1
Q2343+1230 2.431 20.35 −1.60 −0.65−0.83 −1.19 −0.57 4,17
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Table 7.4.: Metal abundances of 59 DLA systems (continued)

QSO zabs log N(H I) [C/H] [N/H] [O/H] [Mg/H] [Al/H] [Si/H] [S/H] [Cr/H] [Fe/H] [Zn/H] Ref.a

LBQS2230+0322 1.864 20.85 −0.75 −1.12 −1.17 −0.72 8
Q1210+17 1.892 20.60 −0.87 −1.00 −1.15 −0.90 8
Q0216+0803 2.293 20.45 −0.56 −1.06 2
Q0454+039 0.860 20.69 −0.80 −0.89 −1.02 −1.03 1
Q1351+318 1.149 20.23 −0.56 −0.94 −0.99 −0.38 16
Q0216+0803 1.769 20.00 −0.67 −0.97 2
Q0551−366 1.962 20.50 −0.44−0.32 −0.92 −0.95 −0.15 14
Q0201+36 2.463 20.38 −0.41 −0.80 −0.87 −0.29 8,10
Q2206−19 1.920 20.65 −0.42 −0.68 −0.86 −0.41 8
QXO0001 3.000 20.70 −3.22−1.67 −1.81 10
Q0930+2858 3.235 20.18 −2.29 −1.71 4

a References: (1) Pettini et al. (2000); (2) Lu et al. (1996); (3) Levshakov et al. (2002b); (4) Lu et al. (1998);

(5) Ellison & Lopez (2001); (6) Molaro et al. (2001); (7) Dessauges-Zavadsky et al. (2001); (8) Prochaska et al.

(2001); Ellison & Lopez (2001, 2002); (10) Prochaska & Wolfe (2002); (11) Lopez et al. (2002); (12) Pettini et al.

(2002); (13) Péroux et al. (2002); (14) Ledoux et al. (2002); (15) Lopez et al. (1999); (16) Pettini et al. (1999);

(17) Dessauges-Zavadsky et al. (2002); (18) Petitjean et al. (2002); (19) Centurión et al. (2003) (20) Richter et al.

(2005); (21) Erni et al. (2006)

7.2.3. Results and Interpretation
Fig. 7.4 and 7.5 summarize the comparison of metal abundance patterns from
DLA systems and EMP stars, respectively, with yields from numerical model
calculations. From Fig. 7.5 we can see clearly that abundance patterns of EMP
stars match better with yields from model calculations than this is the case for
the DLA sample. This does not come as a big surprise to us because it in model
calculations is common to EMP stars as calibrators, for fine-tuning parameter
adjustment, or, more indirectly, as a cross-check for the calculation outcome.
Further, EMP stars and especially HMP stars with their extremely low over-
all metallicity are clearly prime candidates for objects that have preserved the
abundance pattern left by the very first stars. Spite et al. (2006) convincingly
argue that the surface composition of unmixed EMP stars has preserved the
metal abundance patter of the protostellar gas cloud, out of which they have
formed. The longevity and the extreme metal underabundance found in EMP
stars clearly makes them very accurate reference objects for the determination
of the metal pollution from Pop III stars to the pristine gas from the Big Bang.

The wealth of high-quality data available from high-resolution spectrographs
like UVES on VLT/UT2 or HIRES installed on the Keck telescope has led to
the discovery of very metal-deficient QAL systems. The combination of a very
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Figure 7.4.: Comparing metal abundances from QAL systems with yields from model calcu-
lations. We test the consistency, measured by ζ , of the individual abundance pat-
tern. < ζ >k indicates the averaged sum over k individual QAL systems, when
compared with yields from model calculations: first 10 most metal-deficient DLA
systems from Table 7.4 (open squares), first 25 most metal-deficient DLA systems
(filled squares), and all 59 DLA systems (open circles). On the x-axis, we indicate
the explosion mechanism (HN, SN and HN with a Salpeter IMF, SN, and PISN),
the star’s metallicity, the explosion mechanism in E51, and the star’s mass in M�.
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Figure 7.5.: Comparing metal abundances from EMP stars with yields from model calcula-
tions. We test the similarity, measured by ζ , of the individual abundance pat-
tern. < ζ >k indicates the averaged sum over k individual EMP stars, when com-
pared with yields from model calculations: set of 18 unmixed EMP stars from
Table 7.3 (open squares), HMP star HE 0107−5240 (filled squares), HMP star
HE 1327−2326 (open circles). On the x-axis, we indicate the explosion mecha-
nism (HN, SN and HN with a Salpeter IMF, SN, and PISN), the star’s metallicity,
the explosion mechanism in E51, and the star’s mass in M�.
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7.2. Linking DLA Systems, EMP Stars, and Yields from Numerical Model
Calculations

low overall metallicity and the detection of key elements such as, e.g., nitrogen,
carbon26, and oxygen, justifies the assumption that QAL systems might have
preserved the abundance pattern left by the very first stars, too. Thus, QAL
systems offer a complementary approach to assess the validity and accuracy of
results from theory and simulation of Pop III stars.

Fig. 7.4 and 7.5 further indicate some additional interesting trends:

• One might expect that the most metal-deficient DLA systems would match
yields from zero-metallicity S/HNe or PISNe better that DLA systems
with a higher metal content. We see that this is not the case and that the
three different samples of DLA systems show rather an inverse behavior.
However, we observe a common trend in those three samples.

• The abundance pattern preserved in the 18 unmixed EMP stars clearly
does not match with the abundances that were computed for a combina-
tion of SNe and HNe with a Salpeter IMF and a mass range of 0.07−
50M�. Astonishingly, the same behavior holds for the two HMP stars,
too. The reason for this is that the IMF weighted yields from Kobayashi
et al. (2006) do produce too much carbon but not enough sodium when
compared to the HMP star abundances.

• The resemblance of the abundance pattern found in EMPS stars is clearly
better than this is the case for DLA systems. We see that the abundance
pattern of the two HMP stars are very particular but also very similar.
The reason for this offset is the lower number of detected elements in
HMP stars but also the fact that HMP stars apparently are rather different
objects when compared to EMP stars.

Abundance Trends

Silicon is the most common α-element measured in DLA systems. Although
silicon is a refractory element, its abundance is only mildly affected in lightly
depleted regions (Prochaska & Wolfe 2002). Therefore, the observed silicon
column densities in DLA systems – that have generally a very low dust content
and are not significantly or only weakly affected by photoionization – should
nearly reflect the total amount of silicon present in the gas cloud. Additionally,

26Carbon is very frequently detected in DLA systems but there exist only very few C/H measurements for DLA
systems. This is because the C II λ1334 line is in most cases heavily saturated.
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as an α-element, silicon is a good tracer for the overall metallicity of a DLA sys-
tem.27 When plotting the occurrence of DLA systems as a function of their H I
content (Fig.7.6) we note that the distribution is bell-shaped with a maximum at
log N(H I)∼ 20.5. We observe a discontinuity at log N(H I)∼ 21.1. The origin
of this discontinuity is not known and should, however, not be overemphasized
because this might be an effect due to low-number statistics. When compared
to the overall metallicity in DLA systems (as given by the silicon abundance,
see Fig. 7.7) we note that there seem to be two distinct groups: very metal-poor
DLA systems at [M/H] ≈ [Si/H] . −2 that are rare, and DLA systems with a
higher metal content, [M/H]≈ [Si/H] &−2, that are clearly more frequent. Sil-
icon is produced in massive stars (M > 8M�) that have used their carbon fuel
and ignite oxygen, neon, and magnesium burning. Silicon is efficiently pro-
duced in PISNe and we note only a slightly increasing silicon production with
increasing metallicity when comparing to model calculations of H/SNe from
Kobayashi et al. (2006). Hence, the apparent decline in frequency of DLA sys-
tems below [Si/H] ≈ −2 is likely to be associated with the SFR. This assump-
tion is supported by Fig. 7.8 which shows a decline in [Si/H] with increasing
redshift. Following this reasoning, we presume high starformation activity at
z∼ 2−3. This is in good agreement with the results of optical surveys (Madau
et al. 1996) or with the star-formation rate density derived from the UV lumi-
nosity density (Ferguson 2000).

When comparing DLA systems, EMP stars, and yields from nucleosynthesis
model calculations as a function of the object’s metal content, i.e., as a func-
tion of the [Si/H] ratio, we find a good and general agreement between DLA
systems and EMP stars. For example, in Fig. 7.11 we note that the trend of a de-
creasing [Fe/O] ratio with increasing metallicity in EMP stars is also observed
in DLA systems. The fact that PISNe produce more oxygen but less nitrogen
when compared to Type II SNe (1E51, Z = 0, and 15M�) is clearly seen in
Fig. 7.10. We further observe an almost constant [N/O] ratio in function of Si
for the case of EMP stars, and especially for the case of DLA systems.

An other interesting fact is that the [C/O] ratio observed in EMP stars can be
well explained by PISNe as well as by Type II SNe (1E51, Z = 0, and 15M�).
In Fig. 7.9 we see an increasing [C/O] ratio with decreasing metallicity. This
trend, at first sight, does not go along with the results from standard models

27Note, however, that silicon is also produced in non-negligible amounts in SNe Ia. Other α-elements produced
by massive stars, such as oxygen, magnesium, or sulfur, would be more suitable (especially oxygen). However,
those elements are only rarely detected in DLA systems, or their lines are saturated.
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for the chemical evolution of the solar vicinity that predict a drop of [C/O]
with increasing metallicity because of the carbon contribution from yields from
massive stars with mass loss and from the delayed release of carbon from stars
of low and intermediate mass (where the former is always the dominant fac-
tor). In fact, [C/O] drops by a factor of about 3−4 as the metallicity decreases
from solar to∼ 1/10 solar. Akerman et al. (2004) report new measurements with
UVES/VLT of carbon and oxygen abundances in 34 F and G dwarf and sub-
giant stars belonging to the halo population with [Fe/H] =−0.7 to −3.2. They
find for low metallicities ([O/H] <−1) that [C/O] does not remain constant at
[C/O]∼−0.5 (as previously thought) but increases again (possibly approaching
near-solar values at very low metallicities of [O/H]∼−3), i.e. the trend we ob-
serve in Fig. 7.9. The authors note that there is no more than a 3σ effect seen in
their sample and that this may be due to metallicity-dependent non-LTE correc-
tions to the [C/O] ratio which have not been taken into account. However, this
observed trend below [O/H] =−1 is of potential importance to the nucleosyn-
thesis by Pop III stars. In a recent work Chieffi & Limongi (2002) presented
model calculations for metal-free stars that successfully can reproduce the ob-
served behavior, particularly if the IMF of Pop III stars was top-heavy.

We conclude that it is difficult to identify a clear signature in the abundance
pattern of DLA systems (and EMP stars, too) that would allow us to give clear
borderlines for the kind of stars and their explosion mechanisms that have en-
riched early objects such as very metal-deficient DLA systems or EMP/HMP
stars.
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Figure 7.6.: The occurrence of DLA systems as a function of their H I content.
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Figure 7.7.: The silicon abundance in DLA systems as a measure of their metallicity.
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where the [Si/H] abundance of the DLA system toward Q 0913+072 is plotted
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Figure 7.10.: [N/O] ratios of DLA systems (squares) and EMP stars (crosses) as a function of
[Si/H]. Additionally, the [N/O] ratios for a core-collapse SN with 1E51, Z = 0,
and 15M� (dashed line) and a PISN with 200M� (dash-dotted line) are shown.
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Figure 7.11.: [Fe/O] ratios of DLA systems (squares) and EMP stars (crosses) as a function of
[Si/H]. Additionally, the [Fe/O] ratios for a core-collapse SN with 1E51, Z = 0,
and 15M� (dashed line) and a PISN with 200M� (dash-dotted line) are shown.
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8. The Line of Sight toward
Q0420−388: Absorption
Signatures of Merging Galaxies
at High Redshift

8.1. Introduction

QAL systems with large hydrogen column densities (N(HI) ∼ 1020 cm−2) are
most suitable for studies of the chemical evolution at high redshift (e.g., Péroux
et al. 2003; Richter et al. 2005). In this study we present a particularly inter-
esting case of two interacting sub-DLA absorption line systems at z = 3.088
toward the background quasar Q 0420−388. The two absorption line systems
are only separated by 161kms−1 (∆z = 0.0005) and are manifestly different
in their structure and their metal content. While one of these two absorption
line systems shows a metal content of 5 % solar and a clear structure with six
individual subcomponents, we can identify in the other system (almost) no sub-
structure but a metal content of 35 % solar. Additionally, this LOS offers one
of the rare opportunities to measure the deuterium abundance at high redshift.
Even though primordial the D/H ratio is nowadays determined by measurements
of the comic microwave background (CMB) radiation, it is important to study
the deuterium abundance also directly and independently from CMB measure-
ments. The deuterium abundance we derive is in very good agreement with
the predictions from the standard big bang nucleosynthesis model and other
measurements. Further, we detect highly ionized species in-between the two
absorption line systems, most likely related to collisionally ionized gas. This
suggests that we are presumably witnessing the merging of two early galaxies
at high redshift.
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8.2. The Line of Sight toward Q 0420−388
The LOS toward the quasar Q 0420−388 (V = 16.m92, zem = 3.12) has been
previously observed and analyzed by several groups (Carswell et al. 1996; Cher-
nomordik 1995; Hoell & Priester 1991; Varshni 1989; Chernomordik 1988;
Glass 1980; Wright & Kleinmann 1978). The data used by Carswell et al.
(1996) were obtained using the echelle spectrographs at the Cerro Tololo Inter-
American Observatory (CTIO) 4 m telescope, Chile, and the Anglo-Australian
Telescope (AAT) 4 m telescope, Australia. They cover a wavelength range of
3600− 6025 Å with a resolution varying from 8− 13kms−1. We estimate the
SNR per pixel element of their data to be on the order of 8 to 10 (this information
is not provided by the authors). The data were analyzed using multicomponent
Voigt-profile fitting. For the absorbing complex at z = 3.0861 they estimate a
D/H ratio of log (D/H) =−3.9±0.4 and a metallicity of ∼ 1/10 solar.

8.3. Observations and Data Handling
The data used in this study were obtained with UVES/VLT as part of the ESO-
VLT Large Programme "The Cosmic Evolution of the IGM" (Bergeron et al.
2004), which aims at providing a homogeneous data set of high-resolution (R∼
45000), high signal-to-noise ratio (SNR > 30) spectral data for QSO absorption
line spectroscopy of the IGM in the redshift range between z = 2.2−4.5.

Q 0420−388 was observed through a 1′′-slit, mostly during dark time, with a
seeing of typically 0.8, and with two different setups, using dichroic beam split-
ters for the blue and the red arm (DIC #1 with B346 and R580, and DIC #2 with
B437 and 860, respectively). This setup provides a wavelength coverage from
3050−10400 Å, with small gaps near 5750 Å and 8550 Å. The total integration
time (DIC #1 + DIC #2) for Q 0420−388 was 12 h. The raw data was reduced
using the UVES pipeline implemented in the ESO-MIDAS software package. The
pipeline reduction includes flat-fielding, bias- and sky-subtraction, and a rela-
tive wavelength calibration. The individual spectra then have been coadded and
corrected to air wavelengths2. The SNR in the spectrum generally is very high
and attains a maximum of 190 per resolution element. The spectrum was an-
alyzed using the FITLYMAN program (Fontana & Ballester 1995) implemented

1identical with complex C in this study
2 The International Astronomical Union (IAU) standard for conversion from air to vacuum wavelengths is given

in Morton (1991). It is λair = λvac

(
1.0+2.735182×10−4 + 131.4182

λ 2
vac

+ 2.76249×108

λ 4
vac

)
.
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in the ESO-MIDAS software package. The routine uses a χ2-minimization algo-
rithm for multi-component Voigt-profile fitting. Simultaneous line fitting of the
high-resolution spectrum allows us to determine the column density, N, and the
Doppler parameter, b, with high accuracy.

In Fig. 8.1 a representative portion of the UVES spectrum of Q 0420−388 in
the wavelength range between 4900 Å and 5100 Å is shown. Redward of the
QSO H I Ly α emission we identify two sub-DLA systems (with logNB(HI) =
19.10 and logNC(HI) = 19.25, respectively) that are superimposed in one big
H I Ly α trough.

Figure 8.1.: A section from the UVES/VLT spectrum toward the quasar Q 0420−388 is shown.
The quasar’s H I Ly α emission at 5008.5 Å (zem = 3.12) as well as two close-by
sub-DLA systems, superimposed in one big H I Ly α trough, at 4969.7 Å (zabs =
3.088) can be clearly identified. The dashed line shows the continuum placement
used in this study.

The b values are assumed to be composed of a thermal component, bth, and a
non-thermal, turbulent component, bturb, in the way that b2 = b2

th + b2
turb. Note

that we can assume for this analysis that b2
th � b2

turb. However, this assumption
has to be kept in mind for the case of complex D (the merging zone between
the two main absorption lines systems), where the gas might be ionized through
collisional ionization processes (see Section 8.4.6).
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8.4. Metal Abundance Measurements

8.4.1. Velocity-Component Structure
We have used an absorption-component model consisting of four main ab-
sorbers, named complex A, B, C, and D, with one (A1), two (B1, B2), six (C1,...,
C6), and one (D1) velocity sub-components, respectively (see Table 8.1). The
two most dominant absorption line systems are complex B and complex C, with
logNB(HI) = 19.10± 0.10 at +16 km s−1 and logNB(HI) = 19.25± 0.10 at
−145 km s−1, respectively. The strong C II λ 1334 line suggests that there are,
next to complex B and C, also two weaker absorbing systems, in the following
referred to as complex A and complex D (Fig. 8.2).

Table 8.1.: We detect four absorption line systems with different radial velocities, named com-
plex A, B, C, and D, respectively. Complex B and C show substructure and hence
are further subdivided into two and six components, respectively. The indicated ve-
locities are with respect to a velocity restframe at z = 3.088 (used throughout this
chapter), where we indicate with υ the mean velocity weighted by column density.

complex component υ υ logN(HI) b
[km s−1] [km s−1] [km s−1]

A +95 16.81±0.10 27

B +16 19.10±0.10 17
B1 +22
B2 +12

D −42 ≥ 17.3 28

C −145 19.25±0.10 26
C1 −92
C2 −104
C3 −121
C4 −139
C5 −157
C6 −174

Complex A is found also in H I absorption, distinctively constricted by the
the red side of the Lyman trough and in Ly ι and Ly κ by some remaining flux
(in the following referred to as "bump") within the Lyman trough (Fig. 8.3).

Complex B and C alone cannot entirely explain the H I Ly absorption because
a significant amount of flux within the trough would remain if only those two
components were considered. We therefore introduce an auxiliary absorber,
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named complex D, at −42kms−1. This is manifestly justified by the corre-
sponding absorption seen in the C II λ 1334 line (Fig. 8.2).

Figure 8.2.: The model that we have adopted for this study: four main absorbers, named com-
plex A, B, C, and D, with one (A1), two (B1, B2), six (C1,..., C6), and one (D1)
sub-components, respectively. Please note that this plot is an illustrative plot to in-
dicate the velocity-component structure. No results are drawn from the fit shown.

8.4.2. Neutral Hydrogen Measurements
The H I Lyman lines were fitted by four components, i.e., by approximating
complex A, B, C, and D, each by one component only. This assumption is ap-
propriate because the true (smaller) b values might lead only to an insignificant
overestimation of the true column densities, and it is necessary, because the
spectrum does not provide an informative basis that would allow us to fit the H I
Lyman lines with more components.
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The velocity center of complex C is a for column density weighted mean
derived from the measured subcomponent centers of the O I λ 1302 line. With
this and the well defined blue borders of the Lyman troughs in Ly α , Ly δ ,
Ly ε , Ly ζ , Ly η , Ly κ , and Ly ι , we are able to precisely determine the neutral
hydrogen column density of complex C (see Fig. 8.3). The fitting of complex
A was, due to the "bump" in Ly ι and Ly κ , straightforward. For the H I fitting
of complex B, we used the red side of the "bump" in Ly ι and Ly κ , and the
blue side of the Ly α trough. Finally, the (auxiliary) complex D was chosen
as an upper limit in order to reduce the flux in the Lyman trough to zero. The
upper limit, i.e., the maximum amount of H I possibly within complex D, is
log ND(H I)≤ 18.9.

Although O I and H I have similar ionization potentials and are both coupled
by a strong charge-exchange reaction3, we note that the O I/H I ratio in complex
B and complex C cannot be the same: a model assuming [HI/OI]B = [HI/OI]C
cannot reproduce the observed spectrum.

Table 8.2.: O I/H I ratio in complex B and C. The model we use assumes four main absorbers,
named complex A, B, C, and D, respectively. Complex D is restricted by an upper
and a lower limit of its H I content, 17.3 ≤ logND(HI) ≤ 18.9. We note that the
O I/H I ratios in complex B and C, the two major absorption systems, are clearly
different.

complex C D B A
υ −145 −42 +16 +95
logN(HI) 19.25±0.10 ≥ 17.30 19.10±0.05 16.81±0.05
b [kms−1] 26±1 ≥ 28 17±1 27±2
logN(OI) 14.67±0.02 ≤ 12.2 15.34±0.03 ≤ 12.2
OI/HI 2.63×10−5 ≤ 1.41×10−5 1.74×10−4 ≤ 1.29×10−5

[OI/HI] −1.27 ≤−1.54 −0.45 ≤−1.58
solar 1/20 ≤ 3/100

7/20 ≤ 3/100

3 HII +OI ↔ HI +OII
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Figure 8.3.: Fit of the H I Lyman lines. Note that deuterium is not included in this fit in order to
illustrate the clear D I detection seen in Ly γ , Ly δ , Ly ε , Ly ζ , and Ly η (see also
Fig. 8.4 and Fig. 8.5). The tic marks indicate the line centers for C6, ...,C1, D, B2
and B1, and A (from left to right).
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8.4.3. Deuterium Measurements
We can see that the red wing of the H I Lyman trough is affected from D I transi-
tions which are expected to be situated at −80kms−1 relative to the respective
H I absorption. While the D I Ly β , Ly γ , and the Ly δ lines are blended (see
Fig. 8.5), possibly by intervening H I absorption systems at a slightly lower red-
shift, this is not the case for the D I Ly ε and D I Ly ζ transitions (Fig. 8.4). We
use the Doppler parameters from complex C as derived while fitting the neu-
tral and weakly ionized species (see Fig. 8.7), i.e., bC6 = 9.1kms−1 and bC5 =
5.2kms−1. A multi-line fit of H I with 4 components (complex A, B, C, and
D) and D I with 2 components (C6 and C5) using the Ly ε and Ly ζ transitions,
yields log NC6(D I) = 14.15±0.10 (H I/D I = 2.04×10−5) and log NC6(D I) =
14.25±0.10 (H I/D I = 5.50×10−5), i.e., log NC5+C6(D I) = 14.55±0.07.

When assuming [HI/OI]Ci = [DI/OI]Ci, ∀ i, we get:

• log NC1+...+C6(D I) = log NC(D I) = 14.71±0.05

• log N(H I/D I) =−4.55±0.10
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Figure 8.4.: Multi-line fit of the H I Ly ε and H I Ly ζ lines with four components (complex A,
B, C, and D) and the D I Ly ε and D I Ly ζ lines with two components (C5 and
C6). We can see clearly that the red wing of the H I Lyman trough is affected from
D I transitions. The tic marks indicate the line centers at −174 and −157 km s−1

(C6 and C5), −145 km s−1 (complex C), −42 km s−1 (complex D), +16 km s−1

(complex B), and +95 km s−1 (complex A).
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Figure 8.5.: Fit of the H I and D I Lyman lines. The most reliable D I signature is obtained from
the Ly ε and Ly ζ lines (see also Fig. 8.4). The tic marks indicate the line centers
for C6, ...,C1, D, B2 and B1, and A (from left to right).
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8.4.4. Neutral and Weakly Ionized Species
Complex B

The neutral and weakly ionized species of complex B at +12 and +22kms−1,
respectively, are fitted by making use of the following transition lines: N I
λ1199, N II λ1083, O I λλ1039, 950, Al II λ1670, Al III λ1854, S III λλ1808,
1020, P II λ963, S II λλ1253, 1250, S III λ1190, Fe II λλ1608, 1063, Fe III
λ1122, and N III λ1317. The C II λ1334 and Si III λ1206 lines were fitted
in a second pass using the previously derived b values from the 16 transitions
listed above. This procedure is necessary because blended (Si III λ1206) or
heavily saturated (C II λ1334) lines lead to imprecise results for N and tend
to overestimate the b value. We derive a column density for C II λ1334 but
only an upper limit for Si III λ1206 because the latter was too strongly blended
(see also Fig. 8.6). The results are summarized in Table 8.4, where we use
log NB(X) = log(NB1(X)+NB2(X)).

Complex C

We have chosen a set of eight transitions for the fitting of the neutral and
weakly ionized species of complex C at −174, −157, −139, −121, −104,
and −92kms−1, respectively. These are N II λ1083, O I λλ1302, 1039, Al II
λ1670, S III λ1526, and Fe II λλ2382, 2344, 1608. In the same manner as for
complex B, we fit the remaining transition lines in a second pass. Some lines
are heavily saturated (C II λ1334), blended (Fe III λ1122), weak (Al III λ1854,
S II λ1253, Ni II λ1317, S II λ1253), or uncertain (N I λ1200a, P II λ963, Si III
λ1206, S IIIλ1190) detections, where in the latter case only upper limits can be
derived (see also Fig. 8.7). The results are summarized in Table 8.4, where we
use log NC(X) = log(NC1(X)+ ...+NC6(X)).

– 135 –



8.4. Metal Abundance Measurements

Figure 8.6.: Simultaneous multicomponent fit of the neutral and weakly ionized species in com-
plex B. The dashed lines indicate the line centers at +12 and +22 km s−1, respec-
tively.
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Figure 8.7.: Simultaneous multicomponent fit of the neutral and weakly ionized species in com-
plex C. The dashed lines indicate the line centers at −174, −157, −139, −121,
−104, and −92 km s−1, respectively.
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8.4.5. Highly Ionized Species

Si IV and C IV Absorption

Absorption lines of higher ionized species arise in a different phase than the
neutral and weakly ionized species. Having similar ionization potentials, the
Si IV λλ1393, 1402 (IPSi IV = 41.1eV) and the C IV λλ1550, 1548 (IPC IV =
64.5eV) lines reside in the same (or at least in a similar) phase and therefore
can be fitted together. A model with 9 components, named E1, ...,E9, ranging
from −180 to +119kms−1, can be very accurately reproduced without any
restrictions (e.g., forced parameters) within the fitting process (Fig. 8.8). The
results from these fits are summarized in Table 8.3. We note that the Si IV and
C IV absorption seen at E1,2,3 can be associated with O VI absorption at F1,2,3
(see below) and with complex C. Further, we can also link the Si IV and C IV
absorption in E4 with O VI absorption at F4 and complex D, and E5 with F5 and
complex B. The absorption lines seen around ∼ 50kms−1 might arise in a zone
where the two main neutral absorbers, complex B and C, merge. Hence, the
ionization would no longer be due to photoionization but the high gas density
could lead to ionization by collisions as the two gaseous systems are ramming
into each other. This in mind, we have fitted the Si IV and C IV lines with either
thermal Doppler parameters, bth, or with turbulent Doppler parameters, bturb,
but could not find any significant difference.

Table 8.3.: In Si IV and C IV we find nine distinct components, named E1,..., E9. In O VI we
find five distinct component, F1,..., F5. Note that E1, E2, E3 can be associated with
F1, F2, F3 and complex C. Further, E4 can be associated with F4 and complex D.
Alike, E5 can be associated with F5 and complex B. The typical error associated
with the column density measurements is of ±0.02dex.

E1 E2 E3 E4 E5 E6 E7 E8 E9
v [km s−1] −180 −160 −115 −58 +11 +48 +606 +97 +119
log N(Si IV) 12.25 12.65 12.95 12.51 12.88 12.39 12.73 12.39 11.80
log N(C IV) 12.49 12.91 13.11 13.49 12.81 12.49 13.22 12.76 12.33

F1 F2 F3 F4 F5
v [km s−1] −174 −130 −96 −52 +21
log N(O VI) 13.50 13.61 13.65 14.29 14.05
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O VI Absorption

The O VI λλ1037, 1031 lines (IPO VI = 138.1eV) were fitted independently
from the Si IV and C IV lines because they likely arise in a different (hotter)
phase. We adopted a model with 5 components, named F1, ...,F5, ranging from
−174 to +21kms−1. The reader should note that the apparent absorption seen
in O VI λ1037 at ∼ −160 and ∼ +60kms−1 (see Fig. 8.8) are not due to O VI
but to other transition lines that arise in regions with different redshift overlap-
ping in the observed wavelength (blending). Note that the line center of F4 is
a weighted mean of the absorption lines seen at −75, −59, and −40kms−1,
respectively. The results from fitting the O VI absorption are summarized in
Table 8.3.

– 139 –



8.4. Metal Abundance Measurements

Figure 8.8.: Simultaneous multicomponent fit of the highly ionized species, where the Si IV
and C IV lines were fitted together. We can distinguish 9 different components
(E1, ...,E9), ranging from−180 to +119kms−1, for Si IV and C IV, and 5 different
components (F1, ...,F5), ranging from −174 to +21kms−1, for O VI.

– 140 –



8. The Line of Sight toward Q0420−388: Absorption Signatures of Merging
Galaxies at High Redshift

8.4.6. Photoionization Corrections
Given the large neutral hydrogen column density in this absorber, it is not ex-
pected that photoionization has any significant effect on the abundances listed
in Table 8.4. This is supported by our photoionization model for a synthesized
sub-DLA system at z = 3.0 based on CLOUDY (Ferland et al. 1998). We have
assumed a uniform ionizing background, a plane parallel geometry, as well as a
constant density, metallicity, and solar abundance pattern for the gas cloud. As
concerning the ionizing radiation, we used the spectrum obtained by Haardt &
Madau (1996) including both the contributions by quasars and young starform-
ing galaxies, its intensity being each time set by the ionization parameter, U .
The metallicity was fixed by the observed ratio between O I and H I, while we
choose to set the total hydrogen volume density to 10−1 cm−3. The code was run
until there was a match between predicted and observed H I column density. The
outcome from our photoionization model is given in Table 8.4 (see plots in Ap-
pendix D). Our photoionization model thus confirms that the observed column
densities are consistent with the assumed metal abundance and the appropriate
ionizing background. For this synthesized sub-DLA system, and throughout
this work, we use wavelengths and oscillator strengths from the atomic line list
of Morton (2003). Solar reference abundances are listed in Table 8.5 (see also
Appendix C.1).

8.4.7. Molecular Hydrogen
No traces of molecular hydrogen were found in the sub-DLA system toward
Q 0420−388. The logarithmic ratio of hydrogen nuclei in molecules to the
total hydrogen nuclei is log fH2 = log2N(H2)− logN(H)≤−6.0 (where we can
assume that N(H I) ≈ N(H) in the phase of interest), with logN(H2) ≤ 13.5,
i.e., the total upper limits of the rotational ground states J = 0 and J = 1 in
the Werner band of molecular hydrogen. Because of the lack of H2 (which
predominantly forms on dust grains) and the relatively low overall metallicity
we do not expect dust depletion to alter significantly the abundance pattern in
this absorption system (Ledoux et al. 2003; Vladilo 2002).

8.4.8. Derived Metallicities
The chemical abundances (or metallicities) were derived using the common no-
tation [X/H] = log(N(X)/N(H))− log(N(X)/N(H))�. We refer to the solar
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abundances as listed in Morton (2003), based on data from Grevesse & Sauval
(2002), except for oxygen, for which we adopt the value given in Allende Pri-
eto et al. (2001) (see Tables 8.5 and C.1). When assuming that [M/H]≈ [O I/H]
we derive a metallicity of −0.45 or Z = 0.35 (= 7/20) solar for complex B, and
a metallicity of −1.27 or Z = 0.05 (= 1/20) solar for complex C. The metal
abundances of complex B and complex C are summarized in Table 8.4.

8.5. Results and Discussion

8.5.1. The Deuterium Abundance at z = 3

The deuterium observed nowadays was created during the first three minutes
after the Big Bang, along with other light elements such as hydrogen, he-
lium and lithium. The primordial deuterium abundance is very sensitive to
the baryonic matter density in the early Universe and thus is an important
observational constraint for cosmology. Values for the primordial deuterium
abundance are derived from CMB observations together with the SBBN model
(D/H|p = 2.60+0.19

−0.17×10−5, i.e., log D/H|p =−4.585+0.031
−0.029; Coc et al. 2004) or

by means of chemical evolution models that estimate the amount of astration4

taking place over the lifetime of a galaxy (D/H|p≈ 3−5×10−5, i.e., log D/H|p
from −4.52 to −4.30; Tosi 1996 and Chiappini & Matteucci 2000).

Deuterium is particularly fragile (because the deuterium nucleus can easily
be broken apart by high energy photons5) and is destroyed (but not produced)
in stellar processes. Hence, the primordial abundance should be reflected, in
principle, by the highest values observed in the most remote QAL systems. The
deuterium measurements in QAL systems are summarized in Table 8.6. This
table was reproduced from Table 5 in O’Meara et al. (2001) and supplemented
with results from Carswell et al. (1996) and the results of this work. Note that
we derive in this work a deuterium abundance that is equally low as measured
in the absorbing system at zabs = 2.536 toward the quasar HS 0105+1619, but
with a significantly higher silicon abundance. O’Meara et al. (2001) discuss a
possible correlation between [Si/H] and D/H (see their Fig. 12). They also note

4The conversion of an element or isotope by nuclear reactions in the interior of a star.
5D+ γ → p+n
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Table 8.4.: Summary of chemical abundances in the sub-DLA system toward Q 0420−388 with
the common notation [X/H] = log(N(X)/N(H))− log(N(X)/N(H))�. The column
densities and metal abundances of the two main absorption components, complex B
and C, at +16kms−1 and −145kms−1, respectively, are shown as derived from si-
multaneous multi-component Voigt-profile fits, and values from the photoionization
correction (PIC) calculus with Cloudy. With ∆ log N(X) = log N(X)− log NPIC(X)
we give the difference between the measured column density and the predictions
from our photoionization model.

Species Transition log N(X)±σlogN [X/H]±σ[X/H] log N(X)±σlogN ∆ log N(X)
lines used with PIC

Complex B
H I Ly α ,..., Ly κ 19.10 ±0.10
C II 1334 16.19 ±0.04 0.57 ±0.10 15.45 0.74
N I 1199 12.84 ±0.02 −2.21 ±0.10 14.46 −1.62
N II 1083 13.99 ±0.02 −1.06 ±0.10 14.77 −0.78
O I 950,1039 15.34 ±0.03 −0.45 ±0.10 15.34 0.00
Al II 1670 13.33 ±0.02 −0.26 ±0.10 13.45 −0.12
Al III 1854 12.23 ±0.02 −1.36 ±0.10 12.34 −0.11
Si II 1808,1020 14.54 ±0.02 −0.12 ±0.10 14.54 0.00
Si III 1206 ≤15.89 13.41
P II 963 12.38 ±0.02 −0.28 ±0.10 12.51 −0.13
S II 1250,1253 14.13 ±0.02 −0.17 ±0.10 14.11 0.02
S III 1190 14.06 ±0.04 −0.24 ±0.10 13.53 0.53
Fe II 1608,1063 13.94 ±0.02 −0.66 ±0.10 14.39 −0.45
Fe III 1122 13.88 ±0.02 −0.72 ±0.10 13.89 0.01
Ni II 1317 12.61 ±0.02 −0.74 ±0.10 13.24 −0.63
Complex C
H I Ly α ,..., Ly κ 19.25 ±0.10
D I Ly ε ,Ly ζ 14.71 ±0.05
C II 036,1334 14.72 ±0.04 −1.05 ±0.10 14.87 −0.15
N I 1200a ≤12.08 13.70
N II 1083 13.85 ±0.02 −1.35 ±0.10 14.34 −0.49
O I 1039,1302 14.67 ±0.02 −1.27 ±0.10 14.67 0.00
Al II 1670 12.71 ±0.02 −1.03 ±0.10 13.00 −0.29
Al III 1854 ≤11.21 12.03
Si II 1526 13.85 ±0.02 −0.96 ±0.10 13.99 −0.14
Si III 1206 ≤15.00 13.71
P II 963 ≤11.14 11.99
S II 1250,1253,1259 13.42 ±0.04 −1.03 ±0.10 13.54 −0.12
S III 1190 ≤ 13.85 13.48
Fe II 2344,2382 13.37 ±0.02 −1.38 ±0.10 13.74 −0.37
Fe III 1122 ≤13.82 13.80
Ni II 1317 ≤11.33 12.72
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Table 8.5.: Solar abundances as listed in Morton (2003), based on data from Grevesse & Sauval
(2002), except for oxygen, for which we adopt the value given in Allende Prieto
et al. (2001).

Element logN((X)/N(H))�+12.00
Deuterium 7.00
Carbon 8.52
Nitrogen 7.95
Oxygen 8.69
Aluminum 6.49
Silicon 7.56
Phosphorus 5.56
Sulfur 7.20
Iron 7.50
Nickel 6.25

that some arguments (e.g., the deuterium destruction that is too large at very low
[Si/H] or the decrease in D/H that is faster than expected) speak against such a
correlation. In fact, the silicon measurements in our study of Q 0420−388 seri-
ously question a correlation between [Si/H] and D/H. As deuterium is destroyed
in stars in the first place, we would expect that [α/H] is a more appropriate tracer
for D/H. In fact, replacing [Si/H] by [α/H], i.e., in our case by [O/H] =−1.27,
leads to a more consistent trend.6

Table 8.6.: Deuterium measurements in QAL systems

QSO log(D/H) zabs log N(H I) [Si/H] Ref.a

PKS 1937-1009 −4.49±0.04 3.572 17.86±0.02 −2.7, −1.9 1,2
Q 1009+2956 −4.40±0.07 2.504 17.39±0.06 −2.4, −2.7 3,4
Q 0130−4021 <−4.17 2.799 16.66±0.02 −2.6 5
HS 0105+1619 −4.60±0.04 2.536 19.42±0.01 −1.85 6
Q 0420−388 −3.90±0.40 3.088 18.67±0.10 −0.96 7
Q 0420−388 −4.55±0.10 3.088 19.25±0.10 −0.96 8

a References: (1) Tytler et al. (1996); (2) Burles & Tytler (1998a); (3) Tytler & Burles (1997); (4) Burles & Tytler

(1998b); (5) Kirkman et al. (2000); (6) O’Meara et al. (2001); (7) Carswell et al. (1996); (8) this work

6Note that oxygen is not commonly measured in high-z DLA-systems.
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Carswell et al. (1996) analyze in their study of Q 0420−388 two absorp-
tion line systems at zabs = 3.08595 and zabs = 3.08576, respectively, that both
can be identified with complex C in the present analysis. For the absorption
system at zabs = 3.08595 they derive log N(H I) = 18.60, log N(D I) = 14.57,
log N(Si II) = 12.80, i.e., log(D I/H I) = −4.03 and [Si II/H I] = −1.36. Like-
wise, for the absorption system at zabs = 3.08576 they derive log N(H I) =
17.85, log N(D I) = 14.26, log N(Si II) = 13.46, i.e., log(D I/H I) =−3.59 and
[Si II/H I] = +0.05. When considering the two absorption systems as one, we
have log N(H I) = 18.67, log N(D I) = 14.74, log N(Si II) = 13.54, i.e., it is
log(D I/H I) =−3.93 and [Si II/H I] =−0.69. The difference in log(D/H) (see
Table 8.6) between this work and the analysis of Carswell et al. (1996) is due
to the fact that different models have been used: while we assume the absorb-
ing systems to be subdivided into four main components (named complex A,
B, C, and D), ranging from zC6 = 3.08563 to zA1 = 3.08930, with up to six
subcomponents in the case of complex C, Carswell et al. (1996) have adopted
a model with 14 different components, ranging from z = 3.07979− 3.09561,
where abundances for metals could be derived in the case of 6 components in
the range of z = 3.08576−3.08830.

This comparison shows that the high quality of the UVES data clearly ex-
ceeds (in resolution and SNR) the previous data that have been used by Car-
swell et al. (1996). As a result we were able to develop a more detailed and
more reliable model for the velocity-components of this system. This is partic-
ularly important in order to derive reliable hydrogen column densities for the
individual components and so to obtain accurate values for D/H and the overall
metallicities. Another new aspect of this more elaborated model is the fact that
we can additionally identify an intermediary component, i.e., complex D, that
possibly represents a merging zone (see below).

8.5.2. Gas Phase and Ionization Process
O VI can be formed through ionizing photons or collisions. Thus, the detec-
tion of O VI in a DLA system does not necessarily imply the presence of a hot
medium (that would be collisionally ionized). Unfortunately, the O VI λλ1037,
1031 falls into the Ly α forest and, hence, not many and reliable data from O VI
absorption systems, especially in DLA systems, are available. Fox et al. (2007)
have recently presented the first systematic study of highly ionized gas associ-
ated with DLA systems at zabs = 2.1− 3.1. They have found 35 UVES/VLT
spectra with data covering O VI and other high ions at a SNR > 10. They con-
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firm, based on their photoionization models with Cloudy, that no single-phase
solution is possible, i.e., that the hot gas in DLA systems contains two phases:
a photoionized phase (with typically∼ 104 K) seen in Si IV, C IV, and O VI, and
a collisionally ionized phase (with typically ∼ 105− 107 K) seen in O VI and
N V. In Fig. 8.9 Fox et al. (2007) have compared their photoionization model
calculations (black line) with measurements in DLA systems (red dots), regions
in the Galactic halo (yellow dot), and high-velocity clouds (HVC; blue dot).

When we compare their results with the values derived in this study (Fig. 8.9;
green square), we find that the gas in complex D is close to the collisional
ionization equilibrium with T ≈ 105.32 K. Hence, the velocity component we
see at −42kms−1, i.e., complex D, is a true intermediary component between
complex B (+16kms−1) and complex C (−145kms−1). We know further that
the gas in complex D is collisionally ionized and consequently dense and hot
(T ≈ 105.32 K is well within the range of 105− 107 K). Recalling the different
overall metallicities of complex B (7/20 solar) and complex C (1/20 solar) we
feel confident to state that complex D is a region where two different (proto)
galaxies, i.e., complex B and complex C, are about to merge, creating a zone of
hot, ionized gas as the two gaseous environments are ramming into each other.
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Figure 8.9.: log-log plot of N(Si IV)/N(O VI) versus N(C IV)/N(O VI). Shown are photoion-
ization model calculations (black line) and DLA systems (red dots) from the study
of Fox et al. (2007), predictions from various collisional ionization models (gray
shaded regions; open cirles), the average value in the Galactic halo (yellow dot),
and the average value from HVCs (blue dot) from Fox et al. (2005). The values
derived in this study (green square) agree well with a collisional ionization equi-
librium at T ≈ 105.32 K but also with shock ionization. Reproduction with kind
permission from A. J. Fox.
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9. The Line of Sight toward
004345.8−294733: Unveiling the
Nature of Dark Clumps

9.1. Introduction
The inspiration to this project was not a scientific meeting or an interesting
publication but, as odd as it may sound, a simple cup of coffee with colleagues
from the same institute working on weak gravitational lensing. These people
look at very large fields and deduce from statistical image deformations the
position and mass of the deflecting object that causes this lensing effect. From
time to time they happen to find a clear lensing signal, caused by a substantial
mass concentration on the order of a galaxy group (i.e.,∼ 1013 M�), but without
any luminous counterpart at the deflector’s position. Consistency checks with
deeper observations and in other wavelength regimes have shown none or only
insignificant mass accumulations (within a statistical random mass distribution).
Hence the striking contradiction. None or by far not enough luminous matter
or hot gas is detected in order to explain the observed lensing effect, where, on
the other hand, theory and model calculations show that it is impossible that
objects on the order of galaxy clusters have no star formation activities, i.e.,
remain dark. The term dark clump is commonly used to refer to these kind of
objects.

Table 9.1.: Size and baryonic mass of galaxies and galaxy clusters

galaxy galaxy cluster
size [Mpc] ∼ 0.025 ∼ 2
baryonic mass [M�] ∼ 1011 ∼ 1013

dark matter [M�] ∼ 1012 ∼ 1014

Whether dark clumps are real or just statistical flukes in the lensing signal
can be tested via quasar absorption line spectroscopy. Already relatively small
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amounts of gaseous matter that should reside in such an enormous gravitational
potential well can be seen in absorption of a background source. It is a very
fortunate coincidence that one out of 63 dark clump candidates lies in the pro-
jected vicinity of a sufficiently bright background quasar, 004345.8−294733,
and that no interfering objects are present in the periphery of the line of sight.
This enables us to search for gaseous matter related to the dark clump in the
direction of this QSO.

The quasar 004345.8−294733

The existence of dark clumps is controversial and highly debated. We therefore
proposed to spectroscopically verify the reality of a non-luminous mass con-
centration (∼ 2× 1014 M�) at 0.1 . z . 0.3 as detected by weak gravitational
lensing observation. Dark clumps might, in fact, not be real (statistical fluke),
but the striking possibility that spectroscopic analyses could lead to reliable con-
straints on the existence of such objects, and the increasing evidences of the ex-
istence of dark galaxies from H I-surveys (Minchin et al. 2005), outweigh such
concerns. Our target is the quasar 004345.8−294733 (V = 19.m57,z = 1.675),
3′9′′ off the dark clump candidate SSMC−007 (see also Fig. 9.4), with the ob-
jective (1) to confirm/infirm the existence of SSMC−007, and (2) if real, to
study important absorption lines such as Mg I and Mg II, Ca II, Mn II, and Fe II.

For Period 77 (P77: April 1, 2006 - September 30, 2006) the ESO Observ-
ing Programmes Committee (OPC) panel granted a total time of 12 h to the
programme 077.B-0758(A) – "Unveiling the nature of dark clumps via QSO
absorption line spectroscopy" (PI / CoIs: Erni / Richter / Schneider / Erben /
Schirmer / Bergeron / Ledoux).1

1OPC comment for the programme: There was some disagreement within the panel regarding whether the ap-
proach proposed by the applicants is the best way to conduct the main test that they propose (detecting/non-
detecting the "dark cloud"). Also, the proposal was found slim in explaining the statistical significance of the
lensing detection, and of the probability of detecting something in the redshift bin of interest due to a random
distribution of absorbers. Nonetheless, the proposal was generally well received, and the panel agreed on the
importance of this project. The consensus was that this was an investment with probably no return, but worth
trying as the return would be large if the dark cloud was really confirmed/identified. The proposal was thus
ranked relatively high. However, its implementation will depend on scheduling constraints.
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Figure 9.1.: Plot of the over 60 000 known quasars from large surveys and 63 dark clump
candidates in equatorial coordinates: QSOs (dots), the dark clump candidates
SSMC−007 (filled circles), VIRGO HI21 (diamond), and the dark clump candi-
date near Abell 1942 (square) analyzed by von der Linden et al. (2006).

9.2. Scientific Rationale

Galaxy formation in the framework of collisionless cold dark matter (CDM)
cosmology is the currently most favored model but yet still not satisfactorily
understood. If weakly interacting massive particles (WIMPs) account for most
of the matter in the Universe, the first structures to collapse might have been
of galaxy size, or smaller. Galaxies themselves then would be built from these
smaller fragments through merging. At present, each should have a massive
dark matter (DM) halo made largely of WIMPs. Galaxies form early and then
fall together to form groups, clusters and larger structures (bottom-up picture).
Observations support this theory: we see more irregular, small galaxies at higher
redshifts, and galaxies at lower redshifts show evidence from recent mergers.
For decades, computer simulations have consistently predicted far more small
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galaxies than have been observed. Milky Way (MW)-type galaxies should con-
tain about 500 sub-halos with masses M & 108 M� (Moore et al. 1999; Klypin
et al. 1999; Governato et al. 2004) within 500kpc. However, only 13 dwarfs
have been found within a distance of 500kpc around the MW, where the ob-
served dwarfs may only sample a sub-set of the actually present CDM sub-
structures (Stoehr et al. 2002; Hayashi et al. 2003; Bullock et al. 2000; Susa &
Umemura 2004; Kravtsov et al. 2004).L22 MINCHIN ET AL. Vol. 622

Fig. 1.—Atomic hydrogen spectra of VIRGOHI 21 plotted as a function of
recessional velocity. (a) Discovery spectrum from Jodrell Bank (3500 s). (b–
d) Arecibo follow-up spectra from beams labeledb–d in Fig. 2, cutting north-
south across the source (600 s). (e) Sum of all Arecibo spectra (600 s beam�1).
The peak at∼1750 km s�1 in spectrume can be clearly associated with galaxy
C in Fig. 3 by our VLA data.

Fig. 2.—Arecibo pointing pattern for VIRGOHI 21 overlaid on a digitized sky
survey image of the region around the source. Circles mark the beam position and
FWHM; black circles denote beams where a firm detection (better than 4j) was
made, and gray circles those beams that do not contain a definite signal. The large
circle marks the beam corresponding to the pixel in the Jodrell Bank data cube
from which the spectrum and measurements in Fig. 1a are taken. The beams marked
b, c, andd correspond to the spectra markedb, c, andd in Fig. 1.

H i flux, we calculate an Hi mass of if it is at82 # 10 M,

the distance of the Virgo Cluster or if it is at its87 # 10 M,

Hubble distance (29 Mpc for Mpc�1 km s�1). For theH p 700

rest of this Letter we will assume the former as more conser-
vative in this context. The best position for the center of the
H i emission, formed by weighting the Arecibo detection po-
sitions by their fluxes, is 12h17m53s.6, �14�45�25� (J2000). We
can dismiss the possibility that this is sidelobe emission from
another part of the sky, because VIRGOHI 21 has been detected
with two telescopes with very different sidelobes. Additionally,
there are no Hi massive galaxies in the region that match its
velocity profile (Davies et al. 2004).

H i observations with the VLA in D array in 2004 August
reached a 5j column density limit of 1020 cm�2 over 60
km s�1 in 6 hr (0.5 mJy per 20 km s�1 channel with a beam
size of using natural weighting). Solar interfer-′′ ′′48 # 45
ence on the shorter baselines meant that the observations
did not reach the hoped for column density sensitivity; most
of the data from baselines shorter than∼270 m (∼1.3 kl)
had to be flagged as bad. These observations did detect
compact Hi associated with a nearby dwarf elliptical galaxy
(MAPS-NGP O-435-1291894) at a different velocity but,
although sensitive to compact, narrow-line gas down to a
5 j limit of , were not sensitive enough to low63 # 10 M,

column density, high-velocity width gas to detect VIRGOHI
21. For the Arecibo and VLA observations to be consistent,
the source must again exceed 16 kpc in diameter.

We have obtained deep optical CCD images inB, r, and i
bands with the 2.5 m Isaac Newton Telescope (INT). By bin-
ning theB-band image (generally the best band for looking for
low surface brightness galaxies) into 1� pixels, we reach a
surface brightness limit of 27.5B mag arcsec�2; treating ther
and i images in the same way gives surface brightness limits
of ∼27.0 and of 25.8 mag arcsec�2, respectively. Previous ex-
perience indicates that, on theB-band frame, we should be able

to easily detect objects of 10� scale or larger at this surface
brightness limit (Sabatini et al. 2003; Roberts et al. 2004). This
is more than 100 times dimmer than the central surface bright-
ness of the disks of typical spiral galaxies (21.5B mag arcsec�2;
Freeman 1970) and dimmer than any known massive low sur-
face brightness galaxy (26.5B mag arcsec�2; Bothun et al.
1987) or (for typical colors of∼0.6) than the lowestB � V
surface brightness dwarf galaxy (26.8V mag arcsec�2; Zucker
et al. 2004).

Although we easily were able to identify an optical coun-
terpart (at 12h26m40s.1, �19�45�50� [J2000]) to the other pos-
sible H i cloud, VIRGOHI 27, no optical counterpart to VIR-
GOHI 21 is visible down to our surface brightness limit on
any of our deep images of this region (Fig. 3), nor can one be
found with advanced routines for detecting low surface bright-
ness galaxies (matched filtering and wavelets; Sabatini et al.
2003). Unlike VIRGOHI 27, the bluest objects in the field,
which might be associated with Hii regions, are widely dis-
tributed without any concentration toward the Hi center. Look-
ing at the statistics of the sky noise for the frame, the mean
number of counts and the standard deviation (excluding stars)
are similar in the area of the Hi detection to other, blank areas
of sky in the vicinity. The number of detected faint objects is
not significantly above the average in a box centered on the
H i position: there are three objects with in am 1 23B

pixel ( ) region centered on our best100# 100 33�.3# 33�.3
H i position, compared to an average of across the1.8� 1.4
cube, and four objects with , compared to an averagem 1 22B

of .2.6� 1.7
As is to be expected there are some features on the image

of VIRGOHI 21 that are obviously faint galaxies. These are
labeled A–E in Figure 3. “A” is a small source with a star
superposed (which prevents us from making an accurate de-

Figure 9.2.: The H I spectrum of VIRGOHI21 plotted in velocity space, with (a) the discovery
spectrum from Jodrell Bank, (b) to (d) the Arecibo follow-up spectra, and (e) the
sum of all Arecibo spectra. The peak at ∼ 1750kms−1 in spectrum (e) can be
clearly associated with a small nearby galaxy (Minchin et al. 2005).

A possible explanation would be the existence of dark galaxies, i.e., dark
matter halos with no luminous matter content (e.g., Jimenez et al. 1997; Verde
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et al. 2002). In the past, 21cm surveys often claimed to have found dark galaxies
(e.g., HIPASS survey, Barnes et al. 2001) but when using powerful optical tele-
scopes, they all turned out to be false detections, except for one: the dark galaxy
candidate VIRGOHI21 (Minchin et al. 2005), found by the multibeam system
of the Lovell telescope at Jodrell Bank Observatory (Davies et al. 2004), reob-
served by the Arecibo telescope (Davies et al. 2004), the VLA (Minchin et al.
2005), and optically examined by the 2.5 m Isaac Newton Telescope (INT) on
La Palma (Minchin et al. 2005). ALFALFA (Arecibo Legacy Fast ALFA Sur-
vey), a new 21cm search, has already turned up some potential new dark galaxy
candidates and is expected to find many more in the coming years of its pro-
jected duration.

In contrast to H I surveys, gravitational weak lensing provides a unique pos-
sibility of identifying matter concentrations, regardless of its luminous, gaseous
or exotic nature, its virial state or stellar populations, and is insensitive to effects
such as dust depletion or photoionization which could alter the results signifi-
cantly. Supported by the apparently robust detection of a first dark galaxy, one
can imagine larger structures in the same context, i.e., dark matter halos of the
size of galaxy clusters, with no luminous content. The first dark clump can-
didate was presented by Erben et al. (2000), identified by its significant weak
lensing signal without a corresponding galaxy overdensity or X-ray emission.
Other dark clump candidates have been reported and investigated by Umetsu &
Futamase (2000); Miralles et al. (2002); Dahle et al. (2003); Erben et al. (2003);
von der Linden et al. (2006). In the systematic 20deg2 weak lensing survey for
clusters, conducted with the Wide Field Imager (WFI) at the ESO/MPG−2.2m
telescope and one of the first of its kind, about 60 more dark clump candidates
were detected in addition to a series of bright clumps, i.e., mass concentrations
with optical counterparts.

Objective – The main objective is to test a new and novel idea to investi-
gate and analyze dark clump candidates via high-resolution quasar absorption
line (QAL) spectroscopy. QAL spectroscopy allows, similar to gravitational
lensing, to study dark clump candidates without relying on light emission (but
gas absorption) of these objects in any part of the electromagnetic spectrum.
Moreover, QAL spectroscopy is an excellent independent and reliable method
to cross-check the concept of non-luminous DM halos. We believe this to be the
most appropriate and promising approach for the quest of revealing the nature
of those mysterious, massive (cluster-size) and non-luminous matter accumu-
lations. The existence of a dark-clump-like object would call for a critical re-
evaluation of our current understanding of structure formation in the Universe.
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Figure 9.3.: Shear-detection of the dark clump candidate SSMC−007. The contours delineate
the detected tangential shear in the image. The contour lines start with a value of
2σ and increase in steps of 0.5σ . The peak significance is 4.2σ . The field shown
is 5′× 5′ wide (WFI survey at the ESO/MPG−2.2m telescope). The position of
the background quasar 004345.8−294733 is shown in Fig. 9.4.

The controversy – A cluster-sized halo, very poor or devoid of luminous mat-
ter, would require a mechanism to drive the gas out of all the smaller halos
from which it assembled or from the massive halo itself. Both cases are highly
unlikely and there is no well-motivated physical process to explain either sce-
nario. If the gaseous content was still present, one would expect the H atoms
to cool, form molecules, clump together and, under the influence of gravity,
start to form stars. Thus, preventing star formation would call for a mechanism
which hampers the cooling process, yet no such mechanism is currently known.

Dark clumps: Just an illusion? – The noise in weak lensing analyses, due to
intrinsic ellipticities of galaxies, can have a profound effect: intrinsic elliptici-
ties may mimic tangential alignment, thereby causing false peaks, boosting or
lowering the significance of lensing signals (e.g., Hamana et al. 2003). Another
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explanation for the alleged dark clump detections might be some coincidental
alignment of a filamentary structure along the line of sight, mocking an impor-
tant mass concentration only.

The dark galaxy VIRGOHI21 – Using the Arecibo H I flux, Minchin et al.
(2005) calculate for VIRGOHI21 a neutral hydrogen mass of (2±1)×108 M�
but when analyzing the rotation curve, the total neutral hydrogen mass amounts
to an order of 1011 M�. Using the Tully-Fisher relation, Minchin et al. esti-
mate VIRGOHI21 to be 12 mag or brighter. However, deep CCD imaging has
failed to turn up a counterpart down to a surface brightness level of 27.5B mag
arcsec−2. Is VIRGOHI21 a dark matter halo that contains no stars but only gas?

The Mg II λλ2796, 2803 doublet lines in SSMC−007 – In the past, a lot of
effort was invested in the quest of finding and understanding metal absorbing
systems at low redshift. Mg II absorption systems have been well studied, and
their incidence at redshifts 0.1≤ z≤ 2.2 as a function of the Mg II rest equiva-
lent width, W λ2796

0 , is well known. The lensing signal of SSMC−007 is tracing
a mass on the order of a galaxy cluster. We therefore may expect a distinct
N(H I) excess, which is indirectly detectable through the Mg II λλ2796, 2803
and Fe II λ 2600 lines (Rao & Turnshek 2000).

9.3. Observation and Data Handling
We proposed to observe the quasar 004345.8−294733 (V = 19.m57, z = 1.675,
and 0h.46m.12s.26 −29◦31′10.7′′) with VLT/UVES at high resolution (R ∼
42500) in order to verify the possible existence of the dark clump candidate
SSMC−007 at 0h.45m.58s −29◦30′41′′, and at an estimated redshift range of
z = 0.1− 0.3. The latter is estimated from the sample of bright clumps we
obtained in our lensing survey. Smaller redshifts can be ruled out by the weak-
lensing method itself, and higher redshifts due to the limiting depth of the WFI
survey.

63 dark clump candidates have been compared with a database of over 60 000
quasars (see Fig. 9.1), including those of the latest data release from the Sloan
Digital Sky Survey (SDSS). The best choice2 out of this sample is the dark
clump candidate SSMC−007 because (1) the weak lensing analyses show a
big and robust shear signal above the 4σ -detection limit, (2) the closest back-

2There are few other background quasars close by to other dark clump candidates. However, the dark clump
candidate SSMC−007 and the quasar 004345.8−294733 is by far the most promising combination for the
reasons mentioned hereafter.
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Figure 9.4.: The background quasar 004345.8−294733 (V = 19.m57, z = 1.675) lies 3′ 9′′ off
the center of the dark clump candidate SSMC−007 (0h.45m.58s −29◦ 30′ 41′′),
where the square represents the zoom-in shown in Fig. 9.3 (SERC-J DSS1 scan).

ground quasar, 004345.8−294733, lies only 3′9′′ off the estimated center (3′9′′

correspond to 0.34Mpc at z = 0.1, and 0.84Mpc at z = 0.3, respectively, as-
suming H0 = 71, ΩM = 0.27 and ΩΛ = 0.73) and is sufficiently bright to ob-
tain a high SNR spectrum with a 8− 10m class telescope, (3) the background
quasar is at a redshift of only zQSO = 1.675, that will prevent the important Mg II
λλ2796, 2803 doublet lines from being blended by intervening hydrogen, (4)
no galaxy concentration or other anomalies can be seen in its vicinity, (5) the
ROSAT PSPC All-Sky Survey does not detect highly ionized or hot gas, (6) the
only galaxy cluster in its proximity (at a distance of 1′47′′) lies at a redshift of
z = 1.10 and is therefore clearly not responsible for the lensing-signal, and (7)
the ESO Imaging Survey (EIS) detected three quasar candidates at distances of
44′′ (V = 20.m15), 2′18′′ (V = 20.m33), and 2′31′′ (V = 20.m35), respectively,
which might be highly interesting for further observation in the case of a posi-
tive detection (the typical QSO density (bJ < 20.85) is∼ 35 QSOs per deg2, i.e.,
in average, one would expect the next QSO to be at an average mean distance
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of ∼ 5′43′′).
Although the nature of dark clumps is not known, we can expect, by analogy

with bright clumps from the same survey, that they lie in a similar distance-
range (i.e., 0.1 . z . 0.3) with similar masses. Deriving the expected mass di-
rectly from the shear signal leads, in agreement with bright clumps, to (2±1)×
1014 M� for an assumed redshift of the dark clump of z = 0.2. In the case of a
cluster-mass object and when assuming an isothermal spherical model, we esti-
mate for SSMC−007 a total hydrogen surface/column density of∼ 10−4 gcm−2

and ∼ 5× 1020 cm−2 at the projected quasar location. We expect to (1) verify
the existence or give detection constraints of a dark-clump-like object and to
learn more about (2) its possible substructure, (3) metal abundances, and (4)
velocity distribution.

With a 5 σ detection and a SNR of 10, we are able to detect Mg II absorption
lines having equivalent widths W λ2796

0 ≥ 60mÅ in the restframe (and W λ2796
0 ≥

70mÅ observed), corresponding to a column density of N(Mg II)≥ 1012 cm−2.
The most prominent absorption lines we expect to detect in neutral gas are Mg I
and Mg II, Ca II, Mn II, and Fe II, respectively, where the Mg II λλ2796, 2803
doublet lines are of greatest interest to the questions we ask. Mg II is a singly
ionized species that traces H I commonly associated with galaxy environments,
and, as an α-element, it traces the earliest stages of stellar evolution (i.e., SNe II)
but is not significantly produced in secondary or later stages. Extensive studies
on low and intermediate redshifts of Mg II absorbers have been carried out in
the past with great success (e.g., Churchill & Vogt 2001; Churchill et al. 2003).
Observations of Mg II in the local Universe (Churchill et al. 1999) imply that the
number of random field Mg II systems per unit redshift is dN/dz(Mg II) ≈ 0.5
at z = 0.2 and for a column density limit of ∼ 1012 cm−2. This means, in the
case of our dark clump sight line with ∆z = 0.2, that the chance to detected
random-field Mg II absorbing system is only 10 percent. Therefore, any Mg II
absorption at z = 0.2 in our data will be associated with a 90 percent chance to
the dark clump.

9.3.1. Telescope and Time Justification
For the analysis we require a high-resolution spectrum because Mg II absorb-
ing systems typically contain a subcomponent structure, having a characteristic
strength of Wr(2796) ' 0.1Å (Petitjean & Bergeron 1990). This calls for a
8−10m class telescope, making the VLT/UVES the first choice for this kind of
observation.
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Figure 9.5.: This plot shows the azimuthally averaged strength of the tangential shear as a func-
tion of distance from the centre (the position of highest significance) for the dark
clump candidate SSMC−007. Note that all data points are independent and that
the signal can be traced out to a distance of ∼ 5′ (WFI / M. Schirmer).

The Mg II λλ2796, 2803 doublet lines are the main target of our analyses.
They are easy to identify as we do not have any interference with Ly α forest
lines. We aim at detecting Mg II absorbing systems with rest-frame equiva-
lent widths larger than 0.1Å and therefore require a high-resolution spectrum
of R ∼ 42500 (∼ 7kms−1 on the velocity scale). At the given redshift range
and the resolution requirements, we adopted a setting of Dic#1 346 (blue arm)
CD1 binning 2× 2, and Dic#1 564 (red arm) CD3 binning 2× 2, which cov-
ers the spectral range of ∼ 3050− 3880Å, and ∼ 4640− 6640Å, respectively.
For achieving a spectral resolution of ∼ 42500, a 1′′-slit was used. The bluest
setting, centered at 3460 Å and starting at ∼ 3050 Å, is very close to the atmo-
spheric cutoff. This setting allows us to obtain the Mg II doublet lines in the
lower spectral band, i.e., the lower redshift range, too. For 11 hours integration
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Figure 9.6.: This plot shows the azimuthally averaged strength of the tangential shear as a func-
tion of distance from SSMC-091, a cluster-mass mass detection with an optical
counterpart (bright clump). Comparing also with other lensing-signals with opti-
cal counter parts, we find that the tangential shear signal seen in SSMC−007 is not
unusual but typical if compared to bright clumps (WFI / M. Schirmer).

time on the quasar 004345.8−294733 (V = 19.m57), the ESO/UVES Exposure
Time Calculator (ETC) gives SNR ∼ 6.2 for the Mg II λλ2796, 2803 range at
z = 0.2. A later pixel binning will boost the SNR above a value of 10. Taking
into account one hour overhead we had asked for 12 hours observing time.

9.3.2. Waiver Request and Conducted Observations

Because of the relatively faint target it is most helpful to have longer exposure
times in order to circumvent difficulties in extracting low signals from the blue
camera. We therefore requested a phase 2 waiver in order to be able to exceed
the execution time limit of 1 h. We asked for 5576s exposure time for each of
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the seven OBs, leading to a total exposure time of 10 h 50 min 32 s and a total
execution time of 11 h 59 min 57 s (p2pp version 2.10). Our waiver request
was granted and all seven OBs were observed – using the telescope settings
described above – between July 31 and September 23, 2006.

9.3.3. Data Handling

The raw data were reduced using the UVES pipeline implemented in the ESO-
MIDAS software package. The pipeline reduction includes flat-fielding, bias-
and sky-subtraction and a relative wavelength calibration. The individual spec-
tra then have been coadded and corrected to air wavelengths. The SNR per
resolution element in the spectrum ranges from 15 at 3360 Å to a maximum of
27 around 5100 Å. The spectrum was analyzed using the FITLYMAN program
(Fontana & Ballester 1995) implemented in the ESO-MIDAS software pack-
age. The routine uses a χ2-minimization algorithm for multi-component Voigt-
profile fitting. Simultaneous line fitting of the high-resolution spectrum allows
us to determine the column density, N, and the Doppler parameter, b.

9.4. Absorption Line Detections

The putative absorption system is predicted by the weak lensing analysis to
be in the redshift range of z = 0.1− 0.3, while the spectrum obtained with
UVES covers the wavelength ranges from 3050−3870 Å, 4625−5595 Å, and
5680−6650 Å. The transition lines of our main interest are, of course, the Mg II
λλ2796, 2803 doublet lines, but we have also looked for other (double) transi-
tion lines with strong oscillator strengths that fall into the corresponding range
of our spectrum. These are: Mg I λλ2026, 2852, Mg II λλ2796, 2803, S II
λ2515, Ca II λλ3934, 3969, Fe I λλ2166, 2463, 2484, 2501, 2523, 2719, 3021,
3720, Fe II λλ2344, 2374, 2382, 2586, Zn I λ2139, Zn II λλ2026, 2062, 2139,
and Cr II λλ2056, 2062, 2066. We find several absorption features with typical
equivalent widths of W ∼ 0.5 Å: nine such absorptions are below the quasar’s
H I Ly α emission (at 3251.9 Å), nine in the range of 4625− 5595 Å, and only
one in the range of 5680−6650 Å.

– 160 –



9. The Line of Sight toward 004345.8−294733: Unveiling the Nature of Dark
Clumps

9.5. Expected Results and Discussion
The redshift of a possible baryonic mass concentration, e.g., a gas cloud, is not
known but can only be restricted by the predictions from the weak lensing mea-
surements (z = 0.1−0.3). Hence, we have to search for two or more transition
lines of the same species in order to detect a potential alignment in a velocity
plot of a given restframe. We have varied the latter from z = 0.1 to z = 0.3
(and even up to z = 0.5) but could not confirm any positive agreement. Fig. 9.8
shows a representative part of the spectrum, more precisely, it is the region
where Mg II absorption would take place if any magnesium in this phase along
the LOS would be present at a redshift of zabs = 0.2. What we would expect to
observe, however, is shown in Fig. 9.7. Consequently, we have to conclude that
we cannot confirm the presence of a significant (baryonic) mass concentration
as this is predicted by the weak lensing signal. For the case of Mg II, any gas
cloud that gives rise to a column density of log N(Mg II)≥ 12 would have been
detected in our analysis.3

Possible Scenarios

Pure DM halo – One possible explanation for the non-detection of any of the
species we have been searching for could be that the dark clump candidate
SSMC−007 contains only very little (no) baryonic matter, i.e., that the detected
lensing signal is due to a (pure) DM halo. Why such a DM halo should form
without any baryonic matter content or what kind of stripping mechanism could
separate the baryonic matter from the DM is not known. The concept of DM
– together with the concept of dark energy – is not only strongly suggested
by numerical models but is also widely accepted in the scientific community.
However, the reader should keep in mind that the nature of DM still remains
unknown and that DM has never been directly observed down to the present
day. Further, note that in the past the concept of DM has been fundamentally
questioned by several authors (see, e.g., Milgrom 1983; Desai et al. 2004; Do-
delson & Liguori 2006).

False lensing signal – Could it be that we are chasing an object that is not
there at all? This possibility, as uncomfortable it might be, has to be considered
as well. It is possible that the lensing signal does arise from a tangential chance

3The detection significance is similar for the other species mentioned in Section 9.4, i.e., we could have confirmed
a positive detection in the case of two or more transition lines of the same element, X, with column densities
of log N(X)≥ 12.
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Figure 9.7.: A typical absorption feature that we would expect to find. For illustration, we
have chosen zabs = 0.2 and, in analogy with the Mg II absorption detection in the
sub-DLA system toward the quasar HE 0001−2340 (Richter et al. 2005), column
densities varying from log N(Mg II) = 12.4 to 13.5 and a velocity dispersion of
about 100 kms−1. Additionally, the (synthetic) spectrum was blurred with a pois-
sonian noise that results in a final SNR of 10.

alignment of the measured background galaxies, hence, that the lensing signal is
not real in the sense that it does not arise because of a significant mass concen-
tration. The occurrence of such statistical flukes is, indeed, common in large
fields. However, the dark clump candidate in this study was chosen (among
other favorable criteria) because of its robust lensing signal and because of the
relatively narrow field within which it was detected. Therefore, a false lensing
signal cannot be excluded, though it seems unlikely.

Fully ionized gas – The potential well of such a dark clump is enormous and
infalling gas will inevitably be heated by collisional ionization. Fully ionized
gas can no longer be detected in absorption and could explain why we were
unsuccessful in finding any absorption lines in the here presented case. How-
ever, without any ongoing star formation and, hence, without any energy input
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Figure 9.8.: Representative part of the observed spectrum. For illustration, the wave-
length was chosen such that any Mg II absorptions features at zabs = 0.2 and
with log N(Mg II) > 12 would be easily observable (LOS toward the quasar
004345.8−294733).

that could maintain the gas fully ionized, it is not clear what kind of mechanism
could prevent the gas from cooling. Further, hot and fully ionized gas would be
detected in X-ray observations (what is not the case) for SSMC−007. These are
two strong arguments that speak against the possibility that the detected lensing
signal could be caused by fully ionized gas.

Unusual matter distribution – The background quasar 04345.8−294733 with
an impact parameter (offset) of 3′9′′ lies (in projection) only 0.34 Mpc (z =
0.1) to 0.84 Mpc (z = 0.3) away from the mass center that is predicted by the
weak lensing analysis. The predicted mass is on the order of a galaxy cluster
and, hence, there is a realistic chance that the LOS toward 04345.8−294733
passes through a galaxy or the outskirts of a galaxy of this cluster. Even if this
should not be the case, we would expect the intracluster medium4 (ICM) to

4with typical temperatures of ∼ 107−108 K and typical densities of ∼ 10−27gcm−3
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give rise to column densities large enough to be detected by our observation.
Assuming that there actually is such a mass concentration as predicted by the
lensing analysis, the non-detection in our study could possibly be explained by
an unusual matter distribution that differs from typical galaxy clusters or "bright
clumps". However, there is no evidence from numerical model calculations or
from observation that the mass distribution in galaxy clusters could possibly be
altered in such a radical manner.

Figure 9.9.: Unknown broad absorption feature observed at 5900.9 Å (LOS toward the quasar
004345.8−294733).

Finally, we want to mention that the absorption feature seen at 5900.9 Å is
with an equivalent width of W > 2.5 Å by far the broadest and most prominent
absorption feature we detect (see Fig. 9.9) – even when compared with the ab-
sorptions seen below the 3251.9 Å, i.e., in a range where H I Ly α absorption
could take place. Even though this absorption feature shows possible damping
wings, we can obviously exclude that this absorption is caused by hydrogen. An
extended search with a redshift range of z = 0.1−0.5 and all possible transition
lines that fall into this range in regard was, unfortunately, also without success.
The possibility that we observe an effect that is intrinsic to the quasar or due
to the instrument itself, cannot be excluded but is unlikely. Hence, the question
about the nature of this absorption feature, and if it could possibly explain the
gravitational distortion detected by weak lensing, has to remain unanswered at
this point.
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10. The Line of Sight toward
PKS1448−232: Temperature
and Ionization of the IGM at
z∼ 2

10.1. Introduction
This chapter addresses, like Chapter 6, 8, and Chapter 9, one observational
project and describes it in detail. In this case it is the ESO project 077.A-
0646(A) – "Temperature and Ionization of the IGM at z ∼ 2" (PI / CoI: Erni /
Richter). Despite the A-priority assigned by the ESO Observing Programmes
Committee (OPC) panel to this project, unfortunately, only 6 to 12 observation
blocks (OBs) in total were observed in service mode during Period 77 (P77:
April 1, 2006 - September 30, 2006). There is justified hope that this observa-
tion will be completed during the succeeding periods, though not in time that
the data could be analyzed and included in this thesis. Below I will give a sum-
mary of the driving idea behind this project as well as some technical details.
A preliminary analysis of some portion of these incomplete data is presented at
the end.

10.2. The driving Idea behind this Project
As seen to a large extent in the ESO public Large Program (LP) titled "The Cos-
mic Evolution of the Intergalactic Medium"1, many O VI and C IV absorbing

1The LP (Program ID 116.A-0106A) consists of around 40 nights allocated for the observation of about twenty
quasars at high signal-to-noise (SNR ∼ 50) and high resolution (R ∼ 40000). These observations are done
with UVES at the VLT/Kuyen telescope. This large UVES survey aims at (1) characterizing the transition in
the evolution of the IMG as traced by the Ly α forest, (2) investigating the clustering of low column density
structures and metal-enriched regions as a function of z and N(H), (3) estimating the IGM metal-enrichment
and its evolution in time and constraining the enrichment process, (4) determining the intensity and shape of
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systems apparently consist of a wealth of intrinsically narrow sub-components
with Doppler parameters less than ∼ 7kms−1. Even with the excellent "stan-
dard" resolution of UVES of R ∼ 40000, these sub-components cannot be re-
solved and hence appear to consist of larger and fewer components than it is the
case in reality. However, a UVES spectrum at very high resolution (R∼ 75000)
would allow us to resolve the intrinsic structure in O VI and C IV absorbing sys-
tems and thereby to deduce crucial parameters in order to unveil the ionization
mechanism of the IGM at redshifts of z∼ 2. We therefore proposed to observe
the QSO PKS 1448−232 (zem = 2.208,V = 16.9), already observed within the
frame of the LP, but this time with the UVES maximum resolution.

For Period 77 the ESO OPC panel granted a total time of 13 h to the programme
077.A-0646(A) – "Temperature and Ionization of the IGM at z ∼ 2" (PI / CoI:
Erni / Richter).2

10.3. Scientific Rationale
Physical conditions and state of the IGM at z∼ 2

The ionization state of the IGM is the key to understand the nature, distribution,
and evolution of the gaseous intergalactic matter at low to intermediate redshifts
(z ∼ 2− 4). Numerical model calculations of hierarchical structure formation
of the Universe (Cen & Ostriker 1999a; Davé et al. 2001) imply that in this red-
shift range a large fraction of baryons resides in the IGM in the form of hot and
ionized gas. This gas can be traced by the absorption of O VI and C IV where
the absorption lines fall for z∼ 2 into the optical part of the spectrum. For this
reason ground based spectrographs on a 8− 10m class telescope, like UVES
at VLT Kuyen, are the best choice for this investigation. The physical condi-
tions (like the temperature and ionization) of the IGM are expected to show
strong evolutionary effects from high to low redshifts. Absorption line studies
with FUSE and STIS in the low-redshift regime at z < 1.5 (see e.g., Tripp et al.

the UV ionizing background flux, (5) determining the occurrence, ionization level, and cosmological evolution
of the O VI phase, and (6) reconstructing the thermal history of the IGM from z∼ 2−5.

2OPC comment for the programme: This is a very good project with the goal to constrain the physical state of
O VI absorbing gas at z = 2, and discriminate between photoionization and shocks. The proposal convincingly
argues why high resolution is needed to resolve the velocity width and potential blends in O VI systems. One
concern is that the observations are very challenging, near the atmospheric cutoff, and would be considerably
easier to perform at only slightly higher redshift, a point which could have been addressed. The proposal was
very well ranked (in the top quartile) and was fully recommended.
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2000; Richter et al. 2004) imply the existence of a warm-hot IGM (WHIGM)
phase with a temperature of T ≈ 105− 107 K. These UV measurements are
limited in resolution and cannot rule out photoionization, but they are consis-
tent with the concept of a collisionally ionized gas phase. Yet the situation for
redshifts of z ∼ 2 and above remains uncertain (Carswell et al. 2002; Simcoe
et al. 2002) and is what we intend to study here. Theoretical model calculations
(Theuns et al. 2002) show that galactic winds are probably the major cause
for collisionally ionized gas at higher redshifts. Identifying and separating this
gas phase from the photoionized gas phase is important and a crucial factor in
constraining feedback processes in the IGM. This constrictions are important
because feedback processes in the IGM play a key role in galaxy formation the-
ories. Possibly, the more tenuous regions at higher redshift are photoionized
by a hard UV background radiation, while collisional ionization dominates the
regions with higher column densities. Clearly, spectra with high resolution and
high SNR are required to investigate the complicate ionization conditions at
z ∼ 2 via O VI and C IV absorption. O VI / C IV column density ratios serve as
powerful spectral diagnostics to investigate the ionization conditions in the hot
IGM. The line width, characterized by the Doppler parameter, yields important
information on the temperature of the gas. According to (4.6), the Doppler pa-
rameter is, for the case of pure thermal broadening, accurately approximated by
bth = 0.129

√
T/A [kms−1], with A the atomic weight. In the case of oxygen

(A = 16) and photoionized gas (T ≈ 2× 104 K) it is bth ≈ 4.5 km s−1. Hence,
we need high resolution date in order the measured narrow line widths that will
yield stringent upper limits for the temperature and will allow us to identify
photoionized gas with T ∼ 104 K.

Previous observations suggesting the existence of narrow O VI absorbers

The data from the ESO LP "The Cosmic Evolution of the Intergalactic Medium"
suggest that there are many narrow O VI absorbers (with b≤ 10 km s−1) present
yet not resolved. O VI absorption lines that narrow are associated with pho-
toionized gas with temperatures below ∼ 105 K, i.e., temperatures at which col-
lisional ionization from O V to O VI cannot take place. Recent UVES mea-
surements of O VI and C IV absorbers at z ∼ 2 have shown that many of these
systems exhibit significant small-scale structures. Fig. 10.1 illustrates the b-
value distribution of O VI absorbers toward the quasar Q 0329−385, based on
intermediate-resolution data from the ESO LP (Bergeron et al. 2002). The b-
value cut-off at around 6kms−1 is due to the limited spectral resolution. Even
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though the UVES "standard" resolution of R∼ 40000 is sufficient for most stud-
ies, it does, however, not suffice to resolve smaller velocity structure at scales
(≤ 6 km s−1). It is crucial to entirely decompose the overall O VI absorption
structure and to derive accurate O VI/C IV column density ratios without sys-
tematic errors from unresolved velocity components.

Figure 10.1.: Number distribution of O VI b-values in IGM absorption line systems along one
line of sight from the Large Programme (Q 0329-385; Bergeron et al. 2002). The
number distribution rises toward lower b-values with a cut-off at ∼ 6 km s−1,
which indicates the point at which further possible sub-components with lower
b-values cannot be resolved.

While the UVES Large Programme is designed to study the IGM at z =
1.5−5 along a large number of sight lines at "standard" resolution (R∼ 40000)
in order to improve the statistics on intervening absorption line systems, we
suggested to re-observe one of the object from the ESO Large Programme, the
quasar PKS 1448−232, at very high resolution (R∼ 75000) in order to (1) im-
prove our knowledge of the narrow absorption components in this spectrum,
(2) to understand their implications for interpreting and understanding spectra
at lower spectral resolution, and (3) to improve on our understanding of the
ionization state of the IGM at z∼ 2.
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10.4. Immediate Objective

The quasar PKS 1448−232 at high resolution

In our ESO programme 077.A-0646(A) we proposed to observe the quasar
PKS 1448−232 (z = 2.208,V = 16.9) with UVES on VLT/Kuyen at very high
resolution (R = λ/∆λ ∼ 75000, corresponding to a velocity resolution of ∼
4kms−1 at 4000 Å) in order to study at high precision the (1) O VI / C IV col-
umn density ratios, (2) the b-value distribution, and (3) the velocity structure
of the O VI and C IV absorption features in several intervening IGM absorbers
along this line of sight with high precision. We have chosen the line of sight
toward PKS 1448−232 because it contains a variety of particularly interesting
O VI and C IV systems with pronounced small-scale velocity structure. These
will be the highest resolution observations of a QSO taken so far, superceed-
ing previous observations of Q 1422+231 with KECK (Rauch et al. 1999). The
data will demonstrate impressively the powerful capabilities of the UVES in-
strument. Spectroscopic data with high resolution and with a high SNR for
background objects with V ≈ 17 require observations with a 8−10m class tele-
scope, as demonstrated by the UVES Science Verification and previous results
obtained with the KECK telescope. UVES on VLT/Kuyen is the only instru-
ment that allows us to study the important redshift range between z∼ 1.5−2.5
at the requested resolution.

O VI substructure

In Fig. 2 we show an example for such a particularly interesting O VI system
toward the quasar PKS 1448−232, located at z = 2.166. Clearly, this systems
exhibits significant velocity substructure. The current UVES data (∼ 7 km s−1

resolution) imply the presence of at least 8 individual velocity components.
Probably, there are many more velocity components present that are very narrow
and thus yet unresolved. As long as these sub-components remain unresolved,
any profile fitting to this system will lead to erroneous results with respect to
b-values and column densities. To obtain realistic values for this complex O VI
system, higher-resolution data for O VI is required. This observation can be re-
garded as a test case for our studies on the temperature evolution of the IGM
with data from the ESO LP.
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Figure 10.2.: Example for a complex O VI system at z = 2.166 toward the quasar
PKS 1448−232 from data of the Large Programme. 7− 8 individual O VI ab-
sorption components are visible (as indicated by the tic marks). More velocity
sub-components most likely are present, but they cannot be resolved in these
ESO/LP intermediate-resolution data.

C IV substructure

Besides O VI we are also interested in the small-scale structure of the C IV ab-
sorption. In fact, with the new observations of PKS 1448−232 we will gain
resolution particularly for the C IV part of the spectrum, from which we can con-
clude on those O VI absorbers that follow the distribution of C IV. This aspect
is important for two reasons: (1) to learn more about the incidence of O VI ab-
sorbers related to photoionized gas, and (2) to investigate the possible influence
of a sub-component structure on the interpretation of b-values of highly ionized
ions. The latter point is particularly important for other UVES sightlines for
which high resolution data will not be available. Unresolved substructure will
probably bias the number distribution for b toward the higher end, since at lower
resolution several narrow lines with low b-values may give the appearance of
one single component with a high b-value.
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Possible shift in the absorption centroids of O VI and C IV

The third important aspect of our high-resolution observation, next to the sub-
structure components of O VI and C IV lines, is that we can obtain information
on the ionization mechanisms by looking for possible velocity differences of
O VI and C IV by measuring the mean absorption centroids over all components.
If photoionization is dominant for some of these systems, absorption by O VI
and C IV may actually occur in physically distinct regions that could possibly
be separated in velocity space by a few kms−1 only. With the high-resolution
data for PKS 1448−232 we will have the opportunity to search for such possible
offsets.

10.5. Strategy
We aim at a high SNR at the highest resolution (over the C IV range) compat-
ible with the brightness of the background quasar PKS 1448−232. With a slit
of 0.5 arcsec we can achieve very high resolution on the order of R ∼ 75000.
With such an excellent resolution we can resolve C IV lines even for thermal
broadening at temperatures as low as T = 104 K (see above). We will make use
of a UVES standard setting, using the dichroic beam-splitter DIC#1 and CD3
R564, 0.5′′-slit, 1× 1 binned for the red arm, and DC1 B346, 0.8′′-slit, 2× 2
binned for the blue arm. Note that the choice in the blue arm is a compromise
between higher resolution (the slit is narrower than the standard observations
we have used up to now) and a decent SNR. For one hour integration time on
PKS 1448−232 (mV = 16.m9) the ETC V 3.0.6 gives SNR ∼ 15 over the C IV
wavelength range. Therefore, in 11 h we should achieve a SNR ∼ 50 . Taking
into account two hours overhead we request 13 h observing time.

10.6. Continuation of the Project
Unfortunately, ESO scheduled our programme 077.A−0646(A) by mistake in
B-priority although the ESO OPC panel ranked it in A-priority. Consequently,
only 6 of 13 OBs in total were observed during P77. With only 6 OBs it is not
possible to fully exploit the data and to achieve our scientific goal. Therefore,
I have asked for 7 additional hours on UVES/VLT for P79 (April 1, 2007 -
September 30, 2007) in order to complete the data set (Proposal ID 079.A-
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0303). Our proposal was accepted by the ESO OPC panel, ranked in A-priority,
and obtained the highest ranking in its category.3

10.7. Analysis of the hitherto existing Data
Although the SNR in the current data is not as good as it would be with 13
OBs in total, we have preliminarily analyzed the spectrum. We find that the
data from our high resolution (HR) proposal, to some extent, already unveil a
somewhat more complex structure than what is found in the LP data. In par-
ticular, we have analyzed the C IV λλ1548, 1550 and the O VI λλ1031, 1037
transition lines for an ionized absorption line system at zabs = 2.11. In the re-
gions of the C IV λλ1548, 1550 and the O VI λλ1031, 1037 transition lines we
measure for the HR (LP) data a SNR per resolution element of 24 (193) and
2 (33), respectively, and a SNR per pixel element of 18 (101) and 1 (19), re-
spectively. The C IV and O VI absorption features at about −25 to +10 km s−1

Table 10.1.: Outcome of a simultaneous fit with four (three) components for the HR (LP) spec-
trum in a velocity restframe at zabs = 2.11. We find a very good agreement between
the two different data sets. Apparently, the incomplete HR data hold information
with at least the same quality as the LP data, although the SNR of the previous
is distinctively lower. The asterisks denote forced fitting parameters. In the case
of the two smaller absorption lines of the HR data, we had to restrict the Doppler
parameter to b≥ 2.5. Otherwise, the FITLYMAN output yields unrealistically small
b values (possibly due to the low SNR).

LP line centers [kms−1] −23 −13 +11
log N(C IV) 12.91 12.82 12.21
b [kms−1] 9.7 3.3 3.3
log N(O VI) 13.74 14.20 13.56
b [kms−1] 13.8 11.7 6.2
HR line centers [kms−1] −22 −18 +2 +10
log N(C IV) 12.94 12.79 12.19 11.98
b [kms−1] 9.7 3.3 3.2 2.5∗

log N(O VI) 13.74 14.16 13.07 13.80
b [kms−1] 13.8 7.5 2.5∗ 11.2

3OPC comment for the programme: A very good and clear proposal that was already started in a previous cycle.
The panel expects that these observations will help in tackling the long-standing issue of the very narrow fine
structure in O VI and C IV absorbers.
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(relative to a velocity restframe at zabs = 2.11) in the LP data can accurately
be fitted simultaneously with a 3-component fit. For the line centers FITLYMAN
yields −23, −13, and +11 km s−1, respectively (see Fig. 10.3). In the case of
the HR data we find that a 4-component fit is more adequate. FITLYMAN yields
line centers with −22, −18, +2, and +10 km s−1, respectively (see Fig. 10.4).
The corresponding column densities and Doppler parameters are summarized
in Table 10.1. When we compare the outcome of the fit from the HR data with
the outcome from the fit of the LP data we note that fits of the two dominant
and redmost components are in very good agreement (within 0.03 dex). This is,
however, not the case when the smaller component from the LP data is com-
pared with the two smaller components from the HR data. We note that the
column densities derived from the LP data are larger by 0.19 dex in the case
of C IV, and larger by 0.49 dex in the case of O VI. However, this discrepancy
should not be overemphasized because it is most likely due to a marginally dif-
ferent continuum placement (due to the lower SNR ratio), for which the higher
column densities are, of course, less sensitive.

Given the low b-values in Table 10.1 the question might arise how this can
be possible. The motivation for this proposal was to obtain a high-resolution
spectrum (R ∼ 75000) that allows us to identify components in the absorption
system’s substructure with widths below ∼ 7kms−1. Why the need for a spec-
trum with R∼ 75000 if, apparently, a spectrum with R∼ 45000 can do the job?
As the reader may have guessed, this is not the case. The b-value indicated
by FITLYMAN includes always the resolution limit (e.g., 7 km s−1) if the total
b-value (a convolution of the resolution width and the b-value derived from the
fit) is above the resolution limit. However, if the b-value that is derived from
the fit drops below the resolution limit, then the FITLYMAN program will yield
the b-value derived from the fit only and will omit to include the width of the
resolution limit. Hence, in the latter case, no information can be drawn from
the b-values.

Although the scientific goal of our proposal cannot be achieved with this (in-
complete) data set, we clearly show here that a full data set, i.e., a QAL spectrum
with a resolution of R∼ 75000 and high SNR, holds an enormous potential and
will yield interesting findings about narrow substructure features that could not
be resolved by previous observations (with typically R ∼ 45000). Hence, we
expect new and insightful findings about the temperature and ionization of the
IGM at z≈ 2.
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Figure 10.3.: C IV and O VI absorption feature at about −25 to +10 km s−1 as seen in the ab-
sorption line system at zabs = 2.11 toward the quasar PKS 1448−232. We note
that the LP data can accurately be fitted with a simultaneous 3-component fit.
The velocity restframe was chosen to be at zabs = 2.11 (LP data, LOS toward
PKS 1448−232).
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Figure 10.4.: C IV and O VI absorption feature at about −25 to +10 km s−1 as seen in the ab-
sorption line system at zabs = 2.11 toward the quasar PKS 1448−232. We note
that the HR data can accurately be fitted with a simultaneous 4-component fit.
The velocity restframe was chosen to be at zabs = 2.11 (HR data, LOS toward
PKS 1448−232.
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A. Collisional Ionization and the
Saha Equation

The number of collisional ionizations per unit volume and time is given by

Ru→∞ = nenu
i αu→∞, (A.1)

with αu→∞ the collision-ionization coefficient, ne the electron volume density,
and nu

i the atomic volume density with i the ionization level and u the excitation
state. In the case of hydrogen and hydrogen-like atoms, (A.1) can be approxi-
mated (see Seaton 1960) as

αu→∞ ≈ 7.8×10−11
√

Tn3 exp
(
−

Eion,n

kBT

)
, (A.2)

with n the principal quantum number of the corresponding energy level Eion,n.

When assuming local thermodynamical equilibrium (LTE), the ionization of
the gas is described by the Saha equation 1 and we can write

n2,∀ ne

n1,∀
=

γ1(T )
γ2(T )

(
4πmekBT

h2

)2/3

exp
(
−Eion

kBT

)
, (A.3)

where, by definition,

γ(T ) .=
∞

∑
i=1

gi exp
(
−E1i

kBT

)
. (A.4)

1The Saha equation describes the degree of ionization in LTE as a function of the temperature, density, and

ionization energies of the atoms, i.e., n2,1ne
n1,1

= g2,1
g1,1

(
4πmekBT

h2

)2/3
exp
(
−Eion

kBT

)
.
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B. Equivalent Width
Using (4.8) and (4.1), (4.23) can be written as

Wλ =
λ2∫

λ1

1− exp

− b∫
a

πe2

mec
nl fluφ(λ )dx

dλ

=
λ2∫

λ1

1− exp

− b∫
a

πe2

mec
nl flu

1√
π2π ∆t

H(α,z)dx

dλ ,

using (4.5) and the fact that c = λν will then yield

=
λ2∫

λ1

1− exp

− b∫
a

πe2

mec
nl flu

λ0√
π2πbth

H(α,z)dx

dλ . (B.1)
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C. Solar Abundances

Table C.1.: Ionization potentials and solar abundances as listed in (1) Morton (2003), based on
data from Grevesse & Sauval (2002), (2) Allende Prieto et al. (2001), and (3) As-
plund et al. (2005).

Element Symbol Atomic Ionization Potentials [eV] log(N(X)/N(H))�+12
Number I II II (1) (2) (3)

Hydrogen H 1 13.59843 12.00 12.00
Deuterium D 1 13.60213 7.00
Helium He 2 24.58739 54.41776 10.99 10.93
Lithium Li 3 5.39172 75.6400 122.4542 3.31 1.05
Beryllium Be 4 9.32270 18.21115 153.8954 1.42 1.38

Boron B 5 8.29802 25.1548 93.9306 2.79 2.70
Carbon C 6 11.26030 24.3833 47.8878 8.52 8.39
Nitrogen N 7 14.53413 29.6013 47.4492 7.95 7.78
Oxygen O 8 13.61805 35.12113 54.9355 8.73 8.69 8.66
Fluorine F 9 17.42282 34.9708 62.7083 4.48 4.56

Neon Ne 10 21.56454 40.96296 63.4227 8.06 7.84
Sodium Na 11 5.13908 47.2864 71.6200 6.32 6.17
Magnesium Mg 12 7.64623 15.03527 80.1437 7.58 7.53
Aluminum Al 13 5.98577 18.82855 28.44764 6.49 6.37
Silicon Si 14 8.15168 16.34584 33.49300 7.56 7.51

Phosphorus P 15 10.48669 19.76946 30.20263 5.56 5.36
Sulfur S 16 10.36001 23.33788 34.79 7.20 7.14
Chlorine Cl 17 12.96763 23.8136 39.61 5.28 5.50
Argon Ar 18 15.75961 27.62966 40.735 6.40 6.18
Potassium K 19 4.34066 31.63 45.8060 5.13 5.08

Calcium Ca 20 6.11316 11.87172 50.9131 6.35 6.31
Scandium Sc 21 6.56149 12.79977 24.75685 3.10 3.05
Titanium Ti 22 6.82812 13.576 27.4917 4.94 4.90
Vanadium V 23 6.74619 14.618 29.311 4.02 4.00
Chromium Cr 24 6.76651 16.4857 30.959 5.69 5.64

Manganese Mn 25 7.43402 15.6400 33.668 5.53 5.39
Iron Fe 26 7.9024 16.188 30.651 7.50 7.45
Cobalt Co 27 7.88101 17.084 33.50 4.91 4.92
Nickel Ni 28 7.6398 18.16884 35.187 6.25 6.23
Copper Cu 29 7.72637 20.29239 36.841 4.29 4.21

Zinc Zn 30 9.39420 17.9644 39.7233 4.67 4.60
Gallium Ga 31 5.99930 20.5151 30.726 3.13 2.88
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Figure D.1.: Cloudy model for the ionization correction of complex B.



Figure D.2.: Cloudy model for the ionization correction of complex C.
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E. The FITLYMAN Software Package
With the introduction of echelle spectrographs at 4 m class telescopes in the
early 90’s it became feasible to observe faint objects (up to 18m) with high
resolution (R = λ/∆λ > 20000). This made it possible to derive independently
the column density, N, and the Doppler parameter, b, from line profile fitting –
a data reduction method with significant advantage to the classical approaches
like the derivation of these values from the COG analysis. Voigt profile fitting
by numerical minimization of χ2 (e.g., Carswell et al. 1991; Giallongo et al.
1993) is also more efficient and more precise than other approaches like (1) the
interactive construction of a Voigt profile until a satisfactory solution has been
achieved (Mar & Bailey 1995) or (2) the comparison of absorption lines from a
photoionization model with the observed spectra (Wampler et al. 1995).

With the FITLYMAN package Fontana & Ballester (1995) have realized a soft-
ware tool that is properly tailored for all the different needs and special as-
pects regarding absorption line systems. FITLYMAN is released together with the
ESO MIDAS software package and is available in the Lyman context of MIDAS
94SEP and above. For the analyses presented in this work, I have used the
MIDAS 03SEPpl1.0 and MIDAS 05SEPpl1.3 releases. The FITLYMAN user in-
terface consist of four menu items (FILE, PARAMETERS, OPERATIONS, and
GRAPHICS) which will be discussed in the remaining part of this section. The
aim of section is not give a full program description, which does unfortunately
not exist, but rather a kind of guideline for the daily use of the FITLYMAN pack-
age.

E.0.1. Starting FITLYMAN

FITLYMAN is an interactive command-line interface for the fitting of absorption
lines in high resolution spectra and runs in the ESO MIDAS environment. It uses
a menu-driven interface to allow the user to specify the lines to be fitted and
displays the data on the default graphics window. FITLYMAN performs a global
χ-square minimization using the MINUIT package developed at CERN. A com-
plete trace of all the fits performed by FITLYMAN is stored in suited tables in



the ESO MIDAS tbl-format, where the parameters are permanently stored in
three tables: LYPAR.tbl, LYLIM.tbl , and LYMIN.tlb. In order to start the
FITLYMAN program, the following commands in ESO MIDAS have to be exe-
cuted:

Midas 001> SET/CONTEXT lyman
Midas 002> CREATE/GRAPH
Midas 003> FIT/LYMAN spectrum.tbl ? ? ? Y

The first line enables the lyman context in MIDAS and makes the following new
commands available:

BATCH/LYMAN Procedure for non-interactive fitting of a list of lines.
COMPUTE/LYMANComputes a synthetic spectrum (normalized at unit flux) from a list of

absorption lines.
CONVERT/LYMANConverts a spectrum in image format into the FIT/LYMAN table format.
CURSOR/LYMAN Reads the cursor from the plot of a spectrum made with PLOT/LYMAN.
INIT/LYMAN Initializes the Lyman package. Creates or updates LYPAR, LYMIN.tbl, and

LYLIM.tbl.
FIT/DIRECT Performs a single fit of absorption lines without any interaction with the user.
FIT/LYMAN An interactive program for the fitting of absorption lines in high resolution

spectra.
PLOT/LYMAN Plots a spectrum table on a multiple window in the FIT/LYMAN fashion.
PLOT/REDSHIFT Plots a spectrum table on a multiple window in the FIT/LYMAN fashion.

The focus of this section will be on the FIT/LYMAN command. After the lyman
context is enabled the CREATE/GRAPH command in the second line creates a
graphics window (using XWindow), necessary for the graphical output. Fi-
nally, the third line launches the program itself, where the full syntax is

FIT/LYMAN spec [outtab] [log] [session] [graph(Y/N)].

More details about the different commands can also be found in the ESO MIDAS

help section.
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When FITLYMAN is started it automatically loads the data from the previous ses-
sion (unless the session parameter was specified). The user interface consists
of four main menu items:

FILE PARAMETERS OPERATIONS GRAPHICS

sa(V)e session (N)ew (S)TANDARD MINIM. define (W)indow
(R)ecover session (I)terate edit (P)aram plot (B)ackwards
se(T)up load from lo(G) edit (L)imits plot (F)orward
(E)ND edit (M)inuit (C)ursor

(D)irect minimize

E.0.2. The FILE Menu Item

The FILE menu item manages the storage of different sessions (but does not
save any fitting results) and allows the user to modify the setup options for the
tables and parameters used, the minimization parameters, as well as the graphic
output.

sa(V)e session – Saves all the settings of the current session (including pro-
gram settings and the current parameter table) to a tbl-file. The spectrum of
the resulting fit is not saved but can be easily reproduced once the session is
reloaded. Note that the program does not warn the user if a session file with the
same name already exists but overwrites it without prompting.

(R)ecover session – Recovers any session which has been saved with the
sa(V)e session command.

se(T)up – The table names and options for the in- and output (output table,
log name, graphic output, and turbulence parameter) can be defined with the
(P)rogram set-up option. The (D)ata set-up option allows the user to re-
strict fitting parameter ranges such as the wavelength, the column density, and
the non-turbulent and the turbulent b-parameter. Further, the iterations steps for
the wavelength (0.0050), the column density (0.0100), and the non-turbulent
(0.0100) and the turbulent (0.0100) Doppler parameter can be modified (default
values in brackets). Finally, the colors, heights, labels, residuals, variance, ref-
erence lines, tick marks, and other parameters for the graphical output can be
set in the (G)raphic set-up menu. The user should note that, in general, the
FITLYMAN program only accepts changes or settings when an option is com-
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pleted by the (E)nd command. No changes or options will be saved when the
user quits the previous menu item using the (Q)uit command.

(E)ND – Terminates the program and returns back to MIDAS without prompting.

E.0.3. The PARAMETERS Menu Item
(N)ew – The current parameter table can be viewed and edited by the edit

(P)aram command. The command (N)ew resets the current parameter table,
by default, to an empty table.

(I)terate – Shows the current line configuration (that can be viewed or edited
by the (S)TANDARD MINIM. command) and the current parameter table.

load from lo(G) – Reloads fitting results that were saved after the fitting pro-
cedure was accomplished. The fitting results are identified with ID numbers
and are stored in a file with the extension "FIT" to the spectrum name, e.g.,
spectrumFIT.tbl. The corresponding parameter table and the line configura-
tion are automatically loaded together with the fitting results.

E.0.4. The OPERATIONS Menu Item
(S)TANDARD MINIM. – This is the menu item in which the user specifies the
current line configuration. This includes the number of absorbing components
(Number of groups of lines), the number and identifier of the different
absorption lines (Number of lines and Element name), the line grouping
(S= single, M= multiple), some estimated values for the line center, column den-
sity, and b-parameter, and the wavelength intervals. The transition lines have
to be from the same element and must have identical ionization levels, i.e., a
common column density and b-parameter. Species from different elements and
different ionization levels can be fitted using the edit (P)aram menu item.

edit (P)aram – Allows the user to edit the current parameter table and there-
fore to simultaneously fit a combination of absorption lines from different el-
ements and with different ionization levels, i.e., absorption lines with different
values for b and N. Only individual values can be edited or added via a rather
user-unfriendly line-command syntax. A practical method that is more efficient
and strongly improves the usability is given in E.0.7. Typing exit or quit

returns back to the main menu with or without, respectively, saving the modifi-
cation.
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edit (L)imits – The wavelength intervals in which the absorptions take place
are either specified at the end of the (S)TANDARD MINIM. command or directly
by the edit (L)imits menu item.

edit (M)inuit – The numerical minimization is performed using the MINUIT
software package developed at CERN. Numerous fitting options are available,
where the most frequently used fit options are the (S)tandard procedure

(MINIMIZE+HESSIAN ERRORS) and the (C)urrent instruction set com-
mands.

(D)irect minimize – Executes the minimization procedure using the current
parameter settings.

E.0.5. The GRAPHICS Menu Item

define (W)indow – Allows the user to define specific and multiple sections of
the spectrum in the graphics window, either in wavelength or velocity space.

plot (B)ackwards – Displaces the selected section of spectrum down by 80 %
of the selection width.

plot (F)orward – Displaces the selected section of spectrum up by 80 % of
the selection width.

(C)ursor – Right click provides the flux and position in wavelength in units
of Å (in wavelength space), or the flux and relative position to the velocity
restframe in units of kms−1 (in velocity space) of the actual cursor position.
Left click quits this function.

E.0.6. Modus Operandi

Modus operandi for a set of absorption lines of the same element and the same
ionization level:

• define (W)indow

• (S)TANDARD MINIM.: The number of components, the number of ab-
sorption lines, their identifier and other information have to be entered
(use M= multiple). The fit options are (S)tandard procedure (MINI-
MIZE+HESSIAN ERRORS) in case no fitting restrictions are required, or
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(C)urrent instruction set if the previously defined fitting restric-
tion (see edit (M)inuit command) shall be used.

• If necessary, the fitting parameters can be forced using the commands
edit (M)inuit→(I)nput commands →(F)ix command. Eventually,
the fitting procedure can be directly initiated by using the commands
(M)inimize→(E)nd→(D)irect minimize.

Modus operandi for a set of absorption lines of different elements and/or with
different ionization levels:

• define (W)indow

• edit (P)aram

• edit (L)imits

• (D)irect minimize

• If necessary, fitting parameters can be forced to their initial values, analog
to the first case above.

E.0.7. Parameter Table and Output
When the user requires to simultaneously fit absorption lines of different ele-
ment and / or with different ionization levels, it is no longer possible to make
use of the (S)TANDARD MINIM. menu item but one has to directly edit or create
the parameter table using the edit (P)aram command. However, editing the
parameter table is a very unpleasant and time consuming affair because of its
user-unfriendly command-line interface. A more efficient way consists in estab-
lishing a text file (which can be easily modified with any text editor program)
with all the necessary commands. Instead of entering manually line by line, all
required commands compiled in one single file can very simply be copied into
the FITLYMAN command line interface. The text editor nedit is most appro-
priate for this purpose as the carriage return command is simply entered with
<Ctrl><Alt><M>. This makes the compilation of the individual commands not
only very compact but allows a better overview and handling too. This way
FITLYMAN can be fed with hundreds of commands by simply pasting the previ-
ously prepared commands from a text editor into the FITLYMAN command line
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interface. Note that the number of parameters is limited by the number of ab-
sorption lines (Number of lines) times the number of components (Number
of groups of lines) which cannot exceed a value of 100. As an example I
show below the parameter table for the low-ionization species for the case of
the DLA system toward the Quasar Q0913+072 (see also Chapter 6).

# Element lambda column den. b bT

1 CII_1036 3749.78 [ 1] 13.540 [ 2.F] 0.00 [19.F] 5.30 [20.F]
2 CII_1334 (4828.72)[ 1.z] (13.540)[ 2.F] ( 0.00)[19.F] ( 5.30)[20.F]
3 NI_1199 (4340.32)[ 1.z] 13.000 [ 3] ( 0.00)[19.F] ( 5.30)[20.F]
4 OI_1039 (3760.24)[ 1.z] 14.120 [ 4.F] ( 0.00)[19.F] ( 5.30)[20.F]
5 OI_1302 (4711.63)[ 1.z] (14.120)[ 4.F] ( 0.00)[19.F] ( 5.30)[20.F]
6 MgII_2803 (*******)[ 1.z] 13.000 [ 6] ( 0.00)[19.F] ( 5.30)[20.F]
7 AlII_1670 (6045.41)[ 1.z] 13.000 [ 7] ( 0.00)[19.F] ( 5.30)[20.F]
8 SiII_1193 (4317.67)[ 1.z] 12.890 [ 8.F] ( 0.00)[19.F] ( 5.30)[20.F]
9 SiII_1260 (4560.57)[ 1.z] (12.890)[ 8.F] ( 0.00)[19.F] ( 5.30)[20.F]
10 SiII_1304 (4719.59)[ 1.z] (12.890)[ 8.F] ( 0.00)[19.F] ( 5.30)[20.F]
11 SiII_1526 (5524.08)[ 1.z] (12.890)[ 8.F] ( 0.00)[19.F] ( 5.30)[20.F]
12 FeII_1096 (3968.83)[ 1.z] 12.580 [ 9.F] ( 0.00)[19.F] ( 5.30)[20.F]
13 FeII_2344 (8482.04)[ 1.z] (12.580)[ 9.F] ( 0.00)[19.F] ( 5.30)[20.F]
14 FeII_2600 (9408.17)[ 1.z] (12.580)[ 9.F] ( 0.00)[19.F] ( 5.30)[20.F]
15 FeIII_1122 (4061.61)[ 1.z] 13.000 [ 10] ( 0.00)[19.F] ( 5.30)[20.F]
16 CII_1036 3749.78 [ 5] 13.890 [11.F] ( 0.00)[19.F] 4.70 [21.F]
17 CII_1334 (4828.72)[ 5.z] (13.890)[11.F] ( 0.00)[19.F] ( 4.70)[21.F]
18 NI_1199 (4340.32)[ 5.z] 13.000 [ 12] ( 0.00)[19.F] ( 4.70)[21.F]
19 OI_1039 (3760.24)[ 5.z] 14.390 [13.F] ( 0.00)[19.F] ( 4.70)[21.F]
20 OI_1302 (4711.63)[ 5.z] (14.390)[13.F] ( 0.00)[19.F] ( 4.70)[21.F]
21 MgII_2803 (*******)[ 5.z] 13.000 [ 14] ( 0.00)[19.F] ( 4.70)[21.F]
22 AlII_1670 (6045.41)[ 5.z] 13.000 [ 15] ( 0.00)[19.F] ( 4.70)[21.F]
23 SiII_1193 (4317.67)[ 5.z] 13.170 [16.F] ( 0.00)[19.F] ( 4.70)[21.F]
24 SiII_1260 (4560.57)[ 5.z] (13.170)[16.F] ( 0.00)[19.F] ( 4.70)[21.F]
25 SiII_1304 (4719.59)[ 5.z] (13.170)[16.F] ( 0.00)[19.F] ( 4.70)[21.F]
26 SiII_1526 (5524.08)[ 5.z] (13.170)[16.F] ( 0.00)[19.F] ( 4.70)[21.F]
27 FeII_1096 (3968.83)[ 5.z] 12.930 [17.F] ( 0.00)[19.F] ( 4.70)[21.F]
28 FeII_2344 (8482.04)[ 5.z] (12.930)[17.F] ( 0.00)[19.F] ( 4.70)[21.F]
29 FeII_2600 (9408.17)[ 5.z] (12.930)[17.F] ( 0.00)[19.F] ( 4.70)[21.F]
30 FeIII_1122 (4061.61)[ 5.z] 13.000 [ 18] ( 0.00)[19.F] ( 4.70)[21.F]

The parameter for b (19.F) was forced to zero, because in the case of the DLA
system toward the quasar Q0913+072, it is b2

th � b2
turb. Further, the param-

eter 1, the center of the C II λ 1036 line, was forced using the menu option
edit (M)inuit→ (I)nput commands→ (F)ix. The outcome is shown be-
low:

LamCen +/- N +/- b +/- bT +/-

3749.78 0.00 13.54 0.00 0.0 0.0 5.3 0.0 CII_1036
4828.72 0.00 13.54 0.00 0.0 0.0 5.3 0.0 CII_1334
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4340.32 0.00 12.13 0.11 0.0 0.0 5.3 0.0 NI_1199
3760.24 0.00 14.12 0.00 0.0 0.0 5.3 0.0 OI_1039
4711.63 0.00 14.12 0.00 0.0 0.0 5.3 0.0 OI_1302
10143.99 0.00 12.68 0.07 0.0 0.0 5.3 0.0 MgII_2803
6045.41 0.00 11.38 0.04 0.0 0.0 5.3 0.0 AlII_1670
4317.67 0.00 12.89 0.00 0.0 0.0 5.3 0.0 SiII_1193
4560.57 0.00 12.89 0.00 0.0 0.0 5.3 0.0 SiII_1260
4719.59 0.00 12.89 0.00 0.0 0.0 5.3 0.0 SiII_1304
5524.08 0.00 12.89 0.00 0.0 0.0 5.3 0.0 SiII_1526
3968.83 0.00 12.58 0.00 0.0 0.0 5.3 0.0 FeII_1096
8482.04 0.00 12.58 0.00 0.0 0.0 5.3 0.0 FeII_2344
9408.17 0.00 12.58 0.00 0.0 0.0 5.3 0.0 FeII_2600
4061.61 0.00 12.87 0.05 0.0 0.0 5.3 0.0 FeIII_1122
3749.94 0.00 13.89 0.00 0.0 0.0 4.7 0.0 CII_1036
4828.92 0.00 13.89 0.00 0.0 0.0 4.7 0.0 CII_1334
4340.50 0.00 12.39 0.07 0.0 0.0 4.7 0.0 NI_1199
3760.39 0.00 14.39 0.00 0.0 0.0 4.7 0.0 OI_1039
4711.83 0.00 14.39 0.00 0.0 0.0 4.7 0.0 OI_1302
10144.41 0.00 13.38 0.13 0.0 0.0 4.7 0.0 MgII_2803
6045.66 0.00 11.66 0.02 0.0 0.0 4.7 0.0 AlII_1670
4317.85 0.00 13.17 0.00 0.0 0.0 4.7 0.0 SiII_1193
4560.76 0.00 13.17 0.00 0.0 0.0 4.7 0.0 SiII_1260
4719.79 0.00 13.17 0.00 0.0 0.0 4.7 0.0 SiII_1304
5524.31 0.00 13.17 0.00 0.0 0.0 4.7 0.0 SiII_1526
3969.00 0.00 12.93 0.00 0.0 0.0 4.7 0.0 FeII_1096
8482.39 0.00 12.93 0.00 0.0 0.0 4.7 0.0 FeII_2344
9408.57 0.00 12.93 0.00 0.0 0.0 4.7 0.0 FeII_2600
4061.77 0.00 13.14 0.03 0.0 0.0 4.7 0.0 FeIII_1122

After the output of the fitting results the user is asked by FITLYMAN if the re-
sults shall be saved. When prompting Y, then the "synthetic spectrum", i.e., the
minimized absorption line profile, will be saved to spectrumFIT.tbl, where
spectrum.tbl is the input file.

E.0.8. Continuum Normalization

A spectrum can be normalized in many different ways. Although there exists
a large variety of different algorithms, practice has shown that the human eye
is still more efficient and especially more reliable for the normalization of stel-
lar spectra or spectra from QAL systems1 than any existing program. I have
found the Spectralyzor software package (Marggraf 2004) especially useful
in order to normalize spectra from QAL systems. Any spectrum in text-format
can be loaded (File→Spectrum→Load Spectrum) and normalized by sim-
ply clicking onto the spectrum. The normalized spectrum then can be exported

1An exception is, of course, the case when one does not focus on one main absorbing system at a given redshift
but rather on the numerous Ly α absorbing systems in the whole spectrum.
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(File→Spectrum→Save normalized) in text-format. In order to convert the
txt-file into a tbl-file, the following command have to be executed within the
MIDAS environment:

Midas 001> CREATE/TABLE q0913norm 4 195808 q0913norm.txt formatnorm.fmt
Midas 002> COMPUTE/TABLE q0913norm :FWHM =:WAVE/45000
Midas 003> COMPUTE/TABLE q0913norm :STDEV =0.01

More detailed information about the individual commands can be found in the
MIDAS help section, simply by typing, e.g., Midas 001> HELP CREATE/TABLE.

E.0.9. Hints for the Daily Use and Bug Report

Abnormal program termination during fitting process

FITLYMAN sometimes abnormally quits a fitting process with the error message:

(ERR) Problems in executing

/usr/astro/midas03SEP/03SEP/contrib/exec/fitlyman.exe

Child killed by signal 6

A new start of FITLYMAN is no longer possible until the files LY*.tbl and fd*.*
are deleted. The settings will be lost (unless the session was previously saved)
and FITLYMAN restarts with default settings.

Fitting boundaries not taken into account

An other common but not documented problem is when the se(T)up option
is used. If, for example, the very helpful sub-menu (D)ata set-up is used
in order to constrain fitting limits, one has to note that the changes are not
automatically taken into account for the next fitting process unless all entries
under (S)TANDARD MINIM. are re-entered or confirmed.

Graphics display in velocity space

The option (V)elocity space causes, on some installations, an abnormal pro-
gram termination. The reason for this is not known but apparently depends on
the installation of the FITLYMAN software package or the computer’s configura-
tion.
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Problems with the Conversion into the tbl format

When a tbl-file is created from an other table, it can happen that the fitting lines
in FITLYMAN are not smooth but appear rather in jagged shape, especially on the
outer sides of the absorption lines. However, this problem can be easily fixed
when copying the corresponding wavelength values for a previous tbl file, e.g.,

Midas 004> copy/tt q0913 :wave q0913norm :wave
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Figure F.1.: Lookback time in Gyr versus redshift, using H0 = 71 km s−1, Ωm = 0.27, and
Ωtot = 1.

z lookback time lookback time z
0.1 1.286
0.2 2.408
0.5 5.019
1 7.731 1 0.08
2 10.324 2 0.16
3 11.476 3 0.26
4 12.094 4 0.37
5 12.469 5 0.50
6 12.715 6 0.65
7 12.888 7 0.84
8 13.014 8 1.07
9 13.109 9 1.36
10 13.183 10 1.81
15 13.391 11 2.50
20 13.483 12 3.81
1000 13.665 13 7.88
∞ 13.665 13.665 ∞
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AAT Anglo-Australian Telescope
ALFALFA Arecibo Legacy Fast ALFA (Arecibo L-band Feed Array)

Survey
AGB Asymptotic Giant Branch (shell He burning)
AGN Active Galactic Nucleus
AIFA Argelander-Institut für Astronomie, Bonn, Germany
ALMA Atacama Large Millimeter Array
AOD Apparent Optical Depth
APEX Atacama Pathfinder EXperiment
BB Big Bang
BBN Big Band Nucleosynthesis
SBBN Standard Big Band Nucleosynthesis
BH Black Hole
CCDF Column Density Distribution Function
CDM Cold Dark Matter
CELT California Extremely Large Telescope (30 m)
CERN Centre Européen pour la Recherche Nucleaire
CES Coudé Echelle Spectrometer (ESO 3.6 m)
CFHT Canada-France-Hawaii Telescope (20 m)
CIE Collisional Ionization Equilibrium
CM Color Magnitude (Diagram)
CM Cold Medium (dust)
CMB Cosmic Microwave Background
COG Curve of Growth
CoI Co-Investigator
COS Cosmic Origins Spectrograph
CRIRES High-Resolution IR Echelle Spectrometer (VLT/UT1)
CTIO Cerro Tololo Inter-American Observatory



DEX Decimal Exponent
DLA Damped Ly α (system)
DM Dark Matter
EAS European Space Agency
ETC Exposure Time Calculator
EIS ESO Imaging Survey
ELT Extremely Large Telescope
EMMI ESO Multi-Mode Instrument (NTT)
EMP (also EMS or XMP) Extremely Metal-Poor (Star): [Fe/H] <−3.0
EMS see EMP
EoR Epoch of Reionization
ESA European Space Agency
ESI Echelle Spectrograph and Imager (Keck)
ESO European Southern Observatory
ETC Exposure Time Calculator
EURO50 European 50 m Telescope
EW Equivalent Width
E-ELT European Extremely Large Telescope (ESO)
FEROS Fiber-fed Extended Range Optical Spectrograph (MPG/ESO 2.2 m)
FLAMES Fiber Large Array Multi Element Spectrograph (VLT/UT2)
FMF First Mass Function (i.e., the IMF of the first stars)
FORS1 Visual and near UV FOcal Reducer and low dispersion

Spectrograph (VLT/UT2)
FORS2 Visual and near UV FOcal Reducer and low dispersion

Spectrograph (VLT/UT1)
FUSE Far Ultraviolet Spectroscopic Explorer (launched June 24, 1999)
GALEX Galaxy Evolution Explorer (launched April 28, 2003)
GC Globular Cluster
GIRAFFE Medium-high resolution (R = 7500−30000) spectrograph for the

entire visual
range, fed by FLAMES

GMT Giant Magellan Telescope (with the resolving power of a 24.5 m
primary mirror)

GP Gunn-Peterson
GPE Gunn-Peterson Effect
GRB Gamma-Ray Burst
GSMT Giant Segmented Mirror Telescope (30 m)
HARPS High Accuracy Radial velocity Planet Searcher (ESO 3.6 m)
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HB Horizontal Branch (core He burning)
HIPASS H I Parkes All-Sky Survey (installed at the 64 m Parkes

Telescope, Australia)
HIRES High Resolution Echelle Spectrometer (Keck Telescope on

Mauna Kea, Hawaii, USA)
HN Hypernova (pl.: HNe – Hypernovae)
HM Hot Medium (dust)
HMP Hyper Metal-Poor (Star): [Fe/H] <−5.0
HR High Resolution
HRD Hertzsprung-Russel Diagram
HST Hubble Space Telescope
HVC High-Velocity Cloud
IAU International Astronomical Union
ICF Ionization Correction Factor
ICM Intra-Cluster Medium
IGM Inter-Galactic Medium
IMF Initial Mass Function
IMPRS International Max-Planck Research School
INT Isaac Newton Telescope
IP Ionization Potential
IR Infrared
ISAAC Infrared Spectrometer And Array Camera (VLT/UT1)
ISM Interstellar Medium
JELT Japanese ELT Telescope (30 m)
JWST James-Webb Space Telescope
KECK Two 10 m telescopes (Keck I and Keck II) on Mauna Kea,

Hawaii, named after William Myron Keck (1880-1964)
LAT Large Atacama Telescope (25 m infrared telescope)
LBG Lyman Break Galaxy
LLS Lyman Limit System
LMC Large Magellanic Cloud
LOS Line of Sight
LP Large Programme
LSS Large Scale Structures
LTE Local Thermodynamic Equilibrium
Ly α Lyman alpha
MACHO MAssive Compact Halo Object
ML Mass Luminosity
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MMP Mega Metal-Poor (Star): [Fe/H] <−6.0
MP Metal-Poor (Star): [Fe/H] <−1.0
MPG Max-Planck-Gesellschaft
MS Main Sequence (core H burning)
MW Milkyway
NASA National Aeronautics and Space Administration
NIR Near Infra-Red
NS Neutron Star
NTT New Technology Telescope, an Alt-Az, 3.58 m Richey-Chrétien

telescope which pioneered the use of active optics
OB Observation Block
OPC Observing Programmes Committee
OWL Overwhelmingly Large (Telescope)
PDF Probability Distribution Function
PN Planetary Nebula
PI Project Investigator
PIC Photoionization Correction
PISN Pair Instability Supernova – sometimes also referred to as Pair

Production Supernova (PPSN or SNγγ)
PSPC Position Sensitive Proportional Counters (aboard ROSAT)
QAL Quasar Absorption Line (system / spectroscopy)
QSO Quasi Stellar Radio-Object (or Quasar for short)
REW Rest-Frame Equivalent Width
RG Red Giant
RGB Red Giant Branch (shell H burning)
ROSAT ROentgen SATellite (launched June 1990, turned off in February

1999)
SBBN Standard Big Bang Nucleosynthesis
SDSS Sloan Digital Sky Survey
SED Spectral Energy Distribution
SERC Science and Engineering Research Council (UK)
SFR Star Formation Rate
SGB Subgiant Branch (transition from core to shell H burning)
SMC Small Magellanic Cloud
SMR Super Metal-Rich (Star)
SN Supernova (pl.: SNe – Supernovae)
SNR Supernova Remnant
SNR (also S/N) Signal-To-Noise Ratio
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SPH Smoothed Particle Hydrodynamics
STIS Space Telescope Imaging Spectrograph (aboard HST)
SWIFT A multi-wavelength observatory (launched on November 20, 2004)

dedicated to the study of GRB science, and that "swiftly"
(∼ 20−75s) points itself onto GRB events.

SZE Sunyaev-Zeldovic Effect
TMT Thirty Meter Telescope
UMP Ultra Metal-Poor (Star): [Fe/H] <−4.0
UV Ultraviolet
UVES UV-Visual Echelle Spectrograph (VLT/UT2)
V Visual
VLA Very Large Array, New Mexico
VLT Very Large Telescope (ESO), Mount Paranal, Chile
VMBH Very Massive Black Hole
VMP Very Metal-Poor (Star): [Fe/H] <−2.0
VMS Very Massive Stars
WD White Dwarf
WFC3 Wide Field Camera 3 (aboard HST)
WHIM Warm Hot Intergalactic Medium
WHIMP Weakly Interacting Massive Particle
WIFI Wide Field Imager at the ESO/MPG-2.2 m telescope, La Silla,

Chile
WIM Warm Intercloud Medium
WR Wolf-Rayet (Star)
XMP see EMP
ZAMS Zero Age Main-Sequence
ΛCDM Lambda Cold Dark Matter
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