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Preface

Abstracting information from its original medium or carrier to
make its properties visible, understandable, or accessible in an-
other manner is one of the fundamental concepts of scientific re-
search. The concrete form or method of abstraction varies in time,
in reply to the field of research and the scientific question at hand.
It is also naturally influenced by the technological progress, as new
technology has always spawned new research methodologies and
led to the formation and validation of new scientific hypotheses.

The one technological development that originated and moti-
vated much of the research presented in this thesis is 3D Pho-
tography – the generation of digital copies of three-dimensional
objects. While this technology has a vast impact in various fields
of automation, manufacturing and reverse engineering, the focus
of the present work is its use – and the methods necessitated by
its use – in the context of cultural heritage applications.

In the cultural heritage sector, the use of virtual, yet faith-
ful reconstructions of valuable artefacts can break ground for nu-
merous fascinating applications that were not within possibility
before, given the various severely limiting restrictions that char-
acterise the handling of their physical counterparts. On the other
hand, applying computer graphics technologies in this sector also
poses several special demands, such as dependability of the data,
as well as the differentiation between acquired, reconstructed and
guessed data.

Before this background, the present thesis investigates meth-
ods for acquiring, reconstructing and recreating virtual represen-
tations of cultural heritage artefacts, focussing on fully automatic
methods wherever possible and on intuitive and easy to use in-
teraction paradigms where necessary to take into account that
future users of the presented methods will most likely be experts
in a field different from computer science.
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Abstract

This thesis presents methods for 3D geometry processing un-
der the aspects of cultural heritage applications. After a short
overview over the relevant basics in 3D geometry processing, the
present thesis investigates the digital acquisition of 3D models. A
particular challenge in this context are on the one hand difficult
surface or material properties of the model to be captured. On
the other hand, the fully automatic reconstruction of models even
with suitable surface properties that can be captured with Laser-
range scanners is not yet completely solved. This thesis presents
two approaches to tackle these challenges. One exploits a thorough
capture of the object’s appearance and a coarse reconstruction for
a concise and realistic object representation even for objects with
problematic surface properties like reflectivity and transparency.
The other method concentrates on digitisation via Laser-range
scanners and exploits 2D colour images that are typically recorded
with the range images for a fully automatic registration technique.

After reconstruction, the captured models are often still in-
complete, exhibit holes and/or regions of insufficient sampling. In
addition to that, holes are often deliberately introduced into a reg-
istered model to remove some undesired or defective surface part.
In order to produce a visually appealing model, for instance for
visualisation purposes, for prototype or replica production, these
holes have to be detected and filled. Although completion is a
well-established research field in 2D image processing and many
approaches do exist for image completion, surface completion in
3D is a fairly new field of research. This thesis presents a hierar-
chical completion approach that employs and extends successful
exemplar-based 2D image processing approaches to 3D and fills-
in detail-equipped surface patches into missing surface regions.

ix



x Abstract

In order to identify and construct suitable surface patches, self-
similarity and coherence properties of the surface context of the
hole are exploited.

In addition to the reconstruction and repair, the present thesis
also investigates methods for a modification of captured models
via interactive modelling. In this context, modelling is regarded
as a creative process, for instance for animation purposes. On the
other hand, it is also demonstrated how this creative process can
be used to introduce human expertise into the otherwise auto-
matic completion process. This way, reconstructions are feasible
even of objects where already the data source, the object itself, is
incomplete due to corrosion, demolition, or decay.



Zusammenfassung

In dieser Arbeit werden Methoden zur Bearbeitung von digi-
taler 3D Geometrie unter besonderer Berücksichtigung des An-
wendungsbereichs im Kulturerbesektor vorgestellt. Nach einem
kurzen Überblick über die relevanten Grundlagen der dreidimen-
sionalen Geometriebehandlung wird zunächst die digitale Akquise
von dreidimensionalen Objekten untersucht. Eine besondere Her-
ausforderung stellen bei der Erfassung einerseits ungünstige
Oberflächen- oder Materialeigenschaften der Objekte dar (wie
z.B. Reflexivität oder Transparenz), andererseits ist auch die
vollautomatische Rekonstruktion von solchen Modellen, die sich
verhältnismäßig problemlos mit Laser-Range Scannern erfassen
lassen, immer noch nicht vollständig gelöst. Daher bilden zwei
neuartige Verfahren, die diesen Herausforderungen begegnen, den
Anfang.

Auch nach der Registrierung sind die erfassten Datensätze
in vielen Fällen unvollständig, weisen Löcher oder nicht aus-
reichend abgetastete Regionen auf. Darüber hinaus werden in
vielen Anwendungen auch, z.B. durch Entfernen unerwünschter
Oberflächenregionen, Löcher gewollt hinzugefügt. Für eine
optisch ansprechende Rekonstruktion, vor allem zu Visual-
isierungszwecken, im Bildungs- oder Unterhaltungssektor oder
zur Prototyp- und Replik-Erzeugung müssen diese Löcher
zunächst automatisch detektiert und anschließend geschlossen
werden. Obwohl dies im zweidimensionalen Fall der Bildbear-
beitung bereits ein gut untersuchtes Forschungsfeld darstellt und
vielfältige Ansätze zur automatischen Bildvervollständigung ex-
istieren, ist die Lage im dreidimensionalen Fall anders, und
die Übertragung von zweidimensionalen Ansätzen in den 3D
stellt vielfach eine große Herausforderung dar, die bislang keine

xi



xii Zusammenfassung

zufriedenstellenden Lösungen erlaubt hat. Nichtsdestoweniger
wird in dieser Arbeit ein hierarchisches Verfahren vorgestellt,
das beispielbasierte Konzepte aus dem 2D aufgreift und Löcher
in Oberflächen im 3D unter Ausnutzung von Selbstähnlichkeiten
und Kohärenzeigenschaften des Oberflächenkontextes schließt.
Um plausible Oberflächen zu erzeugen werden die Löcher dabei
nicht nur glatt gefüllt, sondern auch feinere Details aus dem Kon-
text rekonstruiert.

Abschließend untersucht die vorliegende Arbeit noch die Mod-
ifikation der vervollständigten Objekte durch Freiformmodel-
lierung. Dies wird dabei zum einen als kreativer Prozess z.B. zu
Animationszwecken betrachtet. Zum anderen wird aber auch un-
tersucht, wie dieser kreative Prozess benutzt werden kann, um et-
waig vorhandenes Expertenwissen in die ansonsten automatische
Vervollständigung mit einfließen zu lassen. Auf diese Weise wer-
den auch Rekonstruktionen ermöglicht von Objekten, bei denen
schon die Datenquelle, also das Objekt selbst z.B. durch Korrosion
oder mutwillige Zerstörung unvollständig ist.
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CHAPTER 1

3D Geometry in the Cultural Heritage

Domain

Making pieces of art or of particular historic importance available
to an audience as wide as possible is a key interest of historians, ar-
chaeologists and museums’ curators. Ideally, from a didactic point
of view, each artefact would be demonstrated within its historic
and semantic context, maybe even giving the observer the op-
portunity to interact and participate, granting access to everyone
interested. Aside from the inherent and unsolvable dimensionality
problem that any object can be demonstrated physically in one
state representing a certain temporal snapshot only – even though
it may have underwent important changes over the course of time,
these requirements conflict with another fundamental interest at
the very heart of every historian: The preservation of the objects
under his auspices.

Generation of digital three-dimensional copies of the historic
artefacts can build a bridge between these discordant and con-
tradictive requirements associated with the handling of valuable
artefacts. It therefore comes to no surprise that 3D content gen-
eration has gained (and is gaining at an increasing speed) much
attention from the cultural heritage community, even although
3D photography is still a sophisticated process that comes yet
nowhere near the practicability and ease of use of traditional 2D
photography. Nevertheless, the use of computer graphics methods
opens up manifold opportunities and paves the way to novel solu-
tions to long standing challenges associated with standard tasks
in the cultural heritage domain.

3



4 Chapter 1. 3D Geometry in the CH Domain

Among the most imminent concerns of museums curators is the
documentation and cataloguing of the vast amount of artefacts in
the museums’ inventories. Not infrequently do in particular high
ranked museums have a backlog of up to 50%, and only a fraction
of the valuable artefacts in a museum’s possession can typically be
displayed due to limited space and limited personnel for prepara-
tion and handling. Instant and random access to the full spectrum
of the items hidden in storage rooms and depots is not even en-
visioned yet for many museums. Here, 3D photography has the
potential to tackle traditional challenges and facilitate novel ways
for dissemination and accessibility in a manner unknown with tra-
ditional photography.

In addition to this, the use of computer graphics methodologies
in the cultural heritage domain can be expected to boost (and is
doing so today) a number of applications that are feasible for the
first time with the aid of captured 3D geometry:

• Quantitative / statistical analysis

• Restoration planning / documentation

• VR / AR applications

– Virtual reassembly

– virtual stress tests / check for plausibility of previous
reconstructions

– Virtual historic/spatial contexts

– Virtual reconstruction in different states of evolvement

• Prototype generation for

– Manufacturing of restoration parts

– Mold generation for replica generation or merchandising

– Mold generation for packaging and transport

– Precisely formed supports / stands.

Although for most of the aforementioned applications a faithful
digital reproduction of the object under consideration is required
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and suffices, the endeavour to exploit the acquired data in educa-
tion and entertainment applications also calls for methodologies
to perform artistic and creative operations. To successfully enable
experts in the field to incorporate their knowledge into the virtual
restoration, make-up and presentation, however, these methodolo-
gies have to fulfill some specific requirements:

• The modelling interface must be as simple and intuitive as
possible, as future users can be expected to be experts in a
field different from computer science

• Precise definition of the region of influence of an editing op-
eration is obligatory, as in particular historians always need
to be able to distinct modified from original data.

• The modelling technology cannot be restricted to the defor-
mation of the object only, it is essential that also considerable
material may be added or removed, including parts of other
objects.

• Although detail preservation in this context is a virtue, it
stands back behind the importance of the possibility to re-
construct or recreate fine surface detail in regions of added
material to match the surrounding of the editing region.
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CHAPTER 2

Basics on 3D Geometry Processing

Understood as a general scientific term, Modelling refers to the
creation of a (typically simplified) representation of a system or
phenomenon that retains specifically those properties of the orig-
inal required by the application or scientific question at hand (cf.
[Costello 1991]). In a less abstract sense, a model can also be an
artificial instance of a physical object which is stripped from all its
properties that are irrelevant in the respective context. As such,
the prototypical clay miniature that designers create in the early
stages of conceptualising a new car can serve as an example of
a model, in this case capturing shape as the most important as-
pect. In the present thesis it is this last type that is referred to
as models – virtual, digital descriptions of a physical object. In
principle, such models can be generated in two fashions, either
by ab initio-creation or by capturing the desired properties using

AbstractionPhysical World Virtual World

Shape

Representations

Physical

Object

Creation

Capture

Digital

Model

Polygonal Meshes

Subdivision Surfaces

Level Set Surfaces

Point Sets

NURBS-Surfaces

Triangle Soups

Physical

Object

Creation

Capture

Digital

Model

Polygonal Meshes

Subdivision Surfaces

Level Set Surfaces

Point Sets

NURBS-Surfaces

Triangle Soups

...

Figure 2.1: Model generation / Abstraction.
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8 Chapter 2. Basics on 3D Geometry Processing

some kind of 3D photography, e.g. using Laser range scanners,
structured light, tactile sensors, or volumetric methods like CT or
µCT. The properties that are primarily required to be captured
in the model are shape, appearance, and sometimes some aspects
of the material the physical object is made of.

With respect to shape, a number of representations have been
developed over the years in computer graphics and can be consid-
ered mainstream: Polygonal meshes, subdivision surfaces, level set
surfaces, point sets, NURBS-surfaces, to name a few. All of these
have their specific strengths and weaknesses, depending on the
application they are used in – not all representations are equally
suitable for all applications for all types of models, just as not all
processing strategies are equally suitable for all representations.

Unlike in the automotive and manufacturing industries, where
CAD-tools dominate the digital creation process, creating 3D
models from scratch is generally not the method of choice in the
cultural heritage sector, as it would antagonise many of the appli-
cations mentioned above, in particular with respect to documen-
tation and analysis. Various projects do exist that aim at gener-
ating virtual models of buildings and architecture using CAAD-
tools, and the grammar-based modelling of historic architecture
is currently gaining increasing research attention (see [Havemann
2005]), but modelling in particular sculptures etc. is yet virtu-
ally unfeasible. The object representations predominantly used in
this thesis are therefore those directly related to the data cap-
turing process, i.e. point sets, implicit representations as distance
fields, and triangle meshes. The following sections will give a short
overview over some of the most popular surface representations.

2.1 Digital Object Representations

2.1.1 Point Sets

Among the more popular representations of a 2D-surface in 3D,
the point set representation certainly constitutes the conceptually
simplest. For a given 2-manifold surface S in R3, it consists of no
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Shape

Representation

Application

Processing

Tools

Figure 2.2: Shape, its digital representation, the processing tools, and the
application have a natural influence onto each other.

more than a finite set P of point samples of S:

P =
{
p1, . . . ,pN ∈ R3

}
,

where N ∈ N, and pi ∈ S for all i = 1, . . . , N . In its basic
formulation no additional knowledge such as connectivity, spatial
structure, etc. is required. Nevertheless, a point’s position is often
paired with other attributes like colour and normal, and the re-
sulting n-tuple is usually referred to as surfel ([Pfister et al. 2000]).
For many applications, e.g. rendering and the transformation into
other surface representations (see section 2.4), in particular the
surface normals are required and either captured together with
P from the surface S or derived from P using local surface anal-
ysis operators. Throughout this thesis, n(p) denotes the surface
normal at some point p ∈ R3.

Representing surfaces through point sets has become increas-
ingly popular in the past few years. One reason for this is the
spreading of affordable 3D capture technology in form of laser
range scanners outputting easily millions of point samples, and
thereby producing a faithful sampling of the scanned surface. The
other reason, that is equally important, is the development of
powerful algorithms that prepare the ground for numerous appli-
cations to be employed directly on the point set itself without the
need to perform a full-scale reconstruction first.
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Figure 2.3: An ellipsoidal surface represented (from left to right) implicitly
as level set {p ∈ R3 | p2

x + 0.5p2
y + p2

z − 1 = 0}, as triangle mesh, and as
point set (overlaid over the triangle mesh for illustration purposes).

2.1.2 Parameterised Surfaces

Let I ⊆ R be an interval, and let f : I × I → R3 be a continuous
function. Then a parameterised surface S is defined as the set

S =
{
p ∈ R3 | ∃(u, v) ∈ I × I : p = f(u, v)

}
.

An example of this representation are the famous Non-uniform
Rational B-Spline (NURBS) surfaces (see e.g. [Farin 1990]) that
were used extensively (and are still today) in the engineering in-
dustries to describe the building components of cars. However,
even in the automotive industries, where the desirable computa-
tional properties of NURBS surfaces are indispensable, their use
is currently pushing limits, as the number of trimmed NURBS
patches for a single car reach the order of millions. Constructing
parameterised surfaces for captured physical models is non-trivial
and computationally prohibitive.

2.1.3 Triangle Meshes

One special case of parameterised surfaces are triangle meshes.
A triangle mesh is a piecewise linear surface that can be formu-
lated as the pair (V , E), consisting of a set V of vertices in R3,
representing the surface’s geometry and a set E ⊂ V × V of edges
capturing the connectivity and the topology of the surface. The
edges in E form a planar graph whose faces are triangles in R3.
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One reason for the popularity of this type of surface representa-
tion is the fact that nowadays’ graphics hardware is heavily tuned
to rapidly handle large amounts of triangle mesh data, such that
more than 100 million triangles can be rendered per second (ac-
cording to NVIDIA, up to 181 million triangles per second on the
Quadro FX 4500).

2.1.4 Implicit Representations

In contrast to parameterised surfaces which can be considered the
image of a function, level set surfaces are defined implicitly as the
kernel of a functional: Let F : R3 → R be a continuous functional,
then a level set surface S is defined as the set

S =
{
p ∈ R3 | F (x, y, z) = 0

}
.

Algebraic surfaces, e.g. the ellipsoid {p ∈ R3 | p2
x+0.5p2

y+p2
z−1 =

0}, depicted in figure 2.3, are examples of this type of surface
representation, where the surface points are roots of polynomials
up to a given degree. Another, more abstract approach to implicit
surfaces, is the zero-set of the distance field defined by the surface
itself:

F (p) = δ(p,S),

where δ is some appropriate (signed) distance measure between a
point in R3 and the surface (or some surface approximation, see
section 2.4).

By definition, implicit surfaces deliver an ubiquitous availabil-
ity of inside/outside information by simply evaluating the respec-
tive functional F . In addition to that, implicit surfaces are pow-
erful representations of topologically complex surfaces, that can
easily handle topological changes during modelling. On the other
hand, implicit surfaces do not enable any direct access to the sur-
face itself. For an elaborate coverage of implicit surfaces see [Bloo-
menthal 1997].
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Figure 2.4: 3D data acquisition taxonomy.

2.1.5 Other Representations

All of the aforementioned surface representations are concerned
with the geometry of the surface to be represented. In some ap-
plications and in particular for rendering, however, its appearance
is more important. As a consequence, image-based methods that
allow regarding the object from arbitrary view-points and under
arbitrary lighting conditions have been developed. It has been
demonstrated e.g. by Hawkins et al. [2001], that for demonstration
and illustration purposes of an object itself, it can be represented
by a dense set of photographic images without explicit geome-
try reconstruction. By basing the representation on photographs
only, this approach is viable even for objects for which a faithful
geometry capture is at least challenging, e.g. materials such as
leather, feather, or fur. Nevertheless, numerous applications in-
volve at least coarse geometry. Chapter 5 will discuss this hybrid
type of representation where geometric fine detail is represented
by images whereas the coarse geometry is represented explicitly
as triangle mesh.

2.2 Acquisition

As of today, the technologies available to digitise three-
dimensional physical objects can typically be categorised into
three groups: Laser-based, Computer Tomography (CT or µCT),
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and Light Field methods that are based on the exploitation of
dense sets of photographic images.

Surface Volume

Contact Tactile Sensors Histologies

Non-Contact 3D Photography CT, µCT, MRT

Among the methods that use Laser-emitting devices, one can
in turn distinguish three different range finding principles: Time-
of-Flight, triangulation, and interferometric scanners. Due to the
limited precision of time-of-flight scanners and the considerable
cost of interferometric scanners, triangulation scanners are most
widespread. They combine a simple setup (compared to interfero-
metric scanners) resulting in mid-price devices with a reasonable
precision of few microns under ideal conditions. For a given view-
point, these non-contact capturing devices record a rectangular
array of depth values (a so-called Range Image) by tracking con-
tour lines projected onto the physical object (cf. figure 2.5). The
depth values represent the distance between the capturing camera
and the corresponding point on the object’s surface and therefore
encode the point’s position in space relative to the scanning de-
vice. As a precise tracking of the global position of the scanner
is generally unfeasible, each range image is given in its own co-
ordinate system. This necessitates the transfer of each individual
range image into one common, global coordinate system – a pro-
cess that is usually referred to as registration. This next step in the
acquisition pipeline after capturing the raw data will be described
in the following section (section 2.3).

Computer tomography methods raster the space containing the
object into a finite set of voxels and record density values for each
voxel. Here, the full data is recorded in a common coordinate
system such that no registration is necessary. Moreover, computer
tomography allows a look on the inside of the object, which is
particularly useful for objects with an intricate interior structure.
On the other hand, the fact that only density values are recorded
necessitates contour extraction algorithms to be applied before
an actual surface can be generated. This step of the acquisition
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Figure 2.5: Triangulation scanning principle: A horizontal line is projected
onto the object and recorded by an attached camera. For known laser and
view directions, the enclosed angle α+ β allows precise depth computation.

pipeline is usually referred to as reconstruction and will be the
topic of section 2.4.

Data acquisition using CT suffers from a limited resolution,
while µCT delivers high resolution recordings at the cost of con-
siderably confined measurement dimensions.

Acquiring the light field representation of an object involves the
sampling of the space of all light directions and of all viewing di-
rections. To this end, the object is lit from predefined lighting po-
sitions and under each such elementary illumination, a photograph
is taken from equally predefined viewing positions. The acquisi-
tion setups presented so far ([Malzbender et al. 2001], [Hawkins
et al. 2001], [Hawkins et al. 2005], [Koch 2006]) differ mainly in the
sampling density with respect to light and viewing directions, and
the extent to which the acquisition is parallelised. In particular
the setup developed by Sarlette et al. described in [2006] delivers
fast acquisition times of less than 20 minutes (three times as much
for high dynamic range recordings) by massive parallelisation.

2.3 Registration

Range images captured with a laser range scanner are point
clouds, each sampling a certain part of the digitised object and
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Figure 2.6: Iterative Closest Points process flow.

given in its own local coordinate system. To derive a complete
closed surface sampling, the range images have therefore to be
transferred into a common global coordinate system. This registra-
tion step is traditionally performed by a manual pre-registration
step that coarsely pairwise aligns the range images, followed by
an iterative automatic fine alignment.

The goal of range image alignment is to find a coordinate
transformation that maps points representing an identical posi-
tion on the scanned surface to coinciding positions in space. Pairs
of such points in the overlapping regions of two range images are
called corresponding. Unfortunately, the correspondences between
recorded range images are generally unknown and – although at
least in part easily identifiable for a human observer – not ac-
cessible for an automated registration. It is worth noting that
knowledge of the complete set of correspondences is equivalent to
knowing the coordinate transformation between two range images.
The concept of most successful approaches to (semi-)automatic
registration is therefore an iterative procedure that alternately
estimates correspondences and transformations (cf. figure 2.6).

Iterative Closest Points

Let P = {p1, . . . ,pN} ⊂ R
3 be a range image, and let X =

{x1, . . . ,xN} ⊂ R3 be a point set with which P is to be aligned.
In the context of registration, P is also denoted as the data, while
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X is called the model. Let CX : R3 → X be the operator that finds
for any point p in the Euclidean space the closest point xp in the
model X :

xp = CX (p) = arg min
x∈X

d(p,x)

according to some distance function d, typically the Euclidean
distance

d(p,x) = 〈p− x,p− x〉 1/2.

Here, 〈., .〉 denotes the standard scalar product in R3.
The key component of the popular ICP method introduced by

Besl et al. [1992] is to assume that the geometrical proximity of
p to CX (p) indicates correspondence, i.e. semantic equivalence.
ICP consequently interprets {(pi,xpi)}i=1,...,k ⊂ P ×X , with k ≤
N , to be corresponding point pairs and tries to find a rotation R
and a translation t, such that

1

k

k∑
i=1

d(xpi,Rpi + t)2 → min
R,t

!

After the minimising transformation (R, t) is found, it is applied
to P and the procedure is iterated, each time updating the corre-
spondences using the closest-point-operator CX .

Initially, the above assumption is unjustified. The minimisation
is therefore prone to lead to a local minimum that is arbitrary
distant to the true solution. To counteract this, the iteration is
initiated by a manual identification of corresponding point pairs,
i.e. by selecting and declaring a sparse set of corresponding point
pairs in the data and the model point set.

Although several extensions to the ICP algorithm have been
developed over the years that help avoiding local minima and cir-
cumvent false correspondence computations, the fully automatic
registration without manual pre-alignment is still a matter of cur-
rent research. Chapter 4 will give a more detailed overview over the
existing approaches and will also introduce a solution to this prob-
lem that exploits 2D-intensity images that are frequently recorded
during scanning by most available off-the-shelf Laser range scan-
ners.
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2.4 Reconstruction

Given powerful and efficient algorithms to directly handle large
point sets outputted from the previous stages in the content cre-
ation pipeline, many applications can deal with the point set rep-
resentation itself and no further processing is required. For other
applications however, a closed surface representation in form of
a polyhedral surface (such as a triangle mesh) is still required or
can at least be exploited for performance or efficiency reasons.

The goal of surface reconstruction as formulated by Hoppe et
al. [1992] is therefore as follows:

Given a surface sampling P of points pi ∈ R3, i =
1, . . . , N on or near a surface S, determine a surface
approximation Ŝ to S.

This conversion from a point sampling into a surface approxima-
tion Ŝ is typically performed as a two-step process: Firstly, an
implicit representation is constructed from the point set – for in-
stance in form of the zero set of the surface’s distance field ([Hoppe
et al. 1992],[Ohtake et al. 2003]), of a radial basis function fitted
to the given surface data ([Carr et al. 2001]), or in form of the
stationary set of a projection operator ([Levin 2003]). In a sub-
sequent contouring step, this implicit representation is converted
into a polygonal mesh by an iso-surface extraction algorithm.

This two-step reconstruction paradigm is also applied if faced
with data from intermediate stages in industrial CAD processes
which often suffers from topological inconsistencies, cracks in the
tessellation etc. In this case the implicit representation is chosen
to faithfully reproduce the surface properties, whereas the con-
tour extraction can be tuned to generate surface meshes with the
desired properties.

2.4.1 Moving Least Squares

The basic idea of the well-known moving least squares surface in-
terpolation scheme by Levin [2003] is to define Ŝ as stationary
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Figure 2.7: The moving least squares projection operator. Left: For a given
point r ∈ R3 near the approximated surface S, the minimising hyperplane
H is found and a local coordinate system with origin at q is defined. Right:
The projection operator is defined as a mapping of r onto the best fitting
polynomial π ∈ Π2

m(H).

set of a projection operator Pm that projects points close to suffi-
ciently sampled regions of the original surface S onto Ŝ: Let r be a
point near the approximated surface S; a hyperplane H = (a,D)
with normal a ∈ R3, ‖a‖ = 1 and distance D ∈ R≥0 to r is defined
s.t. ∑

pi∈P
(〈a,pi〉 −D)2 θ(‖pi − q‖)→ min

a,D
!, (2.1)

where θ is a non-negative weight function and q is r’s projection
onto H (see figure 2.7, left). The resulting hyperplane H defines
a local reference domain with its origin located at q ∈ H.

In a second step, a polynomial π ∈ Π2
m(H) of degree m is fitted

to the residuals fi = ‖pi − qi‖ such that∑
pi∈P

(π(qi)− fi)
2 θ(‖pi − q‖)→ min

π
!

becomes minimal. It is worth noting that in the above equations
the weight function is evaluated depending on the distance be-
tween the sample points pi and the origin q, i.e. the projection of
r onto H.

The MLS surface finally is defined to be the stationary set
of the projection operator that maps a point r near S to the
corresponding point on the polynomial:

r 7→ r′ = q + π(0)a.
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In many cases, normals are not known by measurement and need
to be assigned to each point p ∈ P , and it is tempting to use
the normal a(p) of the approximating hyperplane H as defined
above. However, as stressed by Alexa and Adamson [2004], a(p)
is not necessarily collinear with the surface normal, although it
is frequently employed as such. For further details cf. the above
publication, as well as [Adamson & Alexa 2003] and [Adamson &
Alexa 2004].

As pointed out by Klein and Zachmann [2004], the weight func-
tion θ in equation (2.1) depends on the Euclidean distance, which
does not respect any topology potentially present in the data, and
hence may declare points ”close” that are indeed, at least topolog-
ically, far away. Although on first sight this corresponds well to the
fact that point sets do not explicitly store topology information,
Klein and Zachmann correctly argue that proximity graphs can
be used to approximate geodesic (and therefore surface-inherent)
distances to overcome these limitations at the cost of only little
storage overhead.

Although moving least squares surfaces in their original for-
mulation are smooth by definition and therefore unable to repro-
duce sharp features, recent approaches have introduced piecewise
smooth surface representations based on the MLS. See e.g. Fleish-
man et al. [2005], who used statistics methods to detect and pre-
serve sharp features present in point sampled data in the MLS
representation.

2.4.2 Radial Basis Functions

In contrast to the local approximation nature of the moving least
squares scheme, where the approximating function (the approx-
imant) is a low degree polynomial defined over a local domain
available only in close vicinity to the approximated surface (the
approximand), radial basis function (RBF) interpolation derives
one implicit function whose zero set globally defines the approxi-
mating surface Ŝ.1 Its task is therefore to find a function ŝ such

1In order to avoid confusion between interpolation and approximation, please note that
the approximation Ŝ of the original surface S is derived in this section via interpolation
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that
ŝ(p) = 0 for all p ∈ P .

In order to avoid trivial solutions like s = 0, boundary constraints
are inserted that define non-zero values for off-surface points, one
obvious choice being the signed distance of these points to the
approximated surface (cf. [Carr et al. 2001]). The complete inter-
polation problem can then be stated as:

Given a surface sampling P of points pi ∈ R3, i =
1, . . . , N on or near a surface S, and further a set of
off-surface points pj ∈ R3, j = N + 1, . . . , N + M find
a function ŝ such that

ŝ(pi) = si for all i = 1, . . . , N +M

where si = 0 for i = 1, . . . , N . For i = N+1, . . . , N+M ,
si denotes the off-surface points’ distance to the approx-
imated surface.

In the above problem statement, the space from which the op-
timal function ŝ may stem is unspecified. In practice, the choice of
an appropriate function space is influenced by additional smooth-
ness assumptions for the approximand, which lead to optimal-
ity criteria for the approximant, and by computational consider-
ations, which typically lead to finite dimensional function spaces.

Both conditions are fulfilled by setting the space of allowable
interpolants to be{

s(x) = p(x) +
N+M∑
i=1

λi φ(‖x− pi‖)

}
,

where φ : R≥0 → R are the so-called radial basis functions and
p(x) is a low degree polynomial.

The simplest example for an RBF interpolation is the interpo-
lation with finite linear combinations of translations of the radially
symmetric function φ(r) = r:

s(x) = p(x) +
∑

λi‖x− pi‖,

of the sample points in P. In this sense, Ŝ is an approximant to S and an interpolant to
P.
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with a linear polynomial p and the Euclidean norm ‖ · ‖. It was
shown by Duchon [1977] that the smoothest interpolant in the
space of Beppo-Levi distributions onR3 is guaranteed to have this
particular form. (See e.g. [Carr et al. 2001] for further details.)

Other examples for frequently employed radial basis functions
include

φ(r) = r Biharmonic

φ(r) = r2 log(r) Thin plate

φ(r) = r3 Triharmonic

φ(r) = e−αr2

Gaussian

The specific choice of a radial basis function for a given inter-
polation problem strongly influences not only the resulting inter-
polant but also the computational effort to solve for the required
coefficients λi and those of p. In particular, radial basis functions
with global support (for instance the triharmonic RBF φ(r) = r3)
deliver fair surface approximations that are able even to cover
large holes in the input sampling at the price of a dense matrix in
the corresponding linear system (see below). RBFs with a more
local support lead to sparse matrices that can be solved far more
efficiently, but may generate surfaces with undesired properties.

Let π1, . . . , πl be the basis for the space of polynomials up to
degree l and let c1, . . . , cl be the corresponding coefficients of p in
this basis. The linear system for the desired interpolant can then
be written as (

Φ Π
ΠT 0

)(
λ
c

)
=

(
s
0

)
,

where Φij = φ(‖pi − pj‖) and Πij = πj(pi). This linear system
also includes the orthogonality conditions that require

N∑
i=1

λi =
N∑

i=1

λipi = 0.

Regarding this linear system, it becomes obvious why RBF
interpolation has traditionally been considered inappropriate for
reconstruction purposes where point clouds easily reach the size of
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millions of points. Even for reduced problem sizes in the context
of surface modelling, solving the above linear equation remains
computationally involved, although recent approaches have proven
their feasibility even in real-time applications [Botsch & Kobbelt
2005].

The biggest advantage of RBF interpolation techniques is that
they are able to derive smooth interpolants under only very mild
conditions on the placement of the RBF centres – by construction,
since the placement of the centres itself influences the function
space. For function spaces that are defined without respect to
the positions of the points to be interpolated, it is typically not
difficult to construct examples that lead to singularities and non-
invertible matrix representations.

For in-depth reading please refer to [Buhmann 2003], [Duchon
1977], [Carr et al. 2001] and [2003], and the references given
therein.

2.4.3 Multi-level Partition of Unity Implicits

One of the most efficient approaches known to date to build a
surface representation from large sets of sampled surface points are
the so-called Multi-level Partition of Unity Implicits introduced
by Ohtake et al. [2003]. This approach derives an implicit surface
representation from point samples by computing local quadratic
surface approximations in octree cells (the so-called local shape
functions2). The local surface approximations are then blended in
order to generate a closed, smooth surface. The name MPU is due
to the fact that the blending functions (the weights) sum to one
at every input point.

More specifically, let P as usual denote a set {p1, . . . ,pN} of
sample points representing a 2D surface S in R3 with associated
surface normals {n1, . . . ,nN}. The goal is now to derive, in an
adaptive manner a function f : R3 → R whose zero level set
approximates the unknown underlying surface.

2The name local shape functions is adopted here for reference reasons. This should not
cause any confusion, however, with the notion of shape functions for modelling used in
chapter 8.
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Figure 2.8: Marching Cubes configurations.

To this end, the space surrounding the point set is subdivided
adaptively and local surface approximations are constructed hi-
erarchically in a top-down fashion. For each cell Ω of the space
subdivision scheme, a quadratic functional is fitted. It is then
checked, if the approximation error of this function with respect
to the points in Ω exceeds a certain threshold. In this case, Ω is
subdivided and the procedure is performed recursively on its child
cells.

During fitting, the points contained in Ω are analysed to select
the specific type of functionals to be used for approximation. In
order to be able to also represent edge- and corner-shaped sharp
features, the options include a heuristic to detect sharp features
and the use of piecewise quadratic functions.

The main advantages of the MPU as implicit surface approxi-
mation is that it is error-adaptive and fairly fast.

2.4.4 Contour Extraction

The standard approach for contour extraction from implicit func-
tions is the famous Marching Cubes-algorithm introduced by
Lorensen and Cline [1987]. In its original formulation, it generates
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a piecewise linear approximation of the implicit surface based only
on inside / outside information that is specified at the nodes of a
uniform grid. Exploiting symmetry relations, the set of possible in-
side / outside combinations at the eight grid nodes belonging to a
grid cell can be reduced to 15 (see figure 2.8). Each grid cell is then
processed and triangulated individually. If a consistent strategy is
pursued to resolve ambiguous cases, the marching cubes algorithm
is guaranteed to produce a closed 2-manifold mesh that separates
nodes marked inside from those marked outside.

Over the years, numerous extensions and improvements of the
marching cubes algorithm have been introduced, among others en-
abling the reconstruction of features inside octree cells ([Kobbelt
et al. 2001]), and allowing for adaptive grids to be handled ([Bloo-
menthal 1988],[Shu et al. 1995]). Adaptivity was restricted by the
fact, though, that adjacent grid cells were not allowed to dif-
fer by more than one octree level. Combining the dual surface
nets approach by S.F.F.Gibson [1998] with ideas from [Kobbelt
et al. 2001], this restriction was relieved by the dual contouring
approach introduced by Ju et al. [2002]. Later, the dual surface
nets approach was adapted to kd-trees by Greß and Klein [2003;
2004], further enhancing adaptivity and allowing even for thin
solid structures to be faithfully reconstructed. For further read-
ing, cf. [Greß & Klein 2004] and the references therein.



CHAPTER 3

Contributions

Motivated by the numerous and manifold applications in the cul-
tural heritage sector that become viable – in some cases even for
the first time – using computer graphics techniques, this thesis
investigates methods for 3D geometry processing under consid-
eration of the specific aspects of its use in this particular field.
The work presented in this thesis summarises (and extends) work
published in various papers as listed in section 9.7.
The main contributions are:

• A selection of 3D model generation algorithms that enable
users to efficiently produce digital copies of existing models
in a fully- or semi-automatic fashion on the basis of various
types of data sources (part II). Of particular relevance for
the subsequent contributions is a fully automatic range image
registration approach that exploits features contained in the
2D photographic images typically recorded together with the
range images

• A fully automatic hole detection approach for point sampled
surfaces that paves the way for a context-based, hierarchical
surface completion algorithm for point sampled surfaces that
is able to reconstruct large scale as well as fine detail features
in the hole region (part III)

• An interactive and semi-automatic modelling paradigm (part
IV) that allows for intuitive and efficient free-form modifica-
tion of 3D surface data and can seamlessly be integrated into
the surface completion previously introduced in part III.

25
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The methods and algorithms presented in this thesis are de-
scribed and motivated with their applicability in the context of
cultural heritage that offers a variety of applications and at the
same time poses some specific demands. Nevertheless, most of the
contributions of this thesis are applicable and relevant as such in
many other contexts.

The thesis is organised in four parts. After the introductory
part, part II (from page 27) deals with the generation of 3D models
based on range images and from dense image sets. Focussing on the
results from the registered point-based objects, the topic of part
III (from page 71) is the repair and completion of the generated
models, while the last part (from page 121) of this thesis considers
modelling methods, that can also be used in conjunction with the
automatic surface completion approach described in the preceding
part.



Part II

Model Generation
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CHAPTER 4

Reconstructing Geometry from Scan Data

Due to its accuracy, inexpensiveness, and non-intrusiveness, digi-
tising 3D-Objects with Laser-Range Scanners is the method of
choice for many applications, ranging from the automotive over
the entertainment industries to creative design and cultural her-
itage applications. However, to produce a complete surface of the
object to be digitised, the measurement of a single view seldom
provides sufficient data, such that multiple, often dozens of views
have to be registered. Registering two views of an object is usually
a two-stage process: First, an initial transformation is estimated,
which, in turn, is used as a starting point for the second stage,
the fine registration.

Figure 4.1: Range and colour image acquired with a laser range scanner
(in this case a Minolta Vivid 900)

The fully automatic registration of multiple range images is still
an area of active research in computer graphics. Commercial sys-
tems often rely on user-interaction to determine the initial trans-

29
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formation (see [Callieri et al. 2003]), making the pre-registration a
tedious and time-consuming task. To overcome this drawback, in
some applications additional information available from the scan-
ning process can be exploited to derive the initial transformation:
For instance, the relative viewpoint position might be known, e.g.
from tracking the scanner position or by using a turntable on
which the object to be digitised was situated. Although direct
and convenient, this is not always feasible due to the nature of
the object, its dimensions or location. Therefore, a common ap-
proach is to derive an initial transformation by aligning a small
set of corresponding feature points in the range images. These
feature points are either found as local geometric features on the
surface of the object or by placing additional markers on or in
the surrounding of the object. In the former case, robustness of
the feature detection is of vital importance, whereas in the latter,
special care has to be taken in the placement of the markers [Akca
2003], as markers should be visible from as many viewpoints as
possible whilst casting preferably no shadows on the object. Aside
from the inconvenience, the placement of markers on the object is
infeasible in cultural heritage applications, where artefacts to be
digitised often must not be touched at all. The need for close-up
scans for detailed and spacious objects also prohibits the use of
markers placed in the surrounding (see figs 4.1 and 4.12).

On the other hand, scanning devices commonly capture not
only geometry but also colour information or light intensities for
the scene (cf. figure 4.1). These intensity images are far less sub-
ject to noise and as opposed to range images do not exhibit miss-
ing values (coloured black in figure 4.1, left). As a consequence,
feature points extracted from these images are more robust than
those extracted from range images, making them more suitable
for correspondence computation. In addition to the robustness,
expressiveness and mere number of the features available in the
2D-image information, the key to the ensuing registration steps
lies in the fact that the features used here provide scales – an
indication of how far the surrounding of the feature is also part
of the feature. It is this conjuncture of availability, robustness
and scale-inherence that allows the formulation of the so-called
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feature surface elements and consequently an efficient automatic
high-quality registration.

After solving the pairwise registration procedure, the registra-
tion problem has to be solved for the full set of available range
images. This becomes necessary as the range scans usually over-
lap with a number of neighbouring range images. In real-world
data sets, the range images will be noisy and erroneous due to
material properties (colour, shininess, transparency, etc.), lighting
situation, and object dimensions (due to a limited depth of focus
in the optical system of the scanner). For each neighbour the bi-
lateral registration will therefore result in more or less differing
minimising positions. This non-conformity necessitates mediation
among the respective, bilaterally optimal, transformations. In sec-
tions 4.2 and 4.4, this problem is solved using a directed cost graph
formulation of the multi-view registration task, where the range
images constitute the nodes and two nodes are connected by an
edge iff the corresponding range images overlap sufficiently. As
cost, each edge is attributed with the error induced by registering
the two range images corresponding to the adjacent nodes.

The algorithm presented in this chapter is a fully automatic
registration approach based on 2D-image feature correspondences
which incorporates the following key features:

• No need for special markers

• Robustness with respect to noise and missing geometry data

• Automatic incorporation of additional markers if available

The registration algorithm is incremental in the sense that ad-
ditional range images can be incorporated into a set of already reg-
istered range images very efficiently. The feature detection is per-
formed unilaterally (constant time), whereas the feature matching
has to be done with respect to each of the 2D-images in the given
set (linear). Finally, the graph relaxation procedure is performed
on the full set of range images. Results from previous range image
integration can nonetheless be exploited, as extending an already
relaxed graph with additional range images converges very fast.
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Figure 4.2: Photograph of a medieval rood screen that was scanned and
reconstructed using the approach presented in this paper

4.1 Related Work

4.1.1 Pairwise Registration

One of the most popular registration methods in literature is the
iterative closest pair algorithm (ICP) by Besl and McKay [Besl &
McKay 1992] described in section 2.3. It iteratively searches for
closest point pairs in two surface patches and optimises the trans-
formation to minimise the distances between these points. How-
ever, since this algorithm implicitly assumes that closest points on
different patches correspond to each other, it only converges to-
ward a reasonable solution if the patches are roughly pre-aligned.
In order to overcome this drawback, various improvements and
variants of the original ICP were proposed. This includes verifi-
cation of closest point pairs by additional attributes like colour
or surface normal which is sometimes referred to as the iterative
closest compatible point algorithm (ICCP). Furthermore, more
sophisticated optimisation schemes were proposed as for example
simulated annealing or evolutionary algorithms. [Rodrigues et al.
2002] and [Rusinkiewicz & Levoy 2001] provide good surveys over
these ICP variants. Although these measures improve the conver-
gence properties of the original ICP algorithms and achieve high
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registration accuracy, they still do not allow for a registration of
several completely unaligned surface patches in reasonable time.

To automate the registration process, several authors proposed
to detect special surface feature points on the surface patches
[Faugeras & Hebert 1986; Kamgar-Parsi et al. 1991; Stein &
Medioni 1992; Feldmar & Ayache 1996; Ashbrook & Fisher 1997;
Johnson & Hebert 1997; Tarel & Boujemaa 1999; Sun & Abidi
2001; Higuchi et al. 2001; Krsek et al. 2002; Wyngaerd & Gool
2002; Yamany & Farag 2002; Sharp et al. 2002; Li & Guskov 2005;
Gelfand et al. 2005]. Constraining the search for correspondences
to these features can accelerate the registration process drasti-
cally and automatic registration becomes possible. Feature-based
approaches primarily differ in their definition of feature points
and in the way they are matched. A common drawback of these
approaches is that they rely on a sufficient number of prominent
or salient features in the geometry. Especially in the presence of
noise or missing values this is often problematic.

To circumvent this problem Chen et al. [1999] developed a dif-
ferent approach: for pairwise registration they propose a random-
ized selection of control points on one of the surface patches fol-
lowed by an exhaustive rigidly constrained search for correspond-
ing points on the other surface. Robertson and Fisher [2002] also
proposed an exhaustive search for automatic registration. Instead
of searching for correspondences, they use a parallel search in
pose space based on evolutionary algorithms. While the method
of Chen et al. is sensitive to noise, the method of Robertson and
Fisher requires relatively large overlaps in the surface patches in
order to converge to the correct solution. Furthermore, both meth-
ods require substantial computational efforts.

Recently, Gelfand et al. [2005] and Li and Guskov [2005] pro-
posed methods that derive and compare shape descriptors that
either are inherently scale independent or explicitly scale space-
based. That way, relevant features can be extracted robustly with
respect to noise and the pre-alignment of range images can be per-
formed considering the subset of distinguished points only. In this
respect, these approaches are similar to the one presented here.
However, one problem with feature extraction approaches that ex-
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ploit the surface’s geometry is that they tend to be unstable in the
presence of missing (occluded) surface parts, which is particularly
likely for single range images in the region of distinctive surface
features.

Considering the desirable properties of image feature detec-
tion, it is not surprising that the idea of exploiting 2D-features
for 3D-registration problems is not new. In [1999] Roth uses the
popular Harris feature detector [Harris & Stephens 1988] to ex-
tract features from an intensity image that is aligned with a range
image. Because of the large number of detected feature points, the
author refrained from considering all possible feature point pairs
for matching. Instead, the feature points of each surface in three
space are tetrahedrised individually using a Delaunay tetrahedri-
sation and the search for correspondences is restricted to the faces
of these tetrahedrisations. Two triangles are considered a match if
their edge lengths match. However, due to occlusion and missing
values in the range images, feature points might be present in only
one of the two range images and the Delaunay tetrahedrisations
become inconsistent. Therefore, the method is limited to relatively
small view point changes and range images with only few missing
values.

Another approach related to our method was presented by De-
Piero in [2003]. While his method is not based on image features,
it detects KLT features [Lucas & Kanade 1981] in range images
and maintains these features together with a graph structure in
a database. Targeting at the fast registration of range image se-
quences, the method predicts the sensor movement from the pre-
vious images and uses this prediction to project a subgraph from
the database into the next range image in the sequence. This pre-
dicted subgraph is then fitted against the detected features, and
corresponding features are identified by a graph matching algo-
rithm. While this approach is reported to register a range image
sequence at rates of up to 10Hz on contemporary PC hardware,
it relies on the viewpoint changes between subsequent images to
be comparatively small. In addition, this approach also does not
exploit the additional discriminative information contained not in
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the geometry but in the photographs typically recorded with the
depth images.

4.1.2 Multiview Registration

If more than two range images are to be registered a simple so-
lution is the incremental approach taken in [Besl & McKay 1992;
Masuda et al. 1996] and [Sappa & Garćıa 2000]: From the set of
unregistered patches U two patches are chosen and registered us-
ing a pairwise registration method. The two registered patches are
then merged into a single patch which is put back into U . This
process is repeated until the set U contains only a single surface
patch. This incremental approach suffers naturally from the ac-
cumulation of local registration errors leading to possibly large
global registration errors.

Therefore, several authors proposed to solve for the position
and orientation of all patches simultaneously [Blais & Martin
1994; Bergevin et al. 1996; Schmitt & Benjemaa 1997; Eggert et al.
1998]. All of these approaches minimise the sum of squared dis-
tances between closest point pairs or the distance between a point
and the tangent plane to the corresponding point as suggested in
[Chen & Medioni 1992]. As correspondences are iteratively recom-
puted during the optimisation, these methods are computation-
ally expensive. As a countermeasure, Pulli [1999] proposes using
a generalisation of the so-called concrete-mate approach, where
point-point correspondences remain fixed during the multiview
alignment. Also, Cunnington and Stoddart [1999] discuss meth-
ods that solve the multiview registration problem in case of known
point correspondences. In combination with a feature point de-
tection and matching scheme, these approaches can also be used
for automatic multiview registration. However, their sensitivity
to noise especially in cases where only a small number of feature
points can be found and matched, lead to the hybrid approach in-
corporating both feature point and closest point correspondences
proposed in this chapter.
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Figure 4.3: Two range images (green and blue) with matching feature point
and scale. Only inside the scale-induced feature surface element (red circle)
the two range images can robustly be expected to contain corresponding parts
of the object.

4.2 Feature Detection and Matching

Finding geometric features in range images is non-trivial for sev-
eral reasons. 3D-feature detection is already a difficult task for
closed object representations and the situation worsens in case of
surface patches acquired by digitising real-life objects. In this case,
only parts of the object’s surface are visible due to occlusion and
limited field-of-view. Moreover, the fact that 3D-descriptors are
naturally incapable of distinguishing local regions on surfaces of
constant curvature (e.g. on planes, cylinders and spheres) makes
this approach infeasible for many objects, in particular if they are
geometrically highly self-similar or rotationally symmetric.

On the other hand, finding and matching features in 2D-images
is a well-researched topic, and algorithms robustly detecting fea-
tures that are insensitive even to brightness changes, scaling or
local occlusions exist.
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In a recent survey, Mikolajczyk and Schmid [2003] compared
the performance of several local feature descriptors. In particular
they examined the robustness of the features with respect to noise,
lighting and view point changes up to 60 degrees. They found the
Scale Invariant Feature Transform (SIFT) which was developed
by Lowe [1999] based on earlier work by Lindeberg [1993] to per-
form best (see also [Lowe 2004]). Being based on a scale space rep-
resentation of the underlying image, SIFT detects features with a
scale parameter that reflects the spatial extension of its defining
image neighbourhood. This scale property is of vital importance
here since it allows to robustly estimate a 3D-position for each
detected image feature.

4.2.1 Feature Surface Elements

Let I be the 2D photographic

Figure 4.4: Colour image with
pixels greyed out that correspond to
missing depth values.

image acquired together with the
depth image. Let

χ : I → R3 ∪ {void}

be the known one-to-one corre-
spondence between the pixels in
the intensity image I and the
depth values in the range im-
age usually established during the
data acquisition process.1 Suppose
further that f ∈ I is a feature
point in the 2D-image as detected
using the SIFT features. Finally,
let If ⊂ I be the part of I supporting f . A straightforward ap-

proach to define 3D-features f̃ would be to simply evaluate χ(f).
Unfortunately, this straightforward approach is not commendable,
since the resulting 3D-point f̃ would be sensitive to noise and small
feature deviations. Furthermore, and more severely, f might cor-
respond to a place on the 3D-object where no geometry data has

1As illustrated in figure 4.4, typically not all pixels in I do have a corresponding 3D
position in the range image.
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Figure 4.5: 3D-feature surface elements are derived from scale-equipped
2D-features.

been acquired, e.g. in shadowed regions or at dark or reflective
spots on the object’s surface. This fact is illustrated in figure 4.4.
The greyed-out regions in this image have corresponding 3D data,
i.e. these pixels are χ-mapped to void.

Therefore, instead of using a single 3D-point (the direct corre-
sponding point to the 2D-feature point) as feature, the set χ(If)
of all points corresponding to the image area If determined by
the position and scale of the feature is considered (see figure
4.5). These sets are called feature surface elements to accent that
they are indeed a surface realisation of the scale-equipped feature
points. Please note that the similarity to the notion of surfels,
i.e. surface points equipped with normals, is not accidently: Sur-
fels implicitly store a local first-order approximation of the neigh-
bouring surface. Analogously, feature surface elements represent
a sampling of the neighbourhood. Unlike surfels though, the fea-
ture surface elements represent a region on the surface with a
well-defined size known from the 2D-image features.

According to the above definition, a feature point f is defined
as the centre of gravity of the respective feature surface element

f =
∑
i∈If

χ(i).
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Figure 4.6: Feature matches detected in image pairs (some matches high-
lighted in red for better visibility). The employed SIFT features [Lowe 1999]
performed well despite considerable change in perspective, scaling, intensity,
(left and centre) and despite only small overlap (right).

4.2.2 Consistent Feature Matching

For any pair (ι, κ) of range images, let Cικ denote the set of cor-
responding feature points. (see figure 4.6).

Although the SIFT method already provides good matching
results, false positive matches are nevertheless possible. Since the
subsequent registration steps are sensitive to such false correspon-
dences, additional filtering is required for the matches based on
the RANSAC method [Fischler & Bolles 1981].

A set of matching features in a pair of images can be validated
as soon as the 3D-positions of the features have been determined.
The basic idea is that overlapping regions of a pair of range images
(ι, κ) represent the same part of an object. The relative positions
of paired matchings must therefore be consistent. Thus, the vali-
dation can be reduced to checking their conformity with respect
to rigid transformations, as illustrated in figure 4.7. Since it is
computationally expensive to actually compute the largest con-
formal set of matching features (maximum clique), the RANSAC
method randomly selects a set of three feature pairs and com-
putes its support, i.e. the set of all feature pairs conforming to the
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Figure 4.7: Matching feature pairs in 2D are validated with the relative
positions of their 3D counterparts (indicated by the red, green, and blue lines),
which should be coinciding in the case of a conforming match.

implied transformation. A support set is rejected if it is below a
certain size (a value of 6 performed well for the results presented
in this chapter). This way, unreliable correspondences are effec-
tively removed since large sets of false, yet conforming matches
are extremely improbable.

Although the 3D-feature point positions are stable with respect
to noise, the sampling of a feature surface element in different im-
ages is usually not consistent. In addition to missing range val-
ues due to reflective spots, shadowing etc., other factors like a
varying sampling density might lead to slight deviations in their
3D-positions. While such deviated features can be filtered out us-
ing the RANSAC approach to improve the registration accuracy,
such deviations can also be tolerated to a certain extent to increase
the number of conformal matches. This constitutes a trade-off be-
tween the connectivity in the registration graph (see section 4.4)
and the accuracy. An additional constrained domain alignment
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Figure 4.8: In the first registration stage, only the centres of the feature
surface elements are aligned (left). The next stage aligns all available corre-
sponding points pairs contained in the feature surface elements (right). For
illustration purposes, the conforming feature matches were highlighted man-
ually in this figure.

step described in section 4.3 compensates for the tolerated fea-
ture deviation.

4.3 Pairwise Registration

From the algorithm described in the previous section, we have
for any range image ι a set F ι of scale-equipped feature points
f ι
i , i = 1, . . . , nι. Moreover, for any pair (ι, κ) of range images we

have a (possibly empty) set of correspondences

Cικ = {(i, j) | f ι
i ∈ F ι and fκ

j ∈ F κ corresponding }.
This section describes a two-stage registration procedure for a pair
(ι, κ) with non-empty correspondence set Cικ (see figure 4.8).

Coarse Registration

The first registration step consists simply of aligning the point sets
F ι and F κ in a least squares sense, i.e. of finding (among the set
of all rigid transformations) the solution to the local minimisation
problem

Tικ = arg min
T

ε(T · ι, κ), (4.1)

where the registration error ε is defined as

ε(ι, κ) =
∑

(i,j)∈Cικ

d2(f ι
i , f

κ
j ). (4.2)
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Figure 4.9: Detail View of the reconstructed angel using 17 range images.
Registration was performed on the feature points and the feature surface ele-
ments only.

Since correspondences are known and fixed, this is a non-iterative
procedure (in our implementation solved using the method de-
scribed by Horn in [1987]), leading efficiently to an initial regis-
tration for ι and κ.

The alignment based solely on the feature points, however, ac-
counts only for a fraction of the information available in the range
images. (Typically, the number of conforming feature points is in
the order of dozens compared to the several hundred thousands of
data points.) To compensate for the errors induced in the feature
point computation as described in the previous section, a second
registration step is performed.

Fine Registration

Basically, it would be possible now to register the pre-aligned
pair of range images applying one of the many variants of the
ICP-algorithm. They have proven to lead to excellent registra-
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Figure 4.10: Detail of the registered rood-screen before and after relaxation.
In the left picture, registration errors are noticeable in the area of the chin,
the cheek and in the neck.

tion results for good starting positions. Unfortunately, they are
computationally non-trivial and imperilled of false correspondence
computation, which might lead to slow convergence and, more im-
portantly, is susceptible to run into local minima as described in
section 2.3. These problems (which are fundamental in nature) can
be reduced considerably by restricting the domain for the corre-
spondence computation to regions of the object that are known
to correspond: From the feature detection in the 2D-images, we
know that the feature surface elements introduced in section 4.2
constitute corresponding parts of the surface.

To align the feature surface elements, an ICP on constrained
domains is performed: During the correspondence estimation
phase of the ICP-algorithm, new correspondences are only ob-
tained for the points representing the respective feature surface
elements. For a pair (i, j) ∈ Cικ, these are the point sets χ(Ifi) (as
model) and χ(Ifj) (as data) respectively.

Effectively, the range images ι and κ are thus aligned using
well-known ICP-techniques but with the exception that only the
scale-equipped feature surface elements are considered, thereby
drastically reducing the risk of false correspondence estimation.
Figure 4.9 shows a detail of the reconstructed rood-screen after
the two-stage registration process.
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In the above formulation, the 2D-feature matching procedure
does not take into account the distribution of the feature points
over the range images. In cases where the bounding box of the
feature surface elements is very small compared to the bounding
box of the range image itself, the two registration steps presented
above might leave a registration error noticeable in regions far
from the feature surface elements. In these cases, as a consequence
of the high-quality pre-registration, a final ICP stage performed
on the full data will resolve the remaining inconsistency. In many
cases, though, (and in all the pictures presented in this chapter),
the fine registration by feature surface element alignment is suffi-
cient.

4.4 Multiview Registration

For non-synthetic data, the bilaterally optimal transformations
will typically be non-conforming, i.e. the optimal transformation
of a range image with respect to one other range image will not
be optimal with respect to the remaining range images. To me-
diate between the competing transformations, a graph relaxation
algorithm will be introduced in this section to solve the multiview
registration problem.

Figure 4.11: The registration graph and a corresponding spanning tree.
Setting T3 to be the identity would give, e.g., T1 = T (1, 3), and T5 = T (4, 5)◦
T (4, 3) as initial transformations.
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Figure 4.12: Registered range images. 84 Patches, 20 million points. Note
that many patches cover exclusively the interior of the object, a fact that would
make the exploitation of synthetic marker points attached in the surrounding
infeasible.

4.4.1 Graph Setup

Let G be a directed graph (N , E). The nodes N represent the
set of range images. An edge e = (ι, κ) is element of E iff the
correspondence set Cικ is non-empty. To every edge e = (ι, κ) we
assign a rigid transformation T (e) = T (ι, κ) that is initialized
to be the solution of the bilateral alignment process of the two
adjacent range images. Additionally, we store with every edge the
registration error ε(e) = ε(ι, κ) induced by this initial registration.
The antisymmetry T (κ, ι) = T (ι, κ)−1 in the edge attributes is the
reason why G needs to be a directed graph – in all other respects
G can be treated as undirected.

The task is now to find for every node ι a transformation Tι

such that the global registration error

Σ :=
∑
e∈E

ε(e) (4.3)

is minimal. In other words: Let T be the vector (T1, . . . , Tn) of
rigid transformations, then we’re looking for the solution to the
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global minimisation problem

T = argmin
∑

(ι,κ)∈E

ε(Tιι, Tκκ). (4.4)

4.4.2 Graph Collapse

Clearly, problem (4.4) has a degeneracy in the sense that the error
Σ is invariant under any rigid Transformation Q:

Σ(T) = Σ(QT) = Σ(QT1, . . . , QTN)

Therefore, one can in principle choose an arbitrary node ι0 s.t. Tι0

is the identity transformation. An initialisation Tι for all nodes ι
can then be found by computing a minimal spanning tree of G
and combining the transformations from ι0 to ι along the paths
in the spanning tree (cf. figure 4.11).

For numerical reasons it is beneficial to choose the root node
ι0 s.t. the average path length from ι0 to all remaining nodes is
minimal, otherwise the choice is arbitrary.

4.4.3 Relaxation

To resolve the non-conforming transformations at the graph
nodes, the algorithm iterates over the original graph G and re-
aligns each node with respect to the adjacent nodes. Again, this
is a two-stage procedure: First, the relaxation is performed taking
into account the feature points only, whereas in the second stage,
the correspondences in the feature surface elements are accounted
for.

In the literature, different approaches have been discussed con-
cerning the recomputation of correspondences between iterations.
Recomputing the correspondences between two iterations is not
only computationally expensive, it might also exhibit slow con-
vergence speed. This is due to the fact that changing the cor-
respondences actually constantly changes the function to min-
imise. Moreover, since thresholding is applied during correspon-
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dence computation, the registration graph might even get discon-
nected in cases where subgraphs of the graph are connected only
by very few cross-edges. Keeping the correspondences fixed during
the whole relaxation, on the other hand, is sensitive to noise and
prone to run into local minima. Hence, a hybrid approach is ap-
plied that keeps correspondences fixed during the relaxation and
afterwards repeats the process with recomputed correspondences.
In pseudo-code the relaxation reads:

relax(G,stage)
while Σ improves do

if stage > 1 then
recompute correspondences;

end if
while Σ improves do

for all ι ∈ N do
align ι with adjacent nodes;

end for
evaluate Σ;

end while
evaluate Σ;

end while

Finding corresponding pairs as closest points results in asym-
metric correspondence sets, i.e. Cικ 6= Cκι. This is appropriate in
the data-model concept of registration, i.e. if one range image has
to be aligned to another (since this relationship, too, is asymmet-
ric). In multiview-registration, however, range images have to be
aligned mutually. Otherwise, for an edge (ι, κ), a next relaxation
step (where ι is the current node to be re-aligned) might sim-
ply try to undo the transformation just achieved in the last step
(where κ was re-aligned), leading to slow convergence. Hence, the
correspondence set for all edges (ι, κ) ∈ E is defined to be the
union of the one-sided correspondence sets Cικ and Cκι. Obviously,
this is not necessary in the first relaxation stage, where the corre-
spondence sets consists only of the feature points themselves and,
therefore, is symmetric by construction.

Furthermore, experiments show that during the pairwise regis-
tration it is typically sufficient to perform the first stage only, i.e.
the alignment of the feature surface elements can be omitted in
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Figure 4.13: Right: Detail photograph of the rood-screen. Left: Reconstruc-
tion of the detail; 17 range images were used, no global fine registration step
applied. Note that the images were taken from a slightly different viewpoint.
The colour difference mainly results from using a flashlight for the photogra-
phy

the bilateral case, and both stages need not be applied until the
relaxation of the registration graph.

4.5 Results and Conclusions

Figure 4.12 shows the 84 patches that were registered to recon-
struct the rood-screen depicted in figure 4.2 using the two regis-
tration steps described in sections 4.3 and 4.4. Figures 4.13 and
4.14 show point renderings of the reconstructed rood-screen. For
the given examples, the complete registration process from fea-
ture detection and matching to the graph relaxation based on the
feature surface elements took less than an hour on standard PC
hardware and was performed without any user-interaction.

The key to the automatic registration of multiple images is the
use of robust and expressive image features that additionally con-
tain scale information. This extensive feature information allows
us to perform a two-stage registration process in which a feature-
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Figure 4.14: Reconstruction of the complete rood-screen, point rendered
with per vertex-colours

point alignment precedes an alignment of feature surface elements.
The latter is basically a constrained-domain ICP where the do-
mains are consistently derived from the scales established in the
2D-feature detection and matching process. This approach scales
well to large data sets and avoids local minima. The thresholds for
the correspondence computation in the second registration stage
are naturally derived from the registration error of the foregoing
stage.

Despite its conceptual simplicity, the approach described above
profits naturally from robust feature point correspondences. In
particular, feature detection and matching on basis of 2D-images
gives access to 3D-feature points at places infeasible using only
the 3D-data, e.g. at concavities in the object, or spots on the
object that do not deliver a 3D-point, but can easily and robustly
be identified on the corresponding 2D-image. As a consequence,
this approach is robust with respect to missing data in the range
images due to the object geometry, material properties, or the
scanning process itself, that were a major challenge in previous
registration approaches.

Another important benefit of exploiting image-based features is
that even surface patches that are geometrically indistinguishable
can be robustly registered. Thus, rotationally symmetric objects
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can be reconstructed as well as objects that are highly self-similar
if there is image information that can be evaluated.

In an approach very similar to the one presented here, Seo et al.
[2005] applied perspective correction to the photographic images
before the 2D feature matching phase, arguing that this improves
the matching results. However, the considerable amount of fea-
ture point pairs typically detected for overlapping images, paired
with the consistency check described in section 4.2, proved to de-
liver enough confident correspondences for the ensuing registration
steps. Here, the algorithm also benefits from its hierarchical lay-
out, where potential inaccuracies resulting from the feature point
computation are remedied when the local patches, the feature sur-
face elements, are aligned.

The above registration algorithm is independent of additional
user-defined marker points – a point that is essential for cultural
heritage applications, where artefacts often must not be touched
at all. On the other hand, these marker points (if available) can
naturally and easily be included in the registration process.



CHAPTER 5

Reconstructing Geometry from Dense

Image Sets

There are two most notable reasons why laser range scanners are
not under all circumstances the technology of choice for digitising
3D artefacts. Of them, one is more related to the source of the
data, namely the artefact itself, and the other to the targeted
later use of the data.
Concerning the artefact itself, it is obvious that not all materials
of an archeological artefact (or any three-dimensional object in
general, for that matter) are equally well-suited for digitisation
using laser-range scanners. By construction, smooth, fairly diffuse
materials are definitely on the pro-side for this type of digitisation,
whereas shininess, transparency and high surface complexity con-
stitute sometimes unsurmountable challenges, necessitating other
types of digitisation.

On the other hand, the end product of a data acquisition
project for many applications might be a simulated view only, pos-
sibly under synthetic lighting conditions. The emphasis in these
applications is hence on visual rather than metric accuracy.

For this reason, this chapter discusses capturing and represent-
ing three-dimensional artefacts using dense sets of photographic
images.

5.1 Motivation

Three-dimensional digitisation using laser range scanners has a
long tradition in industrial applications, such as reverse engineer-

51
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ing, quality control and part inspection, where the geometric er-
ror of the acquired data compared to the original model is the
ultimate criterion. More recently, with hardware becoming avail-
able at more reasonable costs, the use of 3D data acquisition has
expanded to other application fields like cultural heritage and en-
tertainment industries. In these application fields, however, the
faithful reconstruction of the visual appearance is often much more
important than the geometric error alone.

In archeological and museum applications, where digital
archives of cultural heritage artefacts become more and more com-
monplace, the demand for realistic reconstruction of an artwork’s
material properties beyond shape is particularly high, as this often
gives critical hints about important characteristics of the object,
such as for instance the location, epoch, or circumstances under
which the artwork was created.

A standard approach to digitise a 3D cultural heritage artefact
would be to acquire the geometry first (up to a certain degree
of detail) using a Laser Range Scanner, structured light, tactile
sensors or even a volumetric approach on the basis of MRT- or CT-
data. Given an appropriate parametrisation, additionally recorded
2D-images can then be projected onto the geometry as diffuse tex-
tures to represent colour and fine detail information — at the dis-
advantage that the illumination is fixed to the conditions under
which the photographs were taken. Fixing the lighting conditions,
unfortunately, severely limits the use of 3D digital representa-
tions in cultural heritage applications, because moving, rotating
and seeing an artefact in different environments is an important
operation that often gives additional insight. A prominent and
evident example, where a fixed light direction causes vital details
to remain hidden from the user are cuneiform tablets captured
by Malzbender et al. [2001]. Facing the problem that many of
the tablets’ intricate details are visible only under certain illumi-
nations, they introduced so-called Polynomial Texture Maps, by
which objects can be viewed under new incoming light directions.
The view point, however, still has to remain fixed.

The fixed lighting and viewing conditions are also the main
reason why traditional texturing methods are not capable of
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transporting the characteristic appearance of complex, inhomoge-
neous, yet often encountered materials like fabric, leather, wood,
or metal.

Despite recent successes in automating the data acquisition
process even with laser range scanners (e.g. the registration ap-
proach described in the previous chapter), geometry acquisition
still involves sophisticated procedures during, and after, recording
(such as path planning in order to ensure detection of the complete
surface, reconstruction and parametrisation). As a consequence,
3D photography is still often perceived by end-users in the muse-
ums as a complicated and time-consuming procedure – apparently
impractical for large classes of objects and applications.

Before this background, this chapter describes a novel high fi-
delity acquisition system that exploits dense image sets acquired
with the multi-camera array developed by the computer graphics
group at the University of Bonn (see figure 5.3) to synchronously
capture an object’s 3D geometry and material properties in a very
time-efficient and user-friendly way. The images are analysed to
reconstruct an artefact’s coarse to medium scale geometry using
a GPU-based visual hull technique, resulting in a closed triangle
mesh. In parallel, the images are also used to capture the object’s
appearance into so-called bidirectional texture functions (BTF) –
a 6-dimensional texture representation introduced by Dana et al.
[Dana et al. 1997] which extends the common textures by depen-
dence on light- and view-direction, and thereby allows for photo-
realistic rendering of an object’s micro- and mesostructure (cf.
Figure 5.1). As result, in this chapter a system is described that

• fully automatically acquires 3D-data, capturing an object’s
geometry and its visual appearance in form of bidirectional
textures

• generates a faithful image based representation of the object’s
mesostructure using BTF-techniques and therefore effectively
overcomes the limited accuracy of the visual hull technique

• is time efficient and very easy to use.
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Figure 5.1: Leather Material, rendered using standard texturing (left), bump
mapping (middle), and BTF-rendering (right).

The reasoning behind the decision to also reconstruct the ex-
plicit geometry (compared to a purely image-based and geometry-
free approach) is that an efficient compression of the 6D reflectance
field without geometry is impractical. In addition to this, direct
access to the geometrical properties is a virtue in itself for vari-
ous purposes, such as statistical shape analysis, interaction with
other objects (collisions, shadow casting), multimodal interaction
(sound, haptics), and modelling applications (surface editing).

5.2 Related Work

Defining models that allow for synthetic, photo-realistic images of
objects to be rendered under new lighting conditions and for new
view points is a well-established research topic in computer graph-
ics. Traditionally the geometry of a surface is modelled explicitly
(e.g. with triangles) only up to a certain scale, while the remain-
ing surface properties responsible for the reflectance behaviour of
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Figure 5.2: The Acquisition Pipeline: The multi-camera array records 151
images per camera per light direction, resulting in 22801 images. Here, only
the first ten cameras (from left to right) and the first ten light directions
(from top to bottom) are shown. From the full set of these images, the BTF
is constructed, while only a subset (the diagonal in this matrix notation) is
used for the geometry reconstruction.

a material are simulated using relatively simple analytical bidi-
rectional reflectance distribution function (BRDF) models (e.g.
[Lafortune et al. 1997]). Fine textural surface detail is typically
captured by photographic images or procedurally generated tex-
tures which are projected onto the geometry.

Although this traditional approach has produced remarkable
results for numerous examples, it becomes unfeasible for large
classes of materials where the so-called mesostructure is essential
for faithfully reproducing characteristic material properties.

Numerous researchers have proposed image-based methods to
overcome these hindrances. Independently, Gortler et al. [1996]
and Levoy and Hanrahan [1996] introduced light-field render-
ing, an efficiently renderable 4D representation of the plenoptic
function. In their approaches, an object’s complete appearance is
stored in a four-dimensional function (called Light Field in [Levoy
& Hanrahan 1996] and Lumigraph in [Gortler et al. 1996]), that
describes the flow of light at the sampled positions in the sampled
directions. These approaches allow photographic images – inter-
preted as a sampling of the complete light field – to be interpolated
to generate images from new viewpoints; yet, the illumination has
to remain constant.

To overcome this drawback, several researchers proposed rep-
resenting an object in terms of its reflectance field [Debevec et al.
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2000], [Hawkins et al. 2001]. Recently, Hawkins et al. also proposed
a novel, dual way of measuring an object’s reflectance properties
[2005]. In particular [Hawkins et al. 2001] demonstrated remark-
ably realistic synthesised images of cultural heritage artefacts un-
der new lighting conditions, although the generation of novel view-
points remained basic.

In the above approaches, no explicit geometry is present, only
renderings from new view points and/or under synthesised light-
ing conditions are feasible. In recent years, though, researchers
have found the classical two-fold representation of an object as
geometry + material to be superior in terms of time and memory
efficiency [Wood et al. 2000][Coombe et al. 2005][Pulli 1997]. The
approach presented in this chapter also relies on such a two-fold
representation but our material representation captures both light
and view dependent appearance variation. Therefore, the present
approach is in concept most similar to the methods of Furukawa et
al. [2002] and Lensch et al. [2003], who also construct a represen-
tation that allows rendering objects from novel viewpoints under
arbitrary lighting. However, as they employ laser range scanners
to record the 3D geometry of the object, still large classes of ob-
jects, in particular those with complex reflectance behaviour, can
not be handled.

Moreover, the present approach uses an array of fixed cameras
with fixed light sources, all mounted on a hemispherical gantry.
Although similar acquisition setups have been used by numerous
research groups, see e.g. [Matusik et al. 2002], [Furukawa et al.
2002], [Hawkins et al. 2001], the setup developed and built at
the University of Bonn benefits from massive parallelisation and
the fact that no moving parts (aside from the internal camera
optics) are required – a fact that renders time consuming tasks
like recalibration, registration, etc. unnecessary.

The simultaneous reconstruction of geometry and appearance
is also an inherent part of the numerous methods aiming at 3D-
reconstruction from uncalibrated image-sequences (e.g. [Pollefeys
et al. 2004]). But these techniques are neither designed nor ca-
pable of performing the highly accurate reflectance measurements
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that are possible with a fully computer controlled and calibrated
measurement device.

5.3 Overview

The basic concept of the present algorithm is as follows: In the
acquisition phase, a dense set of photographs is recorded from pre-
defined viewpoints, which are regularly sampled over the hemi-
sphere. For each viewpoint v1, . . . , vm, we illuminate the object
from light sources likewise regularly positioned at l1, . . . , ln. This
recording results in a set {Iij}i=1...m,j=1...n of m×n Images, where
Iij denotes the image taken from viewpoint vi of the object to be
digitised under illumination from the light source at position lj.

With these images at hand, the first step is to reconstruct a
triangulated surface representation of the object. To this end, a
novel GPU-based variant of the classical volume carving method
is applied to transform the visual hull derived from the dense
set of images to a volumetric representation, from which the final
triangle mesh is extracted. For this step, only the subset {Iii}i=1...m

of the total set of images is exploited, i.e. only those images where
light and viewing directions are coincident.

After parametrisation of the resulting triangle mesh, the next
step is to exploit the full set of images to define the BTF. Efficient
extraction, compression and storage of the BTF data is described
in section 5.6. Figure 5.2 illustrates the whole process.

5.4 Multi-Camera Grid

The dense image set required to measure the BTF and to recon-
struct the geometry of the object to be digitised is recorded using
the multi-camera array described in [Koch 2006], which features
151 commodity digital still cameras mounted on a hemispherical
gantry (see figure 5.3). Although similar gantries with mounted
light sources have been used before (e.g. by Malzbender et al.
to capture Polynomial Texture Maps [2001]) and other, more se-
quential setups (such as described in [McAllister 2002] or [Sattler
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Figure 5.3: 151 commodity class, off-the-shelf cameras mounted on a hemi-
spherical gantry. Right: Detail view of the dome. The camera fronts have been
coated with diffuse black synthetics to reduce scattered light effects.

et al. 2003]) could also be used, the setup at the University of
Bonn is particularly suited for this technique due to its fast and
calibration-free performance.

By arranging the cameras into this array, the acquisition of
the images is parallelised and no moving parts (e.g. a rotating
stage, a moving light source or camera) are needed. Therefore,
the positions of the image sensors and the light sources can be
calibrated in a preprocessing step which only has to be carried out
if a camera has been replaced or after the whole setup has been
transported. The low-level post-processing (geometric correction,
colour correction) is fast enough to be done in parallel to the
measurement.

For non-planar objects, the hemispherical setup can only de-
liver a subsampling of the full set of possible light and viewing
directions. Figure 5.4 illustrates this effect. For geometry and
appearance acquisition, however, this subsampling can easily be
completed to cover the full sphere by repositioning the object.
The registration of the recorded images after repositioning with
the original images can be performed with the automatic regis-
tration technique given in the previous chapter (chapter 4). It is
worth noting that with a fully automatic technique at hand, this
repositioning approach can also be used to deliberately increase
the sampling rate, which would otherwise be limited by the finite
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Figure 5.4: Hemispherical setups – in contrast to full spheres of cameras
and light sources – produce an incomplete subsampling of the full set of pos-
sible light and view directions.

number of cameras mounted on the gantry. In its current setup,
the gantry of the computer graphics group at the University of
Bonn is equipped with consumer-class, off-the-shelf cameras with
an image resolution of 2048 × 1536 pixels, coated with a diffuse
black finish to reduce scattered light effects in the images and con-
trolled by a network of commodity personal computers. As light
sources, the built-in flash lights of the cameras are used, no fur-
ther light sources are required. Formally, we therefore have n = m
and roughly vi = li for all i = 1, . . . , n in the above formulation.
As consequence of the massively parallelised setup, a full dataset
of 151×151 = 22801 images is acquired in only about 40 minutes.

5.5 Geometry Acquisition

One of the major advantages of our acquisition device without any
moving parts is that camera and light source positions are known
a-priori, as are hence the transformations required to transfer the
different views into a common, global coordinate system. Thus,
the registration of the multiple views from one set of images is
straightforward.
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Figure 5.5: One example image ∈ {Iii}i=1,...,n (with coincident light
and view direction), the extracted silhouette, and the corresponding binary
inside/outside-image after thresholding.

5.5.1 Visual Hulls

The idea to exploit a set of registered photographs of an object
to derive its three-dimensional layout is far from new [Baumgart
1974]. Due to its conceptual simplicity and availability – only clas-
sical 2D photographic images are required – numerous authors
have developed algorithms to reconstruct the 3D geometry of an
object from images, long before 3D acquisition devices as laser
range scanners have become commonly available. Here, a volu-
metric approach in the spirit of shape from silhouette [Martin &
Aggarwal 1983] is applied. In many cases, the object’s silhouettes
can be extracted from the 2D-photographs via simple threshold-
ing. By construction, a backdrop is not available in the hemi-
spherical setup, since a backdrop would occlude at least part of
the possible light directions for any view direction. Instead, the
black coating of each component of the setup combined with the
directed flash light sources focussed on the object to be digitised
allows for the following approach: Every pixel with a brightness of
less then a certain threshold is said to be outside, the remaining
pixel are inside (see Figure 5.5). Obviously, this approach is only
valid if most of the object’s surface visible to the current camera is
well-lit. Consequently, only those images are exploited where light
and view directions are identical, i.e. {Iii}i=1,...,n, resulting in a set
of binary images {Ji}i=1,...,n. For objects, for which this threshold-
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ing approach is not quite sufficient, in particular for darker and
more specular appearing objects, graph-cut image segmentation
is applied with only very basic user-interaction, and finally differ-
ence images. In this last step, we again exploit the fact that all
cameras are fixed in a static array, such that images can be taken
once with and once without the object in place.

Combined with the viewpoint position (known a-priori from
the setup), every outside-pixel in each image defines a ray in scene
space that is known not to intersect the object, whereas the inside-
pixels define rays that intersect the surface at some unknown dis-
tance to the viewpoint. In the continuous case (pixel width → 0)
the union of all these intersecting rays would define a generalised
cone that is guaranteed to contain the object.
As this fact holds for all acquired images, the intersection of all
generalised cones (named the Visual Hull, [Laurentini 1994][Ma-
tusik et al. 2000]) describes a tight volume in space in which the
complete object must lie.

We make use of this guarantee by applying volume carving to
a regular grid, i.e. we (conceptually) traverse the grid following
the outside-rays and mark any cell that is encountered during
traversal as empty. The triangle mesh is then constructed using
the well-known marching cubes approach (see section 2.4.4).

5.5.2 Efficient Evaluation on the GPU

The large number of acquired images and the (potential) need for
finer grids make it impractical to actually traverse the grid fol-
lowing the outside-rays. Instead, a hardware-supported approach
based on projective texture mapping can be used:

Suppose, we have an axis-parallel grid of dimension X×Y ×Z,
corresponding to the axis directions ex, ey, and ez, respectively.
For reconstruction, each grid point has to be assigned either the
value of 0 (for outside) or 1 (for inside). Let vi be the viewing
direction from viewpoint vi onto the object, and let (without loss
of generality) ex be the direction such that the scalar product
|〈e,vi〉| is maximal for e ∈ {ex, ey, ez}.
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Figure 5.6: The 3D grid is interpreted as set of binary images.

We interpret the grid to be a stack of binary 2D textures
{Tk}k=1,...,X , where each Tk has a resolution of Y × Z pixels, see
Figure 5.6. The inside/outside-information is then efficiently col-
lected by projecting every source image Ji to each texture Tk.
We perform bitwise AND-operations during this projective texture
mapping, to set a pixel in Fk to 0 if at least one Ji indicates so.

5.6 Bidirectional Texture Functions (BTF)

The image-based approach to capturing the appearance of an
object for later rendering is to take dense sets of images under
controlled viewing and lighting conditions in order to sample its
reflectance field appropriately. As mentioned, Malzbender et al.
[2001] captured the lighting variability of a texture by taking im-
ages lit from different directions and compressed the data to a
compact representation called Polynomial Texture Maps. In order
to be also able to vary the viewing direction, BTFs can be em-
ployed. Mathematically, the BTF can be expressed as a measured
6D-slice of the general 8D-reflectance field

RFrgb(xi → xo, ωi → ωo)

parameterised over a base surface S:

BTFrgb(x, ωi → ωo) =

∫
S

RFrgb(xi → x, ωi → ωo)dxi
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Please note that fixing the position x restricts the BTF at this
position to a 4-dimensional BRDF, which is often called apparent
BRDF, because this function still contains local self-occlusions,
scattering, etc. [Müller et al. 2005].

5.6.1 Compression

One major issue of high fidelity BTF measurements are the huge
memory requirements. A raw BTF data set easily requires mul-
tiple Gigabytes of memory, requirements that cannot be fulfilled
even by the most state-of-the-art graphics hardware. Therefore,
BTF data is usually compressed either by fitting standard BRDF
models to the data or by using statistical analysis methods, such
as principal component analysis (PCA) or clustered PCA. The lat-
ter is used here, and the resulting data can easily be decompressed
and evaluated using graphics hardware [Müller et al. 2004].

Statistical analysis, however, requires that data entries in the
BTF are semantically correspondent, i.e. that corresponding data
entries in the BTF belong to the same physical point on the ob-
ject. Unfortunately, this is a prerequisite that is fulfilled for the
raw data only under the assumptions of planarity, orthographic
projection and directional light sources. This is not the case here
— among other reasons, since the dimensions of our acquisition
setup cannot be considered ”large” compared to the dimensions
of the objects to be digitised. Therefore, the raw BTF data is re-
sampled before compression based on a planar parameterisation
of the reconstructed triangle mesh.

5.6.2 Parameterisation

In order to enable compression of the BTF data using statisti-
cal analysis methods, but also in order to enable simple textured
rendering, the reconstructed geometry has to be parameterised.
Surface parameterisation is an established field of research and al-
though our geometry is generated using a visual hull algorithm and
therefore some special properties of the surface could be exploited
for a special parameterisation algorithm, we refer to the extensive
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Figure 5.7: Angkor Vat bust. Acquired geometry with simple Lambert shad-
ing and checker board textured to illustrate the parametrisation.

work that has already been done in this field. Most importantly,
our algorithm is not dependent on any specific parameterisation
algorithm, and although demands like conformity and efficient
packing do apply here, any available parameterisation algorithm
could be used. For a good survey, see [Floater & Hormann 2005].
In our case, we use the parameterisation described in [Degener
et al. 2003] (cp. figure 5.7).

5.6.3 Incomplete BTF data for non-planar objects

To capture the reflectance of a material independently of the spe-
cific geometric layout, most common approaches for BTF acqui-
sition record images of a small planar material sample. Then a
projection of the images on a common plane typically suffices. For
digitising 3D artefacts, though, planarity cannot be presupposed.
Hence, effects like self-shadowing and occlusion have to be dealt
with.

Measuring BTFs generally consists of recording for every point
on the surface its reflectance from each view direction under each
light direction. For non-flat surfaces, however, the reflectance for
some light and viewing directions will be zero (or close to zero)
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f
measured missing

Figure 5.8: Polar plot illustration of the measured BTF, that might be
incomplete for some directions Φ due to occlusion and has to be completed,
e.g. using statistical analysis methods.

simply because of occlusion and/or self-shadowing. Using stan-
dard approaches, this missing information would be misinter-
preted as a property of the material, a fact that necessitates a
different technique to interpolate the occluded data.

First, from all the points on the object surface those points are
identified that have an incomplete BTF measurement, i.e. points
which are occluded for at least one light source or camera position.
Figure 5.8 illustrates this situation.

For these points, the BTF has to be completed. One approach,
that turned out to be very successful for the materials investigated
so far, is to perform statistical analysis, here LPCA, of the mea-
sured BTF of all object surface points for which this is complete.
The eigenvectors to the largest eigenvalues of the corresponding
covariance matrices span a lower dimensional subspace approxi-
mating the original measured data. This way each individual bidi-
rectional reflection function BTFrgb(x, ωi → ωo) in a surface point
x can then be approximated by

BTFrgb(x, ωi → ωo) =
∑

ckuk,

where the uk are the basis (apparent) BRDFs and the ck the
corresponding weights.



66 Chapter 5. Reconstruction from Dense Image Sets

Figure 5.9: Raytraced renderings of a captured and reconstructed echinite
under novel lighting and viewing conditions. The left and middle image are
rendered with a small area light source and demonstrate the fine geometric
details captured in the BTF. The right image shows a relighting of the echinite
with a complex image-based lighting environment captured in front of the
Pädagogische Fakultät in Bonn. The ground floor in the right image is covered
with a synthetic leather BTF courtesy of DaimlerChrysler AG.

The incomplete BRDFs are completed individually, depending
on the specific values that are missing. Let π be the projection of
a full BRDF-vector BTF(x) to a lower dimensional subspace that
only contains the present measurements and neglects the missing
values. The next step is to find a set of coefficients {ck}k=1,...,K

such that
‖π(BTF(x))−

∑
ckπ(uk)‖

is minimal. The reconstructed vector
∑
ckuk is a reasonable com-

pletion of BTF(x). For complex materials this process can be
iterated, while taking into account the already completed vectors.

5.7 Results and Conclusions

The presented approach to reconstruct an object’s geometry from
the acquired images using visual hulls computed on the GPU is
reliable and fast. Of course, identifying a non-convex object using
a silhouette-based approach inherently and inevitably implies ne-
glecting some features of its surface geometry. Despite this seem-
ingly general inaptness of the visual hull reconstruction, realistic
images of captured objects can nevertheless be synthesised be-
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Figure 5.10: From left to right: 9×9 subset of the recorded images of a vase,
a (decimated) triangle mesh representation of the reconstructed geometry and
the texture atlas, automatically computed according to [Degener et al. 2003]

Figure 5.11: Raytraced renderings of the above geometry with the captured
BTF under various lighting conditions

Figure 5.12: From left to right: 10×10 of the recorded images of an echinite,
the reconstructed geometry and the texture atlas used to create the images in
figure 5.9.
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Figure 5.13: Point light renderings of the Angkor Vat bust under varying
light and view directions. This image illustrates the effect that fine geometry
detail (like the defect in the bust’s eye, see the zoom-ins) often remains hidden
until seen from a specific direction with a specific light direction.

cause the neglected surface features are well-captured in their ap-
pearance using the BTF texturing techniques. Figures 5.9 and 5.13
demonstrate this effect. The defect on the front side of the echi-
nite in 5.9 as well as the defect in the left eye of the Angkor Vat
Bust (see images 5.13 and 5.14) is not detected by the visual hull
algorithm and therefore not represented in the geometric recon-
struction. Their appearance is nevertheless preserved. The same
effect can also be observed in figures 5.10 and 5.11; also here, on
the basis of a very coarse geometric reconstruction, mesostructure
details like the fabric pattern on the vase’s rim are well represented
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Figure 5.14: Raytraced renderings of the Angkor Vat bust under various
environmental high dynamic range illuminations. From left to right: Under
the illumination of Galileo’s tomb, Uffizi Gallery, and Beach Sunset. HDR
images courtesy of Paul Debevec (www.debevec.org/probes).

in the BTF and can be explored by users by changing light and
view directions arbitrarily. That this is a real asset of the present
approach is also illustrated in figure 5.13, where the defect men-
tioned above is clearly visible for some light and view direction
combinations – and almost invisible for others.

Apparently, the geometric reconstruction using the visual hull
algorithm comes nowhere near the spatial precision that a laser
range scanner would be able to produce (at least for favourable,
well-suited objects). However, numerous applications do not re-
quire the full geometric precision deliverable by laser range scan-
ning, in particular demonstration and presentation applications.
Although an object’s geometry is indispensable even in this type
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of application for example for shadow computation or interaction,
a coarse geometric representation generally suffices, see [Sattler
et al. 2005].

To further improve the geometric reconstruction, if desired, any
of the numerous extensions of the visual hull reconstruction algo-
rithm as e.g. presented in [Isidoro & Sclaroff 2003], [Slabaugh et al.
2004], [Li et al. 2003a], [Li et al. 2003b], or [Grauman et al. 2003]
can naturally be incorporated into this approach. A promising di-
rection for future work is also the incorporation of reconstruction
techniques based on photometric correspondences as proposed in
[Furukawa et al. 2005].

Compared to laser range scanning, the presented technique fa-
cilitates digitisation of a greater scope of small to medium-sized
objects in a fast, easy and user-friendly way. Still, in terms of
precision, geometry acquisition using laser range scanners is un-
paralleled. The call for a ready-for-all off-the-shelf data acquisition
system is yet unanswered, and the choice of the best-suited acqui-
sition technique generally depends on the object to be digitised
and often also on the application at hand.
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CHAPTER 6

Hole Detection

The conceptual simplicity of point set surfaces makes them suit-
able for both modelling as well as high quality rendering, even
though the original surface is encoded implicitly only in the sam-
pling points. Compared to mesh-based representations, the lack of
explicit connectivity information simplifies the definition and im-
plementation of many tasks encountered in geometric modelling,
such that for instance free-form deformation techniques for point
sets become increasingly popular [Pauly et al. 2003; Botsch &
Kobbelt 2005]. On the other hand, the detection of holes in the
surface – trivial in the case of meshes – becomes an ill-defined
problem.

The knowledge of holes in the data, however, is vital for many
applications dealing with point set surfaces and can be exploited
in several ways. It can be used to reconstruct surfaces with bound-
aries or to direct a further scanning step, gathering missing infor-
mation in holes, either manually or even automatically. In postpro-
cessing, a smoothing step to remove noise profits from boundary
information as many smoothing operators usually fail on bound-
aries and special handling is required at the borders. Identification
of points on the boundary of a hole is obviously required before
any attempt to algorithmically fill holes, an application useful not
only in surface repairing but also in modelling and interactive
editing.

While several authors proposed sampling conditions for sur-
faces to ensure correct reconstruction (most notably [Amenta et al.
1998]), the methods introduced in this chapter are not primarily
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Figure 6.1: The steps of the boundary detection algorithm. From left to
right: A boundary probability Π(p) is computed for every point (the points
are shaded in red according to their boundary probability). Then points are
classified into boundary and interior points, exploiting coherence. Finally, for
each hole a boundary loop is extracted.

concerned with undersampling but with holes that a human user
might identify when inspecting a point cloud, often unaware of
the original surface. Also, as the classification of empty regions in
space as holes in a surface is arguably application-dependent, the
presented methods aim at providing users with intuitive parame-
ters making it easy to find the holes needed for a given application.

6.1 Related Work

The problem of detecting holes in point set surfaces is closely re-
lated to surface reconstruction as well as feature extraction. Thus,
many algorithms in those areas include criteria to identify holes
or undersampled surface patches.

[Gumhold et al. 2001], [Linsen & Prautzsch 2002] as well as
[Moenning & Dodgson 2004] apply what shall be referred to as
the angle criterion for the remainder of this chapter. The angle
criterion considers for each sample point p a set of neighbouring
samples and examines the maximum angle between two consecu-
tive neighbours. The idea behind this criterion is that an uneven
distribution of neighbours around p and the resulting large val-
ues for the maximum angle indicate the presence of a hole in the
surface sampling close to p, or, in other words, a high value for
the maximum angle indicates a high probability that p is on a
boundary of the surface sampling.
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In addition to this, [Gumhold et al. 2001] also use the correla-
tion matrix formed by the neighbourhood around p. The eigenvec-
tors and eigenvalues of this matrix define a correlation ellipsoid.
Its shape, expressed in the ratios of the eigenvalues, is used to
identify corner, crease and boundary points and also gives an ap-
proximation to crease and boundary direction. In order to find
continuous crease lines, a neighbourhood graph on the point set is
built and its edges are weighted according to the crease probabil-
ity. Edges with high probability are then collected and constitute
the feature patterns.

In [Dey & Giesen 2001], undersampled regions are detected us-
ing the sampling requirement of [Amenta et al. 1998]. This sam-
pling condition is based on an approximation of the medial axis
by so called poles of each sample’s Voronoi cell. The distance of
each point to the medial axis gives the local feature size. Every
point on the true surface needs at least one sample point within
a ball defined by the local feature size and a factor r. Conse-
quently, the approach of Dey et al. fails to identify holes in flat
areas of the surface, where only very few samples are required to
fulfill this requirement (in flat areas the medial axis is far away).
In these areas, though, often holes exist and are clearly visible
for a human observer. Vice versa, most applications do not need
to identify ”holes” in regions that are declared undersampled at
sharp creases, where the sampling requirement can never be met
(at sharp edges the medial axis touches the surface, suggesting the
need for an infinite sampling density).

6.2 Overview

Let, as usual, S be a 2-manifold surface and let the set of points
P = {p1, . . . ,pN} ⊂ R3 be a (not necessarily regular) sampling
of S. Suppose also that n1, . . . ,nN are the corresponding surface
normals. The problem is now to define an operator

BP : P → 2P ; BP(P) 7→ {p ∈ P | p is boundary}
that identifies the set of boundary points B = BP(P) circumscrib-
ing holes in P . The boundary operator is denoted with a sub-
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script P to stress that the assignment boundary or non-boundary
is strictly a property of the point set under consideration itself.

The basic layout of the hole detection scheme presented here
(depicted in figure 6.1) is as follows: For each point p ∈ P a
boundary probability Π(p) is computed, reflecting the probability
that p is located on or near a hole in the surface sampling (section
6.3). The fact that the boundary property is coherent, i.e. bound-
ary points have proximate neighbours that are also boundary, is
exploited thereafter to construct closed loops circumscribing the
hole in a shortest cost path manner (section 6.4). Results and
applications are then given in section 6.5.

6.3 Boundary Probability

The property of being boundary inherently is a property of the
local neighbourhood of p rather than of the point p itself. In
order to define and evaluate the boundary criteria, we therefore
have to seize the local neighbourhood Np more formally.1

6.3.1 Neighbourhood Collection

A very common definition of local neighbourhoods around a point
p found in the literature is the k-neighbourhood Nk

p, consisting of
the k nearest samples in P to p. This simple definition, though,
becomes unreliable in areas of varying sampling density, which are
of particular interest here. For points lying on the edge between a
densely and a sparsely sampled region, the k-neighbourhood will
be biased towards the dense region (figure 6.2, left).

This problem can be alleviated to some extent by the Nkε
p

neighbourhood, that includes not only the k nearest points but
also all points inside a sphere with radius ε. By selecting an ap-
propriate value for ε, the biasing effect can be reduced, but the

1The letter N is used in this chapter in two different meanings: On the one hand
Nk

p , Nkε
p , Np, etc. denote neighbourhoods around a certain point p, and on the other

hand N (without super- or subscript) denotes the total number of points in the point set.
Nevertheless, the notations are used in parallel in this chapter for consistency reasons and
should be unambiguous in any case.
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Figure 6.2: The k-neighbourhood is biased towards densely sampled regions.
The neighbourhood of points in the densely sampled region may not contain
close-by points of the sparsely sampled area (left and middle). The symmetric
kε-neighbourhood is not affected in this example by the change in sampling
density (right).

neighbourhood of points in densely sampled regions will contain
more points than necessary, increasing the cost of evaluating the
boundary criteria, which effectively limits the range of a feasible ε.
For sharp sampling density changes (as often encountered in point
sets stemming from registered range images), this alleviation alone
is not sufficient.

Another important aspect is that this neighbourhood relation
is not a symmetric one. In particular for points p situated on a
sampling density drop, it may happen that the kε-neighbourhood
Nkε

p contains only points in the more densely sampled region. In
this specific situation, however, p is typically contained in the
neighbourhood of some nearby points from the more sparsely sam-
pled region (figure 6.2, middle). To overcome the aforementioned
biasing effect, it therefore often suffices to include these nearby
points in the neighbourhood (figure 6.2, right). To complete the
neighbourhood for the critical points, one can hence define the
symmetric neighbourhood:

Np =
{
q ∈ P | q ∈ Nkε

p ∨ p ∈ Nkε
q

}
,

i.e. q is considered one of p’s neighbours, already if p is one of
q’s.

For efficient collection of the points contained in the neighbour-
hood for each point, a kd-tree is built, containing all points in P .
The kd-tree supports the collection of the k nearest neighbours to
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Figure 6.3: The three steps in the evaluation of the angle criterion for an
interior point (top row) and a boundary point (bottom row). After projection
onto the tangent plane the difference vectors are generated (left). The pro-
jected points are sorted into a cyclic ordering around p (middle). The largest
angular gap between two consecutive points is used to compute the boundary
probability (right).

a point in O(k log3 |P|) and can also be used to quickly retrieve all
points in a sphere of radius ε. After constructing the kd-tree, the
proximity graph G(P , E) is built, with the points in P as vertices
and edges

E = {(i, j) | pj ∈ Npi} .

Please note that this graph is symmetric, and the adjacency lists
of the graph correspond to the Np-neighbourhood of each point.

6.3.2 The Angle Criterion

The angle criterion projects all neighbouring points contained in
Np onto the tangent plane and sorts the projections into a cyclic
ordering around p, see figure 6.3 (middle column). The basic idea
is that the largest angular gap g between two consecutive pro-
jected neighbours will be significantly larger for a boundary point
than for an interior point, as illustrated in figure 6.3 (right col-
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umn). Hence, one can define as probability measure for a point p
to be situated on a boundary according to the angle criterion:

Π∠(p) = min

(
g − 2π

|Np|

π − 2π
|Np|

, 1

)
. (6.1)

In this formula, relating g − 2π/|Np| to π − 2π/|Np| (instead
of relating g to π themselves) results in a more robust probabil-
ity measure that is less influenced with respect to the number
of points in the neighbourhood, and thereby with respect to the
overall sampling density, and to the parameters N and ε.

In contrast to the angle criterion used in the existing literature,
it is advisable to ignore points q ∈ Np with a small scalar product
〈np,q− p〉 during the evaluation of equation (6.1). This way the
angle criterion becomes less susceptible to small inaccuracies in
the normal direction.

6.3.3 The Half-Disk Criterion

In 2D-image processing, edge detection algorithms in their various
forms basically identify pixels whose luminance deviates consider-
ably from the average luminance of their neighbouring pixels. The
same rationale can also be applied in the present problem setting.
On a 2-manifold, the neighbourhood of points in the interior of
the surface is homeomorphic to a disk such that we can expect
the difference between the point p itself and the average – repre-
sented by the centroid (centre of mass) of its neighbourhood – to
be small and non-zero mainly in direction of the surface normal.
On the contrary for points on a boundary: Their neighbourhood is
shaped like a half-disk, whose centroid significantly deviates from
p (see figure 6.4).

Fortunately, this fundamental distinction prevails not only in
the continuous setting but also in case of regular surface sam-
plings, and to a lesser extent even for irregular surface samplings.
As a consequence, the probability of a point p to be boundary
can be expected to be high where the distance between p and the
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r

(a)

4/(3 rp)

r

(b) (c)

Figure 6.4: (a) The local neighbourhood of points located in the interior
of the surface is essentially shaped as a disk, such that the average of the
neighbourhood points will coincide with the interior point. (b) In contrast,
for points located on the boundary of a surface it will deviate in direction of
the interior surface. (c) For non-flat surfaces, there is also a deviation into
the direction of the curvature of the surface, which is to be ignored for the
purpose of boundary detection.

centroid of its neighbourhood is large. This geometric observation
leads to the so-called Half-Disk Criterion Πµ(p).

Let µp be the weighted average of all neighbours of p:

µp =

∑
q∈Np

gσ(‖q− p‖)q∑
q∈Np

gσ(‖q− p‖)
,

where gσ(d) = exp
(
−d2/σ2

)
. Including these weights into the

average computation has two beneficial effects in comparison to
the standard centroid formulation: On the one hand, it reduces the
influence of variations in the sampling density. On the other hand
and more importantly, it counteracts the adverse effect that more
distant neighbours receive a bigger weight than closer neighbours
in the standard centroid computation and only slightly differing
distributions of sample points may therefore have significant effect
on the computed centroid.

The gaussian parameter σ depends on the average distance to
the neighbouring points rp and is set to

σ =
1

3
rp
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such that the influence of points outside the neighbourhood Np

can be neglected.
As final modification to the standard centroid computation,

the centroid µp is projected onto the tangent plane. This way,
deviations in direction of the surface normal (e.g. resulting from
a significant curvature of the surface) have no influence on the
centroid.

Collecting the pieces, this delivers:

Πµ(p) = min

(‖p− (µp)‖
4
3πrp

, 1

)
,

where µp is the projection of µp onto the tangent plane. The

reference quantity 4
3πrp is the distance of the centroids of a half-

disk and a full disk, respectively.

6.3.4 The Shape Criterion

As known from statistical analysis and as noted in [Gumhold et al.
2001], the overall distribution of the neighbouring points Np is
captured in the shape of the so-called correlation ellipsoid (see
figure 6.5). This ellipsoid is defined by the eigenvalues λ0 ≥ λ1 ≥
λ2 and the corresponding eigenvectors of the weighted covariance
matrix Cp:

Cp =
∑
q∈Np

w(q)(µp − q)(µp − q)t. (6.2)

It is therefore possible to exploit the relative magnitudes of the
eigenvalues to derive a further probability measure for a point
being on the boundary. Hence, the three relative magnitudes are
collected in a decision vector

Λp = (λ̄0, λ̄1, λ̄2),

with λ̄i = λi/(λ0+λ1+λ2). There are four characteristic situations
φ ∈ Φ = {Boundary, Interior, Corner/Noise, Line}, each with a
representative decision vector:
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Figure 6.5: The distribution of points in Np can be analysed using statistical
methods to compute a correlation ellipsoid. The lengths of the ellipsoid’s main
axes correspond to the eigenvalues λ0 ≥ λ1 ≥ λ2 of Np’s covariance matrix.
For a point in the interior of a point sampling of a 2-manifold surface, we
would have λ0 ≈ λ1 � λ2 (right), whereas a point in on the boundary of
such a sampling we would rather have λ0 ≈ 2λ1 � λ2 (middle). The case
λ0 ≈ λ1 ≈ λ2 indicates a more or less even distribution of points around p
such that not even a confident normal for the approximated surface can be
estimated (left).

φ = Boundary Λφ = (2
3 ,

1
3 , 0)

φ = Interior Λφ = (1
2 ,

1
2 , 0)

φ = Corner/Noise Λφ = (1
3 ,

1
3 ,

1
3)

φ = Line Λφ = (1, 0, 0)

The basic idea is now to compute a decision vector for each point
in the point set and to compute a boundary probability for this
point based on the location of its decision vector with respect to
the above shape representatives.

The last three values for Λ given in the table above span the
decision triangle TΛ depicted in figure 6.6. Please note that this
triangle contains all possible Λ values, because the covariance ma-
trix defined in (6.2) is positive semi-definite.

Tentative classification probabilities Π̃φ can now be extracted
for each of the situations described above from Λp by evaluating
a spatial kernel around the characteristic Λφ. Like in the previous
section, a Gauss kernel gσ with σφ = 1

3‖Λφ − centroid(TΛ)‖2 is
used, effectively defining a radius of influence for each of the char-
acteristic points (see figure 6.6, left). Now Π̃φ is for each shape
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Figure 6.6: (a) The triangle spanned by the representative ΛΦ-vectors with
highlighted characteristic points for certain shapes Φ. The circles passing
through the triangle centroid c are shown for every shape in the respective
colour. (b) The tentative probability Π̃boundary is computed by evaluating the
kernel around the characteristic Λ for boundary points.

φ ∈ Φ given as

Π̃φ(p) = gσφ
(‖Λp − Λφ‖)

Obviously, the regions for different shapes overlap. Normalisation
leads to

Πφ(p) =
Π̃φ(p)∑

ϕ∈Φ Π̃ϕ(p)
. (6.3)

6.3.5 Combining the Criteria

Every one of the three above criteria has its own advantages. Com-
pared to the angle criterion, the half-disk criterion is better capa-
ble of detecting small holes, especially when the hole is crossed by
some edges of the neighbourhood graph, see figure 6.7.

On the other hand, while the half-disk and the ellipsoid crite-
rion typically find narrow bands of boundary points around holes
(in particular for larger k) the angle criterion is sharper and bet-
ter exposes thin lines of boundary points (see figure 6.8). In the
presence of noise, finally, the shape criterion performs best (see
figure 6.9).
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(a) (b)

Figure 6.7: A small hole, crossed by some edges of the neighbourhood graph
G. Points with a boundary probability as computed with the angle criterion
(a) and the half-disk criterion (b) above a threshold of 0.5 are highlighted in
red colour.

In order to make use of the different capabilities of the cri-
teria and to increase the robustness of the boundary probability
computation, we derive a combined boundary probability into a
weighted sum

Π(p) = w∠Π∠(p) + wµΠµ(p) + wφΠφ= Boundary(p). (6.4)

The weights w∠, wµ and wφ, where w∠ + wµ + wφ = 1, can be
adjusted by the user upon visual inspection. As default, a uniform
weighting scheme produces good results, but for noisy models, the
weight of the shape criterion should be increased.

6.3.6 Normal Estimation

By construction, both, the angle and the average criterion, depend
heavily on the normal at the point p. Therefore, a good estimation
of the normal is mandatory in cases where no normal information
is available otherwise. Following the normal estimation method
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(a) (b)

Figure 6.8: Boundary points detected by the half-disk criterion form a band
of boundary points (b), whereas the angle criterion finds a sharp boundary
(a).

by Hoppe et al. [1992], the normal can be estimated as the eigen-
vector corresponding to the smallest eigenvalue of the weighted
covariance matrix of Np (eqn. (6.2)).

For some configurations, however, this normal estimation fails.
In particular at sharp creases, the best fitting plane as defined by
the smallest eigenvalue might be indeed orthogonal to the under-
lying surface (see figure 6.10). Fortunately, it is possible to exploit
information gathered during the computation of the angle crite-
rion to detect such cases in the normal estimation process [Linsen
& Prautzsch 2002].

To this end, the angle criterion is evaluated after the normal
has been estimated. If the boundary probability Π∠(p) exceeds
a given threshold, the estimated normal is rotated by 90 degrees
about the axis defined by the two points on both sides of the
maximum gap, projected into the tangent plane. Then the angle
criterion is evaluated again, this time using the rotated normal,
and the new normal is kept if the boundary probability has been
reduced significantly, i.e. by more than 50%.
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(a) (b)

Figure 6.9: The angle criterion (a) identifies many false boundary points
in the presence of noise, while the shape criterion (b) is not affected.

Please note that a consistent orientation of the estimated nor-
mals is not required for any of our criteria. Nevertheless, if required
for other purposes (e.g. visualisation), it can easily be achieved
by applying the minimum spanning tree traversal introduced in
[Hoppe et al. 1992] on the neighbourhood graph.

6.4 Boundary Loops

The extraction stage of the boundary detection algorithm aims at
producing a classification for each point, stating if it is a boundary
or an interior point. In addition to the boundary probability com-
puted with the scheme described in the last section, the coherence
between boundary points will be exploited for the classification.
This greatly improves the robustness of the presented method.
Moreover, connected loops of points, circumscribing a hole, will
be found, providing immediate access to the boundary.
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Figure 6.10: In sharp creases the best fitting plane (illustrated with the correla-
tion ellipsoid in the middle) might be orthogonal to the underlying surface (left).
These cases can be detected with the angle criterion, and the normal can then be
flipped accordingly (right).

6.4.1 Boundary Coherence

Any point on a boundary loop has at least one neighbour to each
side also belonging to the boundary. This property can easily
be exploited using an iterative classification procedure. First, all
points with a boundary probability greater than a user-defined
threshold are declared boundary points. Then, for each of these
points, the two neighbours forming the maximum gap in the sense
of the angle criterion are found. A point stays classified as bound-
ary point if and only if both of these neighbouring points have
also been declared boundary points. All other points are marked
as interior points. This process is repeated until no more points
change their status. Note that only the neighbours of points that
did change status in the previous iteration have to be reconsidered
in the following step, making the classification very efficient.

After the classification, we use an algorithm that is built upon
the one presented in [Gumhold et al. 2001] to construct a min-
imum spanning graph (MSG) based on the proximity graph G.
By construction, this MSG will contain loops if and only if they
correspond to the boundary loops we are interested in.

To this end, we use an extension of Kruskal’s minimum span-
ning tree algorithm. The required edge weights w(i, j), are derived
similarly to [Gumhold et al. 2001] in two parts. The first compo-
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Figure 6.11: The first three steps in the loop extraction: (a) The breadth first
graph traversal is spawned at vertex A. (b) A is marked green, all adjacent
vertices are queued for visitation and marked yellow. The arrows indicate the
vertices’ predecessors. (c) Visited vertices are marked green, newly discovered
vertices are queued for visitation.

nent penalises the boundary probability of the adjacent points:

wprob(i, j) = 2− Π(pi)− Π(pj).

The second component incorporates the local sampling density
measured by rp (defined as the average distance to p’s neighbours
(see section 6.3.3) and penalises long edges so that the boundary
loops will contain as many boundary points as possible:

wdensity(i, j) =
2‖pi − pj‖
rpi + rpj

.

The total weight is then given by

wtotal(i, j) = wprob(i, j) + wdensity(i, j).

With these weights, the algorithm is then initiated as follows: In
the beginning, every vertex of G constitutes a stand-alone compo-
nent in G. Then all eligible edges are processed in ascending order,
according to their weight. Here, an edge (i, j) is considered eligible
only if wprob(i, j) and wtotal(i, j) are below pre-defined thresholds.
A threshold combination of 1.1 and 3 proved good in practice and
was used for all the examples given.
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Figure 6.12: Loop extraction (contd.) (a) One further step in the graph
traversal. (b) In this step, when B is visited and to be marked green, it is
discovered that one of its adjacent vertices (C) is already marked yellow. A
loop has been found and can be extracted by tracing back the predecessors of
both vertices. (c) The extracted loop.

If an edge (i, j) connects two distinct components ofG, the edge
is added to the MSG and the two components are joined. If, on the
other hand, the edge connects two vertices of the same component,
it is included in the MSG only if the emerging loop is longer than
a predefined minimum loop length e, measured as the number of
edges in the loop. Similar to the radius ε in the construction of
the neighbourhood graph G, the minimum loop length e steers the
minimal hole radius to be found. Although independent in theory,
these two parameters are therefore semantically correlated and
one can define e ∝ 2πε

d , where d is the average edge length in the
graph.

6.4.2 Loop Extraction

With the MSG at hand, the boundary loops can be extracted using
a breadth first search. The search is started at an arbitrary vertex
in the MSG. The algorithm maintains for all vertices a colour
value signaling one of three states: white (untouched vertices),
yellow (queued for visitation) or green (already processed). In the
beginning, all vertices are white, except the origin, which is yellow
(see figure 6.11). In the following steps, vertices on the front of the
queue are removed from the queue and marked green. Its adjacent
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vertices are treated in dependence of their colour (figures 6.11 and
6.12):

• White vertices are inserted into the queue and marked yel-
low.

• Green vertices are ignored.

• If one of the adjacent vertices is yellow, a loop has been
found and the traversal is stopped.

After the traversal is stopped, the loop can be extracted by tracing
back the two vertices that caused the traversal to stop (vertices
B and C in figure 6.12).

After all vertices belonging to the loop are removed from the
MSG, the search is re-launched with an arbitrary vertex from the
remaining MSG and iterated until no more loops can be found.

In a final step, all points belonging to a loop are marked as
boundary points.

6.5 Results and Conclusions

The presented algorithm was applied to a variety of models. Figure
6.13 illustrates the effect of the symmetric neighbourhood graph
that is designed particularly to filter out even abrupt sampling
density changes, a situation which causes even well-established
hole criteria to fail. For this example, one half of the depicted
data set was heavily down-sampled and only the angle criterion
employed. Note how well the drastic change in sampling density
is handled.

Nevertheless, the robust detection of holes in the presence of
noise or of holes of small size remains a challenge using only this
criterion. To overcome this, two novel boundary criteria have been
introduced: The half-disk criterion is the 3D-analogue to the well-
known border detection in images, whereas the shape criterion
exploits a classification scheme based on local data analysis.

The notion of a hole is inherently and per-se ill-defined in the
context of point set surfaces, and hence any classification ulti-
mately needs to adapt to the application’s (or rather the user’s)
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Figure 6.13: The effect of the symmetric neighbourhood relation. Left: k-nearest
neighbours Right: Symmetric neighbourhood graph

interpretation. Consequently, the presented probabilistic approach
can be trimmed using intuitive parameters, rendering the method
easily adjustable to the task at hand. The parameter k of the
neighbourhood definition determines the size of the local neigh-
bourhoods. If k is increased, only larger holes can be detected,
as smaller holes will be crossed by edges of G. For the examples
depicted in this (and the following) chapter, k was set to a value
between 12 and 25, depending on the amount of noise present in
the data. If there is considerable noise, larger values of k can be
used to improve the robustness of the hole detection, while the
parameter ε can be used to define a minimum hole size, since the
neighbourhood will stretch over all holes with a diameter less than
ε. This way the user is enabled to focus on the important holes,
for instance in the dragon data set, as demonstrated in figure 6.15.

By making use of the coherence between boundary samples,
the robustness of the hole detection is further increased. As a by-
product of this stage, boundary loops are extracted, delivering
subsequent processes direct access to the contours of the holes.
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Figure 6.14: Detected boundaries in a single scan of an echinite, the bunny, and
in the registered, yet incomplete squirrel data set. All three criteria were combined
with equal weight.

Figure 6.16 once again illustrates the whole process, from the
computation of the boundary probability, over thresholding to the
loop extraction case. This example emphasises the ability of the
presented algorithm to ignore drastic sampling density drops in
most cases. In this data set generated from a reconstructed mesh,
the eye region is densely sampled, whereas the surrounding re-
gion is sparse. It is interesting to compare these results to the
corresponding images in [Dey & Giesen 2001]. According to the
criteria proposed by Dey et al., no undersampling occurred in
this region of the mannequin head model, a hypothesis that is
supported by the presented algorithm with the exception of the
small hole depicted in figure 6.16, bottom right. This example also
demonstrates that the existence of a hole is often arguable, and
that the final classification can ultimately be performed only by
the application or by the user. Nevertheless, the figures given in
this chapter make evident that, with a little parameter tuning,
the presented algorithm is capable of detecting holes in point sets
and filtering out undesired or insignificant ones, thereby reduc-
ing the number of misidentified cases that would require manual
deselection or other postprocessing.

For many applications, such as automatic hole filling, which
will be subject of the following chapter, the detection of holes has
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Figure 6.15: Numerous small holes are detected in the dragon model for k = 15,
but larger holes can be isolated if all points within 0.01 of the bounding box diagonal
are also included in the neighbourhood.

Figure 6.16: The eye region of the mannequin head model (top left), the
boundary probability (bottom left), after thresholding (top right), and after
boundary loop extraction (bottom right).

to be repeated after filling part of the hole. A reasonable efficiency
of the hole detection is therefore desirable. In the dragon example
(containing over 400000 points) the holes depicted in figure 6.15
(right) were detected in less than two minutes on a AMD Athlon
2.21 Ghz. Specifically, the timings were: Construction of the kd-
tree and the symmetrised proximity graph 9s, computation of the
integrated boundary probability 11s, extraction of the boundary
loops 26s. In the context of hole filling, the update of the boundary
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loops can naturally be performed incrementally, such that here
timings are even considerably faster.

Figure 6.14 finally shows some more examples where the hole
detection algorithm correctly identified the boundaries (and holes)
in some objects directly stemming from range data, in particular
in a single scan of a echinite (already seen in chapter 5), and
in a single scan of the bunny. The image to the right shows the
already registered, yet incomplete squirrel model. For the bunny, a
minimum loop size of e = 1000 was used to suppress the detection
of loops around the smaller holes.



CHAPTER 7

Surface Inpainting

In the context of image and art restoration, Inpainting is a well-
known technique where paint losses – caused by abrasion, destruc-
tion, or created during the process of restoration itself – are filled
with plaster up to the level of the surrounding paint and then
textured and coloured to match. Recent years have seen the es-
tablishment of this term also in the processing of digital data, in
particular in the field of image completion and later also in video
completion (see references below). Analogue tasks, however, can
also be found in 3D geometry processing, since digital representa-
tions of real-world objects often contain holes, due to hindrances
during data acquisition or as a consequence of interactive mod-
elling operations.

Although the creation of digital 3D copies of real-life objects
is becoming a standard procedure for numerous application fields
and despite all technological progress, models resulting even from
the most careful acquisition process are generally incomplete, due
to occlusion, the object’s material properties or spatial constraints
during recording (among others), i.e. they contain under-sampled
regions and/or holes. In some applications, holes are also delib-
erately introduced into an object, since removing damaged, un-
desired or unnecessary parts of an object is an important tool in
interactive modelling.

Various algorithms exist that allow the completion of such holes
in a smooth way, but they generally do not lead to visually ap-
pealing solutions. To this end, the holes have to be filled plausi-
bly, i.e. the basic geometry has to be smoothly patched and the

95
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(unknown, yet assumed) detail geometry has to be restored or
extrapolated, possibly taking into account the context of the ob-
ject. That this ill-posed task has hope of being solved at all is
based on the observation that real-life objects often exhibit a high
degree of coherence in the sense that for missing parts one can
find similar regions on the object to draw information from. This
observation has been exploited extensively in the field of 2D tex-
ture synthesis and image completion, even though real symmetry
(or close-to-symmetry) is far less frequently found in photographs
(which constitute a 2D projection of a 3D scene) than it is for the
3D objects themselves.

Symmetry and coherence in 3D objects have also been exploited
for 3D surface completion. The problem with previous approaches,
though, is that they require specific spatial structures to iden-
tify holes and potential candidate fragments to be copied to de-
fective regions. Consequently, the results depend heavily on the
choice and location of these auxiliary structures. In contrast, this
chapter introduces a surface inpainting method that analyses the
neighbourhood of a hole, finds best matching local neighbourhood
patches represented in local frames (the 3D analogue to what is
called a fragment in image processing), and fills the hole with
copies of these. By finding best matches hierarchically on several
scales, the hole is filled in conformance with the context with re-
spect to all considered scales.

The key challenges for such a 3D fragment-based approach are

• to identify symmetry, similarity and coherence relationships
in the scene or on the object,

• to do this independently of a specific choice of any particular
coordinate system or parametrisation, and

• to exploit these relationships to inpaint missing surface re-
gions.

Before a detailed description of how these challenges can be
tackled, the following section will shortly review the relevant lit-
erature, covering the inspiring works on 2D image processing, but
also previous approaches to automatic hole filling for boundary
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representations in 3D. The novel algorithm is then described first
in a one-level, non-hierarchical way in section 7.4, and extended to
exploit Guidance Surfaces in a multi-scale approach in section 7.5.
This section also introduces the two-layer descriptor required to
transfer coarse scale geometry information to finer scale filling op-
erations. A collection of exemplar results produced with the novel
approach are presented and discussed in section 7.6.

7.1 2D Approaches

7.1.1 Texture Synthesis

In image processing, synthesising images or parts thereof, comes
in two flavours: Texture Synthesis and Image Restoration. In tex-
ture synthesis, from a sample image a new (generally larger) im-
age is to be created that appears realistic and preserves visual
properties of the sample image. In the extensive literature, this
problem has been approached by explicitly modelling the distri-
bution of the textural features which humans perceive as a specific
type of texture [Perlin 1985; Turk 2001], by histogram matching
[Heeger & Bergen 1995; Bonet 1997; Portilla & Simoncelli 2000],
or Markov random fields [Zhu et al. 1998]. Despite the appeal-
ing mathematical formulation, these parametric approaches have
been outperformed by non-parametric models that synthesise tex-
tures exemplar-based by transferring pixels [Efros & Leung 1999]
or patches [Wei & Levoy 2000; Nealen & Alexa 2003] with appro-
priate neighbourhoods to the new image.

7.1.2 Image Restoration

Image completion aims at filling-in holes in an image that are
generated erasing defective, damaged or undesired parts of an im-
age, by extending information available in the remaining image.
One obvious but important difference to most texture synthesis
approaches is that the undamaged region of the image must re-
main unmodified, whereas the damaged or missing region has to
be filled in. It is due to this parallelism to the classical inpainting
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Figure 7.1: Texture synthesis typically takes a small input image (small
images above) and generates an arbitrarily large output image (large images
above). Leftmost image taken from [Lin et al. 2004], remaining images cour-
tesy of the computer graphics group in Bonn, see e.g. [Nicoll et al. 2005].

technique in art restoration that this process is often referred to
as digital image inpainting.

Furthermore, in addition to the overall visual properties of the
image, which are in focus in texture synthesis, the larger and
highly irregular structures of the image have to be preserved. With
this requirement in mind, Ballester et al. [2001] fill images by ex-
plicitly propagating lines of equal brightness (so-called isophotes)
by solving variational problems, whereas Jia et al. [2003] segment
the image and propagate segment borders into the hole region.
Both approaches then fill-in the emerging empty regions in a pixel-
based approach. Using isophote-propagation to guide what is oth-
erwise a pure texture synthesis approach, Criminisi et al. [2003]
presented an approach that is similar to the one presented here
in the sense that the hole filling steps are also prioritised in order
to propagate larger scale structures to hole regions. To determine
the priority criterion, however, feature lines on the surface – lines
that can be considered as the 3D analogue to isophotes in im-
ages – have to be detected first. The approach presented here also
benefits from work presented by Drori et al. [2003], who assign
iteratively updated confidence values to each pixel in the image
and exploit these confidence values for guiding the filling steps.
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Figure 7.2: Image completion targets the repair of damaged or undesired
image regions. Undesired regions are marked (top right), erased, and auto-
matically filled. The bottom row contrasts a successful with an unsuccessful
completion attempt acquired with commercial image processing software.

l = 0, . . . , L Hierarchy level (L for coarsest)

P l = {pl
i} Point sets (hierarchy level l)

Bl = {bl
i} ⊂ P l Sets of border points

Cl = {cl
i} ⊂ P l \ Bl Candidate sets

α : P l 7→ [0, 1] Confidence value

N (pl
i) ⊂ P l Local neighbourhood of p

Gl Guidance surface

N,N l Number of points in P l

D Number of points in the descriptor

χ : P l → RD Descriptor

Table 7.1: Notation and Symbols
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7.2 3D Approaches

As 3D data-acquisition generally leads to incomplete surfaces, fill-
ing holes in 3D surfaces is traditionally part of surface reconstruc-
tion algorithms (see [Curless & Levoy 1996] as an example), but
has also achieved recent research attention in its own right [Davis
et al. 2002; Verdera et al. 2003; Liepa 2003; Clarenz et al. 2004].

Lifting the 2D-surface into a 3D volumetric representation,
Davis et al. [2002] extend a signed distance function that is ini-
tially only defined close to the known surface to the complete space
using volumetric diffusion, thereby completing the surface even
for non-trivial hole boundaries. Clarenz et al. [2004] cover surface
holes minimising Willmore energy functionals, leading to smooth
surface patches with guaranteed continuity properties. Various
algorithms explicitly refrain to distinguish between holes in the
surface and the likewise empty space between sample points; as
in reconstruction, these approaches typically generate an implicit
representation of the surface first by interpolating e.g. the signed
distance field using radial basis functions [Carr et al. 2001][2003].
See also [Steinke et al. 2005] for an example of this type of recon-
struction, which relies on a support vector machine-like approach
to find the optimal implicit function.

Smooth completion is also the result of very recently published
hole filling algorithms, where templates – constructed from some
known base mesh [Kraevoy & Sheffer 2005] or from a partly man-
ual selection from a shape data base [Pauly et al. 2005] – have
been exploited.

In some applications, however, smooth filling of holes is not
sufficient. This is particularly the case in cultural heritage appli-
cations, where in addition to an accurate documentation of the
status quo of a cultural heritage object, one often requires also
visually appealing reconstructions, e.g. for virtual exhibitions etc.
In such applications, so-called surface inpainting algorithms are
needed that do not only reconstruct the basic geometry of the
defective object, but also their fine scale geometric features.

Although the problem of completing 2D surfaces in 3D appears
conceptually almost identical to completing 2D images, transfer-
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ring successful techniques from image completion to 3D is far from
trivial. The lack of a regular grid deprives us from the universal pa-
rameter domain that is so extensively exploited in 2D image pro-
cessing. As a consequence, already the construction of multi-scale
hierarchies representing different frequency bands – apparently a
key ingredient to many image completion approaches – proves to
be challenging, as the vertices’ positions at the same time encode
both, signal and domain of the function to be analysed [Taubin
1995; Guskov et al. 1999; Pauly & Gross 2001].

There are yet only few publications that address the problem of
detail preservation during hole filling [Savchenko & Kojekine 2002;
Sharf et al. 2004]. Adapting technologies from exemplar-based im-
age synthesis methods and similar in concept to our approach,
Sharf et al. [2004] fill holes by copying existing surface patches
from the object to the hole region. The fundamental problem of
this algorithm is that it is completely octree-based: Holes in the
surface are detected by checking for near-empty octree cells, differ-
ent scales in their hierarchical approach are represented through
octree levels, descriptors are based on a regular sampling of a dis-
tance field, and, most importantly, patches to be copied can be
generated from other octree cells only. As a consequence, even per-
fectly symmetrical objects can only be reconstructed if the sym-
metry axis of a symmetrical feature happens to coincide with an
octree axis (or one of the considered, discrete rotations thereof).
Furthermore, due to the resulting non-invariance with respect to
rotation, translation and scaling, very careful parameter tuning is
required to successfully reconstruct real-world examples.

7.3 Overview and Terminology

Given a point set P ⊂ R3 representing a manifold surface, the goal
of our algorithm is to fill any existing holes plausibly, i.e. taking
into account the object’s local and global context and reconstruct-
ing also the fine surface detail that can visually be expected in the
missing regions. This goal is achieved by first identifying Bound-
ary Points, i.e. points that are close to regions in the point set
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Figure 7.3: Two snapshots from the automatic completion phase. In this
phase, matching source fragments are identified and copied to the defective
surface region.

with insufficient sampling, and then by copying appropriate local
neighbourhood patches (so-called Fragments or Feature Surface
Elements as introduced in chapter 4.2) from a candidate set to
the hole region. This way the hole is iteratively closed. As newly
inserted points have an influence also on later filling steps, every
point in the point set is assigned a confidence value, which is equal
to 1 for all points in the original point set and is in the interval
[0, 1) for inserted points. By these means, it is possible to evaluate
each point’s confidence and adjust its influence on the algorithm
appropriately.

In accordance with the terminology in image completion ap-
proaches, we call the regions close to insufficient sampling Target
Fragments and regions from where points to be inserted are drawn
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Fill (Point Set Hierarchy PL, . . . ,P0)

compute initial guidance surface GL [optional]
for all l = L, . . . , 0 do
Bl ← find boundary points in P l

Cl ← find candidate points in P l

compute descriptors χ(Cl) and χ(Bl) using Gl

Q ← prioritise Bl

while Q not empty do
b← top(Q)
find best matching candidate c ∈ Cl

copy N (c) to N (b)
update Bl and Q

end while
Gl−1 ← MLS(P l)

end for

are called Source Fragments or Candidate Fragments. In order to
assess a fragment’s appropriateness for a specific filling operation
and to select the best fragment from the candidate set, target and
candidate descriptors are constructed as regularly sampled height
fields. So-called Guidance Surfaces are used to derive descriptor
values in invalid target regions.

With the notation given in table 7.1, the basic workflow of
our algorithm can best be seen in pseudo-code (see above). The
overall approach is hierarchical, i.e. it reconstructs the surface in
the hole region on coarse scales first and exploits the result to
derive the guidance function for the next levels. Hence, the first
step in our algorithm is to compute a point set hierarchy, con-
sisting of L point sets P0, . . . ,PL, where P0 is the original point
set and P1, . . . ,PL are smoothed and (optionally) subsampled
copies thereof. This process is illustrated in figure 7.12 further
back in this chapter. For clarity of presentation, though, a non-
hierarchical, 1-level-formulation of this approach is described first,
before the hierarchical formulation is motivated and presented in
section 7.5.
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7.4 Non-Hierarchical Formulation

Let P , as usual, denote the given, possibly incomplete, discrete
point sampling {p1, . . . ,pN} ⊂ R3 of an unknown surface. Fol-
lowing the notion from 2D-image synthesis, every point p ∈ P
defines in conjunction with a local frame Fp and a radius % ∈ R a
corresponding surface fragment N%(p) ⊂ P as

N%(p) = { pi ∈ P | d(p,q(pi)) ≤ % } , (7.1)

where q(pi) is the projection of pi into the plane defined by Fp

(see figure 7.4). The defining local frame is established using the
best fitting plane to the k nearest neighbours of p, as suggested
in [Hoppe et al. 1992]. This plane is also used as parameter plane
for the fragment and its normal as surface normal in p. Given
this frame, the points in the fragment can be efficiently collected
traversing a proximity graph as proposed in [Klein & Zachmann
2004].

Please note that the terms fragment and local neighbourhood
are used synonymously throughout this chapter, and that the in-
dex % is suppressed in unambiguous cases, as is the index l.

Figure 7.4: Illustration of a local point set neighbourhood (triangulated
for display purposes, centre) and its regularly resampled counterpart (left).
Hole regions in the original surface (red square) lead to invalid descriptor
components (coloured in red).
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r r

Figure 7.5: Descriptor layout. Left: The number of sample points per ring
grows linear with respect to its length, i.e. the sampling rate for each ring
is identical (Four samples per 2πr in the depicted case). Centre: Descriptor
as suggested in [Zelinka & Garland 2004]; here, the number of sample points
per ring is constant, such that the sampling rate decreases linearly. Right: 3D
illustration of the local resampling.

7.4.1 Neighbourhood Descriptors

Unlike 2D image fragments, 3D surface fragments as defined in
eqn. (7.1) constitute an irregular and unstructured sampling of a
surface. As a consequence, there is no canonic distance measure to
quantify the alikeness of two fragments. Therefore, a neighbour-
hood descriptor (together with a corresponding distance function)
has to be defined. In a recent approach, Zelinka et al. [Zelinka &
Garland 2004] have shown so-called Geodesic Fans to faithfully
identify regions on a surface that are geometrically similar. Their
descriptor is a vector ofD discrete samples of one or several signals
defined on the surface. The samples are taken at D fixed sample
positions according to some sampling pattern given in geodesic
polar coordinates (figure 7.5, middle).

Dealing with point sets, the computation of geodesics is an ill-
defined and expensive operation. Nevertheless, the geodesic fan
approach can be adopted to the present setting by deriving a lo-
cally regular resampling of the point cloud that can then be used
to come up with a straight-forward descriptor. To this end, the
surface fragment is resampled according to the sampling pattern
depicted in figure 7.5 (left) since it does not emphasise the re-
gions close to the centre as the traditional geodesic fan approach
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(middle) does. The D sample positions can be understood as po-
lar coordinates in the parameter plane described above, scaled to
fit into the parameter domain of the fragment. A fragment shape
descriptor is now easily defined as the vector of height values of
this local regular resampling over the parameter plane:

χ(p) = (hp
1 , . . . , h

p
D)

t ∈ RD. (7.2)

Please note that although on coarser scales where fragments are
of larger size (see below) a considerable number of points may have
to be resampled, the descriptors can be efficiently computed using
natural neighbour interpolation techniques that are performed di-
rectly on the GPU [Hoff et al. 1999]. Alternatively, interpolated
height values for the new sample points can also be computed
quite efficiently by constructing a 2D Delaunay triangulation and
using the barycentric coordinates of the sample positions for in-
terpolation.

An obvious choice for a distance metric on the space of descrip-
tors would be the weighted Mean Squared Error

δ(χ(p), χ(q)) =
∑

i

wi‖hp
i − h

q
i ‖

2, (7.3)

with some appropriate weights wi. However, as the sampling pat-
tern is uniquely defined only with respect to the normal direction,
position and size, leaving rotations about the normal as an addi-
tional degree of freedom. Before evaluation of equation (7.3), one
has hence to allow for a set of transformations ϕ corresponding to
discrete rotations and mirroring to be applied to the descriptor,
which is henceforth denoted as χϕ. After rotation, however, the
sampling point positions of χ(p) and χϕ(q) will generally not co-
incide; height values of at least some of the sampling points have
to be interpolated. For the sake of simplicity and because it better
reflects the circular structure of this descriptor, this interpolation,
where necessary, is performed linearly along the rings.

Obviously, for some points in the data set, the descriptor do-
main will stretch into regions containing points with confidence
value < 1 (points that have been inpainted in some previous step)
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Figure 7.6: Interpolating descriptor values. When comparing rotated de-
scriptors (target in yellow, candidate in blue), descriptor values are interpo-
lated linearly along the rings (highlighted in red in the zoom-out).

or no points at all. The basic idea is that descriptor values corre-
sponding to these regions should have less influence on the process
of selecting of appropriate target-candidate pairs. This is achieved
by setting the weights in equation (7.3) to

wi = αi(p) · αi(q), (7.4)

where the αi(p) are the interpolated confidence values of the
points in N(p). Descriptor values corresponding to empty regions
in N(p) are assigned a confidence value of zero.

Summarising, the similarity criterion can be formulated as fol-
lows

δ(χ(p), χ(q)) = min
ϕ

δ̄(χ(p), χϕ(q)), (7.5)

with

δ̄(χ(p), χ(q)) =
1∑

j αj(p)αj(q)

N∑
i=1

αi(p)αi(q)(hp
i − h

q
i )2.

7.4.2 1-Level Inpainting

Before the missing surface in hole regions can be reconstructed,
the hole boundaries have to be detected using the method de-
scribed in chapter 6. The basic concept is now to find for every



108 Chapter 7. Surface Inpainting

boundary point b ∈ B an appropriate candidate c ∈ P and to
copy its neighbourhood to the invalid (empty) parts of N(b). To
guarantee that invalid regions in N(b) can indeed be filled with
the corresponding regions in N(c), the candidate set C is built by
collecting all points p ∈ P, whose descriptors do not contain any
invalid components, i.e.

C = { c ∈ P | hc
i valid ∀i } . (7.6)

With a suitable candidate set and a discriminative descriptor at
hand, the first and maybe most important part of inpainting – the
detection of similarities and symmetries – quite simply consists of
finding the best matching candidate

cb = min
c∈C

δ(χ(b), χ(c))

for any boundary point b ∈ B and co-aligning cb’s local frame
with the frame of N(b).

For alignment, the surface normals are mapped onto each other
and the minimising transformation from equation (7.5) is applied.
In order to compensate for little deviations that might result from
the discreteness of the set of allowable transformations ϕ, an ad-
ditional ICP step can be applied for the best matching candidate.
Taking into account the descriptor samples only and using fixed
correspondences, this can be performed very efficiently.

Finally, all points from N(c) corresponding to invalid regions
in χ(b) are inserted into P , receiving an aggregated confidence
from equation (7.7) (see below) of the target descriptor used to
compute the match. Afterwards the sets B and C are updated.

In order to reduce the time required for searching a best match-
ing candidate, the tree structured vector quantisation method
(TSVQ, [Wei & Levoy 2000]) is applied to the candidate set. By
means of the TSVQ the search for a best matching candidate is
significantly accelerated and renders the filling procedure interac-
tive even for large candidate sets. For very large data sets, the
performance can be further increased by early rejecting candidate
fragments with inappropriate size. Thus, the minimising transfor-
mation needs only be computed for compatible candidate frag-
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Figure 7.7: Completing damaged images (left) at target points in ran-
dom order may lead to undue propagation of flat areas (middle), whereas
only a different completion order may already lead to drastically better re-
sults (right).

ments. This will be further discussed in the hierarchical setting
described below.

7.4.3 Structure-Driven Inpainting

The algorithm described so far chooses target fragments to be
filled in random order. Analogously to what was noted for images
by Criminisi et al. [2003], this often has the adverse effect that flat
surface regions are unduely propagated into the hole region (see
figure 7.7). Our algorithm tackles this by assigning priority values
to all possible targets and performing a best-first filling algorithm.
The priority values are computed to favour those targets which
are on the continuation of strong features and are surrounded by
a high confidence neighbourhood.

Unfortunately, feature detection on point sets in itself is a non-
trivial task, let alone in the presence of holes. Instead, a simple
heuristic to measure the expressiveness of a fragment can be used,
that basically consists of computing the standard deviation σ of
the descriptor values along the sampling rings depicted in fig-
ure 7.6. By means of this criterion, regions of high curvature are
preferred over flat regions. Please note that this criterion is well-
adapted to our hierarchical setting described in section 7.5, as here
the fragment size corresponds to the amount of detail contained



110 Chapter 7. Surface Inpainting

Figure 7.8: Surface completion analogous to figure 7.7. In random order,
flat regions might unduely be prolonged (left), a problem that can be tackled
by selecting more expressive locations first for filling (right).

in the fragment and therefore σ gives a good indication of the
probability of the presence of a feature on the respective scale.

As pointed out already in [Drori et al. 2003], it is sensible to
compute the confidence of insertion operations and to keep track
of the aggregated confidence of inserted points. To this end, the
confidence is computed once for the complete (best matching)
candidate fragment:

α(χp) =
1

D

∑
i

α(hp
i ). (7.7)

This confidence value is assigned to each inserted point.
Experiments with several combinations of the two criteria α

and σ to prioritise the filling operations have shown that a thresh-
old approach performs best: Among those target descriptors that
have the highest confidence value (quantised into ten bins), the
one with highest σ is selected to be filled first. This way, of those
target fragments with a high confidence we favour the most dis-
criminative. As a consequence, problems as illustrated in figure
7.8 can be solved. In this case the algorithm correctly chooses the
target fragment indicated as a green disc in the right image to be
processed first, although it has about the same confidence as the
green disc in the left image.

It is worth noting that the presented algorithm can of course
trivially be modified to a semi-automatic approach, where a few
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appropriate candidates are suggested to the user, who then selects
the one to be pasted into the target region.

7.5 Hierarchical Formulation

The essence of exemplar-based completion is to exploit coherence
and similarity between the region of interest and appropriate can-
didate regions of the considered object. Geometric properties of
the hole region, though, might be represented in different scales,
and in many cases similarity relations present in different scales
correspond to very different regions on the object. It is therefore
important to allow candidates to stem from the optimal object
region per scale, such that for instance the coarse geometry of
the bunny’s missing left knee (see figure 7.12) is reconstructed
on coarse levels by copying the corresponding geometry from the
bunny’s right knee, whereas the fur structure, exhibiting different
similarity relations, is reconstructed from various different loca-
tions on the bunny (including the bunny’s right knee but also
from the back and front).

Only in the presence of real symmetry, where similarity on all
considered scales happens to relate to the same candidate region,
the one-level approach described in the previous section is gener-
ally sufficient. For instance, the missing left eye and nose region
of the Max-Planck-model (as shown in figure 7.13) can be re-
constructed using transferred and mirrored copies of parts of the
opposite side of the face. This type of similarity relation ranging
over all considered scales – rarely encountered when dealing with
images – is relevant for large classes of 3D objects. Nevertheless,
in order to handle cases as described above, we propose a hierar-
chical, multi-level approach, whose first step is to create a point
set hierarchy P1, . . . ,PL with according scales %1, . . . , %L, each
point set representing the (defective) object and its geometrical
properties up to the according scale.
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7.5.1 Creating the Point Set Hierarchy

The scale-space representation of the input model required to be
able to separate features with respect to their scale is constructed
by iteratively applying Laplacian diffusion, deriving smoother and
smoother versions of the object under consideration, correspond-
ing to ever larger kernel widths. Specifically, to derive P l+1 from
P l we compute new point positions as the weighted mean of all k
nearest neighbours pl

j of pl:

pl+1 =
1

µ

k∑
j=1

µjp
l
j, (7.8)

where µ =
∑

j µj. (Actually, we perform the smoothing in direc-
tion of the surface normal only, as we wish to smooth the surface
itself, rather than the distribution of sample points in the surface).
This corresponds to smoothing P l with a kernel width of

%p = max
j=1,...,k

d(p,pl
j).

The average distance to the kth-nearest neighbour

% =
1

N

∑
%p

is called the k-Ring Radius and describes a natural size of the local
neighbourhood patches, as it contains all the detail information
up to the respective hierarchy level, with all higher level detail
information smoothed out (see figure 7.9).

On first sight it appears that the smoothing scheme described
above has two main drawbacks: On the one hand, it is a well-
known fact that Gaussian filtering causes shrinkage (that ulti-
mately would reduce the data to a single point). However this
is of no negative effect for the present purpose, as all descriptor
comparisons are evaluated separately within one scale and con-
sequently any potential shrinkage is cancelled out. On the other
hand, the smoothing is not invariant with respect to the sampling
density since the points contributing to the new, filtered point po-
sitions are a fixed number of nearest neighbours. Strictly speaking,
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Figure 7.9: David’s head, subsampled to 300000 points, original (left),
iteratively smoothed once with k = 100 (mid-left), after 5 (mid-right), and 8
iterations (right). The discs indicate the corresponding neighbourhood size.

claiming that a certain ”scale” is represented in a smoothed point
set, therefore holds only for at least roughly uniformly sampled
point sets. To address this drawback, more sophisticated filtering
methods could be applied, in the spirit of [Karbacher & Häusler
1998; Desbrun et al. 1999; Clarenz et al. 2000] or [Taubin 1995].
In practice, where objects to be repaired stem from laser range
scanners or comparable acquisition techniques and are thus very
densely sampled, a uniform subsampling may be applied for scale
space generation. Please bear in mind, that the smoothed versions
constitute temporary intermediate representations of the object
and are used for guidance only.

7.5.2 Multi-Level Inpainting

Based on the point set hierarchy P0, . . . ,PL, the inpainting is a
bottom-up process, filling the hole in its coarsest scale representa-
tion PL first and then consecutively on the finer levels up to the
finest level P0. In each step (aside from the first step, where PL is
completed using the non-hierarchical formulation of our algorithm
as described in section 7.4), the previous, next coarser level point
set is used to construct a guidance surface that can be exploited
in the target descriptors for the filling step on the current level.
This way it is possible to encode hints to the larger scale geome-
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Defective Target Surface Ideal Candidate

original

level l
level l+1

Candidate 
Descriptor
 (level l)

Candidate 
Descriptor
 (level l+1)

Target
Descriptor

 (level l / l+1)

Figure 7.10: Defective target surface and an ideal candidate (bold), together
with two levels from the scale-space representation (dashed, level l+1 filled,
level l incomplete). Updating target descriptor values invalid on level l using
the guidance surface from level l+1 leads to a descriptor (bottom left) that is
not well comparable with either of the candidate descriptors (bottom centre /
right).

try into the descriptor components that have been invalid till now
and hence neglected.

Let the Guidance Surface Gl be any implicit representation of
the (completed) point set P l+1. In this approach, the zero set
of the MLS-approximation of P l+1 is used, but any other locally
evaluable representation could also be applied. A straight-forward
approach, that would also resemble comparable approaches in 2D
image processing, would then be to assign height values to invalid
target descriptor components by sampling Gl (see figure 7.10, bot-
tom left). This straight-forward approach, however, would have
the adverse effect that even ideal candidates would not be con-
sidered a perfect match (figure 7.10, bottom centre). The reason
for this is that inserting samples from Gl to the current level’s de-
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scriptor inherently causes two scales to be mingled. The resulting
hybrid descriptor – incorporating two scales at the same time –
is in fact comparable to descriptors on neither the current level l
nor the coarser level l+1 (figure 7.10, bottom right).

7.5.3 2-Layer Descriptor

As a consequence, another type of descriptor is required that is
able to differentiate between the respective scales. Consider the
2-layer descriptor illustrated in figure 7.11:

• The first layer χl is constructed as described in section 7.4.1,
capturing the available local geometry from P l only, and as-
signing zero confidence to the invalid descriptor components.

• For the second layer χl+1, the same parameter plane and the
same sampling pattern are used, but height values are derived
from the zero level set of the MLS-approximation of P l+1.

The distance function for the two-layer descriptor is then simply
a weighted sum of the level-wise distance functions:

δ(χ(p), χ(q)) = δ(χl(p), χl(q)) + τ δ(χl+1(p), χl+1(q)). (7.9)

While the parameter τ is arbitrary in principle, a value of 0.3
has proven to produce good results in all experiments performed.
In cases where multiple hierarchy levels are reconstructed, it is
advisable to increase τ for finer levels, as they can be expected to
be already a reliable reconstruction.

Target Descriptor (2-Layer) Candidate Descriptor  (2-Layer)

Figure 7.11: The 2-Layer descriptor for the situation in figure 7.10
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Figure 7.12: Hierarchical reconstruction of the Stanford Bunny. First, a
point set hierarchy (l = 0 to 3) of the defective bunny is constructed (top).
Starting with l = 3, each level is filled per-se, where the level l + 1 serves as
Guidance Surface for the filling of level l.

As stated above, the coarsest level L is filled without guidance
(formally setting τ = 0), as there is no previous reconstruction
available for evaluation as guidance surface. Given that the coars-
est level’s scale size corresponds well to the scale of the hole, this
problem is sufficiently well-posed. However, for very large holes,
considerable filtering might be necessary to this end. In this case
a natural and trivial extension to the presented algorithm is to
use any one of the available smooth hole filling schemes for the
coarsest level and use the result as guidance surface GL.

7.6 Results and Conclusions

We applied our fragment-based inpainting algorithm to various
data sets of point sampled geometry. The objects depicted in the
images of this chapter exhibit holes in structured surface regions
and are in addition to this comparably large in size. Reconstruct-
ing the surface for these holes using traditional smooth hole filling
algorithms would have lead to disturbing visual artefacts.

Figure 7.13 illustrates the basic workflow of the presented al-
gorithm. For target fragments (illustrated as green discs) an opti-
mal candidate fragment (red discs) is identified. The points corre-
sponding to invalid target regions are pasted into the point set af-
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Figure 7.13: Original Max Planck data set (top left), and the successive
steps towards the final completion (bottom left). The large images to the left
are rendered from reconstructed triangle meshes from the original and the
completed point sets, respectively.

ter the according transformations (translation, rotation, optional
mirroring), which are deduced from the descriptor comparisons,
are applied. In near symmetric cases like human faces, the non-
hierarchical formulation already gives satisfying results, given that
the required scale to cover the hole can be represented without
scale-space segmentation. Figure 7.14 gives another example of
near symmetry that is often encountered in particular for models
of human faces and can therefore be exploited for completion in
a non-hierarchical fashion.

Figure 7.12 demonstrates the use of the hierarchical formula-
tion for the exploitation of similarities that are spread over sev-
eral scales. The presented approach is able to reconstruct both
the knee as a symmetrical large scale feature and the fur struc-
ture that itself does not exhibit an analogue symmetry, but is also
well presented as a coherent feature on the surface on finer scales.
During the coarse level inpainting steps, corresponding target-
candidate descriptor pairs were identified. In this example, priori-
tising the target fragments for filling according to their discrimi-
nativity was particularly useful. This way, the target regions close
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Figure 7.14: Original Aphrodite data set (left), an incomplete scanning
session and its iterative completion. Inserted points are visualised in bright
green, flat shading.

Figure 7.15: Hierarchical reconstruction of the David Head Model.

to the bunny’s knee were selected for filling first. During the finer
scale filling operations, the fur structure was transferred to the
hole region from various (other) regions on the bunny’s back.

Also, the david head model from the Michelangelo project (fig-
ure 7.15) could not have been filled using a 1-level approach, as
the model itself does not contain appropriate candidates that cor-
respond to the (unknown) hole regions’ full spectrum of scales.
By filling the hole for coarser regions, representing the basic ge-
ometry, first, and adding more and more detail with decreasing
neighbourhood size at later stages, our algorithm was able to in-
paint this hole in a visual believable way, taking into account the
objects global and local context. Nevertheless, this example also
demonstrates the limits of the algorithm as presented in this chap-
ter. Features for which no similarity relation exists in the object
itself cannot be reproduced, such that one of david’s more promi-
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Figure 7.16: Igea data set. From left to right: Original data set, reduced
model, completed model on coarse level (no guidance surface was available
for this completion), and completed model on fine scale. Please note that
for the coarsest level, the point set was decimated and the image is scaled
here correspondingly for visualisation purposes. Only the point sets themselves
were rendered (no splatting).

nent curls is missing in the inpainted region. This topic will be
discussed further in chapter 9.

Further successful examples of the hierarchical completion
scheme are depicted in figures 7.16 and 7.18.

In order to assess the influence of the automatically computed
guidance surface and the candidate set on the inpainting results,
we reconstructed the bunny data set with the help of the com-
plete point set itself as guidance surface and candidate set. The
combination of both, perfect guidance and perfect candidate set,
resulted in the perfect reconstruction of the bunny (figure 7.19).
As opposed to that, figure 7.12 shows the hierarchical reconstruc-
tion of the incomplete bunny without any additional knowledge.
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Figure 7.17: Dragon data set. From left to right: Original data set, reduced
model, completed model.

Figure 7.18: Teeth data set. From left to right: Original data set, reduced
model, iterative repair steps, resulting reconstruction.

Figure 7.19: From left to right: Original Bunny data set, data set with
artificially introduced hole, iterative repair steps, resulting reconstruction. In
this example, the candidate set and the guidance surface have been built from
the original bunny data set.
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CHAPTER 8

3D Shape Modelling

The preceding parts of this thesis are concerned with, one could
say, the mere reconstruction of existing geometry in a manner as
accurate and reliable as possible, opening the paths to numerous
applications like documentation, presentation, archiving, analysis,
and in cases even physical reproduction. However, the spectrum of
options available with digital 3D objects that are not encumbered
with the restrictions inevitably tied to their real counterparts is
not exhausted by these applications.

One of the options neglected so far in this thesis is creative
design. At first sight the concept of creative design might seem
incompatible with the needs and requirements typically linked to
cultural heritage applications. But there are indeed numerous sit-
uations where it is mandatory to set aside the rule of ”sticking
to the truth” and let a user’s creativity, knowledge, and under-
standing of a scene or an object influence and modify the digital
object.

Museum curators and art professionals do not only conserve
the artefacts under their auspices but also perform restoration to
exhibit the most precious pieces of art in their former glory. It is
not only analogously, but indeed to a much greater extent, that
digital objects should be available for easy repair, modification,
or transform, given that the digital original can always exist in
multiple instances and hence be retained and modified – a fact
that makes them distinctively more versatile compared to their
real counterparts.

123
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8.1 Related Work

Traditionally, the goal of research in geometric modelling and
design was to find representations of 3D objects and modelling
tools enabling a possibly intuitive and efficient design process, the
choice of the former usually influencing the range of choices for the
latter and vice versa. In other words, the way an object is defined
naturally and inevitably influences the way it can be handled.

Originally, the needs of the industry to manufacture prod-
ucts with well-defined physical properties imposed requirements
on the geometric design methodology which made modelling a
cumbersome and time consuming process. A prominent example
of free form surface design methodologies that developed fairly
early in particular in the automotive industries are the piecewise
polynomial tensor product surfaces (see [Farin 1990] for an early
overview). Here, even the changes appearing conceptually small
are often hard to execute and require a considerable amount of ex-
pertise. However, exact and provable geometric properties of the
product are not relevant in numerous current application areas
like the film industry, computer games, etc. Since the most rele-
vant quality measure in these contexts is the visual appeal, much
of the research focusses on finding new modelling metaphors and
techniques that allow designers to work efficiently, which calls for
intuitiveness and simplicity, especially in the early stages of de-
sign.

The aforementioned dependence of the modelling interaction
on the specific object representation is one of the key hindrances
in intuitive editing, as animadverted already by [Welch & Witkin
1992]. Optimally, the specific object representation should be in-
visible to the user and not apparently limit the range of possible
modelling operations (as is the case with the aforementioned ten-
sor product surfaces whose degree defines the number of control
points to be positioned in order to derive the desired modification
and vice versa.)

Among the earliest modelling approaches that try to sever the
ties between object representation and the modelling methodol-
ogy are the so-called implicit deformation schemes. In these, the
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objects are embedded in a space which is warped by dragging
a sparse set of control points (e.g. the corners of an embedding
cube). The warping of the embedding space causes a correspond-
ing deformation of the object. According to the most popular such
approach called Free Form Deformations (FFD) [Barr 1984; Seder-
berg & Parry 1986], the surrounding space is defined as a multidi-
mensional spline. This technique has been further improved and
generalised [Coquillart 1990], moreover, it was adapted to gen-
erate animations by e.g. [Coquillart 1990; Faloutsos et al. 1997].
The main advantage of these methods is that they enable a defor-
mation that is independent of the complexity of the object being
manipulated. However, as pointed out in [Hsu et al. 1992], the
placement and control of the lattice defining the deformation is
non-trivial. The improvements of [Hsu et al. 1992; Hu et al. 2001]
remedied these problems for the case of a single edit. In this case
the user has to define only the initial control lattice, which is then
modified invisibly to the user as he edits the object by dragging
a point on the surface. However, since the control points move
according to the user’s input, the result of a subsequent edit de-
pends on a new control lattice, and may thus be contra-intuitive,
as it is different from an identical edit in an untouched region, cf.
[Frisch & Ertl 2002].

The algorithmic generalisation of piecewise polynomial repre-
sentations are the subdivision surfaces [Chaikin 1974; Catmull &
Clark 1978], where a smooth surface is generated by iterative re-
finement of a control mesh according to certain subdivision rules.
Since subdivision surfaces essentially comprise a representation of
an object on different levels of scale, they may be utilised as a
basis for an editing concept called Multi-resolution Mesh Editing
(MME) [Zorin et al. 1997]. The idea of multi-resolution editing is
to use different levels of detail of the object to perform edits on
different scales: Detail edits are performed on finer meshes and
large scale edits on coarser versions of the mesh. Saving the finer
meshes as details with respect to the coarser meshes provides for
detail preservation during large scale edits. Unfortunately, since
the one-ring of the edited vertex defines the region of influence
(ROI) of an edit, the subject of the edit and the ROI are com-
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Figure 8.1: Illustration of an elementary multi-resolution mesh edit. From
left to right: Part of the mesh to be modified, a part of the corresponding
coarse mesh, modified coarse mesh, modified mesh. In this type of edit, the
one-ring of the transformed vertex in the coarse mesh defines the region of
influence of the editing operation. The support of an editing region can thus
only be selected by choosing a corresponding coarse mesh representation, if
available.

pletely connectivity-defined and cannot be chosen arbitrarily (see
figure 8.1). Kobbelt et al. [1998; 2000] provided a solution to this
problem by abandoning the idea of defining the multi-resolution
representations as a coarse-to-fine hierarchy of nested meshes, and
rather utilising a hierarchy of scales in terms of smoothness. The
levels of detail are generated by a hierarchical mesh smoothing
scheme.

In extension of an idea presented in [Klein 2000], Kobbelt et
al. [2000] also describe an important modelling metaphor that
could be considered mainstream today: During the editing pro-
cess the designer picks a region of interest (which in this par-
ticular approach also defines the scale of the edit) and a han-
dle, i.e. another region within the ROI that rigidly undergoes the
user-defined transformation. This type of editing metaphor will be
described in more detail in section 8.2. Each time the user trans-
forms the handle, the mesh within the ROI transforms to produce
a smooth transition between the rigidly transformed handle and
the unmodified region.

Multi-resolution mesh editing can serve as a particular
paradigm raising two main questions that drew attention in the
major part of the more recent research activities in interactive
modelling:

1. How to propagate the handle transformation into the region
of influence?
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2. How to deal with surface details? How are they defined, how
should they be transformed (or maintained) during mod-
elling?

To answer the first of these questions, many authors ([Kobbelt
et al. 1998],[Guskov et al. 1999],[Botsch & Kobbelt 2004], and
[Botsch & Kobbelt 2005], see also the references in [Botsch et al.
2006]) use some form or other of the variational surface modelling
concept introduced by Welch and Witkin [1992] (cf. also the con-
temporary publication of Moreton and Séquin [1992]). The fun-
damental idea in these approaches is that the geometric layout of
the deformed region should generate a fair surface. If nothing else
is specified e.g. by the application or by the context of the editing
operation, a fair surface is typically understood to be one that
corresponds to the principle of the simplest shape [Sapidis 1994],
which is typically formalised as a constrained energy minimisation
problem where the transformed control region and the unmodified
(fixed) surface region serve as constraints.

Defining the transformed surface as a minimal surface obvi-
ously would destroy any fine detail that might have existed in
that surface region. Above approaches therefore perform a multi-
resolution decomposition first to separate from the base geometry
the (user-defined) amount of detail which is re-added to the trans-
formed surface after editing. One drawback of this method is that
by transforming the base surface, also the frames in which the de-
tails are defined are transformed. This might lead to un-intuitive
deformations of the details. Recent years have therefore shown an
increasing interest in the formulation of differential coordinates,
where vertex positions are implicitly defined with respect to the
surrounding mesh [Yu et al. 2004], [Lipman et al. 2004], [Sorkine
et al. 2004], [Zayer et al. 2005], [Lipman et al. 2005]. For a detailed
overview see [Sorkine 2005].

One remark with respect to the fair surface design mentioned
in the previous section: Recent years have shown a trend to moti-
vate the computational way the modified region is deformed with
analogies from physical simulation (see e.g. [Botsch et al. 2006]
and references therein). In these approaches, the deformed sur-
face is typically defined as the minimal surface with respect to
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some energy functional, e.g. the thin plate energy. Although this
line of argumentation seems doubtful for pure boundary repre-
sentations that do not encapsulate any inner physical properties
of any sort of the corresponding real object, these approaches are
successful in so far, as the plausibility of the editing operation and
the appeal of the resulting surface is concerned. One reason why
this is so is that apparently users find those modelling metaphors
intuitive and easy to use which deform digital models expectably,
i.e. in a way that makes sense to the user and mimics his real life
experience handling objects made of some soft material.

In addition to the aforementioned desired properties of a suc-
cessful editing method, one further key feature is the intuitive
and precise control, incorporated into above approaches in the
form of constraints that can be specified in any number of ways.
Many direct editing approaches require the user to pick and spec-
ify a transformation for parts of the object. Lee [1999] proposes a
method where the user picks a set of handle vertices in the mesh
and specifies modifications for these. For vertices in the editing re-
gion, which is defined by the user beforehand, the transformations
of the handle vertices are interpolated using multilevel B-Splines.
These are parameterised over a 2D embedding of the editing re-
gion, making this method suitable especially in flat regions. The
influence of the handle vertices’ transformation on neighbouring
vertices is determined by the size of the coarsest control lattice
used in the B-spline interpolation. Pauly et al. [2003] presented
a modelling technique, transferring multi-resolution results to the
case of point-sampled geometry. In their setting, shapes are mod-
ified by defining a so-called zero-region and a one-region. The
one-region undergoes the full user-defined transformation (trans-
lation or rotation), whereas the zero-region remains fixed and a
predefined blending function is used to create a smooth transition
between the two regions. Also focussing on point-sampled geom-
etry Zwicker et al. [2002] generalise standard 2D image editing
techniques to 3D, reconstructing well-known pixel editing tools.
Into the same class of editing methods also falls the approach of
Llamas et al. [2003; 2005] which introduces a two-handed edit-
ing approach specifying two modelling constraints synchronously.
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Special care is taken in this approach for cases in which the region
of influence of the two constraints overlap.

Although precise control undoubtedly is an important property
of many modelling algorithms, there are some occasions where
precision cannot even be expected from the modelling input and
therefore stands back behind speed and easiness of the editing op-
eration. As a consequence, various authors have introduced mod-
elling approaches based on sketching, where the new layout of the
geometry is only hinted at using fast strokes of an input device.
Examples of this class of methods are SKETCH[Zeleznik et al.
1996], SKIN [Markosian et al. 1999] and TEDDY [Igarashi et al.
1999], which were later extended in [Karpenko et al. 2002], and
[Nealen et al. 2005]. Modifying shapes in these approaches is re-
alised using a method called oversketching, i.e. drawing parts of
the silhouette of the shape anew.

Although interactive display of implicit surfaces [Bloomenthal
1997] is still a challenge, implicit modelling has gained more and
more research attention in recent years. Distance surfaces like blobs
[Blinn 1982], meta-balls [B.Wyvill et al. 1986], soft objects [Bloo-
menthal & Wyvill 1990], and convolution surfaces [Bloomenthal
& Shoemake 1991] are popular in Computer Animation since the
geometric ”skeleton”, with respect to which they are defined, can
be used as an internal structure to control the animation [Cani
1999] and even for LOD-representations [Cani & Hornus 2001;
Angelidis & Cani 2002]. Several methods have been presented to
tackle blending of the implicits in case of non-neighbouring skele-
ton elements coming close to each other, a problem that is often
referred to as ”unwanted blending problem”, e.g. [Angelidis et al.
2002]. Furthermore, the availability of inside-outside information
allows for efficient collision detection and response [Opalach &
Cani-Gascuel 1997].

Of particular relevance for the modelling approach presented
in this chapter is the work of Borrel et al. presented in [Borrel
& Bechmann 1991; Borrel & Rappoport 1994] and later extended
in [Raffin et al. 2000]. The algorithm proposed here is similar
in the way the displacement of vertices in the neighbourhood of
user-defined handles are computed but is extended to incorporate
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sharp features where desired. In addition to that, other param-
eterisations are examined and geodesic distance fields are used
(where available) to define an object-inherent parametrisation for
the shape functions, which are a key aspect for the flexibility and
intuitiveness of the presented approach. This way the user is freed
of the need to adjust object-independent ROI definitions as re-
quired e.g. in [Raffin et al. 2000].

Moreover, also anisotropic parameterisations are feasible
through multiple, handle-independent anchors. In addition to a
closed formulation for the editing method including shape func-
tion modulation, the novel method features editing occluders, i.e.
implicitly defined 3D-objects that influence the editing operations.
These editing occluders enable a novel editing paradigm resem-
bling the forging process where an anvil is used to give an object
the desired shape and thereby transfer the concept of Precise Con-
tact Modelling (PCM) to the setting of triangular meshes.

8.2 Editing Process

This chapter deals with how the user’s specification of the modi-
fication for a set of handle vertices is used to produce a smooth,
detail-preserving and intuitive deformation of the whole surface.
For a start, the method presented in [Raffin et al. 2000] will be
briefly reviewed in the following sections. After a short descrip-
tion of the modelling metaphor employed here, the remainder of
this section will focus on how this original methodology can be
extended to rotations.

During this description it will turn out that the definition of
suitable parameterisations of the editing region are a key to intu-
itive editing of non-trivial surfaces. The hasty reader is referred to
section 8.3, however, where this will be discussed in detail. General
transformations and variations of the handle editing metaphor will
be subject of section 9.5, which introduces a modelling framework
based on the one described here but custom-tailored for modelling
tasks in the context of surface completion.
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Figure 8.2: Editing concept based on a separation of the object into a fixed
region (blue), a handle (green) and the deformed region (red). Typical reali-
sations of a handle are in form of single vertices, lines (both left), or surface
patches (middle). Here, the region of influence of the edit is defined implicitly
via distance to the handle and an additional decay function. Right: The ROI
can also be selected explicitly by drawing its boundary onto the object (see
section 9.5).

8.2.1 Modelling Metaphor

Despite the apparent advantages that sketch-like editing
metaphors demonstrate in particular in playing and learning envi-
ronments, in this approach we stick to the method often referred
to as handle editing. The first step of this drag and drop-like edit-
ing metaphor is to separate the object into disjoint parts: The
handle, the fixed area, and the deformed area. The handle is typ-
ically defined explicitly either by selecting the respective vertices
or by drawing its borders onto the surface (see figure 8.2). The
user then picks and moves a number of handle vertices to spec-
ify the constraints for the transformation, while the fixed region
remains unchanged.

A plausible1 transition between handle and fixed region is
achieved by assigning a transformation to the vertices in the de-
formed region that is – loosely speaking – somewhat in-between
the full transformation of the handle and the identity transforma-
tion of the fixed region (see figure 8.3). What is to be understood
as ”somewhat in-between” will be formalised in the following sec-
tions.

1The term ”plausible” is used here rather than the term ”smooth” that is often postu-
lated in this context, because with the editing framework described herein, the smoothness
of the editing operation is completely at the user’s discretion.
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9

8

Figure 8.3: Transformation of a simple polygonal curve. Vertices v4 to v8

form the handle and undergo the full transformation A, whereas vertices v0

to v2 and v10 to v13 remain fixed.

8.2.2 Translations

Let us first consider the case where a user specifies a translation
for the handle vertices. The main idea is that every geometric
modification of a 3D shape can be interpreted as a displacement
function

d : R3 → R3 (8.1)

that assigns to every point p ∈ R3 a displacement vector d(p)
such that the resulting point positions after the modification are
given as

pnew = pold + d(pold). (8.2)

In our setting the values of this displacement function (also re-
ferred to as constraints [Borrel & Rappoport 1994]) are defined at
the handle vertices only. For all other vertices the mapping has to
be determined.

The idea to solve this problem is to write the displacements
of all vertices as a weighted sum of virtual displacement vectors
for the handle vertices – which we call partial displacements dj in
contrast to the total displacements d(p)

d(p) =
k∑

j=1

αj(p) dj. (8.3)

Here k is the number of handle vertices and

αj : R3 → R, j = 1, . . . , k
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are weight functions. Note that for each p, αj(p) can be inter-
preted as a special weight corresponding to the handle vertex pj.

The above formulation allows for the desired degree of freedom
for choosing the set of handle vertices and the properties of the
edit. Please note that simply setting dj = d(pj) is not a satisfying
choice, as becomes clear when we consider the case where the ROI
of different handle vertices overlap in a way such that αj(pi) 6= 0
for a pair of handle vertices pi, pj, i 6= j. In this case pi un-
dergoes (in addition to its own transformation) a transformation
induced by the handle vertex pj. This would render the handle
vertices moving to positions different than defined by the user,
unless we impose strict normalization conditions on the weight
functions, which, in turn, would prohibit the use of arbitrary and
user-defined weight functions. Therefore, we calculate the partial
displacements according to the weight functions.

Since, by user-definition, d(pj) is known for the handle vertices
p1, . . . ,pk, equation (8.3) leads to a linear system of equations(

d(pj)
)

j=1,...,k
= A

(
dj

)
j=1,...,k

(8.4)

with
A =

(
αj(pi)

)
i=1,...,k
j=1,...,k

(8.5)

giving us 3k equations for the total displacements d(pj) with 3k
unknowns dj, 1 ≤ j ≤ k.

Of course, ill-conditioned weight function choices (such as
αj(pj) = 0) might leave the matrix A singular or close to singular.
This can easily be avoided using either a SVD for detecting and
prohibiting those ill-conditioned modifications of the shape func-
tion or ROI, or a pseudo-inverse as suggested in [Penrose 1955].
For a detailed discussion cf. [Borrel & Rappoport 1994].

After solving (8.4), (8.3) is used again to compute the total
displacements for the other vertices.

Inverting the matrix A in equation (8.4) might seem steep in
an interactive editing environment; it is therefore important to
mention that A has dimensions k × k, where k is the number of
handles and does thus not depend on the overall size of the object.
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Figure 8.4: The user interface with an exemplary arm movement. The model
was reconstructed from a laser range scan. On the right hand side we see the
modified model after applying a translation modification based on geodesic
distances. The arm is lifted without affecting the torso. Note the detail preser-
vation leading to the realistic folds of the sleeve.

In addition to that, interactive editing is not prohibited even for
large numbers of handles, as A is defined during handle and ROI
selection, and therefore has to be inverted only once per set of
handles. Updating the vertex positions in the deformed region
during interactive editing requires only back-substitution which
can be performed very efficiently.

Please note that for a single handle vertex p0, (8.3) reduces to

d(p) = α(p) d0

with d0 = 1/α(p0) d(p0), leading to a very efficient formulation
for the frequent case of single handle vertex edits.



8.3. Parameterisations and Shape Functions 135

8.2.3 Rotations

As stated above, every transformation can be interpreted as a
displacement field, and thus even rotation-like modifications of the
object (like turning a person’s head) are in theory possible with
the above formulation. In general, to achieve satisfying results, this
would require a considerable number of consecutive editing steps
and/or handle vertices, though. Therefore we use a different kind
of constraints for rotational editing operations: Instead of defining
total displacements for the handle vertices, the user defines total
rotations η1, . . . , ηk with respect to an axis n.

In the current implementation, the rotation axis is simply de-
fined by the screen centre and the viewing direction. Analogously
to the displacement field in the translation case in equation (8.1),
we define a rotation field

η : R3 → R

that assigns to every point p ∈ R3 a rotation angle η(p) such that
the resulting point positions after the modification are given as

pnew = R(η(pold),n) pold , (8.6)

where R(η,n) is the rotation matrix that rotates the space by
an angle of η about the axis n. As in the translation context, the
values of this rotation map are defined at the handle vertices only.
For the other vertices the mapping has to be determined as above
using

η(p) =
k∑

j=1

αj(p)ηj

with partial angles ηj and total angles η(p).

8.3 Parameterisations and Shape Functions

A very simple approach for a weight function could be for example
αj(pi) = δij leading to d(pj) = dj and η(pj) = ηj. This choice of
weight functions, however, would give us the generally unsatisfying
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approach that moves the handle vertices as specified and leaves all
other vertices unmodified. Instead, we define the weight functions
to be a composition

αj(p) = ϕ ◦ γj(p)

of a shape function
ϕ : R≥0 → R (8.7)

and a parametrisation of the object

γj : R3 → R≥0. (8.8)

8.3.1 Parameterisation

The mathematical framework presented in the previous sections
is applicable with basically any parametrisation. Handle editing
on the other hand suggests some kind of locality in the influence
of the handle, such that it seems only natural to parameterise the
object in terms of distance from the handle.

Let γ : R3 ×R3 → R≥0 be any distance metric, then

γj(p) = γ(pj,p) (8.9)

defines a distance-based parametrisation of the object. The choice
of the distance metric is arbitrary in principle, but has a strong
influence on the behaviour of the editing method. In order to
achieve an intuitive editing behaviour, it is therefore important
that γ is chosen such that it defines intuitive neighbourhoods on
the object.

Although appropriate in some applications and for certain
types of objects, choosing Euclidean distances

γ(p,q) = ‖p− q‖

as in [S.Yoshizawa et al. 2002] would make it virtually impossible,
for instance, to bend a person’s index finger without interfering
with the other fingers.

On the contrary, geodesic distances – the length of the shortest
curve between p and q on the boundary of the object – define
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Figure 8.5: Editing operation with Euclidean (left) and geodesic (right) dis-
tances, each before and after the edit. The region of influence is indicated in
red colour, the little sphere at the tip of the index finger is the handle that
is dragged during the edit. Note how the middle and ring finger are modified
together with the index finger in the second left picture.

neighbourhoods in the surface in contrast to the isotropic Eu-
clidean distances and should be used where available. Using defi-
nition (8.9), the object is thus parameterised via geodesic distance
fields with respect to the handle vertices pj.

The effect of this choice is illustrated in figure 8.5, which shows
an editing operation applied to a simple triangle mesh represen-
tation of a hand. Pictures (1) and (3) (counted from left to right)
show the original mesh with the region of influence coloured in
red. Pictures (2) and (4) show the modified meshes, after an iden-
tical edit has been performed, based on Euclidean distances to the
left and on geodesic distances to the right. Note how the middle
and ring finger have been deformed in picture (2) along with the
index figure, whereas in picture (4) the index finger could be mod-
ified with no interference with the spatially proximate rest of the
geometry.

Raffin et al. [Raffin et al. 2000] propose user-definable hulls
of influence surrounding the parts of the object that should be
affected to achieve results similar to the ones above, but we feel
that the geodesic distances provide for a useful object-inherent
parametrisation for the modification of surfaces, and therefore lead
to a more convenient user interface, freeing the user from the need
to fit hulls of influence to the specific editing situation (which
might be difficult in many cases, e.g. if the fingers are very close
in the above example).
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Figure 8.6: Different shape function settings applied to the same editing
operation

There are numerous approaches for computing geodesic dis-
tances for meshes available to date, but for efficiency reasons
the current implementation uses the approximative solution of
[Novotni & Klein 2002], which allows us to synchronously com-
pute the geodesic distances between the handle vertices and all
other vertices. Nevertheless this is computationally nontrivial, but
it does not prevent interactive response, since it is performed only
when the vertices are selected or deselected, not during dragging.
Also, the parametrisation is obviously only required for the ROI
and not for the full object. This is not exploited in the current
implementation, as here the ROI can still be adjusted interac-
tively even after the edit and is therefore not known a priori. Nev-
ertheless, temporarily restricting the maximal ROI to a certain
proportion is a viable optimisation for larger meshes.

8.3.2 Shape Functions

With an appropriate parametrisation at hand, the second com-
ponent of the weight function αj, the shape function, has to be
defined. For flexibility, the choice of the shape function is left com-
pletely at the user’s discretion. An illustration of the influence of
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the shape function on the edit is given in figure 8.6. It is impor-
tant to mention that the concrete layout of the shape function
can be adjusted by the user even after an edit has been specified
(just like the ROI as mentioned before). This way, the presented
method provides for more flexibility and degrees of freedom than
e.g. the trivariate Bernstein polynomials used in FFD methods or
the parameterised Gaussian functions used in [S.Yoshizawa et al.
2002].

In many cases, choosing smooth shape functions will be suffi-
cient, but in other cases the user might want to introduce sharp
features into the edited area. This can easily be achieved using
our approach by employing the appropriate shape function, given
that the triangulation of the underlying mesh is adequately fine
(see chapter 8.5).

Please note, that with the shape function modelling metaphor,
the user is completely free in choosing the shape of the edit, in-
cluding the creation of sharp creases and even discontinuities. As
a consequence, no guarantees of the degree of continuity of the
resulting surface can be given. If this is an issue, one can always
restrict the space of allowable shape functions α to those which
have (∂/∂t)i α|0 = 0 with any desired i ∈ N.

8.3.3 Separating Handles and Anchors

The method presented so far relies on an object parametrisation
with respect to the handle vertices. Whereas this results in an
intuitive and easy-to-use tool, there is no theoretical obligation to
identify the handles used to define the total transformations with
the anchors used to define the object parametrisation. In some
occasions, it might be desirable to parameterise the object with
respect to other vertices than the handles. As an example, one can
think of turning a person’s head (with a rigid head and a smoothly
twisted neck) while the rest of the body remains unchanged down
from the shoulders (see figure 8.7). In this case it is useful to define
the parametrisation with respect to anchor vertices at the top of
the head, while the handle vertex can be picked somewhere else
on the mesh.
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Figure 8.7: Turning a model’s head. As indicated by the red colour, the
shoulder region remains fixed, while the head is turned (using the blue handle
on the nose). By using multiple (three) anchors (green spheres at the top of
the head) we define an anisotropic ROI s.t. the head is turned rigidly, with a
smooth changeover at the neck.

Additionally, separating handles from anchors has another ad-
vantage: We can extend this line of thought to a multiple an-
chors - single handle-approach, i.e. the parametrisation of the
object is defined with respect to a set of anchor vertices aj

1, . . . , a
j
l

rather than to a single anchor vertex. Thus we are able to define
anisotropic distance fields on the object, freeing us from the limi-
tation of rotationally symmetric parameterisations. In the current
implementation, the distance field defining the parametrisation
corresponding to handle vertex pj is then defined for every mesh
vertex p as

γj(p) = min
1≤i≤l

γ(aj
i ,p). (8.10)

It is known that the iso-values of γj(p) in equation (8.10) do not
form smooth curves. But implementing known techniques from
implicit modelling (e.g. following the ideas of Convolution Surfaces
from [Bloomenthal 1997]) into our setting is a straightforward
extension leading to smooth distance fields.

Severing the ties between handles used for deformation and the
definition of its region of influence even further, a straightforward
extension to the algorithm presented here would be to let the
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user determine the influence of any handle by simply painting the
desired regions of the object. A deeper saturation could then be
interpreted as a stronger influence etc. (just like in the illustrations
throughout this chapter).

8.4 Mesh Forging Process

The basic idea of mesh forging is to add an occluder (the anvil) to
the editing space in form of a force field, thereby replicating the
Precise Contact Modelling (PCM) methodology [Gascuel 1993] in
the context of mesh editing. Here, the occluder field controllably
superposes (and thereby modifies) the transformation applied to
the vertices of the mesh (cf. figure 8.8 for an example).

In implicit modelling, contact situations between two surfaces

Si = {p ∈ R | fi(p) = c}, i ∈ {1, 2}

are easily detected by checking for points p satisfying both f1(p) ≤
c and f2(p) ≤ c. For these points in the interpenetration region,
a compression term is added to the field function fi. If only S1 is
deformable and S2 rigid, f1(p) is replaced by

c+ (c− f2(p))

for all p in the interpenetration region.
In order to mimic volume preservation in the contact regions, a
dilation term b(p) is added for points p in the propagation region

{p ∈ R | c̃ ≥ f2(p) > c}

with some constant c̃. For an in-depth description of the PCM
methodology, see [Cani-Gascuel & Desbrun 1997; Opalach & Cani-
Gascuel 1997].

8.4.1 The Algorithm

Suppose that in a mesh editing environment, we have a vertex
p ∈ R3 in the mesh and, defined by some modelling operation,
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Figure 8.8: Example of a mesh forging operation. A vertex of the edit-
ing object (the grey coloured ball) is picked and dragged. The occluder (the
green cylinder) induces a force field that superposes the displacement field
and drives the transformed vertices around it.

a total displacement d(p) for this vertex. Suppose further that
there is an occluder O in the scene. The editing operation should
now go exactly as described hitherto except where in conflict with
the occluder object. Mesh forging therefore requires the detection
of collisions between the edited regions of the manipuland with
the occluder, which can be easily performed for an occluder rep-
resented in implicit form. In order to detect collisions even for
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Figure 8.9: Precise contact modelling (PCM) for implicit surfaces. In con-
tact situations, a surfaces S1 and S2 are defined by modifying the defining
implicit functions f1 = c and (or) f2 = c, respectively, in the interpenetra-
tion region (A) and optionally in the so-called dilation region (B).

larger edits, it makes sense to first subdivide d(p) – otherwise it
would be possible to move undetectedly through the occluder or
through occluder details. The algorithm then leads to the follow-
ing sequence of transformations (see figure 8.10):

p 7→ p1 = p + 1
N d(p) + o

(
p + 1

N d(p)
)

p1 7→ p2 = p1 + 1
N d(p) + o

(
p1 + 1

N d(p)
)

...

pN−1 7→ pN = pN−1+ 1
N d(p) + o

(
pN−1 + 1

N d(p)
)

Here, o(p) is the occluder field that corresponds to the compres-
sion term in the implicit modelling context. To describe the editing
process in general, we get the following recursive algorithm:

pi−1 7→ pi = pi−1+ 1
N d(p) + o

(
pi−1 + 1

N d(p)
)

(8.11)

Our new transformation equation can then be written as

p 7→ p + d(p) +
N∑

i=1

o(pi). (8.12)
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Inside Occluder

Figure 8.10: Successive occluder influence. The stippled vector indicates
the vertex transformation d(p) as defined by the editing operation, the green
vectors represent the n-th part dn(p) = 1/n d(p) of this transformation. The
red vectors indicate the repelling force due to the occluder field. Note how the
considered vertex p moves along the boundary of the occluder leading to the
expected editing behaviour.

Please note that (8.12) becomes

p 7→ p + d(p) +

∫
P

o(p(s))ds (8.13)

for N → ∞, which is a natural generalisation of equation (8.2).
Here, P is the path through the occluder field from p to p+d(p).

Although the above formulation would allow for a complete
tracking of the editing path as indicated by the mouse movement,
the displacement field d is still evaluated at p only. The reasoning
behind this is that a complete tracking of the mouse movement
turned out to be rather a hindrance than helpful during editing.

8.4.2 Defining the Occluder Field

For the efficient detection of contact situations we define the oc-
cluder implicitly as a signed distance vector field, i.e. in addition
to the signed distance

δ : R3 → R

p 7→ signed distance of p
to occluder surface,

(8.14)
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we store for every point p ∈ R3 also the direction

∆ : R3 → R
3

p 7→ (c− p)/‖c− p‖, (8.15)

to the closest point c on the occluder surface. We discretionarily
choose δ(p) < 0 iff p is inside the occluder.

The well-known Adaptively Sampled Distance Fields (ADFs)
[Frisken et al. 2000] are well-suited for this purpose here since the
sample density of the ADF can be used as a hint for the sampling
distance for the editing paths. We propose using the voxel width
as a local path sampling rate. This inherently allows for feature
detection in the occluder field.

Although the current implementation makes use of analytically
defined occluders, a future toolbox will contain a set of predefined
signed distance fields. The distance fields to user-defined occluders
have to be calculated in a preprocessing step. However, this does
not prevent user interaction with the occluder: Resizing, translat-
ing, rotating are all trivially available without changing the actual
values in the distance field. Evaluating the transformed distance
field at a position p simply requires the evaluation of the original
distance field after applying the inverse transformation to p. Obvi-
ously, occluders given a priori in implicit form can be incorporated
as-is.

Having access to the distance values and to the closest point on
the occluder surface at any position in space, all the ingredients
are available to formulate the occluder force field. We define

o : R3 ×R3 → R
3

(p,d(p)) 7→ o(p,d(p))
(8.16)

as follows:

o(p,d(p)) = −ψ(δ(p + d(p))) ·∆(p + d(p))

where ψ : R3 → R is an influence function that can be thought of
as a kind of shape function for the occluder and that determines
the effective impact of the occluder field. Depending on the actual
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Figure 8.11: Modelling a hand taking grip on a ball. The fingers of the hand
are transformed by a simple drag on the finger tips. The force field induced
by the occluder causes the fingers to be shaped around the ball instead of
intruding into it. Influence functions prevent the fingers from flattening.

editing circumstances, different influence functions are appropri-
ate, e.g.

ψ(δ(p)) =

{
δ(p) : δ(p) ≤ 0

exp(−δ2(p)) : δ(p) > 0.
(8.17)

This influence function guarantees that vertices penetrating the
occluder are transferred to the occluder surface, regardless of the
underlying editing operation, and vertices coming close to the oc-
cluder surface but not penetrating it are also repelled. This pre-
vents (to some extent) the fingers from flattening in figure 8.11.

The rationale behind formulating o = o(p,d(p)) instead of
o = o(p), i.e. making the occluder field not only dependent on
the locus p but also on the editing direction d(p) is that this
leads to a more flexible approach. The most significant benefit
from this formulation is that we are able to assure that the oc-
cluder has no bigger effect than the originating displacement and
therefore to restrict the occluder influence to the editing region of
influence. This can easily be done by including ‖d(p)‖ as a factor
into equation (8.17).
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Figure 8.12: Left: For some edits, the triangles might be too large to repre-
sent fine details as defined by the shape function. Middle: Result after refine-
ment. Right: The error induced by applying a transform to a polygonal mesh
as specified by the shape function without refining the mesh corresponds to
the error induced by linearly interpolating the shape function.

8.5 Adaptive Refinement

Editing operations change the geometric properties of the underly-
ing surface. In particular, edits are likely to add small details that
might not be representable by the current triangulation, such that
an adaptive refinement has to be performed, e.g. as proposed in
[Greissmair & Purgathofer 1989] or [Gain & Dodgson 1999]. In
these approaches, local curvature information (by midpoint sub-
division or by vertex normal deviation, resp.) is used to decide if
further refinement is required.

In addition to this general refinement technique, shape function
editing allows exploiting the shape function information to decide
if and where edges have to be subdivided. This way, even sharp
feature edits can be incorporated. In order to determine refinement
candidates, consider the error induced by linearly interpolating the
shape function between adjacent vertices (see figure 8.12, right).
For a handle vertex p and an edge (v0,v1) let

εpv0,v1
= max

t0≤t≤t1

∣∣∣∣ϕ(t)− ϕ(t0) +
t− t0
t1 − t0

(ϕ(t1)− ϕ(t0))

∣∣∣∣ (8.18)

with t0 = γ(p,v0), t1 = γ(p,v1) and ϕ and γ as defined in (8.7)
and (8.8) respectively. For multiple handle vertices p1, . . . ,pk we
define

εv0,v1 = max
p=p1,...,pk

εpv0,v1
.
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Figure 8.13: Approximation of the geodesic distance for a new vertex vins

inserted on the edge between v0 and v1. δins is approximated as the distance
to the intersecting circle (dashed) between the δ0-sphere around v0 (blue) and
the δ1-sphere around v1 (green).

Edges are subdivided if ε exceeds a user-controllable threshold.

Let tins be the parameter in [t0, t1] for which the right hand side
in (8.18) becomes maximal. A new vertex will then be inserted into
this edge at the temporary position

vins = v0 +
tins

t1 − t0
(v1 − v0) .

After the insertion of new vertices, the new edges are checked
if further refinement is required. Finally, the new positions for all
vertices in the mesh are calculated. In this step we take advantage
of the fact that we can easily approximate the geodesic distance
for every new vertex vins on the edge (v0,v1) from the distance
values of the two adjacent vertices. To this end, let δ0 and δ1 be
the distances of the vertices v0 and v1 to the handle respectively.
We compute a virtual origin for the distance calculation on the
intersection of the two spheres with radii δ0 and δ1 and centres v0

and v1 (see figure 8.13). Since the intersecting circle is orthogonal
to the edge (v0,v1), every point on it has the same distance to
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Figure 8.14: Sharp features can be modelled because the mesh is adaptively
refined according to an edit applied to the mesh.

vmax which is used as the desired approximation of the geodesic
distance in vins . For further details see [Novotni & Klein 2002].

Whereas the above refinement strategy allows for sharp feature
editing by recursively subdividing edges where indicated by the
shape function, further refinement might be required to model
contact situations, as can be seen in the rightmost picture in figure
8.11.
Moreover, this is a refinement strategy based on the shape function
edit only. It does not take into account the underlying geometric
properties of the object in the editing region. Therefore, even in
cases in which the edit actually reduces high frequencies on the
mesh, new vertices might be inserted.

8.6 Editing Examples

In addition to the modelling examples given so far in this chapter,
this section will present several further modelling samples to prove
the feasibility and potential of the presented editing paradigm.

Figure 8.15 shows how the bunny’s ears can be transformed
with one single editing operation consisting of as few as four edit-
ing steps. Firstly, the tips of the two ears are selected as handles;
secondly, a preliminary choice for the ROI of the edit is made
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(this can always be changed at later stages of the edit, the prelim-
inary choice only improves the visual feedback during the following
steps). As stated before, the current implementation derives the
rotation axis from the screen centre and the viewing direction.
Hence, the bunny is positioned accordingly and the tips of the
ears are dragged by the user to the desired position (figure 8.15,
second image, bottom row). After the transformation for the tips
of the ears has been specified, the shape function can be modified
interactively in order to achieve a realistic look of the ears (third
image, bottom row). Please note that – as was also pointed out by
Botsch et al. [2006] – it would have been very hard to achieve this
result using the translation scheme only, as can be seen in figure
8.15 (right image, bottom row).

Figure 8.7 is an example for the use of the anisotropic rotational
editing scheme. The rotation axis was chosen in this example ap-
proximately parallel to the spine. Note that only the head has
turned, the shoulder region remained fixed. In order to have the
head remain rigid while the neck is twisted, a small number of
anchor vertices has been chosen on the top of the head to define
the region of influence, and a single handle vertex was picked on
the nose for transformation determination. The multiple anchor
vertices are necessary because otherwise it would have been dif-
ficult to adjust the region of influence such that only the neck
is twisted (the head is not perfectly round, so choosing only one
anchor vertex at the top will not lead to a satisfying region of in-
fluence behaviour – with just one anchor vertex either the shoulder
region would have been influenced or ”outer regions” as the chin
would not have moved rigidly with the rest of the head).

The option of choosing multiple anchor vertices is also essen-
tial for editing operations as depicted in 8.14 (to the right). This
figure also illustrates the adaptive refinement method, by which it
is possible to model sharp features even in sparsely triangulated
regions of the mesh. However, our refinement strategy is based on
the shape function edit only. It does not take into account the un-
derlying geometric properties of the object in the editing region.
As mentioned above, it might be worth looking also into the re-
duction of mesh complexity where appropriate, while maintaining
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Figure 8.15: Application of the rotational editing scheme. The tips of the
bunny’s ears are picked and dragged, while not only the region of influence
(indicated by the red colored area) but also the shape of the edit can inter-
actively be modified and adjusted using the shape function (boxes in the bot-
tom row) until the impression is visually satisfying. The bottom right picture
shows the corresponding edit using the translational scheme with a slightly
adjusted shape function to produce a smooth changeover at the bunny’s head.

the efficiency of analysing only the shape function. This has not
been in the scope of the present work, though. On the other hand,
reducing the mesh complexity in flat surface regions and improv-
ing the mesh quality in general can always be achieved with the
aid of any of the numerous remeshing techniques available, given
that the mesh contains all the required detail, as ascertained with
the above refinement method.

Figure 8.16 (left) illustrates the benefit of being able to inter-
actively modifying the shape function and the region of influence.
For cases like this, where the user has a very well-defined vision of
how the edit should look like (in this instance the bend should be
where the elbow is), it is sometimes hard to determine the ROI
and the specific shape of the edit beforehand. With the approach
presented in this chapter, the user can modify both aspects of the
edit afterwards. Figure 8.16 (right) is a further example, where the
parametrisation based on geodesic distances as an object-inherent
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Figure 8.16: Modelling an arm bend. The images to the right give an-
other example where geodesic parameterisations perform superior to Eu-
clidean ones.

parametrisation is far superior to a parametrisation based on Eu-
clidean distances.

In many cases picking one or more vertices on the mesh and
dragging them to the desired position is sufficient and leads to
satisfying results. In order to give users further flexibility, it is
possible with the presented approach to to specify the parametri-
sation of the object independently from the handles (cf. section
8.3.3). Among other benefits, this simplifies the editing operation
in rotation cases where the distance field is defined on (or close
to) the rotation axis. In these cases, it is convenient to grab a
different point on the object to specify the rotation angles.

The present mesh editing approach can not only be used for
animation but also for creative modelling purposes as it can be
seen from figure 8.17. Starting from a sphere, a complete teapot is
created within minutes. Note how the shape function can be used
to model details on the teapot’s handle with a rotational edit.
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Figure 8.17: Creating a teapot (top right) from a primitive (top left) with
just a few editing operations. The basic editing operations are depicted to-
gether with the corresponding shape functions (left and bottom). The arrows
indicate the modification applied to the handles. Note how the shape function
can not only be used to adjust the overall shape of the edit but also to add
details to the model (see the teapot’s handle in the last editing step and in
the final result).
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CHAPTER 9

Modelling for Surface Inpainting

Chapter 7 of this thesis dealt with the reconstruction and repair
of digital models – a task that is frequently encountered in various
applications, but in particular in the fields of cultural heritage and
archaeology. Here, one is often faced with models that are not only
incomplete in the sense of imperfect or fragmentary data due to
a deficient data acquisition process, but also because the data
source may already be incomplete. Faithfully digitised models are
often to be restored in order to visualise the object in its original
state, reversing the effects of aging or decay. Where the automatic
surface completion from chapter 7 targeted a repair on the basis of
the acquired data without additional information, this chapter will
discuss how a user’s expertise and creativity (where desired) can
be incorporated into such an automatic completion system. To this
end, intuitive free-form modelling techniques are combined with
automatic 3D surface completion. Thus, a user’s expertise can
be included into the surface completion process, which, in turn,
reconstructs the required surface detail in the modelled region and
thereby frees the user from the need to model every last detail
manually.

9.1 Introduction

Although the faithful reconstruction of the scanned objects for
visualisation and presentation purposes obviously is generally the
first and most important step of all 3D data acquisition projects,
the exploitation of the acquired data does not end there. Recre-

155
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ating times passed is an important aspect of nowadays historic
research and not least in the entertainment industries and educa-
tion. And in this context, the modelling and transformation also
of scanned models is becoming an important task, just as it has
traditionally been for other data sources such as CAD. However,
for this kind of application, the requirements of an acceptable
modelling tool are in several respects different from those in other
application fields.

Before this background, this chapter introduces a novel 3D sur-
face editing approach that to a certain extent resembles a stone
mason’s approach to restore a historic artefact that has been dam-
aged be external influences as weather or wear. After removing the
defective part of the object, a roughly pre-shaped template is in-
serted into the defective region and then modelled to recreate the
original shape of the object. However, modelling every last detail
manually would require not only a considerable amount of ex-
pertise but would also be extremely tedious and time consuming.
Therefore, we will describe a modelling framework that combines
free-form modelling (to define the basic layout of the patch to be
recreated) with automatic shape completion that uses this basic
layout as a guidance and automatically transfers suitable details
from other regions of the object.

The motivation behind this two-fold approach is that neither
free-form modelling of the defective area nor removing it and au-
tomatically filling the emerging hole is generally a feasible solution
to the problem of incomplete or damaged surfaces in 3D. As will
be demonstrated in the following, however, combining these two
complementary modi operandi leads to a very powerful modelling
methodology, that is capable of including a user’s expertise into
the otherwise automatic surface completion.

9.2 Related Work

In chapter 7 it was argued that the acquisition of real-life 3D
models using laser-range scanners, structured light or even tactile
sensors almost inevitably leads – due to occlusion, the object’s
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material properties or spatial constraints during recording – to
incomplete surfaces. In tradition of successful image completion
approaches, chapter 7 introduced an automatic surface completion
method that is able also to reproduce fine surface detail wherever
such detail can be presupposed from the context of the hole.

This approach, however, shares with any example-based ap-
proach two fundamental and unavoidable restrictions:

• Example-based approaches search and find appropriate im-
age or surface patches based on an analysis of the context
of the target region. It can therefore deliver plausible results
only if the context does contain significant indications of the
shape of the object in the target region.

This restriction is a strong limitation for any automatic surface
completion method. A human observer – in particular with the
experience and expertise of trained historians – in many cases
is able to solve ambiguities and uncertainties that a completely
automatic approach may suffer from. The new approach presented
here exploits this by allowing the user to transfer this knowledge
into the system with the help of an intuitive editing paradigm.

• Example-based approaches search and find appropriate im-
age or surface patches in a so-called candidate set, that is
made up of fragments of the image or object itself or of ob-
jects accessible in some kind of database. It can therefore
deliver plausible results only if the candidate set does con-
tain appropriate fragments that fit into the target region.
Singular features cannot be reconstructed.

In the context of coherence and similarity detection, it is impor-
tant to recall from section 7.5 that surface features in 3D ob-
jects might be distributed over several different scales. As a con-
sequence, similarity relations on an object can be very different
for features present in even only one target region. Therefore, the
missing surface features have to be reconstructed per scale. This
is of particular importance here, as the details in a missing surface
region should be reconstructed up to a certain scale only, whereas



158 Chapter 9. Modelling for Surface Inpainting

larger (coarser) scale features are modelled by the user and should
be respected by the automatic completion approach.

The hierarchical completion algorithm identifies best fitting
candidate fragments based on so-called 2-layer descriptors, where
the first layer captures the geometry of the fragment up to a scale
that is defined by the fragment size, and the second layer captures
the geometry on a coarser level. Thus, the geometry information
of an already completed coarser level can be included in the iden-
tification of appropriate candidates. This way, fragment sizes can
be chosen to correspond well to the scale of the features to be
reconstructed, whereas without guidance surface, small fragment
sizes would typically result in surface patches growing from the
hole border to the inside of the hole independently and possibly
without meeting, delivering unacceptable shapes.

As was discussed in section 7.5, however, creating an initial
hypothesis of the missing surface region is a challenge, that was
approached by creating a smooth surface patch from the vertices
bordering the hole region. While this procedure is justified be-
cause the missing surface patch can be assumed to be smooth on
coarse levels, the option to include the user’s expertise into the
guidance surfaces has not been considered hitherto. It is therefore
impossible to reconstruct features that are geometrically unindi-
cated by the context. In a nutshell, the basic idea is now to let the
user edit surface templates in the hole region and thereby guide
the automatic completion via interactive surface modelling.

In a sense, this approach is conceptually similar to a 2D im-
age completion approach that was recently presented by Sun et
al. [2005]. In their approach users are enabled to draw lines in
an image to indicate the large scale layout of features that would
otherwise be ambiguous or could not be reconstructed for other
reasons (Manual Structure Propagation). Likewise, we let users
sketch the basic geometric layout of a missing surface region, via
template insertion and free-form modelling, before finally, auto-
matic surface completion is responsible for the recreation of the
fine detail structures in the formerly defective surface region.
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Figure 9.1: The Modelling Workflow: Marking the defective area (1), in-
complete surface (2), (generic) template alignment (3), warped template (4),
template modelling (two steps, 5 & 6), result after automatic completion (7).

9.3 Framework Overview

The basic layout of the novel algorithm is illustrated in figure 9.1
which shows the overall workflow of the modelling pipeline: The
framework expects as input an unstructured point cloud P ⊆ R3,
as usual approximating a 2-manifold surface. The first step of the
algorithm is to compute a scale-space approximation P0, . . . ,PL

of the given point cloud, consisting of ever coarser approximations
of the underlying surface. In this object representation, the user
specifies (using standard paintbrush techniques) the defective area
to be repaired (1 & 2). In a second step a template is introduced
into the framework, either by inserting a generic template (e.g.
a plane) or by selecting a part of the object under consideration
itself.

This template is then roughly aligned to the defective object
region (3). In order to establish a continuous transition between
original and template, the border of the defective region is de-
tected, and corresponding line segments are automatically found
on the template. In an automatic warping step, the template is
non-rigidly transformed mapping these lines onto each other (4).
These lines also serve as constraints for the ensuing modelling
phase and define the maximal ROI of the modelling operations
to be applied later on. Thus guaranteeing that the original model
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remains unchanged, the inserted template can be modelled to de-
fine the basic geometric layout of the shape to be reconstructed
(5 & 6).

Of course, in this phase the user can model the inserted tem-
plate to any desired level of detail; typically, however, only a few
modelling operations are necessary, roughly indicating the shape
of the region to be recreated. These indications are then the key in-
gredients in the following surface completion phase where the orig-
inal defective surface is iteratively replaced by the new synthetic
surface patch, recreating also its fine geometric detail properties
(7). To this end, the target region is analysed and suitable candi-
date fragments (as defined in section 7.3) are detected, copied and
transferred to the defective surface region. In this latter phase, the
scale space representation including the modelled template surface
is exploited as guidance to identify appropriate candidates, and
directs the fragment insertion spatially.

The following sections will discuss each of the respective phases
in detail.

9.4 Template Insertion

The basic idea for the modelling phase is similar to the well-known
principle of multi-resolution modelling: On smooth scales, coarse
edits are performed by the user, whereas handling the details is
left to the algorithm. Unfortunately, this principle is not viable
as such in the present application setting, as the geometric layout
of the defective region might be very different – even on coarse
scales – to the desired surface (see figure 9.2). It might therefore
be difficult and require considerable modelling effort to transform
this defective surface into the desired shape. Hence, the first step
of our algorithm is to simply remove the defective part of the given
object.

After this, however, a user’s expertise can only be included
into the surface completion automatism via modelling if some
kind of surface to be modelled exists in the missing surface region
in the first place. While this could be achieved using any of the
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Figure 9.2: Scale-space representation of the MaleHead-model. The little
discs indicate the size of the smoothing kernel used to derive the coarser
scales. Note the prominent defective feature in the nose region, that still is
present after considerable filtering (far right).

aforementioned smooth hole filling approaches, another approach
turned out to be much simpler and more flexible to fulfill the
given requirements. The main idea is to incorporate template sur-
face patches into the hole region. For maximum flexibility, these
templates can either be generically constructed, such as planes,
cylinders or spheres, or be selected from other objects (or parts
thereof). This way, the user is given a much more suitable prior
to start from than the defective surface.

9.4.1 Non-Rigid Alignment

On the other hand, the template needs now to be fitted to the
scanned model to produce a continuous transition between orig-
inal and template surface. To this end, the template has to be
positioned and non-rigidly deformed to match the surrounding
surface.

Let B ⊂ P be the set of boundary points, i.e. of points in
close vicinity to the hole, and let the template be represented by
a set T ⊂ R3 of points.1 After the user has roughly pre-aligned
the template with the hole, a few steps of what could be under-

1Boundary points are either known by construction or detected with the technique
described in chapter 6.
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stood as a constrained-domain ICP [Besl & McKay 1992] are per-
formed, i.e. we automatically compute corresponding point pairs
(b, tb) ∈ B×T , apply the minimising transformation and iterate.
Alternatively to manually positioning the template, the user can
also specify a small number of explicit correspondences, and the
transformation minimising their distances is applied.

This way, the template is co-aligned with the hole boundary,
but does not generally constitute an exact match due to the po-
tentially different geometric layout of the template with respect
to the defective model. The template therefore needs to be de-
formed. One straightforward approach would be to find a smooth
morphing function by variational optimisation as e.g. described
in [Allen et al. 2003] and [Pauly et al. 2005]. However, minimis-
ing the penalty functionals is a computationally demanding and
time-intensive process already for meshes and more severely for
the much more densely sampled point sets.

Instead, for conceptual simplicity, we derive a conforming
transformation of the template as an automatic morph on the
basis of the modelling methodology from the previous chapter.
Here, the constraints are defined by the corresponding point pairs
(b, tb), i.e. equation (8.14) becomes

d(tb) = b− tb. (9.1)

In order to ensure a continuous transition between template and
original surface, however, a considerable number of point con-
straints is generally required.

As inverting A for a dense set of constraints leads to numerical
instabilities (even though analytically the matrix inverse is well-
defined if only the constraints are smooth enough) we therefore
use generalised constraints rather than the point-constraints used
in [Borrel & Rappoport 1994].

9.4.2 Generalised Constraints

In the previous chapter, as well as in [Borrel & Rappoport 1994],
a constraint is a pair consisting of a position and a translation
in R3. The latter determines the transformation that should be
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Figure 9.3: The influence of the handle vertices’ transformations (bi− tb i)
on the transformation d(x) of x depends on the Hausdorff distance to the
generalised handle (thick red line) rather than on the distance of x to each
handle vertex (thin, dashed red line).

propagated into the region of influence, whereas the former de-
termines the parametrisation of the environment (over which the
shape functions are defined) via its distance field.

Instead, we define a generalised constraint C to be an n-tuple of
a subset of B, connected by n line-segments L, together with their
respective translations b− tb (see fig. 9.3). Just as the point con-
straints from [Borrel & Rappoport 1994], this generalised handle
defines for each point x ∈ P a translation dh(x) and a correspond-
ing weight α(x).

To incorporate this handle type, we need to define a differ-
ent propagation of the handle vertices’ displacement to the re-
gion of influence. This also necessitates a new definition of the
object-inherent parametrisation of the shape function. Instead of
parameterising the object via the distance field with respect to the
constraints’ vertices, we use the well-known Hausdorff distance
D(x, L) of a point x to a set of lines L, defined as the distance of
the point to the closest point on L. Thus the influence α(x) at a
point x is:

α(x) = α (D(x, L)) . (9.2)

The translation dh(x) on the other hand, is interpolated from
the elementary constraints b−tb. This interpolation needs to pre-
serve – as boundary condition – the displacement of each boundary
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vertex. Therefore, we use a radial basis function (RBF) interpo-
lation scheme as in [Botsch & Kobbelt 2005], leading to

dh(x) =
K∑

i=1

ϕ(γ(tb i,x))di, (9.3)

with the Gaussian RBF

ϕ(t) = e−( t
tmax )

2

, (9.4)

and the boundary constraints d(tb i) = bi − tb i, where tmax is
set to the length of the template’s bounding box diagonal and
γ(p,q) is the distance between p and q (see below). To satisfy
the boundary constraints the partial displacements are calculated
via computation of the matrix inverse of

A =
(
ϕ(γ(tb i, tb j))

)
i=1,...,K
j=1,...,K

. (9.5)

For many close-by handles this inversion is more stable than
that in chapter 8 since the matrix depends on the Gaussian RBF
– which quickly falls off with increasing distance. Combining the
radial basis function interpolation with a user specified shape
function yields a robust but nevertheless highly flexible editing
metaphor.

9.5 The Modelling Framework

With an appropriate surface prior in place, the modelling phase
enables the user to sketch the coarse geometric layout of the sur-
face in the region to be reconstructed. In contrast to other shape
modelling applications, the requirements for a modelling method
are here somewhat different and features such as volume preser-
vation, detail preservation, energy minimisation etc. are neither
desired nor necessary. Since the resulting surface is only guiding
the surface reconstruction in the automatic completion process,
the prime requirements for our modelling method are intuitive-
ness, interactivity and flexibility.
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Figure 9.4: Illustration of a typical editing operation using a generalised
handle.

As stated above, the new modelling phase adopts for flexibility
the free-form modelling approach presented in the chapter 8, that
features interactive modulation of the region of influence and the
shape of the edit using shape functions. Targeting at improved
simplicity and ease of use and drawing upon ideas from [Nealen
et al. 2005], this method includes the generalised handles from
the previous section, such that feature-line edits as illustrated in
figure 9.4 are easily and very efficiently performed.

To this end, the new modelling metaphor will feature two edit-
ing modes, both of which employ the generalised constraints from
the previous section as handles.

With rigid handles, the user first selects a handle on the ob-
ject, either by picking a single point, by drawing a line on the
object or by selecting a whole region of the object. Subsequently,
a translation and rotation is prescribed for the handle by picking
and dragging any point on the handle, thereby defining a transfor-
mation matrix. With the distance field from the previous section
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Figure 9.5: Max Planck-Model. Left: Reconstructed with our approach. Mid-
dle: Reconstructed with automatic completion without guidance modelling.
The blue line indicates the region that was replaced by a generic template.
Right: Original Max Planck-Model. (All reconstructed from the vertices only
using MLS and standard Marching Cubes.)

and the freely definable shape function α, the transformation for
a point x is finally computed as a simple blending

xnew = α(x)Tx + (1− α(x))x,

delivering a very effective method for large and fine scale edits.

Sometimes, however, changing the form of the handle itself is
more effective than consecutive edits with a rigid handle. There-
fore, with non-rigid handles the user can also define separate
translations for each of the handle vertices. This way, fine-tuned
edits (e.g. such as to determine how far the nose of the MaleHead
in figure 9.4 is “hooked”) can be performed. These translations
are then propagated to the point set as described in section 9.4.

In both editing modes, however, the region of influence of the
editing operation has to be constrained to the inserted template,
with smooth transition to the non-transformed part of the object.
To fix the boundary at its position, we redefine the distance field,
via which the influence is parameterised, and also incorporate the
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distance to the boundary. Thus we have:

α(x) = α

(
D(x, H)

D(x, H) +D(x, L)

)
, (9.6)

where D(x, H) is the Hausdorff distance of a point x to the handle
H and L is the boundary of the template.

9.5.1 Geodesic Distances for Point Clouds

In the given application setting, we are primarily interested in the
modification and restoration of objects represented as unstruc-
tured point clouds. Unfortunately, defining geodesic distances on
point sets is problematic, and yet the claim that this type of pa-
rameterisation is generally more appropriate for shape function
modelling than euclidian distances still holds. Fortunately, a strict
and precise computation of geodesic distances is not required for
this purpose (as was already exploited in chapter 8), and an ap-
proximation will suffice.

To this end, a proximity graph based on each point’s k nearest
neighbours is constructed as suggested by [Klein & Zachmann
2004]: Let p be a point in the point set and Nk(p) be the set of
the k nearest neighbours of p, then this graph contains an edge
(p,q) iff q is one of the k nearest neighbours of p. As explained
in section 6.3, it is beneficial to symmetrise this graph (and the
neighbourhoods correspondingly), in particular for point clouds
with varying sampling density.

The “geodesic” distance between two points of the point
cloud is then computed as the length of the shortest path along
this proximity graph. Please note that for parameterising the
shape function, all points in the ROI can efficiently be computed
using a simple breadth first search. It is also worth noting that the
error induced by evaluating the distance along the graph’s edges
can be expected to be very small, as (unlike in the triangle mesh
case) the vertices in the graph constitute a dense sampling of the
underlying surface. Nevertheless, this is only an approximation of
the geodesic distance on the approximated surface. However, it
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still delivers a parameterisation far superior for most modelling
situations to those based on Euclidean distances.

9.5.2 Dynamic Point Insertion

It was argued in section 8.5, that editing operations typically ne-
cessitate the refinement of triangle meshes in the edited regions.
In principle, the same statement also holds for the editing of point
sets. In addition, the distance between neighbouring points may
have increased significantly after an editing operation. Therefore,
the neighbourhood graph is traversed and for each triple of neigh-
bouring points (where each point is a neighbour of the two other),
additional points are generated to preserve a minimal neighbour
distance δmin. Since another neighbour point may already fill the
space inside this (virtual) triangle, additional points are only in-
serted if their distance is larger than δmin

2 from existing points.
After this point insertion, the neighbourhood graph is rebuilt and
new normals are estimated for both, the inserted and the origi-
nal, edited points. Note that it would also be possible to use more
sophisticated resampling strategies, e.g. the dynamic resampling
method presented in [Pauly et al. 2003], but since the template
is only used as guidance surface for the completion step, a more
or less regular point distribution is necessary only for modelling
convenience.

9.6 Surface Completion

With a suitable guidance surface at hand, we are now able to turn
our defective model to an automatic surface completion algorithm
and let this automatism reconstruct the missing surface. To this
end, we use fragment-based surface completion.

In chapter 7, so-called two-layer descriptors (cf. figure 7.10) are
used to identify and compare geometric properties of the surface
fragments. In these, the top layer constitutes a local regular re-
sampling of a fragment, which itself is a subset of the point set
on level l in the scale-space representation of the given object.
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Figure 9.6: MaleHead data set: The original model (top row) and the recon-
struction result (bottom row); the rightmost image emphasises the recreated
nose feature (image overlay).

At the same time, the bottom layer encodes the local geometric
properties of the point set on the next coarser level l + 1. By
formulating the surface completion as an hierarchical algorithm,
completing the surface on coarse levels first, and consecutively on
the finer and finer levels, the previous completions can be exploited
and the corresponding information can be transferred to the next
finer levels.

The fundamental weakness of such an iterative process nat-
urally is the starting point of the algorithm, namely the coars-
est level. There, one cannot rely on any pre-completed surface to
draw information about the geometric layout from. Instead, the
required guidance is automatically computed using an extended
moving least squares (MLS [Levin 1998]) approach, that was en-
hanced to prevent the otherwise undesired behaviour of the MLS-
surface in the vicinity of insufficient sampling. This way, reason-
able, yet only smooth results can be achieved on coarse levels,
where the surrounding of the hole is comparatively flat. As demon-
strated in the David Head example (see figures 9.8 and 7.15), these
smooth guidance surfaces are often not expressive enough to sug-
gest to the next finer level’s completion the existence or propaga-
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Figure 9.7: Reconstruction result of the Dragon data set. From left to right:
A hole is cut into the dragon’s back, the coarsest level with a modelled tem-
plate prior, the reconstruction using this template, and, for comparison, the
original model.

tion of a feature. In addition to that, a smooth guidance surface
in some cases makes it even impossible to detect real symmetry
existing in the model, as can be seen in the Max Planck-model
(figure 9.5). This is due to the fact that the coarsest level approxi-
mation of the surface feature existent in the object (the example)
differs drastically from the inserted smooth surface patch in the
missing similar region of the object.

In contrast, the surface template as modelled by the user is
capable of inserting those pieces of information into the algorithm.
Therefore, the modelled surface template is incorporated into the
coarsest level’s guidance surface. Please note that in case of real
symmetry, obviously the surface patch still is not exactly matching
the coarse approximation of the corresponding existent feature.
Demanding this would require the user to be unrealistically precise
during the modelling phase and would lead our whole algorithm
setting ad absurdum.

Since the modified MLS approximation can be expected to have
lower confidence on coarsest level than the approximations from
higher levels, the weights of the bottom layer in the two-layer-
descriptor were increased during the hierarchical completion pro-
cess. Instead, here we keep the weight of the guidance surface con-
stant to make sure that the users’ modelling input is adequately
accounted for. Considering the limited accuracy of the modelling
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Figure 9.8: Reconstructed David Head-model. Here, a large piece of david’s
hair was artificially removed. Without user-interaction, the automatic com-
pletion fails to propagate the prominent features from the context into the
hole region (left), whereas with only a few very coarse sketches (middle) these
structures are adequately reconstructed.

operation itself, however, and to emphasise its sketch-like char-
acter we reduce the descriptor resolution for the bottom layer to
half the resolution of the top layer.

This way, even coarse sketches can be used to indicate the pres-
ence of features that would otherwise be “overseen” by the com-
pletion automatism. Please note also that during the completion
phase, all inserted points are attributed with confidence values
less than one, such that interested users can always distinguish
inserted from “original” parts of the object.

9.7 Results

To evaluate the presented method, it was compared to surface in-
painting without user-generated guidance template using various
data sets of point sampled geometry. Some of the objects used for
evaluation exhibit comparably large defective regions in seman-
tically important parts of the model. Reconstructing the surface
after removing the defective region using automatic hole filling al-
gorithms without additional semantic knowledge results in miss-
ing features, even though the fine scale detail is preserved. This
is especially visible for the Max Planck-Model where the left ear
was removed (figure 9.5) and the MaleHead data set (figure 9.6),
where the nose broke off and was reconstructed. In both examples
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the missing surface region cannot be reconstructed without a user-
generated guidance surface. In case of the Max Planck-Model, this
is due to the fact that the required symmetry relation exists on
a scale too large to be captured in the scale space representation
of the model. Therefore the hole is patched smoothly, whereas al-
ready a coarse sketch (using only two atomic editing operations)
to indicate the location of the second ear is sufficient to achieve
the desired result. For the MaleHead data set, the problem is
slightly different, since the missing nose is a singular feature not
to be found anywhere else in the object. Nevertheless, the surface
completion algorithm recreates nicely the textural properties of
the reconstructed nose on the basis of the more or less accurately
modelled template.

In the last two examples of this chapter, the surrounding area
does contain enough information for the surface completion to
produce reasonable results, even without an expressive template
prior. However, the fully automatic reconstruction cannot deter-
mine how to propagate the prominent features at the boundary
into the hole region. This knowledge can be incorporated into the
repairing process with very rough sketches to continue the most
important feature lines, as shown in figure 9.8, where the course of
the cavities in the hair of the David model is sketched and the re-
sulting repair outperforms that without user guidance depicted in
7.15. Figure 9.7, on the other hand, demonstrates the creative as-
pect of our approach. Here, the thorn ridge from the dragons back
is indicated roughly and automatically elaborated on the front.
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The development of 3D data acquisition and the use of digital
object representations offer distinctive opportunities for the con-
servation, research, and dissemination of our cultural heritage. It is
therefore not surprising that the projects digitally processing ob-
jects of cultural heritage are manifold. Still, most of these projects
are implemented with considerable research from computer sci-
ence groups worldwide; such projects implemented autonomously
by the cultural heritage community are rare.

Before this background, this thesis presented methods for ge-
ometry processing that aim at bridging the gap between technol-
ogy that is powerful, yet hard to use in practice, and the needs
(and proficiency) prevailing in research and application fields dif-
ferent from computer science. The basic goal of the research pre-
sented here was to come up with solutions along the data acqui-
sition pipeline that

• are fully automatic wherever possible and

• provide intuitive means for user interaction everywhere else.

In this respect, in particular the fully automatic registration ap-
proach from chapter 4, and the methods for 3D data acquisition
via dense sets of photographic images presented in chapter 5 of this
thesis can be considered a success. Both are completely interac-
tion free and allow – aside from degenerate and pathologic cases –
an even supervision-free reconstruction of the acquired geometry.
The most distinctive advantage of the feature-based registration in
chapter 4 is that it exploits in addition to the acquired geometry
also synchronously recorded photographic images of the object
parts represented in the single range images. This approach of-
fers various advantages over pure geometry-based techniques. On
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the one hand, it benefits from the very successful and robust fea-
ture detection techniques available today for images to identify
correspondences even in cases of little overlap, and / or consider-
able changes in perspective and scaling. This way the presented
method can even register geometry-featureless object parts, such
as parts of rotationally or otherwise symmetric objects. On the
other hand, the registration can be performed very efficiently, as
it offers various stages of (pre-)alignment with different domains
of the optimisation functions, taking into account various subsets
of the set of all points to be registered, in particular so-called fea-
ture surface elements. This enables also a relaxation method that
allows for a synchronous registration of all range images.

Inspired from exemplar-based techniques in 2D image process-
ing, chapter 7 introduced a novel method for filling holes in struc-
tured point set surfaces. In order to be able to recognise and ex-
ploit similarity and coherence properties in the object, we derived
target and candidate fragments, each living in their specific scale
with a naturally defined fragment size that is well correlated to the
respective scale of the filling operations. In addition to that, the
fragments are defined in local frames, thereby making our algo-
rithm insensitive to similarity transformations as rotation, transla-
tion and scaling. As a consequence of the hierarchical formulation
based on a scale-space representation of the object, the comple-
tion algorithm is able to robustly identify and exploit similarity
relations between the region of interest and possibly various other
locations on the surface, depending on the respective scale.

The last part of this thesis focussed on the interactive deforma-
tion of the 3D models. The idea behind this was not only to derive
a modelling framework for creative applications like animation but
also to enable a novel way to let a user’s expertise influence and
steer the automatic completion from chapter 7. This resulted in
a powerful combination of intuitive, only sketch-like editing with
an automatic completion to derive plausible completed models
according to the user’s expertise (or imagination).

In order to assess the aptness, quality or performance of a mod-
elling paradigm, the following criteria are typically called upon:

• High quality
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• Precise Control

• Locality

• High Flexibility

• Intuitiveness / Predictability

While the last four criteria are hardly arguable, notions do dif-
fer what is to be understood as high quality editing. This dif-
fuse requirement, often also termed (equally diffuse) Fair Surface
Design, varies with the scientific context and application. Some
require smoothness to a certain degree in the differential geome-
try sense, some require minimising properties for certain energy
functionals like thin plate energy or Willmore flow. If nothing else
is specified, a fair surface is typically understood to be one that
corresponds to the simplest gestalt principle [Sapidis 1994]. The
modelling approach introduced in chapter 8 leaves the smoothness
of the editing operation completely at the user’s discretion. This
is realised by including interactively and freely adjustable shape
functions.

The guidance modelling presented in chapter 9 resembles to
a certain extent the popular multi-resolution modelling approach
presented in various papers, such as [Kobbelt et al. 1998; Lee
1999], among others. In these approaches, deformations are also
performed on coarse levels, defining the large scale layout of the
new shape, whereas the fine details are preserved. However, the
main difference is that with these approaches only details that
are existent in the modelled area in the first place can be pre-
served, while the new approach synthesises these details based on
an analysis of the context of the hole and on the modelled shape
prior.

This approach here also relates to so-called Surface Coating
[Sorkine et al. 2004], which transfers detail coefficients from a
source to a target region. This coating, however, requires that the
underlying surface is fully modelled, and therefore is comparable
only for singular features, whereas the present method handles
these cases satisfyingly and is, in addition to that, capable of iden-
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tifying and exploiting similarity and coherence properties of the
object.

The methods presented in this thesis follow the basic layout of
a 3D geometry acquisition and exploitation pipeline and do build
upon one another in this respect. Nevertheless, each of them can
be used as a stand-alone solution to the specific problem setting.
Moreover, in case a particular application setting requires a differ-
ent treatment for one of the partial problems along the acquisition
pipeline, any of the presented algorithms can of course be modi-
fied, extended, and even replaced by a more custom-tailored or ap-
propriate solution, if available, without affecting the other stages.
In this sense, the proposed approaches are completely modular.
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tiresolution signal processing for meshes. In SIGGRAPH ’99:
Proceedings of the 26th annual conference on Computer graphics
and interactive techniques, ACM Press/Addison-Wesley Publish-
ing Co., New York, NY, USA, 325–334. 101, 127

Harris, C., & Stephens, M. 1988. A combined corner and
edge detector. In Proceedings of The Fourth Alvey Vision Con-
ference, Manchester, 147–151. 34

Havemann, S. 2005. Generative Mesh Modeling. PhD thesis,
Technische Universität Braunschweig. 8

Hawkins, T., Cohen, J., & Debevec, P. 2001. A photo-
metric approach to digitizing cultural artifacts. In VAST ’01:
Proceedings of the 2001 conference on Virtual reality, archeology,
and cultural heritage, ACM Press, New York, NY, USA, 333–342.
12, 14, 56

Hawkins, T., Einarsson, P., & Debevec, P. 2005. A dual
light stage. In Eurographics Symposium on Rendering. 14, 56

Heeger, D. J., & Bergen, J. R. 1995. Pyramid-based texture
analysis/synthesis. In SIGGRAPH, 229–238. 97

Higuchi, K., Hebert, M., & Ikeuchi, K. 2001. Modelling
from reality. Kluwer Academic Publishers, Norwell, MA, USA,
ch. Building 3-D models from unregistered range images, 41–75.
33



Bibliography 187

Hoff, K. E., Keyser, J., Lin, M., Manocha, D., & Cul-
ver, T. 1999. Fast computation of generalized voronoi dia-
grams using graphics hardware. In SIGGRAPH ’99: Proceedings
of the 26th annual conference on Computer graphics and inter-
active techniques, ACM Press/Addison-Wesley Publishing Co.,
New York, NY, USA, 277–286. 106

Hoppe, H., DeRose, T., Duchamp, T., McDonald, J., &
Stuetzle, W. 1992. Surface reconstruction from unorganized
points. In Proceedings of the 19th annual conference on Computer
graphics and interactive techniques, ACM Press, 71–78. 17, 85,
86, 104

Horn, B. 1987. Closed form solution of absolute orientation
using unit quaternions. Journal of the Optical Society A 4, 4
(April), 629–642. 42

Hsu, W. M., Hughes, J. F., & Kaufman, H. 1992. Di-
rect manipulation of free-form deformations. In SIGGRAPH ’92:
Proceedings of the 19th annual conference on Computer graphics
and interactive techniques, ACM Press, New York, NY, USA,
177–184. 125

Hu, S.-M., Zhang, H., Tai, C.-L., & Sun, J.-G. 2001. Direct
manipulation of ffd: efficient explicit solutions and decomposible
multiple point constraints. The Visual Computer 17, 6, 370–379.
125

Igarashi, T., Matsuoka, S., & Tanaka, H. 1999. Teddy:
a sketching interface for 3d freeform design. In Proceedings of
the 26th annual conference on Computer graphics and inter-
active techniques, ACM Press/Addison-Wesley Publishing Co.,
409–416. 129

Isidoro, J., & Sclaroff, S. 2003. Stochastic refinement of
the visual hull to satisfy photometric and silhouette consistency
constraints. In Proc. 9th International Conference of Computer
Vision, 1335–1342. 70



188 Bibliography

Jia, J., & Tang, C.-K. 2003. Image repairing: Robust im-
age synthesis by adaptive nd tensor voting. In Conference on
Computer Vision and Pattern Recognition (CVPR 2003), IEEE
Computer Society, Madison, WI, USA, 643–650. 98

Johnson, A. E., & Hebert, M. 1997. Surface registration
by matching oriented points. In Proceedings of the International
Conference on Recent Advances in 3-D Digital Imaging and Mod-
eling, IEEE Computer Society, 121. 33

Ju, T., Losasso, F., Schaefer, S., & Warren, J. 2002.
Dual contouring of hermite data. In SIGGRAPH ’02: Proceedings
of the 29th annual conference on Computer graphics and inter-
active techniques, ACM Press, New York, NY, USA, 339–346.
24

Kamgar-Parsi, B., Jones, J. L., & Rosenfeld, A. 1991.
Registration of multiple overlapping range images: Scenes with-
out distinctive features. IEEE Trans. Pattern Anal. Mach. Intell.
13, 9, 857–871. 33
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