
Curvature bounds and heat
kernels: discrete versus continuous

spaces

Dissertation

zur

Erlangung des Doktorgrades (Dr. rer. nat.)

der

Mathematish-Naturwissenschaftlichen Fakultät

der

Rheinischen Friedrich-Wilhelms-Universität Bonn

vorgelegt von

Anca-Iuliana Bonciocat

aus

Slatina, Rumänien

Bonn 2008



Angefertigt mit Genehmigung der Mathematisch-Naturwissenschaftlichen Facultät
der Rheinischen Friedrich-Wilhelms-Universität Bonn

1. Gutachter: Prof. Dr. Karl-Theodor Sturm
2. Gutachter: Prof. Dr. Lucian Beznea

Tag der Promotion: 12 Juli 2008



Abstract

We introduce and study rough (approximate) lower curvature bounds and rough
curvature-dimension conditions for discrete spaces and for graphs. These notions
extend the ones introduced in [St06a] and [St06b] to a larger class of non-geodesic
metric measure spaces. They are stable under an appropriate notion of convergence
in the sense that the metric measure space which is approximated by a sequence of
discrete spaces with rough curvature ≥ K will have curvature ≥ K in the sense of
[St06a]. Moreover, in the converse direction, discretizations of metric measure spaces
with curvature≥ K will have rough curvature≥ K. We apply our results to concrete
examples of homogeneous planar graphs. We derive perturbed transportation cost
inequalities, that imply mass concentration and exponential integrability of Lipschitz
maps. For spaces that satisfy a rough curvature-dimension condition we prove a
generalized Brunn-Minkowski inequality and a Bonnet-Myers type theorem.
Furthermore, we study Dirichlet forms on finite graphs and their approximations by
Dirichlet forms on tubular neighborhoods. Our approach is based on a functional
analytic concept of convergence of operators and quadratic forms with changing L2-
spaces, which uses the notion of measured Gromov-Hausdorff convergence for the
underlying spaces. The convergence of the Dirichlet forms entails the convergence
of the associated semigroups, resolvents and spectra to the corresponding objects
on the graph.
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Introduction

One of the challenging problems in mathematics – applied mathematics as well as
pure mathematics – is to develop appropriate mathematical models for microstruc-
tures, as well as for discrete settings. Many very recent technical developments ask
for new mathematical descriptions.

Discrete mathematics has become popular in the recent decades because of its
applications to computer science. Triangulations of manifolds and discretizations
of continuous spaces are very useful tools in digital geometry or computational
geometry. The digital geometry deals with two main problems, inverse to each
other: on one hand constructing digitized representations of objects, with a special
emphasize on efficiency and precision, and on the other hand reconstructing ”real”
objects or their properties (length, area, volume, curvature, surface area) from digital
images. Such a study requires of course a better understanding of the geometrical
aspects of discrete spaces.

As a first step, geodesic metric spaces are very natural generalizations of mani-
folds. There are many recent developments in studying the geometry of such spaces.
Even from the fifties a notion of lower curvature bounds for metric spaces was in-
troduced by Alexandrov in [Al51], in terms of comparison properties for geodesic
triangles. This notion gives the usual sectional curvature bounds when applied to
Riemannian manifolds and it is stable under the Gromov-Hausdorff convergence,
introduced in [Gro99].

More recently, a generalized notion of Ricci curvature bounds for metric mea-
sure spaces (M, d,m) was introduced and studied by K. T. Sturm in [St06a]; a
closely related theory has been developed independently by J. Lott and C. Villani
in [LV06]. The approach presented in [St06a] is based on convexity properties of
the relative entropy Ent(·|m) regarded as a function on the L2-Wasserstein space
of probability measures on the metric space (M, d). This lower curvature bound
is stable under an appropriate notion of D-convergence of metric measure spaces.
The second paper [St06b] has treated the ”finite dimensional” case, namely metric
measure spaces that satisfy the so-called curvature-dimension condition CD(K,N),
where K plays the role of the lower curvature bound and N the one of the upper
dimension bound. The condition CD(K,N) represents the geometric counterpart of
the analytic curvature-dimension condition introduced by D. Bakry and M. Émery
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INTRODUCTION

in [BE85].

These generalizations required the Wasserstein space of probability measures
(and thus in turn the underlying space) to be a geodesic space. Therefore, in the
original form they will not apply to discrete spaces. Moreover, if we consider a
graph, more precisely the union of the edges of a graph, as a metric space it will
have no lower curvature bound in the sense of [St06a], since the vertices will be
branch points of geodesics which destroy the K-convexity of the entropy.

Our point of view will come across coarse geometry, which studies the ”large
scale” properties of spaces (see for instance [Ro03] for an introduction). In various
contexts, one notices that the relevant geometric properties of metric spaces are
the coarse ones. A discrete space can get a geometric shape when we move the
observation point far away from it; then all the original holes and gaps are not
visible anymore and the space looks rather like a connected and continuous one. It
is the point of view that led M. Gromov to his notion of hyperbolic group, which is
a group ”coarsely negatively curved” (in a certain combinatorial sense).

Figure 1

We develop a notion of rough curvature bounds for discrete spaces, as well
as a rough curvature-dimension condition, based on the concept of optimal mass
transportation. These rough curvature bounds will depend on a real parameter
h > 0, which should be considered as a natural length scale of the underlying
discrete space or as the scale on which we have to look at the space. For a metric
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INTRODUCTION

graph, for instance, this parameter equals the maximal length of its edges (times
some constant). The approach presented here will follow the one from [St06a] and
it will be particularly concerned with removing the connectivity assumptions of the
geodesic structure required there. This difficulty will be overcome in the following
way: mass transportation and convexity properties of the relative entropy will be
studied along h-geodesics. For instance instead of midpoints of a given pair of points
x0, x1 we look at h-midpoints which are points y with d(x0, y) ≤ 1

2
d(x0, x1)+h and

d(x1, y) ≤ 1
2
d(x0, x1) + h.

In the first chapter we introduce and analyze rough curvature bounds for metric
measure spaces, with emphasize on discrete spaces and graphs. Our first main result
(Theorem 1.2.10) states that an arbitrary metric measure space (M, d,m) has cur-
vature ≥ K (in the sense of [St06a]) provided it can be approximated by a sequence
(Mh, dh,mh) of (”discrete”) metric measure spaces with h- Curv(M, d,m) ≥ Kh

with Kh → K as h → 0. That is, this result allows to pass from discrete spaces to
continuous limit spaces, reconstructing the curvature bound of the continuous space
from the coarse curvature bounds of the approximating (possibly discrete) spaces.

The second main result (Theorem 1.3.1) states that the curvature bound will
also be preserved under the converse procedure: Given any metric space (M, d,m)
with curvature ≥ K and any h > 0 we define standard discretizations (Mh, d,mh)
of (M, d,m) with D((Mh, d,mh), (M, d,m)) → 0 as h → 0 and with the rough
curvature bound h- Curv(Mh, dh,mh) ≥ K.

The stability under discretizations provides a series of concrete examples. We
prove (Theorem 1.4.3) that every homogeneous planar graph has h-curvature ≥ K
where K is given in terms of the degree, the dual degree and the edge length. To be
more precise, both the set M = V of vertices, equipped with the counting measure,
as well as the union M =

⋃
e∈E e of edges equipped with one-dimensional Lebesgue

measure will be metric measure spaces with h-curvature ≥ K, where the metric
is the one induced by the Riemannian distance of the 2-dimensional Riemannian
manifold whose discretization will be our given graph. Our notion of h-curvature
yields the precise value for K if we consider discretizations of hyperbolic spaces. It
is also related to some notions of combinatorial curvature, see e.g. [Gro87], [Is90],
[Hi01], [Fo03].

In section 1.5 we show that positive rough curvature bound implies a perturbed
transportation cost inequality, weaker than what is usually called the Talagrand
inequality. However, it still implies concentration of the reference measure m and
exponential integrability of the Lipschitz functions with respect to m.

The second chapter introduces the rough curvature-dimension condition h-
CD(K,N) for metric measure spaces, coming with an additional upper bound for
the ”dimension”. The planar graphs for instance are discrete analogues of connected
Riemannian surfaces, therefore they deserve to be considered 2-dimensional discrete
spaces. Besides, an upper bound for the dimension would be expected to bring,
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INTRODUCTION

by analogy with the finite dimensional Riemannian manifolds, more geometrical
consequences in our discrete setting.

In section 2.2 we define the rough curvature-dimension condition and give
some basic properties. We show that the rough curvature bound presented in Chap-
ter 1 can be seen as a limit case or as an h-CD(K,∞) rough curvature-dimension
condition.

Section 2.3 provides some geometrical consequences of the rough curvature-
dimension condition. We prove a generalized Brunn-Minkowski inequality that holds
under an h-CD(K,N) property. Furthermore, we give a Bonnet-Myers type theorem,
which states that a metric measure space that satisfies an h-CD(K,N) condition
with K > 0 has bounded diameter. Consequently, planar graphs that fulfill an
h-CD(K,N) condition with K > 0 must be finite.

The stability issue under D-convergence is treated within section 2.4. Theo-
rem 2.4.1 states that any (continuous) metric measure space that can be approxi-
mated in the metric D by a family of (possibly discrete) metric measure spaces
(Mh, dh,mh) with bounded diameter Lh, with a rough curvature-dimension con-
dition h-CD(Kh, Nh) satisfied and with (Kh, Nh, Lh) → (K,L,N), will satisfy a
curvature-dimension condition CD(K,N) and will have diameter ≤ L.

In section 2.5 we show that our curvature-dimension condition will be pre-
served trough the converse procedure, by discretizing a continuous space that fulfills
it. Theorem 2.5.1 shows that whenever we consider a discretization (Mh, d,mh)
with sufficiently small mash size of a space (M, d,m) that satisfies some CD(K,N)
condition, the discretization will satisfy the h-CD(K,N) property.

If discrete spaces can be seen as almost continuous and solid from a remote ob-
servation point, some smooth and quite consistent objects might look like arousing
singularities, if seen from a distance. A net of pipes crossing each other would actu-
ally look like a graph, the smooth picture would be like shrunk towards its skeleton.
One can expect that some properties of the approximating smooth object will be
carried further to the singular limit, but experience shows that others degenerate,
surprisingly sometimes. In this case one should rather give up the ”large scale”
point of view in the favor of a closer look around the region that will give rise to
the singularity. Metric graphs are used to model various real graph-like structures,
whose transverse size is small but not zero, and it is important to know how such
thin systems approximate an ideal graph when their width goes to zero.

Convergence of Riemannian manifolds, or more generally convergence of met-
ric spaces is a well established concept in geometry [Gro99]. The situation becomes
more complicated if the focus lies not only on the convergence of spaces but also on
convergence of semigroups, generators, spectra etc. Our aim is to study the conver-
gence behavior of Laplace operators and heat kernels on tubular neighborhoods of
graphs towards the ”canonical Laplacian” on the graph itself.
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INTRODUCTION

A consistent progress has been done in the recent years in classifying pos-
sible boundary conditions for Laplace operators on graphs (see [ES89], [KoS99]).
The convergence of the spectra of the Laplacian on the ”graph-like” approximating
manifolds towards the spectrum of the Laplacian on the graph gives important in-
formations for physicists (see [Ku02]). The case of Neumann boundary condition
has been solved for various approximating families of manifolds, the limit depending
on the rate of convergence of the volume of the vertex-neighborhoods with respect
to the volume of the edge-neighborhoods (see [EP05]). It has been shown that the
kth eigenvalue of the Neumann Laplacian on the manifold converges to the kth
eigenvalue of the corresponding operator on the graph, and the standard bound-
ary condition on the graph is basically the so-called Kirchhoff boundary condition.
Mixed boundary conditions for the approximating sequence of manifolds have been
considered in [Po05], [Gr07]. In [Po05] for instance the main result states the con-
vergence of the spectra of a family of approximating open sets from R2 with small
vertex neighborhoods and with a mixed boundary condition towards the spectrum
of the Laplacian on the graph with Dirichlet boundary condition, which is actually
a graph operator without coupling between edges. The paper [Po06] studies the ap-
proximations with non-compact manifolds and in the Neumann case gives, besides
the convergence of spectra, the norm convergence of resolvents.

Sidova, Smolyanov, v.Weizsäcker and Wittich ([SW04a] and [SW04b]) have
studied Brownian motions on tubular neighborhoods of embedded manifolds and
their convergence behavior, finding corrections terms related to the curvature of the
embedding.

Figure 2

In Chapter 3 we shall study the convergence of the Laplace operators on tubu-
lar neighborhoods of N -spiders as an application of a functional analytic theory on
changing L2-spaces. In their recent work [KS03] K. Kuwae and T. Shioya stud-
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INTRODUCTION

ied convergence of operators and quadratic forms which are not necessarily de-
fined on the same Hilbert space. Another definition of convergence on changing
Hilbert spaces for the case of the Hilbert spaces of the type Hn = L2 (σn dx), with
σn dx → σ dx vaguely on Rd, was introduced by V. Zhikov in [Zhi98]. Although
the two definitions of convergence differ, it is shown in the paper of A. Kolesnikov
[Kol05] that the two approaches are equivalent.

The definition of convergence given in [KS03] uses the notion of Gromov-
Hausdorff convergence for the underlying spaces. The Gromov-Hausdorff conver-
gence of metric spaces has been introduced by M. Gromov in [Gro99], and further
the measured Gromov-Hausdorff convergence by Fukaya [Fu87]. K. Kuwae and T.
Shioya have developed (extending the Γ-convergence and Mosco-convergence) a gen-
eral theory of convergence of spectral structures, which defines the convergence of
the whole machinery semigroups-resolvents-spectra-Dirichlet forms from the approx-
imating sequence to the limit space. The basic definitions and the main results from
[KS03] are recalled within section 3.1.

In section 3.2 we consider various tubular open (bounded) domains that can
approximate an edge, as basic building blocks for constructing further graph-like
neighborhoods. Beside the cylindrical neighborhood we study weighted tubes with
variable width that satisfy some smoothness assumptions on the boundary. We
prove the convergence of the spectral structure from the tube towards the spectral
structure on the edge.

Section 3.3 deals with the case of a graph M with a single branch point and a
finite number of weighted edges, the so-called ”spider”, and the canonical Laplacian
on the graph with Kirchhoff boundary condition in the branch point. We consider
approximations with open bounded tubular domains, consisting of cylindrical edge-
neighborhoods and vertex-neighborhoods whose decay rate in terms of volume is
prescribed between given values that correspond to a faster decay of the vertex-
neighborhoods in comparison with the one of the edge-neighborhoods.

Denoting the edges of the spider by e1, e2, ... , eN we define the Dirichlet form
on the graph as

E (u) :=
N∑

i=1

∫
ei

|u′ (x)|2 ρi(x)dx

having the domain D(E) = {u ∈ C (M) : u|ei
∈ H1 (ei) , i = 1, 2, ..., N} and the

classical Dirichlet forms on the tubes

En (un) :=

∫
Mn

|∇un|2 dmn, un ∈ H1 (Mn) , n ∈ N.

Under mild assumption on the measure mn and certain smoothness assump-
tions on the underlying domains, our main results are:

1) The asymptotic compactness of the sequence {En}n, namely for any se-
quence {un}n with un ∈ L2 (Mn,mn) and lim supn(En(un) + ‖un‖2

L2(Mn,mn)) < ∞,
there exists a strongly convergent subsequence {un}n.
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INTRODUCTION

2) {En}n is Γ-convergent to E .
According to [KS03], these results imply also the convergence of the associated

resolvents, semigroups and spectra.
The N -spider-like neighborhoods, combined with the more general edge-neigh-

borhoods studied in section 3.2, give various graph-like neighborhoods for which the
convergence of the whole spectral structure holds.
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Chapter 1

Rough curvature bounds for
metric measure spaces

We develop a notion of rough curvature bounds for discrete spaces, based on the
concept of optimal mass transportation. These rough curvature bounds will depend
on a real parameter h > 0, which should be considered as a natural length scale of
the underlying discrete space or as the scale on which we have to look at the space.
For a metric graph, for instance, this parameter equals the maximal length of its
edges (times some constant).

The approach presented here will follow the one from [St06a], where a notion of
lower curvature bounds for metric measure spaces has been introduced. That notion
required the Wasserstein space of probability measures (and thus in turn the under-
lying space) to be a geodesic space. Therefore, in the original form it cannot apply
to discrete spaces. Besides, metric graphs will have no lower curvature bound in the
sense of [St06a], since the vertices will be branch points of geodesics which destroy
the K-convexity of the entropy. The modification to be presented here overcomes
this difficulty in the following way: mass transportation and convexity properties of
the relative entropy will be studied along h-geodesics instead of geodesics.

In the first section we give an overview of the material already existing in the
literature, particularly the notion of lower curvature bound for (continuous) metric
measure spaces.

The two main results we prove within this chapter are in some sense inverse to
each other: on one hand reconstructing the curvature bound of a continuous space
from the rough curvature bounds of approximating discrete spaces with mesh size
tending to zero (Theorem 1.2.10), and on another hand the deduction of the rough
curvature bounds of dicretizations of a continuous space from the curvature bound
of the latter (Theorem 1.3.1).

In section 1.4 we apply our results to concrete examples. We prove (Theorem
1.4.3) that every homogeneous planar graph has h-curvature ≥ K where K is given
in terms of the degree, the dual degree and the edge length.
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CHAPTER 1. ROUGH CURVATURE BOUNDS

In the final section we show that positive rough curvature bound implies a
perturbed transportation cost inequality, weaker than what is usually called the
Talagrand inequality. However, it still implies concentration of the reference measure
m and exponential integrability of the Lipschitz functions with respect to m.

1.1 Preliminaries

Throughout this chapter, a metric measure space will always be a triple (M, d,m)
where (M, d) is a complete separable metric space and m is a measure on M
(equipped with its Borel σ-algebra B(M)) which is locally finite in the sense that
m(Br(x)) <∞ for all x ∈M and all sufficiently small r > 0. We say that the metric
measure space (M, d,m) is normalized if m(M) = 1.

Two metric measure spaces (M, d,m) and (M ′, d′,m′) are called isomorphic
iff there exists an isometry ψ : M0 →M ′

0 between the supports M0 := supp[m] ⊂M
and M ′

0 := supp[m′] ⊂ M ′ such that ψ∗m = m′. The diameter of a metric measure
space (M, d,m) will be the diameter of the metric space (supp[m], d).

We shall use the notion of L2-transportation distance D for two metric measure
spaces (M, d,m) and (M ′, d′,m′), as defined in [St06a]:

D((M, d,m), (M ′, d′,m′)) = inf

(∫
MtM ′

d̂
2
(x, y)dq(x, y)

)1/2

,

where d̂ ranges over all couplings of d and d′ and q ranges over all couplings of m
and m′. Here a measure q on the product space M ×M ′ is a coupling of m and
m′ if q(A ×M ′) = m(A) and q(M × A′) = m′(A′) for all measurable A ⊂ M,A′ ⊂
M ′; a pseudo-metric d̂ on the disjoint union M t M ′ is a coupling of d and d′

if d̂(x, y) = d(x, y) and d̂(x′, y′) = d′(x′, y′) for all x, y ∈ supp[m] ⊂ M and all
x′, y′ ∈ supp[m′] ⊂M ′.

The L2-transportation distance D defines a complete separable length met-
ric on the family of all isomorphism classes of normalized metric measure spaces
(M, d,m) for which

∫
M

d2(z, x)dm(x) < ∞ for some (hence all) z ∈ M . The no-
tion of D-convergence is closely related to the one of measured Gromov-Hausdorff
convergence introduced in [Fu87].

Recall that a sequence of compact and normalized metric measure spaces
{(Mn, dn,mn)}n∈N converges in the sense of measured Gromov-Hausdorff conver-
gence (briefly, mGH-converges) to a compact normalized metric measure space
(M, d,m) iff there exist a sequence of numbers εn ↘ 0 and a sequence of measurable
maps fn : Mn →M such that for all x, y ∈Mn, | d(fn(x), fn(y))− dn(x, y)| ≤ εn, for
any x ∈ M there exists y ∈ Mn with d(fn(y), x) ≤ εn and such that (fn)∗mn → m
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1.1. PRELIMINARIES

weakly on M for n→∞. According to Lemma 3.17 in [St06a], any mGH-convergent
sequence of normalized metric measure spaces is also D-convergent; for any se-
quence of normalized compact metric measure spaces with full supports and with
uniform bounds for the doubling constants and for the diameters the notion of
mGH-convergence is equivalent to the one of D-convergence.

It is easy to see that D((M, d,m), (M ′, d′,m′)) = inf d̂W (ψ∗m,ψ
′
∗m

′) where the
inf is taken over all metric spaces (M̂, d̂) with isometric embeddings ψ : M0 ↪→ M̂ ,
ψ′ : M ′

0 ↪→ M̂ of the supports M0 and M ′
0 of m and m′, respectively, and where d̂W

denotes the L2-Wasserstein distance derived from the metric d̂. Recall that for any
metric space (M, d) the L2-Wasserstein distance between two measures µ and ν on
M is defined as

dW (µ, ν) = inf

{(∫
M×M

d2(x, y)dq(x, y)

)1/2

: q is a coupling of µ and ν

}
,

with the convention inf ∅ = ∞. For further details about the Wasserstein distance
see the monograph [Vi03]. We denote by P2(M, d) the space of all probability
measures ν which have finite second moments

∫
M

d2(o, x)dν(x) <∞ for some (hence
all) o ∈M .

For a given metric measure space (M, d,m) we put P2(M, d,m) the space of
all probability measures ν ∈ P2(M, d) which are absolutely continuous w.r.t. m.
If ν = ρ · m ∈ P2(M, d,m) we consider the relative entropy of ν with respect to
m defined by Ent(ν|m) := limε↘0

∫
{ρ>ε} ρ log ρ dm. We denote by P∗

2 (M, d,m) the

subspace of measures ν ∈ P2(M, d,m) of finite entropy Ent(ν|m) <∞.

In classical Riemannian geometry, given a point x in a Riemannian manifold
the Ricci curvature Ricx is defined on the tangent space TxM as

Ricx(v, v) := trace{w → R(v, w)v}, v ∈ TxM,

where R is the curvature tensor. The Ricci curvature Ricx measures the non-
euclidian behavior of the manifold in direction v.

In the paper [RS05] the authors give the following characterization of the Ricci
curvature bound for Riemannian manifolds.

Theorem 1.1.1. For any smooth connected Riemannian manifold M with intrin-
sic metric d and volume measure m and any K ∈ R the following properties are
equivalent:

(i) Ricx(v, v) ≥ K|v|2 for x ∈M and v ∈ Tx(M).

(ii) The entropy Ent(·|m) is displacement K-convex on P2(M) in the sense that
for each geodesic γ : [0, 1] → P2(M) and for each t ∈ [0, 1]

Ent(γ(t)|m) ≤ (1− t)Ent(γ(0)|m) + tEnt(γ(1)|m)− K

2
t(1− t) d2

W (γ(0), γ(1)).

13



CHAPTER 1. ROUGH CURVATURE BOUNDS

This characterization makes no use of the differentiability issue and condition
(ii) can be posed in any (geodesic) metric measure spaces. Therefore (ii) might stand
as a definition for a lower Ricci curvature bound. Indeed [St06a] proves stability
under D-convergence and pinpoints a series of results that correspond to classical
theorems from Riemannian geometry involving Ricci curvature.

We recall here the definitions of the lower curvature bounds for metric measure
spaces introduced in [St06a]:

Definition 1.1.2. (i) A metric measure space (M, d,m) has curvature ≥ K for
some number K ∈ R iff the relative entropy Ent(·|m) is weakly K-convex on
P∗

2 (M, d,m) in the sense that for each pair ν0, ν1 ∈ P∗
2 (M, d,m) there exists

a geodesic Γ : [0, 1] → P∗
2 (M, d,m) connecting ν0 and ν1 with

Ent(Γ(t)|m) ≤ (1− t)Ent(Γ(0)|m) + tEnt(Γ(1)|m)− K

2
t(1− t) d2

W (Γ(0),Γ(1))

(1.1.1)
for all t ∈ [0, 1].

(ii) The metric measure space (M, d,m) has curvature ≥ K in the lax sense iff for
each ε > 0 and for each pair ν0, ν1 ∈ P∗

2 (M, d,m) there exists an ε-midpoint
η ∈ P∗

2 (M, d,m) of ν0 and ν1 with

Ent(η|m) ≤ 1

2
Ent(ν0|m) +

1

2
Ent(ν1|m)− K

8
d2

W (ν0, ν1) + ε. (1.1.2)

Briefly, we shall write Curv(M, d,m) ≥ K, respectively Curvlax(M, d,m) ≥
K.

Recall that in a given metric space (M, d) a point y is an ε-midpoint of x0 and
x1 if d(xi, y) ≤ 1

2
d(x0, x1) + ε for each i = 0, 1. We call y midpoint of x0 and x1 if

d(xi, y) ≤ 1
2
d(x0, x1) for i = 0, 1.

1.2 Rough curvature bounds for metric measure

spaces

In order to adapt the notion of curvature bound to other spaces then geodesic spaces
without branching we shall refer in this paper to a larger class of metric spaces:

Definition 1.2.1. Let h > 0 be given. We say that a metric space (M, d) is h-rough
geodesic iff for each pair of points x0, x1 ∈M and each t ∈ [0, 1] there exists a point
xt ∈M satisfying

d(x0, xt) ≤ t d(x0, x1) + h, d(xt, x1) ≤ (1− t) d(x0, x1) + h. (1.2.1)

14



1.2. ROUGH CURVATURE BOUNDS FOR METRIC MEASURE SPACES

The point xt will be referred to as the h-rough t-intermediate point between x0 and
x1. The h-rough 1/2-intermediate point is actually the h-midpoint of x0 and x1.

Example 1.2.2. (i) Any nonempty set X with the discrete metric d(x, y) = 0
for x = y and 1 for x 6= y is h-rough geodesic for any h ≥ 1/2. In this case,
any point is an h-midpoint of any pair of distinct points.

(ii) If ε > 0 then the space (Rn, d) with the metric d(x, y) = |x− y| ∧ ε is h-rough
geodesic for h ≥ ε/2 (here |·| is the euclidian metric).

(iii) For ε > 0 the space (Rn, d) with the metric d(x, y) =
√
ε|x− y|+ |x− y|2 is

h-rough geodesic for each h ≥ ε/4.

The above examples are somewhat pathological. We actually have in mind
the more friendly examples of discrete spaces and some geodesic spaces with branch
points, e.g. graphs, that do not have curvature bounds as defined in [St06a].

For a discrete h-rough geodesic metric space (M, d) one should think of h
as a discretization size or ”resolution” of M . In an h-geodesic space a pair of
points x and y is not necessarily connected by a geodesic but by a chain of points
x = x0, x1, · · · , xn = y having intermediate distance less then h/2.

In the sequel we will use two types of perturbations of the Wasserstein distance,
defined as follows:

Definition 1.2.3. Let (M, d) be a metric space. For each h > 0 and any pair of
measures ν0, ν1 ∈ P2(M, d) put

d±h
W (ν0, ν1) := inf

{(∫
[( d(x0, x1)∓ h)+]2 dq(x0, x1)

)1/2
}
, (1.2.2)

where q ranges over all couplings of ν0 and ν1 and (·)+ denotes the positive part.

Remark 1.2.4. According to Theorem 4.1 from [Vi08] there exists a coupling for
which the infimum in (1.2.2) is attaint. We will call it +h-optimal coupling (resp.
−h-optimal coupling) of ν0 and ν1.

The two perturbations d+h
W and d−h

W are related to the Wasserstein distance
dW in the following way:

Lemma 1.2.5. For any h > 0 we have

(i) d+h
W ≤ dW ≤ d+h

W + h;

(ii) dW ≤ d−h
W ≤ dW + h.
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Proof. (i) Let ν0 and ν1 be two probabilities in (M, d) and consider q an optimal
coupling and q+h a +h-optimal coupling of them. Then

d+h
W (ν0, ν1) =

(∫
[( d(x0, x1)− h)+]2 dq+h(x0, x1)

)1/2

≤
(∫

[( d(x0, x1)− h)+]2 dq(x0, x1)

)1/2

≤
(∫

d(x0, x1)
2dq(x0, x1)

)1/2

= dW (ν0, ν1)

and

dW (ν0, ν1) =

(∫
d(x0, x1)

2dq(x0, x1)

)1/2

≤
(∫

d(x0, x1)
2dq+h(x0, x1)

)1/2

≤
(∫

[( d(x0, x1)− h)+ + h]2 dq+h(x0, x1)

)1/2

≤ d+h
W (ν0, ν1) + h.

(ii) Similar to (i).

With an elementary proof we have also a monotonicity property of d±h
W in h:

Lemma 1.2.6. Let 0 < h1 < h2 be arbitrarily given. Then for each pair of proba-
bilities ν0 and ν1

(i) d−h1
W (ν0, ν1) < d−h2

W (ν0, ν1);

(ii) d+h1
W (ν0, ν1) ≥ d+h2

W (ν0, ν1) with strict inequality if and only if d+h1
W (ν0, ν1) > 0.

We introduce now the notion of rough lower curvature bound:

Definition 1.2.7. We say that a metric measure space (M, d,m) has h-rough cur-
vature ≥ K for some numbers h > 0 and K ∈ R iff for each pair ν0, ν1 ∈ P∗

2 (M, d,m)
and for any t ∈ [0, 1] there exists an h-rough t-intermediate point ηt ∈ P∗

2 (M, d,m)
between ν0 and ν1 satisfying

Ent(ηt|m) ≤ (1− t)Ent(ν0|m) + tEnt(ν1|m)− K

2
t(1− t) d±h

W (ν0, ν1)
2, (1.2.3)

where the sign in d±h
W (ν0, ν1) is chosen ’+’ if K > 0 and ’−’ if K < 0. Briefly, we

write in this case h- Curv(M, d,m) ≥ K.

16
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Remark 1.2.8. We could also choose two parameters in the above definition, h for
the intermediate midpoint and ε for the inequality (1.2.3). Having two parameters
instead of one is not essentially useful for further results. One can always think of
h ∨ ε in the definition of rough curvature bound, which is an approximate notion.

Remark 1.2.9. (i) If (M, d,m) and (M ′, d′,m′) are two isomorphic metric measure
spaces and K ∈ R then h- Curv(M, d,m) ≥ K if and only if h- Curv(M ′, d′,m′) ≥
K.

(ii) If (M, d,m) is a metric measure space and α, β > 0 then h- Curv(M, d,m)
≥ K if and only if αh- Curv(M,α d, βm) ≥ K

α2 , because Ent(ν|βm) = Ent(ν|m) −
log β, (α · d)±h

W (ν0, ν1) = α · d±h
W (ν0, ν1) and for t ∈ [0, 1] ηt is h-rough t-intermediate

point between µ, ν with respect to dW if and only if ηt is αh-rough t-intermediate
point between µ, ν with respect to (α d)W .

Theorem 1.2.10. Let (M, d,m) be a normalized metric measure space and consider
{(Mh, dh,mh)}h>0 a family of normalized metric measure spaces with uniformly
bounded diameter and with h- Curv(Mh, dh,mh) ≥ Kh for Kh → K as h → 0.
If

(Mh, dh,mh)
D−→ (M, d,m)

as h→ 0 then
Curvlax(M, d,m) ≥ K.

If in addition M is compact then

Curv(M, d,m) ≥ K.

Proof. Let {(Mh, dh,mh)}h>0 be a family of normalized discrete metric measure
spaces. Assume that we have suph>0 diam(Mh, dh,mh), diam(M, d,m) ≤ ∆ and

(Mh, dh,mh)
D−→ (M, d,m) as h → 0. Now let ε > 0 and ν0 = ρ0m, ν1 = ρ1m ∈

P∗
2 (M, d,m) be given. Choose R with

sup
i=0,1

Ent(νi|m) +
|K|
8

∆2 +
ε

8
[∆2 + 3|K|(2∆ + 3ε)] ≤ R. (1.2.4)

We have to deduce the existence of an ε-midpoint η which satisfies inequality (1.1.2).
Choose 0 < h < ε with |Kh −K| < ε and

D((Mh, dh,mh), (M, d,m)) ≤ exp

(
−2 + 4∆2R

ε2

)
. (1.2.5)

One can define the canonical maps Q′
h : P2(M, d,m) → P2(Mh, dh,mh), Qh :

P2(Mh, dh,mh) → P2(M, d,m) like in the subsection 4.5 in [St06a]:

17



CHAPTER 1. ROUGH CURVATURE BOUNDS

We consider qh a coupling of m and mh and d̂h a coupling of d and dh such
that ∫

d̂
2

h(x, y) dqh(x, y) ≤ 2D2((M, d,m), (Mh, dh,mh)).

Let Q′
h and Qh be the disintegrations of qh w.r.t. mh and m, resp., that is dqh(x, y) =

Q′
h(y, dx)dmh(y) = Qh(x, dy)dm(x) and let ∆̂ denote the m-essential supremum of

the map

x 7→
[∫

Mh

d̂
2

h(x, y)Qh(x, dy)

]1/2

.

In our case ∆̂ ≤ 2∆.
For ν = ρm ∈ P2(M, d,m) define Q′

h(ν) ∈ P2(Mh, dh,mh) by Q′
h(ν) := ρhmh

where

ρh(y) :=

∫
M

ρ(x)Q′
h(y, dx).

The map Qh is defined similarly. Lemma 4.19 from [St06a] gives the following
estimates:

Ent(Q′
h(ν)|mh) ≤ Ent(ν|m) for all ν = ρm (1.2.6)

and

d2
W (ν,Q′

h(ν)) ≤
2 + ∆̂2 · Ent(ν|m)

− log D((M, d,m), (Mh, dh,mh))
. (1.2.7)

provided D((M, d,m), (Mh, dh,mh)) < 1. Analogous estimates hold for Qh.

For our given ν0 = ρ0m, ν1 = ρ1m ∈ P∗
2 (M, d,m) put

νi,h := Q′
h(νi) = ρi,hmh

with ρi,h(y) =
∫
ρi(x)Q

′
h(y, dx) for i = 0, 1 and let ηh be an h-midpoint of ν0,h and

ν1,h such that

Ent(ηh|mh) ≤
1

2
Ent(ν0,h|mh) +

1

2
Ent(ν1,h|mh)−

Kh

8
dδhh

W (ν0,h, ν1,h)
2, (1.2.8)

where δh is the sign of Kh.
From (1.2.5) – (1.2.7) we conclude

d2
W (ν0, ν0,h) ≤ 2 + ∆̂2 · Ent(ν0|m)

− log D((M, d,m), (Mh, dh,mh))

≤ 2 + 4∆2R

− log D((M, d,m), (Mh, dh,mh))
≤ ε2

and similarly d2
W (ν1, ν1,h) ≤ ε2.
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If K < 0 we can suppose Kh < 0 too. From Lemma 1.2.5 (ii) we have

d−h
W (ν0,h, ν1,h)

2 ≤ ( dW (ν0,h, ν1,h) + h)2 ≤ ( dW (ν0, ν1) + 3ε)2 ≤ dW (ν0, ν1)
2+6ε∆+9ε2,

because dW (ν0, ν1) ≤ ∆.
For K > 0 one can choose h small enough to ensure Kh > 0. Then Lemma

1.2.5 (i) implies

dW (ν0, ν1)
2 ≤ ( dW (ν0,h, ν1,h) + 2ε)2 ≤

(
d+h

W (ν0,h, ν1,h) + 3ε
)2 ≤ d+h

W (ν0, ν1)
2+6ε∆+9ε2.

In both cases the estimates above combined with (1.2.6), (1.2.8) and the fact
that we chose h with −Kh < ε−K will imply

Ent(ηh|mh) ≤
1

2
Ent(ν0|m) +

1

2
Ent(ν1|m)− K

8
d2

W (ν0, ν1) + ε′ (1.2.9)

with ε′ = ε[∆2 + 3|K|(2∆ + 3ε)]/8.
The case K = 0 follows by the calculations above, depending on the sign of

Kh.
Finally, put

η = Qh(ηh).

Then again by (1.2.5), the estimates given in Lemma 4.19 [St06a] for Qh and by the
previous estimate (1.2.9) for Ent(ηh|mh) we deduce

d2
W (ηh, η) ≤ 2 + ∆̂2 · Ent(ηh|mh)

− log D((M, d,m), (Mh, dh,mh))

≤ 2 + 4∆2R

− log D((M, d,m), (Mh, dh,mh))
≤ ε2.

For i = 0, 1 we have dW (η, νi) ≤ 2ε + dW (ηh, νi,h) ≤ 2ε + 1
2
dW (ν0,h, ν1,h) + h ≤

1
2
dW (ν0, ν1) + 4ε. Hence,

sup
i=0,1

dW (η, νi) ≤
1

2
dW (ν0, ν1) + 4ε,

i.e. η is a (4ε)-midpoint of ν0 and ν1. Furthermore, by (1.2.6)

Ent(η|m) ≤ Ent(ηh|mh)

≤ 1

2
Ent(ν0|m) +

1

2
Ent(ν1|m)− K

8
d2

W (ν0, ν1) + ε′

with ε′ as above. This proves that Curvlax(M, d,m) ≥ K.
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1.3 Discretizations of metric measure spaces

Let (M, d,m) be a given metric measure space. For h > 0 letMh be a discrete subset

of M , say Mh = {xn : n ∈ N}, with M =
∞⋃
i=1

BR(xi), where R = R(h) ↘ 0 as h↘ 0.

If (M, d,m) has finite diameter then Mh might consist of a finite number of points.

Choose Ai ⊂ BR(xi) mutually disjoint with xi ∈ Ai, i = 1, 2, . . . and
∞⋃
i=1

Ai = M

(e.g. one could choose a Voronoi tessellation) and consider the measure mh on Mh

given by mh({xi}) := m(Ai), i = 1, 2, . . .. We call (Mh, d,mh) a discretization of
(M, d,m).

Theorem 1.3.1. (i) If m(M) <∞ then (Mh, d,mh)
D−→ (M, d,m) as h→ 0.

(ii) If Curvlax(M, d,m) ≥ K with K 6= 0 then for each h > 0 and for each
discretization (Mh, d,mh) with R(h) < h/4 we have h- Curv(Mh, d,mh) ≥ K.

(iii) If Curv(M, d,m) ≥ K for some real number K then for each h > 0 and for
each discretization (Mh, d,mh) with R(h) ≤ h/4 we have h- Curv(Mh, d,mh) ≥
K.

Proof. (i) The measure q =
∑∞

i=1(m(Ai)δxi
)× (1Ai

m) is a coupling of mh and m, so

D2((Mh, d,mh), (M, d,m)) ≤
∫

Mh×M

d2(x, y) dq(x, y)

=
∞∑
i=1

m(Ai)

∫
Ai

d2(xi, y) dm(y)

≤

(
∞∑
i=1

m(Ai)
2

)
R(h)2 ≤ R(h)2

(
∞∑
i=1

m(Ai)

)2

= R(h)2m(M)2 → 0 as h→ 0.

(ii) Fix h > 0 and consider a discretization (Mh, d,mh) of (M, d,m) with
R(h) < h/4. Let νh

0 , ν
h
1 ∈ P∗

2 (Mh, d,mh) be given; it is enough to make the proof

for νh
0 , ν

h
1 with compact support. Suppose then νh

i =
(∑n

j=1 α
h
i,j1{xj}

)
mh, i = 1, 2

(some of the αh
i,j can be zero). We take also an arbitrary t ∈ [0, 1]. Put νi :=(∑n

j=1 α
h
i,j1Aj

)
m ∈ P∗

2 (M, d,m) for i = 1, 2. Choose ε > 0 such that

4R(h) + ε ≤ h. (1.3.1)

Since Curvlax(M, d,m) ≥ K for our given t ∈ [0, 1] there exists ηt ∈ P∗
2 (M, d,m)

an ε-rough t-intermediate point between ν0 and ν1 such that

Ent(ηt|m) ≤ (1− t)Ent(ν0|m) + tEnt(ν1|m)− K

2
t(1− t) d2

W (ν0, ν1) + ε. (1.3.2)
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We compute

Ent(νi|m) =
n∑

j=1

∫
Aj

αh
i,j logαh

i,j dm =
n∑

j=1

αh
i,j logαh

i,j mh({xj}) = Ent(νh
i |mh),

(1.3.3)
for i = 0, 1. Denote ηh

t ({xj}) := ηt(Aj), j = 1, 2, ..., n. Suppose ηt = ρt ·m. From
Jensen’s inequality we get

Ent(ηh
t |mh) =

∞∑
j=1

∫
Aj
ρt dm

m(Aj)
log

∫
Aj
ρt dm

m(Aj)
mh({xj})

≤
∞∑

j=1

(
1

m(Aj)

∫
Aj

ρt log ρt dm

)
mh({xj}) = Ent(ηt|m),

which together with (1.3.2) and (1.3.3) implies

Ent(ηh
t |mh) ≤ (1− t)Ent(νh

0 |mh) + tEnt(νh
1 |mh)−

K

2
t(1− t) d2

W (ν0, ν1) + ε. (1.3.4)

Firstly, we consider the case K < 0. Let qh be a −2R(h)-optimal coupling of
νh

0 and νh
1 . Then the formula

q̂ :=
n∑

j,k=1

[
qh({(xj, xk)})δ(xj ,xk) ×

1Aj×Ak

m(Aj)m(Ak)
(m×m)

]
defines a measure on Mh ×Mh ×M ×M which has marginals νh

0 , νh
1 , ν0 and ν1.

Moreover, the projection of q̂ on the first two factors is equal to qh. Therefore we
have

dW (ν0, ν1)
2 ≤

∫
d(x, y)2dq̂(xh, yh, x, y)

≤
∫ [

d(x, xh) + d(xh, yh) + d(yh, y)
]2
dq̂(xh, yh, x, y)

=
n∑

j,k=1

qh({(xj, xk)})
m(Aj)m(Ak)

∫
Aj×Ak

[ d(x, xj) + d(xj, xk)

+ d(xk, y)]
2 dm(x)dm(y)

≤
n∑

j,k=1

qh({(xj, xk)}) ( d(xj, xk) + 2R(h))2 = d
−2R(h)
W (νh

0 , ν
h
1 )2,

which together with (1.3.4) yields

Ent(ηh
t |mh) ≤ (1− t)Ent(νh

0 |mh) + tEnt(νh
1 |mh)−

K

2
t(1− t) d

−2R(h)
W (νh

0 , ν
h
1 )2 + ε.

(1.3.5)

21



CHAPTER 1. ROUGH CURVATURE BOUNDS

In the case K > 0 we start with an optimal coupling q of ν0 and ν1 and we
show that the measure

q̃h :=
n∑

j,k=1

q(Aj × Ak)δ(xj ,xk)

is a coupling of νh
0 and νh

1 . Indeed, if A ⊂Mh then we have in turn

n∑
j,k=1

q(Aj × Ak)δ(xj ,xk)(A×Mh) =
n∑

j,k=1

q(Aj × Ak)δxj
(A) =

n∑
j=1

q(Aj ×M)δxj
(A)

=
n∑

j=1

ν0(Aj)δxj
(A) =

n∑
j=1

νh
0 ({xj})δxj

(A)

= νh
0 (A).

Since for any j, k = 1, 2, . . . .n and for arbitrary x ∈ Aj and y ∈ Ak we
have ( d(xj, xk)− 2R(h))+ ≤ ( d(xj, xk)− d(x, xj)− d(y, xk))+ ≤ d(x, y) one can
estimate:

d
+2R(h)
W (νh

0 , ν
h
1 )2 ≤

n∑
j,k=1

q(Aj × Ak) [( d(xj, xk)− 2R(h))+]2

=
n∑

j,k=1

∫
Aj×Ak

[( d(xj, xk)− 2R(h))+]2 dq(x, y)

≤
n∑

j,k=1

∫
Aj×Ak

[( d(xj, xk)− d(x, xj)− d(y, xk))+]2 dq(x, y)

≤
n∑

j,k=1

∫
Aj×Ak

d(x, y)2dq(x, y) =

∫
M×M

d(x, y)2dq(x, y)

= dW (ν0, ν1)
2.

Therefore from (1.3.4) we obtain

Ent(ηh
t |mh) ≤ (1− t)Ent(νh

0 |mh) + tEnt(νh
1 |mh)−

K

2
t(1− t) d

+2R(h)
W (νh

0 , ν
h
1 )2 + ε.

(1.3.6)
For ε sufficiently small we can get

−K
2
t(1− t) d

±2R(h)
W (νh

0 , ν
h
1 )2 + ε ≤ −K

2
t(1− t) d±h

W (νh
0 , ν

h
1 )2 (1.3.7)

and then (1.3.5), (1.3.6) yield

Ent(ηh
t |mh) ≤ (1− t)Ent(νh

0 |mh) + tEnt(νh
1 |mh)−

K

2
t(1− t) d±h

W (νh
0 , ν

h
1 )2, (1.3.8)
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depending on the sign of K. The inequality (1.3.7) fails only when K > 0 and
d+h

W (νh
0 , ν

h
1 ) = 0, but in this case dW (νh

0 , ν
h
1 ) ≤ h and either η = νh

0 or η = νh
1 verifies

directly the condition (1.2.3) from the definition of h-rough curvature bound for the
discretization.

The measure π =
∑n

j=1

(
ηh

t ({xj})δxj
× 1Aj

ηt

)
is a coupling of ηh

t and ηt, so

d2
W (ηh

t , ηt) ≤
∫

Mh×M

d2(x, y) dπ(x, y) ≤ R2(h),

and similarly d2
W (νh

i , νi) ≤ R2(h) for i = 1, 2. Because ηt is an ε-rough t-intermediate
point between ν0 and ν1 we deduce

dW (ηh
t , ν

h
0 ) ≤ dW (ηt, ν0) + 2R(h) ≤ t dW (ν0, ν1) + 2R(h) + ε

≤ t dW (νh
0 , ν

h
1 ) + 2R(h)(1 + t) + ε

and by a similar argument

dW (ηh
t , ν

h
1 ) ≤ (1− t) dW (νh

0 , ν
h
1 ) + 2R(h)(2− t) + ε.

From (1.3.1) we conclude that ηh is an h-rough t-intermediate point between
νh

0 and νh
1 , which together with (1.3.8) proves that h- Curv(Mh, d,mh) ≥ K.

(iii) follows the same lines as (ii).

Example 1.3.2. (i) If we consider on Zn the metric d1 coming from the norm
| · |1 in Rn defined by |x|1 =

∑n
i=1 |xi| and with the measure mn =

∑
x∈Zn δx, then

h- Curv(Zn, d1,mn) ≥ 0 for any h ≥ 2n.

(ii) The n-dimensional grid En having Zn as set of vertices, equipped with
the graph distance and with the measure mn which is the 1-dimensional Lebesgue
measure on the edges, has h- Curv(En, d1,mn) ≥ 0 for any h ≥ 2(n+ 1).

Proof. We use the following result:

Lemma 1.3.3. [CE05] Any finite dimensional Banach space that is equipped with
the Lebesgue measure has curvature ≥ 0.

We tile the space Rn with n-dimensional cubes of edge 1 centered in the vertices
of the grid. The | · |1-radius of the cells of the tessellation with such cubes is n/2.
Therefore, claim (i) is a consequence of Theorem 1.3.1(iii) applied to the space
(Rn, | · |1, dx) and of Lemma 1.3.3.

For the proof of (ii) we follow the same argument like in the proof of Theorem
1.3.1. In this case, we pass from a probability on the grid to a probability on Rn
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by averaging on each cube of the tessellation and scaling. Here one should take into
account that for a cube C from the tiling

sup{|x− y|1 : x ∈ C ∩ En, y ∈ C} =
n+ 1

2
,

that provides the minimal h = 2(n+1) starting from which h- Curv(En, d1,mn) ≥ 0.

Example 1.3.4. (i) Let G be the graph that tiles the euclidian plane with equi-
lateral triangles of edge r. We endow G with the graph metric dG induced by
the euclidian metric and with the 1-dimensional Lebesgue measure m on the edges.
Then G has h-curvature ≥ 0 for any h ≥ 8r

√
3/3.

(ii) The graph G′ that tiles the euclidian plane with regular hexagons of edge
length r, equipped as usual with the graph metric dG′ and with the 1-dimensional
measure m′, has h-curvature ≥ 0 for any h ≥ 34r/3.

Proof. Consider a cartesian coordinate system in the euclidian plane with origin O
and axes Ox and Oy. We equip R2 with the Banach norm ‖ · ‖ that has as unit
ball the regular hexagon centered in O, having two opposite vertices on Ox and the
edge length (measured in the euclidian metric) equal to 1. Explicitly ‖(x, y)‖ =

max{2
√

3
3
|y|, |x|+

√
3

3
|y|} for any (x, y) in R2. We denote by d the metric determined

by this norm.

(i) For the triangular tessellation we choose the origin O to be one of the
vertices of the graph and two of the 6 edges emanating from O be along the Ox
axis. The edges of the graph have length r in the euclidian metric. We see that
dG(v1, v2) = d(v1, v2) for any two vertices v1 and v2 of the graph. In general for
x, y ∈ G we have | dG(x, y) − d(x, y)| ≤ r. Then one can construct a coupling

d̂ of dG and d by setting d̂(v, x) := d(v, x) for v vertex of G and x ∈ R2 and

d̂(y, x) := infi=1,2{ dG(y, vi) + d(vi, x))} if y ∈ G belongs to an edge with endpoints
v1, v2 and x ∈ R2.

By Lemma 1.3.3 Curv(R2, d, λ) ≥ 0, where λ is de 2-dimensional Lebesgue
measure. If we tile the plane with regular hexagons Aj, j ∈ N, which have vertices

in the centers of the triangles of the graph G, we have d̂(y, x) ≤ 2r
√

3/3 for any
y ∈ Aj ∩G and x ∈ Aj. The proof of the h-curvature bound is a modification of the
proof of Theorem 1.3.1. We start with ν0, ν1 ∈ P∗

2 (G, dG,m) with νi = ρim, i = 0, 1
and we define

ν̃i :=
∞∑

j=1

1

λ(Aj)

(∫
G∩Aj

ρi dm

)
1Aj

· λ ∈ P∗
2 (R2, d, λ) for i = 0, 1.

We have then d̂W (νi, ν̃i) ≤ 2r
√

3/3. We consider η̃t = ρ̃t · λ the geodesic that joints
ν̃0 and ν̃1, along which the convexity condition for the entropy on P∗

2 (R2, d, λ) is
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fulfilled and denote

ηt :=
∞∑

j=1

1

m(G ∩ Aj)

(∫
Aj

ρ̃t dλ

)
1G∩Aj

·m.

Then ηt is 8r
√

3/3-rough t-intermediate point between ν0 and ν1. From Jensen’s
inequality we obtain Ent(ηt|m) ≤ Ent(η̃t|λ)−logm(G∩A)+log λ(A) and Ent(ν̃i|λ) ≤
Ent(νi|m)+logm(G∩A)−log λ(A) (observe that all sets Aj have the same Lebesgue
measure λ(A) and all setsG∩Aj have the same measurem(G∩A)). Hence ηt satisfies

Ent(ηt|m) ≤ (1− t)Ent(ν0|m) + tEnt(ν1|m),

and so we have proved h- Curv(G, dG,m) ≥ 0 for any h ≥ 8r
√

3/3.

(ii) For the hexagonal tessellation let O be again one of the vertices of the
graph and one of the 3 edges emanating from it be along the Oy axis. In this case
we use the Banach norm ‖·‖′ := 3

4
‖·‖ on R2 and denote by d′ the associated metric.

The length of the edges of the graph in the metric d′ is equal to 4r/3. We see that
dG′(v1, v2) = d′(v1, v2) for any two vertices v1, v2 with dG′(v1, v2) = 2kr, k ∈ N. In
general | dG′ − d′| ≤ r/3 on the set of vertices and | dG′ − d′| ≤ r everywhere on G′.

One can construct then a coupling d̂′ of dG′ and d′ in the following way:
Fix v0 = O. If v is a vertex of the graph with dG′(v0, v) = 2kr, k ∈ N then set

d̂′(v, x) := d′(v, x), x ∈ R2. For y ∈ G′ with dG′(v0, y) 6= 2kr, k ∈ N define

d̂′(y, x) := inf{ dG′(y, v) + d′(v, x) : v ∈ G′, dG′(v0, v) = 2kr}.
We tile the plane with equilateral triangles Bi, i ∈ N, with vertices in the

centers of the hexagons of the graph. Then d̂′(y, x) ≤ 17r/6 for y ∈ Bi∩G′, x ∈ Bi.
By the same argument as for the triangular tiling we obtain h- Curv(G′, dG′ ,m

′) ≥ 0
for any h ≥ 4 · 17r/6 = 34r/3.

1.4 Some remarks on homogeneous planar graphs

We refer in the sequel to a special class of graphs. In general, a graphG is determined
by the set of vertices V (G) and the set of edges E(G). In order to regard graphs as
discrete analogues of 2-dimensional manifolds one has to specify also the set of faces
F (G) and to impose the graph to be planar. A graph is planar if it can be drawn in
a plane without graph edges crossing (i.e., it has graph crossing number 0). Only
planar graphs have duals. The graphs we will be concerned with are connected and
simple (with no self-loops and no multiple edges) and such that their dual graphs
are also simple, therefore any two faces have at most one common edge and every
face is bounded by a cycle.
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Figure 1.1: G(7, 3, r)

We consider in the following the (possibly infinite) homogeneous graph G(l, n, r)
with vertices of constant degree l ≥ 3, with faces bounded by polygons with n ≥ 3
edges (thus n is the degree of all vertices in the dual graph) and such that all edges
have the same length r > 0.

The following result is probably well-known, but since we didn’t find a reference
we present here the easy proof.

Lemma 1.4.1. (i) If 1
l

+ 1
n
< 1

2
then G(l, n, r) can be embedded into the 2-

dimensional hyperbolic space with constant sectional curvature

K = − 1

r2

[
arccosh

(
2
cos2

(
π
n

)
sin2

(
π
l

) − 1

)]2

. (1.4.1)

There are infinitely many choices of such l and n. In any case, the graph is
unbounded.

(ii) If 1
l
+ 1

n
> 1

2
then G(l, n, r) is one of the five regular polyhedra (Tetrahedron,

Octahedron, Cube, Icosahedron, Dodecahedron) and can be embedded into the
2-dimensional sphere with constant sectional curvature

K =
1

r2

[
arccos

(
2
cos2

(
π
n

)
sin2

(
π
l

) − 1

)]2

. (1.4.2)

(iii) If 1
l

+ 1
n

= 1
2

then G(l, n, r) can be embedded into the euclidian plane (K =
0). In this case there are exactly three cases corresponding to the 3 regular
tessellations of the euclidian plane: the tessellation of triangles (l = 6, n = 3),
of squares (l = n = 4), and of hexagons (l = 3, n = 6).
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Proof. Firstly we see that

2
cos2

(
π
n

)
sin2

(
π
l

) − 1 > 1 ⇔ sin2
(π

2
− π

n

)
> sin2

(π
l

)
⇔ 1

l
+

1

n
<

1

2

hence in each case the expression that defines the curvature K makes sense.
(i) For given l, n, r we construct the embedding in the following way: we start

from an arbitrary point O of the 2-hyperbolic space with curvature K, denoted by
HK,2. From this point we construct n geodesic lines OA1, OA2, · · · , OAn of length

R :=
1√
−K

arcsinh

(
sinh (

√
−Kr)

sin
(

2π
n

) sin
(π
l

))
, (1.4.3)

such that the inner angle between any two consecutive geodesics OAk, OAk+1 is
2π/n. We prove that A1, A2, · · · , An correspond to vertices of the given graph, and
the geodesics A1A2, · · · , An−1An, AnA1 correspond isometrically to consecutive
edges in G(l, n, r) that bound a regular n-polygon with edge-length r and all angles
equal to 2π/l. Let us denote by d the intrinsic metric on HK,2.

From the Cosine Rule for hyperbolic triangles applied to ∆OA1A2 and from
(1.4.1) and (1.4.3) we have:

cosh
(√

−K d(A1, A2)
)

= cosh2(
√
−KR)− sinh2(

√
−KR) cos

(
2π

n

)
= 1 + sinh2(

√
−KR)

(
1− cos

(
2π

n

))
= 1 +

sinh2 (
√
−Kr)

sin2
(

2π
n

) sin2
(π
l

)(
1− cos

(
2π

n

))
= 1 +

cosh2 (
√
−Kr)− 1

1 + cos
(

2π
n

) sin2
(π
l

)
= 1 +

sin2
(

π
l

)
2 cos2

(
π
n

)
(2

cos2
(

π
n

)
sin2

(
π
l

) − 1

)2

− 1


= 2

cos2
(

π
n

)
sin2

(
π
l

) − 1 = cosh(
√
−Kr),

so d(A1, A2) = r and the same holds for all the other edges of the polygon. We
apply now the Sine Rule for the hyperbolic triangle ∆OA1A2 and (1.4.3) in order
to compute:

sin ^(A1;O,A2) =
sin
(

2π
n

)
sinh(

√
−Kr)

sinh(
√
−KR) = sin

(π
l

)
, (1.4.4)
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where ^(A1;O,A2) denotes the angle at A1 in the triangle ∆OA1A2. This angle
is less then π/2 because it is equal to ^(A2;O,A1) and in the hyperbolic triangles
the sum of the angles of a triangle is less then π. Therefore (1.4.4) shows that
all the angles of the polygon are equal to 2π/l, so around each vertex one can
construct other l−1 polygons with n edges, congruent with the first one. We repeat
the procedure with each of the vertices of the new polygons. In this way the whole
space HK,2 can be tiled with regular polygons which are faces of the graph G(l, n, r).

(ii), (iii) Since there is only a finite number of examples with well-known
realizations, the claim can be verified directly. Alternatively, one can prove it like
in the part (i) with appropriate interpretations of the hyperbolic sine as sine for
positive curvature and as length for the euclidian plane.

Remark 1.4.2. The dual graph G(l, n, r)∗ = G(n, l, r′) is embedded into the 2-
manifold of the same constant curvature as G(l, n, r), where the dual edge length
is

r′ := r · arccosh

(
2
cos2

(
π
n

)
sin2

(
π
l

) − 1

)/
arccosh

(
2
cos2

(
π
l

)
sin2

(
π
n

) − 1

)
for K < 0

and with appropriate modifications for the other two cases.

In each of the three cases from Lemma 1.4.1 the 2-manifold will be endowed
with the intrinsic metric d and with the Riemannian volume vol. We equip G(l, n, r)
with the metric d induced by the corresponding Riemannian metric and with the
uniform measurem on the edges. We denote further by V(l, n, r) the set of vertices of
the graph G(l, n, r) equipped with the same metric d inherited from the Riemannian
manifold and with the counting measure m̃ :=

∑
v∈V δv.

Theorem 1.4.3. For any numbers l, n ≥ 3 and for any r > 0 both metric measure
spaces (V(l, n, r), d, m̃) and (G(l, n, r), d,m) have h-curvature ≥ K for h ≥ r ·
C(l, n), where

K =



− 1
r2

[
arccosh

(
2

cos2(π
n)

sin2(π
l )
− 1

)]2

for 1
l
+ 1

n
> 1

2

1
r2

[
arccos

(
2

cos2(π
n)

sin2(π
l )
− 1

)]2

for 1
l
+ 1

n
< 1

2

0 for 1
l
+ 1

n
= 1

2

(1.4.5)

and C(l, n) = 4 · arcsinh

(
1

sin(π
n)

√
cos2(π

n)
sin2(π

l )
− 1

)/
arccosh

(
2

cos2(π
n)

sin2(π
l )
− 1

)
.
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Proof. We look at V(l, n, r) and G(l, n, r) as subsets of the 2-manifold with constant
curvature K (given by Lemma 1.4.1). We tile the manifold with the faces of the dual
graph G(n, l, r′) having vertices in the centers of the faces of G(l, n, r) (the center
O of the polygon with n edges in the proof of Lemma 1.4.1 becomes vertex of the
dual).

We make explicitly the calculations only in the hyperbolic case, the other two

cases are similar. One can decompose the hyperbolic space as HK,2 =
∞⋃

j=1

Fj, where

{Fj}j are the faces of the dual graph, as described above. The curvature bound
for the discrete space V(l, n, r) is then a consequence of the Theorem 1.3.1. For
G := G(l, n, r) the proof of the curvature bound is a modification of the proof of
Theorem 1.3.1. We start with ν0, ν1 ∈ P∗

2 (G(l, n, r), d,m) with νi = ρi ·m, i = 0, 1
and define

ν̃i :=
∞∑

j=1

1

vol(Fj)

(∫
G∩Fj

ρi dm

)
1Fj

· vol ∈ P∗
2 (HK,2, d, vol) for i = 0, 1.

Now the place of R(h) from Theorem 1.3.1 is taken by R from the proof of Lemma
1.4.1(i), so dW (νi, ν̃i) ≤ R. One can express R only in terms of our initial data l, n
and r as R = rC(l, n)/4, with C(l, n) given in the statement of the theorem. We
consider η̃t = ρ̃t · vol the geodesic that joints ν̃0 and ν̃1, along which one has the
K-convexity for the entropy on HK,2 (Theorem 4.9 from [St06a]) and denote

ηt :=
∞∑

j=1

1

m(G ∩ Fj)

(∫
Fj

ρ̃t dvol

)
1G∩Fj

·m.

Then ηt is 4R-rough t-intermediate point between ν0 and ν1. From Jensen’s inequal-
ity we obtain Ent(ηt|m) ≤ Ent(η̃t|vol)− logm(G∩F )+log vol(F ) and Ent(ν̃i|vol) ≤
Ent(νi|m) + logm(G∩F )− log vol(F ) (observe that all faces Fj have the same vol-
ume vol(F ) and all sets G ∩ Fj have the same measure m(G ∩ F )). Hence, like in
the proof of Theorem 1.3.1, ηt satisfies

Ent(ηt|m) ≤ (1− t)Ent(ν0|m) + tEnt(ν1|m)− K

2
t(1− t) d−2R

W (ν0, ν1)
2,

so we have proved h- Curv(G(l, n, r), d,m) ≥ K for any h ≥ 4R in the hyperbolic
case (K < 0).

Remark 1.4.4. There are various notions of combinatorial curvature for graphs
in the literature, see for instance [Gro87], [Hi01], [Fo03]. The notion of curvature
introduced by Gromov in [Gro87] was used in studying hyperbolic groups. Later on
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it was modified and investigated by Higuchi [Hi01] and other authors. Forman has
introduced in [Fo03] a different notion of combinatorial Ricci curvature for cell com-
plexes. The graphs considered in the above mentioned works have neither specified
metric, nor specified reference measure.

In [Hi01] the combinatorial curvature of a graph G is a map ΦG : V (G) → R
that assigns to each vertex x ∈ V (G) the number ΦG(x) = 1 − m(x)

2
+
∑m(x)

i=1
1

d(Fi)
,

where m(x) is the degree of the vertex x, d(F ) is the number of edges of the cycle
bounding a face F , and F1, F2, . . . , Fm(x) are the faces around the vertex x. The
combinatorial curvature introduced in [Gro87] is a map Φ∗

G : F (G) → R, where
the curvature Φ∗

G(F ) of a face F is given by the curvature ΦG of the corresponding
vertex in the dual graph. For the homogeneous graph G(l, n, r), the curvature of
any vertex x is ΦG(x) = l(1

l
+ 1

n
− 1

2
) and the curvature in the sense of Gromov

[Gro87] of any face F is Φ∗
G(F ) = n(1

l
+ 1

n
− 1

2
).

Note that the sign of the combinatorial curvature in both approaches above
changes according to whether 1

l
+ 1

n
is greater or less than 1

2
. In our Theorem 1.4.3

the sign of the rough curvature bound changes in the same manner, although our
notion of curvature applies to graphs that have a metric structure and a reference
measure. For the moment we see no further links with the notions of combinatorial
curvature mentioned here.

1.5 Perturbed transportation inequalities,

concentration of measure

and exponential integrability

Let (M,d) be a metric space and m ∈ P2(M, d) be a given probability measure.
The measure m is said to satisfy a Talagrand inequality (or a transportation cost
inequality) with constant K iff for all ν ∈ P2(M, d)

dW (ν,m) ≤
√

2 Ent(ν|m)

K
. (1.5.1)

Such an inequality was first proved by Talagrand in [Ta96] for the canonical
Gaussian measure on Rn. A positive rough curvature bound allows us to obtain a
weaker inequality, in terms of the perturbation d+h

W of the Wasserstein distance:

Proposition 1.5.1. (”h-Talagrand Inequality”). Assume that (M, d,m) is a
metric measure space which has h- Curv(M, d,m) ≥ K for some numbers h > 0
and K > 0. Then for each ν ∈ P2(M, d) we have

d+h
W (ν,m) ≤

√
2 Ent(ν|m)

K
. (1.5.2)
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We will call (1.5.2) h-Talagrand inequality.

Proof. Since we assumed that m is a probability measure, for any ν ∈ P2(M, d)
the entropy functional is nonnegative: Ent(ν|m) ≥ − logm(M) = 0, by Jensen’s
inequality. The curvature bound h- Curv(M, d,m) ≥ K implies that for the pair
of measures ν and m and for each t ∈ [0, 1] there exists an h-rough t-intermediate
point ηt ∈ P2(M, d) such that

Ent(ηt|m) ≤ (1− t)Ent(ν|m)− K

2
t(1− t) d+h

W (ν,m)2. (1.5.3)

If Ent(ν|m) < K
2

d+h
W (ν,m)2 then there exists an ε > 0 such that Ent(ν|m) + ε <

K
2

d+h
W (ν,m)2. This together with (1.5.3) would imply

Ent(ηt|m) <
K

2
(1− t)2 d+h

W (ν,m)2 − ε(1− t)

for each t ∈ [0, 1]. We choose now t very close to 1, such that 0 < 1 − t < ε and
K(1 − t)2 d+h

W (ν,m)2 < ε2. This entails Ent(ηt|m) < −ε2/2 < 0, in contradiction
with the fact that the entropy functional is nonnegative. Therefore Ent(ν|m) ≥
K
2

d+h
W (ν,m)2, which is precisely our claim.

A Talagrand inequality for the measure m implies a concentration of measure
inequality for m (see for instance [Ma97]).

For a given Borel set A ⊂ M denote the (open) r-neighborhood of A by
Br(A) := {x ∈M : d(x,A) < r} for r > 0. The concentration function of (M, d,m)
is defined as

α
(M,d,m)

(r) := sup

{
1−m(Br(A)) : A ∈ B(M),m(A) ≥ 1

2

}
, r > 0.

We refer to [Le01] for further details on measure concentration.

The following result shows that positive rough curvature bound implies a nor-
mal concentration inequality, via h-Talagrand inequality.

Proposition 1.5.2. Let (M, d,m) be a metric measure space with h- Curv(M, d,m)
≥ K > 0 for some h > 0. Then there exists an r0 > 0 such that for all r ≥ r0

α(M,d,m)(r) ≤ e−Kr2/8.
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Proof. We follow essentially the argument of K. Marton used in [Ma97] for obtaining
concentration of measure out of a Talagrand inequality for the Wasserstein distance
of order 1. Let A, B ∈ B(M) be given with m(A),m(B) > 0. Consider the
conditional probabilities mA = m(·|A) and mB = m(·|B). For these measures the
h-Talagrand inequality holds:

d+h
W (mA,m) ≤

√
2 Ent(mA|m)

K
, d+h

W (mB,m) ≤
√

2 Ent(mB|m)

K
. (1.5.4)

Let qA and qB be the +h-optimal couplings of mA, m and mB, m respectively.
According to [Du89], section 11.8, there exists a probability measure q̂ onM×M×M
such that its projection on the first two factors is qA and the projection on the last
two factors is qB. Then we have in turn

d+h
W (mA,m) + d+h

W (m,mB) =

{∫
M×M×M

[
( d(x1, x2)− h)+

]2
dq̂(x1, x2, x2)

}1/2

+

{∫
M×M×M

[
( d(x2, x3)− h)+

]2
dq̂(x1, x2, x2)

}1/2

≥
{∫

M×M×M

[
( d(x1, x2)− h)+ + ( d(x2, x3)− h)+

]2
dq̂(x1, x2, x2)

}1/2

≥
{∫

M×M×M

[
( d(x1, x2) + d(x2, x3)− 2h)+

]2
dq̂(x1, x2, x2)

}1/2

≥
{∫

M×M×M

[
( d(x1, x3)− 2h)+

]2
dq̂(x1, x2, x2)

}1/2

.

Assume now that d(A,B) ≥ 2h. Since the projection on the first factor of q̂ is mA

and the projection on the last factor is mB, the support of q̂ must be a subset of
A×M ×B, hence{∫

M×M×M

[
( d(x1, x3)− 2h)+

]2
dq̂(x1, x2, x2)

}1/2

≥ d(A,B)− 2h.

The above estimates together with (1.5.4) imply

d(A,B)− 2h ≤
√

2 Ent(mA|m)

K
+

√
2 Ent(mB|m)

K

=

√
2

K
log

1

m(A)
+

√
2

K
log

1

m(B)
.

If we choose now 2h ≤ r and for a given A ∈ B(M) we replace B by {Br(A), we get

r − 2h ≤

√
2

K
log

1

m(A)
+

√
2

K
log

1

1−m(Br(A))
.
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Hence, for m(A) ≥ 1
2

r − 2h ≤
√

2

K
log 2 +

√
2

K
log

1

1−m(Br(A))
.

Therefore whenever r ≥ 2
√

2
K

log 2 + 4h for instance we have

r

2
≤

√
2

K
log

1

1−m(Br(A))
,

or equivalently
1−m(Br(A)) ≤ e−Kr2/8,

which ends the proof.

In [BG99] it has been shown that a Talagrand type inequality implies expo-
nential integrability of the Lipshitz functions. We prove further that an h-Talagrand
inequality leads to the same conclusion.

Theorem 1.5.3. Assume that (M, d) is a metric space and let h > 0 be given.
If m is a probability measure on (M, d) that satisfies an h-Talagrand inequality
of constant K > 0 then all Lipschitz functions are exponentially integrable. More
precisely, for any Lipschitz function ϕ with ‖ϕ‖Lip ≤ 1 and

∫
ϕ dm = 0 we have

∀t > 0

∫
M

etϕdm ≤ e
t2

2K
+ht, (1.5.5)

or equivalently, for any Lipschitz function ϕ

∀t > 0

∫
M

etϕdm ≤ exp

(
t

∫
M

ϕ dm

)
exp

(
t2

2K
‖ϕ‖2

Lip + ht‖ϕ‖Lip

)
. (1.5.6)

Proof. The proof we present here extends the one given in [BG99]. Let f be a
probability density with f log f integrable with respect to m. The h-Talagrand
inequality implies

d+h
W (fm,m) ≤

√
2

K

∫
M

f log f dm ≤ t

2K
+

1

t

∫
M

f log f dm

for each t > 0. We consider now the Wasserstein distance of order 1 of two proba-
bility measures µ and ν

d1
W (µ, ν) := inf

∫
M×M

d(x0, x1) dq(x0, x1),
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where q ranges over all couplings of µ and ν. If q̃ is a +h-optimal coupling of fm
and m then by the Cauchy-Schwartz inequality,

d+h
W (fm,m) =

{∫
M×M

[
( d(x0, x1)− h)+

]2
dq̃(x0, x1)

}1/2

≥
∫

M×M

( d(x0, x1)− h)+ dq̃(x0, x1) ≥ d1
W (fm,m)− h.

The Kantorovich-Rubinstein theorem gives the following duality formula

d1
W (fm,m) = sup

‖ϕ‖Lip≤1

{∫
M

ϕf dm−
∫

M

ϕ dm

}
.

If ϕ is a Lipschitz function that satisfies the assumptions of the theorem (‖ϕ‖Lip ≤ 1
and

∫
ϕ dm = 0) then∫

M

ϕf dm ≤ d+h
W (fm,m) + h ≤ t

2K
+

1

t

∫
M

f log f dm+ h,

which can be written as∫
M

(
tϕ− t2

2K

)
f dm ≤

∫
M

f log f dm+ ht. (1.5.7)

This estimate should take place for any probability density f . Therefore one can
take

f = etϕ− t2

2K

(∫
M

etϕ− t2

2K dm

)−1

in formula (1.5.7) and obtain{∫
M

(
tϕ− t2

2K

)
etϕ− t2

2K dm

}(∫
M

etϕ− t2

2K dm

)−1

≤
∫

M

etϕ− t2

2K

(∫
M

etϕ− t2

2K dm

)−1

·
{
tϕ− t2

2K
− log

(∫
M

etϕ− t2

2K dm

)}
dm+ ht.

This yields

log

(∫
M

etϕ− t2

2K dm

)
dm ≤ ht,

that proves the claim (1.5.5). The general estimate (1.5.6) is a consequence of (1.5.5)
applied to the function ψ = 1

‖ϕ‖Lip

[
ϕ−

∫
ϕ dm

]
.
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Chapter 2

The rough curvature-dimension
condition for metric measure
spaces

We shall introduce in the sequel a stronger condition then the rough lower curvature
bound. The examples we studied in the previous chapter were discrete analogues of
finite dimensional Riemannian manifolds. They have intuitively not only a ”curva-
ture” along with the manifold, but also a certain ”dimensional” aspect. A planar
graph has intuitively dimension 2, since it can be drawn in the plane. We aim to
capture this dimensional constriction into a curvature-dimension type condition, in
order to obtain more geometrical consequences.

We define and study a rough curvature-dimension condition h-CD(K,N) for
metric measure spaces, where K plays the role of the lower curvature bound and N
the role of the upper bound for the dimension. We prove that a (continuous) metric
measure space (M, d,m) which can be approximated by a family {(Mh, dh,mh)}h>0

of (discrete) metric measure spaces which satisfy a rough curvature condition h-
CD(K,N), with the mesh size h going to zero, satisfies a curvature-dimension con-
dition CD(K,N). We show also that the rough curvature dimension condition can
be preserved under the converse procedure: a discretization of a metric measure
space with CD(K,N) property satisfies an h-CD(K,N) condition is the mesh of
the discretization is small enough. We prove a generalization of Brunn-Minkowski
inequality and a Bonnet-Myers type theorem.

2.1 Preliminaries

We start again with a metric measure space (M, d,m), where (M, d) is a complete
and separable metric space and m is a locally finite measure on the Borel σ-algebra
B(M) of M .
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CHAPTER 2. THE ROUGH CURVATURE-DIMENSION CONDITION

A point z in M is called a t-intermediate point between x and y for some
t ∈ [0, 1] if d(x, z) = t · d(x, y) and d(z, y) = (1− t) · d(x, y).

Instead of the relative entropy Ent(·|m) we will use the Rényi entropy func-
tional, which depends also on a parameter N ≥ 1 that will play the role of the
dimension in the following material. The Rényi entropy functional with respect to
our reference measure m is defined as

SN(·|m) : P2(M, d) → R

with

SN(ν|m) := −
∫

M

ρ−1/Ndν,

where ρ is the density of the absolutely continuous part νc with respect to m in the
Lebesgue decomposition ν = νc + νs = ρm+ νs of the measure ν ∈ P2(M, d).

Lemma 1.1 from [St06b] states that

Lemma 2.1.1. Assume that m(M) is finite.

(i) For each N > 1 the Rényi entropy functional SN(·|m) is lower semicontinuous
and satisfies

−m(M)1/N ≤ SN(·|m) ≤ 0 on P2(M, d).

(ii) For any ν ∈ P2(M, d)

Ent(·|m) = lim
N→∞

N(1 + SN(ν|m)).

For given K,N ∈ R with N ≥ 1 and (t, θ) ∈ [0, 1]× R+ we use the notation

τ
(t)
K,N(θ) =



∞ , if Kθ2 ≥ (N − 1)π2

t
1
N

(
sin
(√

K
N−1

tθ
)/

sin
(√

K
N−1

θ
))1− 1

N

, if 0 < Kθ2 < (N − 1)π2

t , if Kθ2 = 0 or
if Kθ2 < 0 and N = 1

t
1
N

(
sinh

(√
−K
N−1

tθ
)/

sinh
(√

−K
N−1

θ
))1− 1

N

, if Kθ2 < 0 and N > 1.

Remark 2.1.2. For arbitrarily fixed t ∈ (0, 1) and θ ∈ (0,∞) the function (K,N) →
τ

(t)
K,N(θ) is continuous, nondecreasing in K and non-increasing in N .

The curvature-dimension condition for geodesic spaces (M, d,m) was intro-
duced in [St06b] in the following way:
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Definition 2.1.3. Given two numbers K, N ∈ R with N ≥ 1 we say that a metric
measure space (M, d,m) satisfies the curvature-dimension condition CD(K,N) iff
for each pair ν0, ν1 ∈ P2(M, d,m) there exist an optimal coupling q of ν0, ν1 and a
geodesic Γ : [0, 1] → P2(M, d,m) connecting ν0, ν1 and with

SN ′(ηt|m) ≤ −
∫ [

τ
(1−t)
K,N ′ ( d(x0, x1)) · ρ−1/N ′

0 (x0)

+ τ
(t)
K,N ′( d(x0, x1)) · ρ−1/N ′

1 (x1)
]
dq(x0, x1) (2.1.1)

for all t ∈ [0, 1] and all N ′ ≥ N . Here ρi denotes the density functions of the
absolutely continuous parts of νi with respect to m, i = 1, 2.

If (M, d,m) has finite mass and satisfies the curvature-dimension condition
CD(K,N) for some K and N then it has curvature ≥ K in the sense of Definition
1.1.2. In other words, the condition Curv(M, d,m) ≥ K may be interpreted as the
curvature-dimension condition CD(K,∞) for the space (M, d,m).

For Riemannian manifolds the curvature-dimension condition CD(K,N) re-
verts to ”Ricci curvature bounded below by K and dimension bounded above by
N”, as it is shown in Theorem 1.7 from [St06b].

Theorem 2.1.4. Let M be a complete Riemannian manifold with Riemannian dis-
tance d and Riemannian volume m and let numbers K, N ∈ R with N ≥ 1 be
given.

(i) The metric measure space (M, d,m) satisfies the curvature-dimension condi-
tion CD(K,N) if and only if the Riemannian manifold has Ricci curvature
≥ K and dimension ≤ N .

(ii) Moreover, in this case for every measurable function V : M → R the weighted
space (M, d, V ·m) satisfies the curvature-dimension condition CD(K+K ′, N+
N ′) provided

Hess V 1/N ′ ≤ −K
′

N ′ · V
1/N ′

for some numbers K ′ ∈ R, N ′ > 0 in the sense that

V (γt)
1/N ′ ≥ σ

(1−t)
K′,N ′( d(γ0, γ1))V (γ0)

1/N ′
+ σ

(t)
K′,N ′( d(γ0, γ1))V (γ1)

1/N ′

for each geodesic γ : [0, 1] → M and each t ∈ [0, 1]. Here σ
(t)
K,N(θ) :=

sin
(√

K
N
tθ
)/

sin
(√

K
N
θ
)

if 0 < Kθ2 < Nπ2 and with appropriate modi-

fications otherwise.
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2.2 The Rough Curvature-Dimension Condition

We will introduce in the sequel the rough curvature-dimension condition and give
some basic properties of it. There are various ways to extend the Definition 2.1.3 to
make it applicable to more general spaces than geodesic spaces. It matters where
and how we plug in our ”h”. There are two ways that seem more natural, each of
them with its advantages. For the moment we recall and refine the definition of the
h-rough t-intermediate point of two given points:

Definition 2.2.1. (i) If (M, d) is a metric space and h ≥ 0, t ∈ [0, 1] are given
real numbers we say that xt is an h-rough t-intermediate point of x0 and x1 in
M if {

d(x0, xt) ≤ t d(x0, x1) + h
d(xt, x1) ≤ (1− t) d(x0, x1) + h

(ii) We say that xt is an h-rough t-intermediate point of x0 and x1 in the strong
sense if

(1− t) d(x0, xt)
2 + t d(xt, x1)

2 ≤ t(1− t) d(x0, x1)
2 + h2. (2.2.1)

Remark 2.2.2. If xt is an h-rough t-intermediate point of x0 and x1 in the strong
sense then xt is an h-rough t-intermediate point of x0 and x1. Indeed, the triangle
inequality | d(x0, x1)− d(x0, xt)| ≤ d(xt, x1) together with (2.2.1) yield

(1− t) d(x0, xt)
2 + t| d(x0, x1)− d(x0, xt)|2 ≤ t(1− t) d(x0, x1)

2 + h2

or equivalently

(1−t) d(x0, xt)
2+t d(x0, x1)

2+t d(x0, xt)
2−2t d(x0, xt) d(x0, x1) ≤ t(1−t) d(x0, x1)

2+h2,

which gives

d(x0, xt)
2−2t d(x0, xt) d(x0, x1) ≤ −t2 d(x0, x1)

2+h2 ⇔ [ d(x0, xt)−t d(x0, x1)]
2 ≤ h2.

Similarly one obtains the analogous inequality corresponding to d(xt, x1).

Remark 2.2.3. With the additional assumption that M has finite diameter L,
weak h-rough t-intermediate points are strong h′ rough t-intermediate points for
h′ = (2Lh)1/2.

We get in this way two possible definitions for a rough curvature-dimension
condition.
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2.2. THE ROUGH CURVATURE-DIMENSION CONDITION

Definition 2.2.4. (i) Given three numbers K,N, h ∈ R with N ≥ 1 and h ≥ 0
we say that a metric measure space (M, d,m) satisfies the rough curvature-
dimension condition h-CD(K,N) iff for each pair ν0, ν1 ∈ P2(M, d,m) there
exists a δh-optimal coupling q of ν0, ν1 such that for any t ∈ [0, 1] there exists
an h-rough t-intermediate point ηt ∈ P2(M, d,m) of ν0, ν1 with

SN ′(ηt|m) ≤ −
∫ [

τ
(1−t)
K,N ′ (( d(x0, x1)− δh)+) · ρ−1/N ′

0 (x0)

+τ
(t)
K,N ′(( d(x0, x1)− δh)+) · ρ−1/N ′

1 (x1)
]
dq(x0, x1)(2.2.2)

for all N ′ ≥ N . Here ρi denotes the density of the absolutely continuous part
of νi w.r.t. m, i = 0, 1, and δ = −1 for K < 0 and δ = 1 for K ≥ 0, where
(·)+ denotes the positive part.

(ii) We say that (M, d,m) satisfies the rough curvature-dimension condition in
the strong sense h-CDs(K,N) if for each pair ν0, ν1 ∈ P2(M, d,m) there exists
a δh-optimal coupling q of ν0, ν1 such that for any t ∈ [0, 1] there exists an
h-rough t-intermediate point ηt ∈ P2(M, d,m) of ν0, ν1 in the strong sense
satisfying (2.2.2) for all N ′ ≥ N .

As we will see, the first definition is better suited for stability under discretiza-
tions whereas the second is more powerful for obtaining geometrical consequences.

Remark 2.2.5. According Remark 2.2.3 on bounded spaces the rough curvature-
dimension condition and the strong rough curvature-dimension condition are equiv-
alent, modulo changes of the coarseness parameter h.

Remark 2.2.6. For K = 0 inequality (2.2.2) reads

SN ′(ηt|m) ≤ (1− t) · SN ′(ν0|m) + t · SN ′(ν1|m),

so the rough curvature-dimension condition h-CD(0, N) requires the Rényi entropy
functionals SN ′(·|m) to be weakly convex on P2(M, d,m) along ”h-rough geodesics”
for all N ′ ≥ N .

Proposition 2.2.7. Suppose that (M, d,m) is a metric measure space that satisfies
the h-CD(K,N) condition for some numbers h ≥ 0, K,N ∈ R. Then the following
properties hold:

(i) (M, d,m) satisfies also the h-CD(K ′, N ′) condition for any K ′ ≤ K and N ′ ≥
N . If K ≤ 0 then (M, d,m) satisfies also the h′-CD(K,N) condition for any
h′ ≥ h.

(ii) Any metric space (M ′, d′,m′) that is isomorphic to (M, d,m) satisfies the
same h-CD(K,N) condition.
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CHAPTER 2. THE ROUGH CURVATURE-DIMENSION CONDITION

(iii) For any α, β > 0 the metric measure space (M,α d, βm) satisfies the αh-
CD(α−2K,N) condition.

(iv) If (M, d,m) has finite mass then h- Curv(M, d,m) ≥ K.

Proof. (i), (ii) Obvious.

(iii) Consider ν0, ν1 ∈ P2(M,α d, βm). Then ν0, ν1 ∈ P2(M, d,m) and denote
by ρi the density of νi with respect to m, for i = 0, 1. Denote by δ the sign of K.
Let q be a δh-optimal coupling and η = ρm an h-rough t-intermediate point of ν0,
ν1 with respect to the metric d, satisfying condition (2.1.1) for any N ′ ≥ N . Then
q is a δ(αh)-optimal coupling and η is an αh-rough t-intermediate point of ν0, ν1

with respect to the metric α d and we have

SN ′(η|βm) = −
∫

M

(ρ/β)1−1/N ′
d(βm) = β1/N ′

SN ′(η|m)

≤ −β1/N ′
∫ [

τ
(1−t)
K,N ′ (( d(x0, x1)− δh)+) · ρ−1/N ′

0 (x0)

+ τ
(t)
K,N ′(( d(x0, x1)− δh)+) · ρ−1/N ′

1 (x0)
]
dq(x0, x1)

=

∫ [
τ

(1−t)

α−2K,N ′((α d(x0, x1)− δ(αh))+)(ρ0/β)−1/N ′
(x0)

+ τ
(t)

α−2K,N ′((α d(x0, x1)− δ(αh))+)(ρ1/β)−1/N ′
(x0)

]
dq(x0, x1)

for any N ′ ≥ N , which gives the αh-CD(α−2K,N) condition for the metric measure
space (M,α d, βm).

(iv) In order to prove the h-curvature bound in the sense of the Definition
1.2.7 we consider ν0, ν1 ∈ P∗

2 (M, d,m). Since the space (M, d,m) satisfies the h-
CD(K,N) condition, one can find a δh-optimal coupling q and for any t ∈ [0, 1] there
is an h-rough t-intermediate point ηt ∈ P2(M, d,m) of ν0 and ν1 that fulfill condition
(2.1.1) for any N ′ ≥ N . With our assumption m(M) <∞, Lemma 2.1.1 gives us the
relative entropy of ηt with respect to m as Ent(ηt|m) = limN ′→∞N

′(1 + S ′N(ηt|m)).
Therefore,

Ent(ηt|m) − (1− t)Ent(ν0|m)− tEnt(ν1|m)

= lim
N ′→∞

N ′(S ′N(ηt|m)− (1− t)S ′N(ν0|m)− tS ′N(ν0|m))

≤ lim
N ′→∞

∫ {
N ′
[
(1− t)− τ

(1−t)
K,N ′ (( d(x0, x1)− δh)+)

]
ρ
−1/N ′

0 (x0)

+ N ′
[
t− τ

(t)
K,N ′ (( d(x0, x1)− δh)+)

]
ρ
−1/N ′

1 (x1)
}
dq(x0, x1)

≤ lim
N ′→∞

∫ {
N ′
[
(1− t)− τ

(1−t)
K,N ′ (( d(x0, x1)− δh)+)

]
+ N ′

[
t− τ

(t)
K,N ′ (( d(x0, x1)− δh)+)

]}
dq(x0, x1).
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If 0 < Kθ2 < (N − 1)π2 then

lim
N ′→∞

N ′
[
t− τ

(t)
K,N ′ (θ)

]
= lim

N ′→∞
N ′

t− t
1
N

sin
(√

K
N−1

tθ
)

sin
(√

K
N−1

θ
)
1− 1

N

 =
Kθ2

6
(t3 − t).

We get the same limit Kθ2(t3 − t)/6 for the other three interpretations of τ
(t)
K,N ′ (θ),

therefore one can conclude

Ent(ηt|m) ≤
∫
K ( d(x0, x1)− δh)+)2

6
{[(1− t)3 − (1− t)] + (t3 − t)}dq(x0, x1)

= −K
2
t(1− t)

∫
[( d(x0, x1)− δh)+]2 dq(x0, x1) = dδh

W (ν0, ν1)
2.

Remark 2.2.8. The Proposition 2.2.7 holds true of we replace everywhere h-
CD(K,N) by h-CDs(K,N).

Remark 2.2.9. The item (iv) of Proposition 2.2.7 shows that for a metric measure
space of finite mass the condition h- Curv(M, d,m) ≥ K may be seen as a rough
curvature-dimension condition h-CD(K,∞).

2.3 Geometrical consequences of the rough

curvature-dimension condition

In the case of the geodesic spaces, for each geodesic Γ from the Wasserstein space the
mass is transported along geodesics of the underlying space with endpoints in the
supports of Γ(0) and Γ(1) respectively (see [St06a] Lemma 2.11). In our more general
framework, for an arbitrary h-geodesic Γ in P2(M, d) the mass is not necessarily
transported along h-geodesics from M . However, the following result shows that if Γ
is a strong h-geodesic then the mass is mostly transported along strong h′-geodesics
from M that joint points from supp Γ(0) and supp Γ(1) and with h′ > h sufficiently
small.

Lemma 2.3.1. Let (M, d,m) be a metric measure space and µ0, µ1 two probability
measures on it and denote Ai := supp[µi], i = 0, 1. Assume that η is an h-rough
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CHAPTER 2. THE ROUGH CURVATURE-DIMENSION CONDITION

t-intermediate point in the strong sense of µ0 and µ1 in P2(M, d,m), for some
numbers h ≥ 0 and t ∈ [0, 1]. For λ ≥ 0 we denote

Aλ
t := {y ∈M : ∃(x0, x1) ∈ A0 × A1 : (1− t) d(x0, y)

2 + t d(y, x1)
2

≤ t(1− t)( d(x0, x1)
2 + λ2)}.

Then the following estimate holds:

η({Aλ
t ) ≤ h2/λ2 for any λ > 0. (2.3.1)

Moreover, if 0 = λ0 ≤ λ1 ≤ λ2 ≤ . . . ≤ λi ≤ . . . then

∞∑
i=1

λ2
i · η(A

λi+1

t \ Aλi
t ) ≤ h2

or, equivalently,
∞∑
i=1

η({Aλi
t )(λ2

i − λ2
i−1) ≤ h2.

Proof. Let q0 be an optimal coupling of µ0 and η, and q1 be an optimal coupling of
η and µ1. One can construct then a probability measure q̂ on M ×M ×M such
that the projection on the first two factors is q0 and the projection on the last two
factors is q1 (cf. [Du89], section 11.8). Therefore,

dW (µ0, η)
2 =

∫
M3

d(x0, y)
2dq̂(x0, y, x1), dW (η, µ1)

2 =

∫
M3

d(y, x1)
2dq̂(x0, y, x1).

Because the inequality

t(1− t) d(x0, x1)
2 ≤ (1− t) d(x0, y)

2 + t d(y, x1)
2

always holds, for λ > 0 we have

η({Aλ
t ) = q̂(A0 × {Aλ

t × A1)

≤ 1

λ2

∫
A0×{Aλ

t ×A1

[
(1− t) d(x0, y)

2 + t d(y, x1)
2

−t(1− t) d(x0, x1)
2
]
dq̂(x0, y, x1)

≤ 1

λ2

∫
M3

[
(1− t) d(x0, y)

2 + t d(y, x1)
2

−t(1− t) d(x0, x1)
2
]
dq̂(x0, y, x1)

≤ 1

λ2

[
(1− t) dW (µ0, η)

2 + t dW (η, µ1)
2 − t(1− t) dW (µ0, µ1)

2
]

≤ h2

λ2
,
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which proves the first part of the lemma.
Consider now a nondecreasing sequence 0 = λ0 ≤ λ1 ≤ λ2 ≤ . . . ≤ λi ≤ . . . .

Since M = A0
t ∪̇
(⋃̇∞

i=0

(
A

λi+1

t − Aλi
t

))
we have in turn

t(1− t) dW (µ0, µ1)
2 + h2 ≥ (1− t) dW (µ0, η)

2 + t dW (η, µ1)
2

=

∫
M3

[
(1− t) d(x0, y)

2 + t d(y, x1)
2
]
dq̂(x0, y, x1)

=

∫
A0×A0

t×A1

[
(1− t) d(x0, y)

2 + t d(y, x1)
2
]
dq̂(x0, y, x1)

+
∞∑
i=0

∫
A0×(A

λi+1
t −A

λi
t )×A1

[
(1− t) d(x0, y)

2 + t d(y, x1)
2
]
dq̂(x0, y, x1)

≥ t(1− t)

∫
A0×A0

t×A1

d(x0, x1)
2dq̂(x0, y, x1)

+
∞∑
i=0

∫
A0×(A

λi+1
t −A

λi
t )×A1

[
t(1− t) d(x0, x1)

2 + λ2
i

]
dq̂(x0, y, x1)

= t(1− t)

∫
M3

d(x0, x1)
2dq̂(x0, y, x1) +

∞∑
i=1

λ2
i · η(A

λi+1

t \ Aλi
t )

This leads to
∑∞

i=1 λ
2
i · η(A

λi+1

t \ Aλi
t ) ≤ h2.

Having the above description of the strong h-geodesics in the Wasserstein space
we shall establish a rough Brunn-Minkowski inequality for metric measure spaces
that satisfy a rough curvature-dimension condition in the strong sense.

The classical Brunn-Minkowski inequality in Rn states that for all bounded
Borel measurable subsets A and B in Rn,

voln(A+B)1/n ≥ voln(A)1/n + voln(B)1/n, (2.3.2)

where A+B := {x+ y : x ∈ A, y ∈ B} is the Minkowski sum of A and B and where
voln(·) denotes the volume element in Rn. Inequality (2.3.2) can be equivalently
rewritten as

voln

(
A+B

2

)1/n

≥ 1

2
voln(A)1/n +

1

2
voln(B)1/n,

in terms of the set (A+B)/2 of midpoints of pairs of points from A and B respec-
tively, or even more generally as

voln(tA+ (1− t)B)1/n ≥ t voln(A)1/n + (1− t)voln(B)1/n

for any t ∈ [0, 1].
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The next result extends the Brunn-Minkowski inequality to the frame of metric
measure spaces satisfying an h-CDs(K,N).

Proposition 2.3.2. Let (M, d,m) be a metric measure space that has finite mass
and satisfies h-CDs(K,N) for some numbers h ≥ 0, K,N ∈ R, N ≥ 1. Then for
any measurable sets A0, A1 ⊂M with m(A0)·m(A1) > 0, for any t ∈ [0, 1] , N ′ ≥ N
and any λ > 0

m(Aλ
t )

1/N ′
+(h2/λ2)1−1/N ′

m({Aλ
t )

1/N ′ ≥ τ
(1−t)
K,N ′ (Θh)m(A0)

1/N ′
+ τ

(t)
K,N ′(Θh)m(A1)

1/N ′
,

(2.3.3)
where Aλ

t is the one denoted in Lemma 2.3.1 and Θh is given by

Θh :=

{
infx0∈A0,x1∈A1( d(x0, x1)− h)+, if K ≥ 0
supx0∈A0,x1∈A1

( d(x0, x1) + h), if K < 0.

Corollary 2.3.3. (’Generalized Brunn-Minkowski Inequality’). Assume that
(M, d,m) is a normalized metric measure space that satisfies h-CDs(K,N) for some
numbers h ≥ 0, K,N ∈ R, N ≥ 1. Then for any measurable sets A0, A1 ⊂M with
m(A0) ·m(A1) > 0, for any t ∈ [0, 1] and N ′ ≥ N

m(A
√

h
t )1/N ′

+ h1−1/N ′ ≥ τ
(1−t)
K,N ′ (Θh)m(A0)

1/N ′
+ τ

(t)
K,N ′(Θh)m(A1)

1/N ′
, (2.3.4)

with Θh given above.

In particular, if K ≥ 0 then

m(A
√

h
t )1/N ′

+ h1−1/N ′ ≥ (1− t) ·m(A0)
1/N ′

+ t ·m(A1)
1/N ′

. (2.3.5)

Proof of the Corollary. Just take λ =
√
h in formula (2.3.3) and use the fact

thatm is a probability measure. �

Proof of Proposition 2.3.2. We apply the h-CDs(K,N) condition to the mea-
sures ν0 := 1

m(A0)
1A0m and ν1 := 1

m(A1)
1A1m. Then for any t ∈ [0, 1] there exists an

h-rough t-intermediate point ηt ∈ P2(M, d,m) in the strong sense of ν0, ν1 with

SN ′(ηt|m) ≤ −
[
τ

(1−t)
K,N ′ (Θh)m(A0)

1/N ′
+ τ

(t)
K,N ′(Θh)m(A1)

1/N ′
]

for all N ′ ≥ N . If we denote by ρt the density of ηt with respect to m we have then,
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by using Jensen and Hölder inequalities,

τ
(1−t)
K,N ′ (Θh)m(A0)

1/N ′
+ τ

(t)
K,N ′(Θh)m(A1)

1/N ′ ≤
∫
ρt(y)

1−1/N ′
dm(y)

=

∫
Aλ

t

ρt(y)
1−1/N ′

dm(y) +

∫
{Aλ

t

ρt(y)
1−1/N ′

dm(y)

≤ m(Aλ
t )

1/N ′
+

(∫
{Aλ

t

ρt(y)dm(y)

)1−1/N ′ (∫
{Aλ

t

dm(y)

)1/N ′

= m(Aλ
t )

1/N ′
+ η({Aλ

t )
1−1/N ′

m({Aλ
t )

1/N ′

≤ m(Aλ
t )

1/N ′
+ (h2/λ2)1−1/N ′

m({Aλ
t )

1/N ′
,

where for the last inequality we have used Lemma 2.3.1. �

Remark 2.3.4. Another (stronger) discrete version of Brunn-Minkowski inequality
has been introduced in [Bo07]. It has been proved there a stability result under
D-convergence and a converse result stating the stability under discretizations.

The next result provides an extension of the classical Bonnet-Myers Theorem
from complete Riemannian manifolds to metric measure spaces which satisfy a rough
curvature-dimension condition h-CD(K,N) with positive K.

Corollary 2.3.5. (’Generalized Bonnet-Myers Theorem’). For every norma-
lized metric measure space (M, d,m) that satisfies the rough curvature-dimension
condition h-CDs(K,N) for some real numbers h > 0, K > 0 and N ≥ 1, the support
of the measure m has diameter

L ≤
√
N − 1

K
π + h.

In particular, if K > 0 and N = 1 then supp[m] consists of a ball of radius h.

Proof. Suppose that x0 and x1 are two points in supp[m] with d(x0, x1) ≥
√

N−1
K
π+

h+ 4ε and m(Bε(xi)) > 0 for i = 0, 1. Denote Ai := Bε(xi), i = 0, 1. We can apply
Corollary 2.3.3 for the sets A0 and A1 and for instance t = 1/2. According to our
choice of x0 and x1 we have

Θh = inf
x0∈A0,a1∈A1

( d(x0, x1)− h)+ ≥
√
N − 1

K
π + 2ε

and therefore τ
1/2
K,N ′(Θh) = +∞, which contradicts inequality 2.3.4 in our hypothesis

that m is a probability measure.
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CHAPTER 2. THE ROUGH CURVATURE-DIMENSION CONDITION

This Bonnet-Myers type theorem comes to complete Proposition 2.2.7 (i):

Corollary 2.3.6. Suppose that (M, d,m) is a metric measure space that satisfies
the h-CD(K,N) condition for some numbers h ≥ 0, K,N ∈ R. Then (M, d,m)
satisfies also the h′-CD(K ′, N ′) condition for any h′ ≥ h, K ′ ≤ K and N ′ ≥ N .

Proof. The only case that wasn’t included in Proposition 2.2.7 was the one with
the positive K, since in general τ

(t)
K,N(·) is not non-decreasing. Now that we know

the bound
√

N−1
K
π + h for the diameter of M , obviously ( d(x0, x1) − h)+ is in[

0,
√

N−1
K
π
]
, where τ

(t)
K,N(·) is non-decreasing.

2.4 Stability under convergence

Like in the case of the rough curvature bound we can prove a stability result that
shows we can pass from discrete spaces to continuous limit spaces.

Theorem 2.4.1. Let (M, d,m) be a normalized metric measure space and consider
{(Mh, dh,mh)}h>0 a family of normalized metric measure spaces such that for each
h > 0 the space (Mh, dh,mh) satisfies the rough curvature-dimension condition
h-CD(Kh, Nh) and has diameter Lh for some real numbers Kh, Nh and Lh with
Nh ≥ 1 and Lh > 0. Assume that for h→ 0 we have

(Mh, dh,mh)
D−→ (M, d,m)

and (Kh, Nh, Lh) → (K,N,L) for some (K,N,L) ∈ R3 satisfying K ·L2 < (N−1)π2.
Then the space (M, d,m) satisfies the curvature-dimension condition CD(K,N) in
the sense of the Definition 2.1.3 and has diameter ≤ L.

For given numbers h ≥ 0, t ∈ [0, 1], K ∈ R and N ≥ 1 we use the notations

T
(t)
h,K,N(q|m) := −

∫ [
τ

(1−t)
K,N ′ (( d(x0, x1)− δKh)+) · ρ−1/N ′

0 (x0)

+ τ
(t)
K,N ′(( d(x0, x1)− δKh)+) · ρ−1/N ′

1 (x1)
]
dq(x0, x1)

and
T

(t)
K,N(q|m) := T

(t)
0,K,N(q|m),

whenever q is a δh-coupling of ν0 = ρ0 ·m and ν1 = ρ1 ·m. Recall that δ = 1 for
K ≥ 0 and δ = −1 for K < 0.

Lemma 3.3 from [St06b] shows that T
(t)
K,N(·|m) is upper semicontinuous. The

next result gives the upper semicontinuity of T
(t)
h,K,N(·|m) for arbitrary h ≥ 0.
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2.4. STABILITY UNDER CONVERGENCE

Lemma 2.4.2. Let h > 0, t ∈ [0, 1], K ∈ R and N ≥ 1 be given. For any sequence
{q(k)}k∈N of couplings with the same marginals ν0 and ν1, converging weakly to some
coupling q(∞), we have

lim sup
k→∞

T
(t)
h,K,N(q(k)|m) ≤ T

(t)
h,K,N(q(∞)|m) (2.4.1)

Proof. Consider {q(k)}k∈N and q(∞) like in the statement. It is sufficient to prove
that

lim infk→∞

∫
τ

(1−t)
K,N ′ (( d(x0, x1)− δKh)+) · ρ−1/N ′

0 (x0)dq
(k)(x0, x1)

≥
∫
τ

(1−t)
K,N ′ (( d(x0, x1)− δKh)+) · ρ−1/N ′

0 (x0)dq
(∞)(x0, x1),(2.4.2)

because then a similar inequality will take place with ρ1 instead of ρ0 and t instead
of 1− t and by summing up the two inequalities we will get (2.4.1).

For k ∈ N ∪ {∞} denote by Q(k)(x0, dx1) the disintegration of dq(k)(x0, x1)
with respect to dν0(x0). If C ∈ R+ ∪ {∞} put

ϑ
(k)
C (x0) =

∫ [
τ

(1−t)
K,N ′ (( d(x0, x1)− δKh)+) ∧ C

]
Q(k)(x0, dx1).

Consider now C ∈ R+ fixed. The space Cb(M) of continuous and bounded functions
is dense in L1(M, ν0) and therefore for each ε > 0 one can find a function ϕ ∈ Cb(M)
such that ∫

C ·
∣∣∣[ρ−1/N

0 ∧ C
]
− ϕ

∣∣∣ dν0 ≤ ε.

This together with the fact that 0 ≤ ϑ
(k)
C ≤ C implies that for all k ∈ N ∪ {∞} we

have ∫
ϑ

(k)
C ·

∣∣∣[ρ−1/N
0 ∧ C

]
− ϕ

∣∣∣ dν0 ≤ ε. (2.4.3)

The sequence {q(k)}k∈N converges weakly to q(∞) on M ×M and since the function

(x0, x1) 7→ τ
(1−t)
K,N ′ (( d(x0, x1)− δKh)+) ∧C lies in Cb(M ×M) there exists a k(ε) ∈ N

such that for each k ≥ k(ε)∫
ϑ

(∞)
C ϕ dν0 ≤

∫
ϑ

(k)
C ϕ dν0 + ε. (2.4.4)

Thus, for each k ≥ k(ε) we obtain∫
ϑ

(∞)
C ·

[
ρ
−1/N
0 ∧ C

]
dν0 ≤

∫
ϑ

(∞)
C ·

∣∣∣[ρ−1/N
0 ∧ C

]
− ϕ

∣∣∣ dν0 +

∫
ϑ

(∞)
C · ϕ dν0

(2.4.3)

≤
∫
ϑ

(∞)
C · ϕ dν0 + ε

(2.4.4)

≤
∫
ϑ

(k)
C · ϕ dν0 + 2ε

(2.4.3)

≤
∫
ϑ

(k)
C ·

[
ρ
−1/N
0 ∧ C

]
dν0 + 3ε

≤
∫
ϑ(k)
∞ · ρ−1/N

0 dν0 + 3ε.
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This leads to ∫
ϑ

(∞)
C ·

[
ρ
−1/N
0 ∧ C

]
dν0 ≤ lim inf

k→∞

∫
ϑ(k)
∞ · ρ−1/N

0 dν0

for each C ∈ R+. Now if we let C tend to ∞, by monotone convergence we obtain∫
ϑ(∞)
∞ · ρ−1/N

0 dν0 ≤ lim inf
k→∞

∫
ϑ(k)
∞ · ρ−1/N

0 dν0,

which gives (2.4.2).

Proof of Theorem 2.4.1. Let {(Mh, dh,mh)}h>0 be a family of normalized
metric measure spaces, each (Mh, dh,mh) satisfying a rough curvature-dimension
condition h-CD(Kh, Nh) and having diameter≤ Lh. Suppose that {(Mh, dh,mh)}h>0

converges to some metric measure space (M, d,m) in the metric D as h→ 0. Then
the limit space (M, d,m) must have diameter ≤ L. Without loss of generality, one
can assume that Nh > 1 and that there exists a triple (K0, N0, L0) with Kh ≤ K0,
Nh ≥ N0, Lh ≤ L0 for all h > 0 and with K0 · L2

0 < (N0 − 1)π2.
In order to prove the curvature-dimension condition CD(K,N) let ν0, ν1 ∈

P2(M, d,m) be an arbitrary pair of measures with νi = ρi · m, i = 0, 1. Let a
number ε > 0 be given. We fix an arbitrary optimal coupling q̂ of ν0 and ν1 and for
r ∈ R+ denote

Dr := {(x0, x1) ∈M ×M : ρ0(x0) < r, ρ1(x1) < r}
αr := q̂(Dr)

q̂(r)(·) :=
1

αr

q̂(r)(· ∩Dr).

The measure q̂(r) has marginals

ν̂
(r)
0 (·) := q̂(r)(· ×M), ν̂

(r)
1 (·) := q̂(r)(M × ·)

with bounded densities. For sufficiently large r = r(ε) we have also

dW (ν0, ν̂
(r)
0 ) ≤ ε, dW (ν1, ν̂

(r)
1 ) ≤ ε. (2.4.5)

Since the space (M, d,m) has finite diameter and the densities of ν̂
(r)
0 and ν̂

(r)
1 are

bounded, one can find a number R ∈ R such that

sup
i=0,1

Ent(ν̂
(r)
i |m) +

suph>0 |Kh|
8

[
dW (ν̂

(r)
0 , ν̂

(r)
1 ) + 3ε

]2
≤ R. (2.4.6)

According to our hypothesis, (Mh, dh,mh)
D→ (M, d,m) as h→ 0, therefore one can

choose h = h(ε) ∈ (0, ε) and a coupling d̂ of the metrics d and dh such that

1

2
d̂W (mh,m) ≤ D((Mh, dh,mh), (M, d,m)) ≤

( ε

4C

)
∧exp

(
−2 + 4L2

0R

ε2

)
, (2.4.7)
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where the constant C is to be specified later. Fix now a coupling p of m and mh

which is optimal with respect to d̂ and consider P and P ′ the disintegrations of p
with respect to m and mh respectively. Like in Lemma 4.19 in [St06a], P ′ induces
a canonical map P ′ : P2(M, d,m) → P2(Mh, dh,mh). Put

νi,h := P ′(ν̂
(r)
i ) = ρi,h ·mh

with

ρi,h(y) =

∫
M

ρ̂
(r)
i (x)P ′(y, dx) for i = 0, 1.

By applying Lemma 4.19 from [St06a] we obtain in turn

d̂W (ν̂
(r)
i , νi,h)

2
(2.4.5)

≤ 2 + 4L2
0R

− log D((Mh, dh,mh), (M, d,m))

(2.4.6)

≤ ε2 (2.4.8)

and
Ent(νi,h|mh) ≤ Ent(ν̂

(r)
i |m) (2.4.9)

for i = 0, 1.

The approximating space (Mh, dh,mh) satisfies the rough curvature-dimension
condition h-CD(Kh, Nh), which ensures the existence of a δhh-optimal coupling qh of
ν0,h and ν1,h and for each t ∈ [0, 1] the existence of an h-rough t-intermediate point
ηt,h ∈ P2(Mh, dh,mh) of ν0,h and ν1,h satisfying

SN ′(ηt,h|mh) ≤ T
(t)
h,K′,N ′(qh|mh) (2.4.10)

for all K ′ ≤ Kh and N ′ ≥ Nh. Lemma 4.19 from [St06a] gives also a canonical map
P : P2(Mh, dh,mh) → P2(M, d,m). Put now

Γε
t := P (ηt,h) (2.4.11)

with h = h(ε) as above. Recall that P is defined such that the density of Γε
t with

respect to m is given by

ρε
t(x) =

∫
Mh

ρt,h(y)P (dy, x),

with ρt,h being the density of ηt,h with respect to mh. Applying now Jensen’s in-
equality to the convex function r 7→ −r1−1/N we have

SN ′(Γε
t|m) = −

∫
M

(ρε
t)

1−1/N ′
dm = −

∫
M

[∫
Mh

ρt,h(y)P (dy, x)

]1−1/N ′

dm(x)

≤ −
∫

M

∫
Mh

ρt,h(y)
1−1/N ′

P (dy, x)dm(x) =

∫
Mh

ρt,h(y)
1−1/N ′

dmh(y)

= SN ′(ηt,h|mh),
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so we have obtained
SN ′(Γε

t|m) ≤ SN ′(ηt,h|mh) (2.4.12)

for all N ′ ≥ Nh and all t ∈ [0, 1]. Proposition 2.2.7 (iv) shows that the rough
curvature-dimension condition h-CD(Kh, Nh) for the space (Mh, dh,mh) implies the
rough curvature bound h- Curv(Mh, dh,mh) ≥ Kh. This entails

Ent(Γε
t|m) ≤ Ent(ηt,h|mh)

≤ (1− t)Ent(ν0,h|mh) + tEnt(ν1,h|mh)

−Kh

2
t(1− t) d̂

δhh

W (ν0,h, ν1,h)
2

Lemma 1.2.5

≤ sup
i=0,1

Ent(νi,h|mh) +
suph>0 |Kh|

8

[
d̂W (ν0,h, ν1,h) + h

]2
(2.4.8),(2.4.9)

≤ sup
i=0,1

Ent(ν̂
(r)
i |m) +

suph>0 |Kh|
8

[
d̂W (ν̂

(r)
0 , ν̂

(r)
1 ) + 2ε+ h

]2
≤ sup

i=0,1
Ent(ν̂

(r)
i |m) +

suph>0 |Kh|
8

[
d̂W (ν̂

(r)
0 , ν̂

(r)
1 ) + 3ε

]2
(2.4.6)

≤ R.

Together with (2.4.7), this implies again by Lemma 4.19 from [St06a] that

d̂W (Γε
t, ηt,h) ≤ ε. (2.4.13)

Let Qh and Q′
h be the disintegrations of qh with respect to ν0,h and ν1,h re-

spectively. For h = h(ε) as above and for fixed K ′, N ′ and t ∈ [0, 1] put

v0(y0) :=

∫
Mh

τ
(1−t)
K′,N ′(( dh(y0, y1)− δK′h)+) Qh(y0, dy1)

and

v1(y1) :=

∫
Mh

τ
(t)
K′,N ′(( dh(y0, y1)− δK′h)+) Q′

h(dy0, y1).

Then from Jensen’s inequality we have

−T (t)
h,K′,N ′(qh|mh) =

1∑
i=0

∫
Mh

ρi,h(y)
1−1/N ′ · vi(y) dmh(y)

=
1∑

i=0

∫
Mh

[∫
M

ρ̂
(r)
i (x) P ′(y, dx)

]1−1/N ′

· vi(y) dmh(y)

≥
1∑

i=0

∫
Mh

∫
M

[
ρ̂

(r)
i (x)

]1−1/N ′

· vi(y) P
′(y, dx) dmh(y)

=
1∑

i=0

∫
Mh

[
ρ̂

(r)
i (x)

]1−1/N ′ [∫
Mh

vi(y) P (x, dy)

]
dm(y).

50



2.4. STABILITY UNDER CONVERGENCE

Now∫
Mh

v0(y0)P (x0, dy0) =

∫
Mh

∫
Mh

τ
(1−t)
K′,N ′(( dh(y0, y1)− δK′h)+)Qh(y0, dy1)P (x0, dy0)

≥
∫

Mh

∫
Mh

∫
M

[
τ

(1−t)
K′,N ′( d(x0, x1))− C ·

(
( dh(y0, y1)− δK′h)+ − d(x0, x1)

)]

· ρ̂
(r)
1 (x1)

ρ1,h(y1)
P ′(y1, dx1) Qh(y0, dy1) P (x0, dy0)

≥
∫

Mh

∫
Mh

∫
M

[
τ

(1−t)
K′,N ′( d(x0, x1))− C ·

(
dh(y0, y1)− d(x0, x1) + h

)]

· ρ̂
(r)
1 (x1)

ρ1,h(y1)
P ′(y1, dx1) Qh(y0, dy1) P (x0, dy0)

≥
∫

Mh

∫
Mh

∫
M

[
τ

(1−t)
K′,N ′( d(x0, x1))− C ·

(
d̂(x0, y0) + d̂(x1, y1) + h

)]

· ρ̂
(r)
1 (x1)

ρ1,h(y1)
P ′(y1, dx1) Qh(y0, dy1) P (x0, dy0)

where

C := max

{
∂

∂θ
τ

(s)
K′,N ′(θ) : s ∈ [0, 1], K ′ ≤ K0, N

′ ≥ N0, θ ≤ L0

}
.

In a similar way, we have the estimate∫
Mh

v1(y1)P (x1, dy1)

≥
∫

Mh

∫
Mh

∫
M

[
τ

(t)
K′,N ′( d(x0, x1))− C

(
d̂(x0, y0) + d̂(x1, y1) + h

)]
· ρ̂

(r)
0 (x0)

ρ0,h(y0)
P ′(y0, dx0) Q

′
h(y1, dy0) P (x1, dy1).

Consider the measure

dq(r)(x0, x1) :=

∫
Mh×Mh

ρ̂
(r)
0 (x0)ρ̂

(r)
1 (x1)

ρ0,h(y0)ρ1,h(y1)
P ′(y1, dx1)P

′(y0, dx0)dqh(yo, y1)

=

∫
Mh×Mh

ρ̂
(r)
0 (x0)ρ̂

(r)
1 (x1)

ρ1,h(y1)
P ′(y1, dx1)Qh(y0, dy1)P (x0, dy0)m(dx0).
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Then q(r) is a (not necessarily optimal) coupling of q̂
(r)
0 and q̂

(r)
0 . Consider also a

coupling qε of ν0 and ν1 given by

qε(A) := αrq
(r) + q̂(A ∩ (M ×M \ Er))

for any A ⊂ M ×M measurable and for r = r(ε). From the above estimates we
obtain

T
(t)
h,K′,N ′(qh|mh) ≤ T

(t)
K′,N ′(q

(r)|m)

+C

∫
M

[
ρ̂

(r)
0 (x)1−1/N ′

+ ρ̂
(r)
1 (x)1−1/N ′

]
( d̂(x, y) + h)dp(x, y)

≤ T
(t)
K′,N ′(q

(r)|m) + 2C d̂W (m,mh) + h ≤ T
(t)
K′,N ′(q

(r)|m) + 2ε,

by using (2.4.7). We also have

lim
ε→0

∣∣∣T (t)
K′,N ′(q

ε|m)− T
(t)
K′,N ′(q

(r(ε))|m)
∣∣∣ = 0. (2.4.14)

In this way, for each ε > 0 we have found a probability measure qε on M ×M
and a family of probability measures {Γε

t}t∈[0,1] on M such that

SN ′(Γε
t|m)

(2.4.12)

≤ SN ′(ηt,h|mh)
(2.4.10)

≤ T
(t)
h,K′,N ′(qh|mh)

(2.4.14)

≤ T
(t)
K′,N ′(q

(r(ε))|m) + 2ε.
(2.4.15)

The fact that M is compact implies that there exists a sequence (ε(k))k∈N converging
to 0 such that the measures qε(k) tend to some measure q and for each t ∈ [0, 1]∩Q
the probability measures Γ

ε(k)
t converge to some Γt. Since all qε are couplings of ν0

and ν1, the measure q is also a coupling of ν0 and ν1. Moreover, (2.4.5), (2.4.8) and
(2.4.13) yield that q is in fact an optimal coupling.

For each h > 0 and t ∈ [0, 1] the measure ηt,h is an h-rough t-intermediate
point between ν0,h and ν1,h in P2(Mh, dh,mh). But ν0,h and ν1,h converge to ν0 and
ν1 respectively, as h→ 0. Together with (2.4.13), this leads to

dW (ν0,Γt) ≤ t dW (ν0, ν1)

dW (Γt, ν1) ≤ (1− t) dW (ν0, ν1)

for any t ∈ [0, 1]∩Q. Therefore, the family {Γt}t extends to a geodesic in P2(M, d,m)
connecting ν0 and ν1. Since SN ′(·|m) is lower semicontinuous (Lemma 2.1.1) and

T
(t)
K′,N ′(·|m) is upper semicontinuous, the estimate (2.4.14) implies

SN ′(Γt|m) ≤ lim inf
k→∞

SN ′(Γ
ε(k)
t |m) ≤ lim inf

k→∞
T

(t)
K′,N ′(q

ε(k)|m) ≤ T
(t)
K′,N ′(q|m)

for all t ∈ [0, 1], all N ′ > N = limh→0Nh and all K ′ > K = limh→0Kh. The

inequality SN ′(Γt|m) ≤ T
(t)
K′,N ′(q|m) holds also for K ′ = K and N ′ = N , by the

continuity of SN ′ and T
(t)
K′,N ′ in (K ′, N ′). This ends the proof of the theorem.

�
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2.5 Stability under discretization

In this section we shall prove that the rough curvature-dimension condition is pre-
served if we consider discretizations of a geodesic metric measure space fulfilling a
curvature-dimension condition in the sense of the Definition 2.1.3.

Theorem 2.5.1. Let (M, d,m) be a metric measure space that satisfies the curvature-
dimension condition CD(K,N) for some real numbers K and N ≥ 1. Then for each
h > 0 any discretization (Mh, d,mh) with R(h) ≤ h/4 satisfies the rough curvature-
dimension condition h-CD(K,N).

Proof. Assume that (M, d,m) satisfies the curvature-dimension condition CD(K,N)
and consider a discretization (Mh, d,mh) with Mh = {xj : j ≥ 1} ⊂ M . Suppose
that {Aj}j≥1 is the corresponding covering of M with mutually disjoint sets such
that xj ∈ Aj, mh({xj}) = m(Aj) and diam(Aj) ≤ R(h) for each j ≥ 1. In order to
check the rough curvature-dimension condition h-CD(K,N) for the discrete space
(Mh, d,mh), let νh

1 , νh
2 be a pair of arbitrarily given measures in P2(Mh, d,mh), say

νh
i =

(
∞∑

j=1

ah
i,j1{xj}

)
·mh, i = 1, 2.

Put

νi :=

(
∞∑

j=1

ah
i,j1Aj

)
·m, i = 1, 2.

Applying the CD(K,N) property assumed to be true for the space (M, d,m), one
can obtain an optimal coupling q of ν1 and ν2 and for each t ∈ [0, 1] a t-intermediate
point ηt of ν1 and ν2 such that (2.1.1) takes place for any N ′ ≥ N . Assume that
ηt = ρtm.

The formula

ηh
t ({xj}) := ηt(Aj), j = 1, 2, . . .

defines for each t ∈ [0, 1] a probability measure on Mh which is absolutely continuous
with respect to mh with density

ρh
t =

∞∑
j=1

ηt(Aj)

m(Aj)
1Aj

=
∞∑

j=1

∫
Aj
ρt dm

m(Aj)
1Aj

.
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Hence for N ′ ≥ N we have, due to Jensen’s inequality,

SN ′(ηh
t |mh) = −

∞∑
j=1

(
1

m(Aj)

∫
Aj

ρt dm

)−1/N ′

mh({xj})

≤ −
∞∑

j=1

1

m(Aj)

(∫
Aj

ρ
−1/N ′

t dm

)
mh({xj})

= −
∞∑

j=1

∫
Aj

ρ
−1/N ′

t dm = SN ′(ηt|m).

Therefore we get

SN ′(ηh
t |mh) ≤ −

∫ [
τ

(1−t)
K,N ′ ( d(x0, x1)) · ρ−1/N ′

0 (x0)

+ τ
(t)
K,N ′( d(x0, x1)) · ρ−1/N ′

1 (x1)
]
dq(x0, x1).(2.5.1)

Suppose that we are in the case K < 0. Let qh be a −2R(h)-optimal coupling
of νh

0 and νh
1 . Denote

q̂ :=
n∑

j,k=1

[
qh({(xj, xk)})δ(xj ,xk) ×

1Aj×Ak

m(Aj)m(Ak)
(m×m)

]
.

Then q̂ is a measure on Mh ×Mh ×M ×M which has marginals νh
0 , νh

1 , ν0 and ν1.
Moreover, the projection of q̂ on the first two factors is equal to qh.

For K < 0, N > 1 and arbitrarily fixed t ∈ (0, 1) the function τ
(1−t)
K,N (·) is

non-increasing on [0,∞), therefore we have

−
∫

M×M

τ
(1−t)
K,N ′ ( d(x0, x1)) · ρ−1/N ′

0 (x0)dq(x0, x1)

= −
∫

Mh×Mh×M×M

τ
(1−t)
K,N ′ ( d(x0, x1)) · ρ−1/N ′

0 (x0)dq̂(x
h
0 , x

h
1 , x0, x1)

≤ −
∫

Mh×Mh×M×M

τ
(1−t)
K,N ′ ( d(x0, x

h
0) + d(xh

0 , x
h
1) + d(xh

1 , x1))

·ρ−1/N ′

0 (x0)dq̂(x
h
0 , x

h
1 , x0, x1)

=
∑
j,k

qh({(xj, xk)})
m(Aj)m(Ak)

∫
Aj×Ak

τ
(1−t)
K,N ′ ( d(x, xj) + d(xj, xk) + d(xk, y))

·
(
ah

0,j

)−1/N ′
dm(x)dm(y)

≤
∑
j,k

τ
(1−t)
K,N ′ ( d(xj, xk) + 2R(h)) ·

(
ah

0,j

)−1/N ′
qh({(xj, xk)}).
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In a similar way we can majorize the second term of the integral in (2.5.1) and
obtain the desired inequality for the −2R(h)-optimal coupling q̂ of νh

0 and νh
1 and

for ηh
t .
If K = 0 then it is easy to see that SN ′(νh

i |mh) = SN ′(νi|m), i = 1, 2, which
gives directly

SN ′(ηh
t |mh) ≤ (1− t) · SN ′(νh

0 |mh) + t · SN ′(νh
1 |mh)

for all N ′ ≥ N .
For K > 0, N > 1 and arbitrarily fixed t ∈ (0, 1), since Theorem 2.3.5 gives

us a bound for the diameter for which τ
(t)
K,N(·) is actually non-decreasing, so that

τ
(t)
K,N(( d(x0, x1)− α)+) is non-increasing in α and then the proof goes like in the case
K < 0.

Like in the proof of Theorem 1.3.1 one can show that ηh
t is at least a 4R(h)-

rough t-intermediate point of νh
1 , νh

2 . Therefore, if h ≥ 4R(h) the discretization
(Mh, d,mh) satisfies the rough curvature-dimension condition h-CD(K,N).

The above result provides a series of examples that we are already familiar
with, from the previous chapter.

(i) The space Zn with the metric d1, which is the restriction of the norm | · |1
in Rn, and with the measure mn =

∑
x∈Zn δx satisfies h-CD(0, n) for any h ≥ 2n.

(ii) The n-dimensional grid En having Zn as set of vertices, equipped with
the graph distance and with the measure mn which is the 1-dimensional Lebesgue
measure on the edges, satisfies h-CD(0, n) for any h ≥ 2(n+ 1).

(iii) Let G be the graph that tiles the euclidian plane with equilateral triangles
of edge r, with the graph metric dG and with the 1-dimensional Lebesgue measure
m on the edges. Then G fulfills the h-CD(0, 2) condition for any h ≥ 8r

√
3/3.

(iv) The graph G′ that tiles the euclidian plane with regular hexagons of edge
length r, equipped with the graph metric dG′ and with the 1-dimensional measure
m′, satisfies h-CD(0, 2) for any h ≥ 34r/3.

(v) (The homogeneous planar graphs). For any numbers l, n ≥ 3 with 1
l
+ 1

n
≤ 1

2

and for any r > 0 both metric measure spaces (V(l, n, r), d, m̃) and (G(l, n, r), d,m)
defined in section 1.4 satisfy a rough curvature-dimension condition h-CD(K, 2) for
h ≥ r · C(l, n), where

K =



− 1
r2

[
arccosh

(
2

cos2(π
n)

sin2(π
l )
− 1

)]2

for 1
l
+ 1

n
> 1

2

1
r2

[
arccos

(
2

cos2(π
n)

sin2(π
l )
− 1

)]2

for 1
l
+ 1

n
< 1

2

0 for 1
l
+ 1

n
= 1

2
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and C(l, n) = 4 · arcsinh

(
1

sin(π
n)

√
cos2(π

n)
sin2(π

l )
− 1

)/
arccosh

(
2

cos2(π
n)

sin2(π
l )
− 1

)
.
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Chapter 3

Dirichlet forms on graphs and
their approximations

Within this chapter we turn our interest to some discrete/singular objects and their
properties that might get lost partly from a large scale point of view and require a
closer look on the singularities themselves.

We will be concerned with some classes of graph-like structures, whose trans-
verse size is small but not zero, and we shall study approximations of ideal metric
graphs with such graph-like objects in terms of heat kernels, Dirichlet forms, semi-
groups, resolvents and spectra. In their paper [KS03] K. Kuwae and T. Shioya
studied convergence of operators and quadratic forms which are not necessarily
defined on the same Hilbert space. They have developed a general theory of conver-
gence of spectral structures, which defines the convergence of the whole machinery
semigroups-resolvents-spectra-Dirichlet forms from the approximating sequence to
the limit space. We will give a short overview of their theory in the first section.

In section 3.2 we consider various tubular open (bounded) domains that can
approximate an edge, as basic building blocks for constructing further graph-like
neighborhoods. Furthermore, we analyze in 3.3 the simplest example of metric
graphs, the so-called spider, with a finite number of edges emanating from a vertex
O. We consider approximations of such graphs with a certain class of graph-like
open domains in R3 and prove convergence of the Laplace operators with Neumann
boundary condition on the approximating domains towards the Laplacian on the
graph with Kirchhoff boundary condition in the vertex O. Kuwae-Shioya theory
will provide the convergence of the resolvents, semigroups, and spectra as well. This
will permit us to extend our results to general finite graphs and some classes of
graph-like neighborhoods. It is related to the recent work by P. Exner and O. Post
[EP05], where the convergence of the spectra for some compact graph-like manifolds
has been directly proved, by a completely different approach.
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CHAPTER 3. DIRICHLET FORMS ON GRAPHS

3.1 Preliminaries

The Gromov-Hausdorff convergence of nets of (isometry classes of) metric spaces was
originally introduced in [Gro99] and further extended to compact metric measure
spaces by K. Fukaya in [Fu87]. Since our spaces will not generally be compact,
but only locally compact, we will work in the framework of pointed metric measure
spaces, namely metric measure spaces with a distinguished basepoint.

Let A be a directed set. We denote by M the set of isomorphism classes of
triples (M, p,m) with (M, p) a locally compact separable pointed metric space any
bounded subset of which is relatively compact, and m a positive Radon measure on
M .

Definition 3.1.1. We say that the net {(Mα, pα,mα)}α∈A of spaces in M converges
in the sense of measured Gromov-Hausdorff convergence to a space (M, p,m) ∈ M
if for every ball B(p, r) ⊂M there exists a sequence εα ↘ 0 and there exist the balls
B(pα, rα) ⊂Mα with rα → r and the mα-measurable maps fα : B (pα, rα) → B (p, r)
(named εα-approximations) with the following properties:

|d (fα (x) , fα (y))− dα (x, y)| < εα,∀x, y ∈ B (pα, rα) ,∀α ∈ A (3.1.1)

B (p, r) ⊂ B (fα (B (pα, rα)) , εα) ,∀α ∈ A (3.1.2)

lim
α

∫
B(pαrα)

u ◦ fα dmα =

∫
B(p,r)

u dm,∀u ∈ C0 (B (p, r)) , (3.1.3)

where dα, d denote the distance functions on Mα,M respectively,
B (A, r) = {y ∈M : d (y, A) < r} and where C0 (A) is the set of real continuous
functions on A with compact support in A.

Remark 3.1.2. The measured Gromov-Hausdorff convergence (Mα, pα,mα) →
(M, p,m) is equivalent to the existence of mα-measurable εα-approximations fα :
B (pα, rα) → B (p, r′α), εα ↘ 0 such that rα, r

′
α ↗ ∞, fn satisfying (3.1.1) together

with the following two properties

B (p, r′α) ⊂ B (fα (B (pα, rα)) , εα) ,∀α ∈ A (3.1.4)

lim
α

∫
B(pαrα)

u ◦ fα dmα =

∫
M

u dm,∀u ∈ C0 (M) . (3.1.5)

For (M, p,m) ∈ M we consider the space L2 (M,m) with the usual inner
product

(u, v)L2
:=

∫
M

uv dm, u, v ∈ L2 (M,m)
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and define the norm ‖u‖L2
:=
√

(u, u)L2
for any u ∈ L2 (M,m).

Let us suppose in the sequel that {(Mα, pα,mα)}α∈A is a net of spaces in
M which converges in the sense of measured Gromov-Hausdorff convergence to
a space (M, p,m) ∈ M. Consider the mα-measurable εα-approximations fα :
B (pα, rα) → B (p, r′α) given by the previous remark, with εα ↘ 0, rα, r

′
α ↗∞. For

v ∈ C0(supp m) we define Φαv := v◦fα on B (pα, rα) and Φαv := 0 on M \B (pα, rα).

Definition 3.1.3. A net {uα}α∈A with uα ∈ L2 (Mα,mα) (strongly) converges to
an element u ∈ L2 (M,m) if there exists a net {ũβ}β∈B of functions in C0(supp m)
tending to u in L2 (M,m) such that

lim
β

lim sup
α

‖Φαũβ − uα‖L2(Mα,mα) = 0 (3.1.6)

Definition 3.1.4. The net {uα}α∈A with uα ∈ L2 (Mα, ,mα) weakly converges to
u ∈ L2 (M,m) if

lim (uα, vα)L2(Mα,mα) = (u, v)L2(M,m) (3.1.7)

for any net {vα}α∈A with vα ∈ L2 (Mα,mα) tending strongly to a v ∈ L2 (M,m).

The convergence of linear operators in L2 with changing state spaces is defined
as follows:

Definition 3.1.5. (i) A net of linear operators {Bα}α∈A, each Bα on L2(Mα,mα),
α ∈ A, strongly converges to a linear operator B on L2(M,m) iff Bαuα → Bu
strongly for any net {uα}α∈A with uα ∈ L2(Mα,mα) strongly tending to u ∈ L2(M,m).

(ii) We say that {Bα}α∈A compactly converges to B iff Bαuα → Bu strongly
for any net {uα}α∈A with uα ∈ L2(Mα,mα) weakly tending to u ∈ L2(M,m).

In the case of a fixed Hilbert space the concept of Γ-convergence was first
introduced by De Giorgi. For more details we recommend the monograph Dal Maso
[DM93]. Further, U. Mosco [Mos94] used a bilinear forms convergence method –
related to Γ-convergence – in studying composite media problems; it is known in the
literature as the Mosco convergence. The paper [KS03] extends both Γ-convergence
and Mosco convergence to sequences of functions, respectively sequences of quadratic
forms, defined on changing L2-spaces.

Definition 3.1.6. (Γ-convergence). We say that a net {Fα : L2 (Mα,mα) →
R}α∈A of functions Γ-converges to a function F : L2 (M,m) → R (or F is the
Γ-limit of {Fα}α∈A) if and only if the following two properties hold:

(1) For any net {uα}α∈A with uα ∈ L2 (Mα,mα) which strongly converges to
an element u ∈ L2 (M,m) we have

F (u) ≤ lim inf
α

Fα (uα) ; (3.1.8)
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(2) For any u ∈ L2 (M,m) there exists a net {uα}α∈A with uα ∈ L2 (Mα,mα)
which strongly converges to u and

F (u) = lim
α
Fα (uα) . (3.1.9)

If (M, p,m) ∈ M we consider bilinear forms E : D (E) × D (E) → R which
are positive definite and symmetric, D (E) being a (not necessarily dense) linear
subspace of L2 (M,m) . We denote E1 (u, v) := (u, v)L2

+ E (u, v), u, v ∈ L2 (M,m),
which is a (not necessarily complete) inner product on D (E) . The bilinear form E is
said to be closed if and only if D (E) is E1-complete. We shall identify a bilinear form
(E ,D (E)) with the extended quadratic form L2 (M,m) 3 u 7→ E (u, u) =: E (u) ∈ R
by setting E (u) := ∞ for u ∈ L2 (M,m) \ D (E). Then, the bilinear form (E ,D (E))
is closed if and only if the extended quadratic form E : L2 (M,m) → R is lower
semi-continuous.

According to Theorem 2.3 in [KS03] any net {Eα}α∈A of bilinear forms Eα on
L2 (Mα,mα) has a Γ-convergent subnet whose Γ-limit is a closed bilinear form.

Let {Eα}α∈A be a net of closed bilinear forms Eα on L2 (Mα,mα) and E a closed
bilinear form on L2 (M,m).

Definition 3.1.7. (Mosco convergence). We say that {Eα}α∈A Mosco converges
to E if the following conditions are satisfied:

(1) For any net {uα}α∈A with uα ∈ L2 (Mα,mα) which weakly converges to an
element u ∈ L2 (M,m) we have

E (u) ≤ lim inf
α

Eα (uα) ; (3.1.10)

(2) For any u ∈ L2 (M,m) there exists a net {uα}α∈A with uα ∈ L2 (Mα,mα)
which strongly converges to u and

E (u) = lim
α
Eα (uα) . (3.1.11)

Obviously, the Mosco convergence implies Γ-convergence.

Definition 3.1.8. (Asymptotic compactness). The net {Eα}α∈A is called asymp-
totically compact if for any net {uα}α∈A with uα ∈ L2 (Mα,mα) and such that
lim supα(Eα(uα) + ‖uα‖2

L2(Mα,mα)) < ∞, there exists a strongly convergent subnet
{uα}α∈A.

According to Lemma 2.15 in [KS03], if {Eα}α∈A is asymptotically compact
then {Eα}α∈A Mosco converges to E if and only if {Eα}α∈A Γ-converges to E .

Definition 3.1.9. We say that {Eα}α∈A compactly converges to E if {Eα}α∈A Mosco
converges to E and {Eα}α∈A is asymptotically compact.
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Let L be the self-adjoint non-negative definite linear operator associated with
the densely defined closed quadratic form E , namely the infinitesimal generator
associated with E . Consider also the strongly continuous contraction semigroup
{Tt}t≥0 (Tt = e−tL, t ≥ 0) and the strongly continuous resolvent {Rζ}ζ∈ρ(L) (Rζ =
(ζ − L)−1, ζ ∈ ρ(L)), where ρ(L) is the resolvent set of L. If for each α we denote
the similar corresponding objects by Lα, {Tα

t }t≥0, and {Rα
ζ }ζ∈ρ(L) Theorem 2.4 and

Corollary 2.5 in [KS03] state that

Theorem 3.1.10. The following are equivalent:
(i) Eα → E with respect to the Mosco topology (resp. Eα → E compactly);
(ii) Rα

ζ → Rζ strongly (resp. compactly) for some ζ < 0;
(iii) Tα

t → Tt strongly (resp. compactly) for some t > 0.
Moreover, if Eα → E compactly and the resolvents Rα

ζ are all compact, denoting

by λk (respectively λα
k ) the hth eigenvalue of L (respectively of Lα) then

lim
α
λα

k = λk

for any k.

3.2 Edge-like neighborhoods

In this section we address our study to some possible edge-neighborhoods, that
might be patched together with vertex-neighborhoods in order to obtain a graph-
like approximating structure for a general finite graph.

3.2.1 Cylindrical tubes around one edge.

Let M ⊂ R be an open interval (possibly unbounded) and dm(x) := ρ(x)dx, where
dx is the 1-dimensional Lebesgue measure and ρ : M → (0,∞) is a smooth density
function. Denote by B2

(
0, 1

n

)
the open ball centered in 0 and of radius 1/n from

R2. We consider the tubes

Mn := M ×B2

(
0,

1

n

)
=

{
(x, y, z) ∈ R3 : x ∈M, y2 + z2 <

1

n2

}
, n ∈ N

with the measures mn(dxdydz) := n2

π
ρ(x)dxdydz. Then (Mn,mn) → (M,m) in

the sense of the measured Gromov-Hausdorff convergence. Indeed, if we define fn :
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Mn →M by fn (x, y, z) = x for any (x, y, z) ∈Mn then for any (x1, y1, z1) , (x2, y2, z2) ∈
Mn we have either

|x1 − x2| ≤
1

n
=⇒ |dn ((x1, y1, z1) , (x2, y2, z2))− d (x1, x2)| ≤

≤
√

1

n2
+ 2(y2

1 + y2
2 + z2

1 + z2
2) +

1

n
≤ 1

n
(1 +

√
5)

or

|x1 − x2| >
1

n
=⇒ |dn ((x1, y1, z1) , (x2, y2, z2))− d (x1, x2)| =

|y1 − y2|2 + |z1 − z2|2√
|x1 − x2|2 + |y1 − y2|2 + |z1 − z2|2 + |x1 − x2|

≤ 2(y2
1 + y2

2 + z2
1 + z2

2)

2 |x1 − x2|
<

2

n
,

so in both cases |dn ((x1, y1, z1) , (x2, y2, z2))− d (x1, x2)| < 4
n
↘ 0. The condition

(3.1.5) is satisfied because

n2

π

∫
M

∫
B2(0, 1

n)
u ◦ fn (x, y, z) ρ(x)dxdydz =

∫
M

u (x) ρ(x)dx, ∀u ∈ C0 (M) .

We consider now the following bilinear forms:

En (un) :=
n2

π

∫
Mn

(∣∣∣∣∂un

∂x

∣∣∣∣2 +

∣∣∣∣∂un

∂y

∣∣∣∣2 +

∣∣∣∣∂un

∂z

∣∣∣∣2
)

(x, y, z) ρ(x)dxdydz (3.2.1)

defined for any un ∈ D (En) := H1 (Mn,mn) where H1 (Mn,mn) is the (1, 2)-Sobolev
space included in L2 (Mn,mn). Define also

E (u) :=

∫
M

|u′ (x)|2 ρ(x)dx, ∀u ∈ D (E) := H1 (M,m) . (3.2.2)

Then (En,D (En)), n ∈ N and (E ,D (E)) are Dirichlet forms respectively on L2 (Mn,mn),
n ∈ N and L2 (M,m).

Proposition 3.2.1. The following assertions hold:
(i) En → E in the sense of Γ-convergence;
(ii) The sequence {En}n∈N is asymptotically compact.
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Proof. (i) In order to prove (3.1.8), we consider {un}n∈N tending strongly to u, with
un ∈ L2 (Mn,mn) and u ∈ L2 (M,m) and suppose that lim infn→∞ En (un)< ∞.
Replacing {un}n∈N by a subsequence if necessary we may assume that un ∈ D (En),
n ∈ N. The strong convergence un → u yields

lim
n→∞

n2

π

∫
Mn

|u (x)− un (x, y, z)|2 ρ(x)dxdydz = 0

or equivalently

lim
n→∞

1

π

∫
M1

∣∣∣u (x)− un

(
x,
y

n
,
z

n

)∣∣∣2 ρ(x)dxdydz = 0 (3.2.3)

Denote vn (x, y, z) := un

(
x, y

n
, z

n

)
and v (x, y, z) := u (x) for (x, y, z) ∈ M1. The

equality (3.2.3) shows that vn → v in L2 (M1,m1). Moreover, we have

E1 (vn) =
1

π

∫
M1

(∣∣∣∣∂un

∂x

∣∣∣∣2 +
1

n2

∣∣∣∣∂un

∂y

∣∣∣∣2 +
1

n2

∣∣∣∣∂un

∂z

∣∣∣∣2
)(

x,
y

n
,
z

n

)
ρ(x)dxdydz ≤

1

π

∫
M1

(∣∣∣∣∂un

∂x

∣∣∣∣2 +

∣∣∣∣∂un

∂y

∣∣∣∣2 +

∣∣∣∣∂un

∂z

∣∣∣∣2
)(

x,
y

n
,
z

n

)
ρ(x)dxdydz = En (un) , n ∈ N.

Thus, supn∈N E1 (vn) ≤ supn∈N En (un) < ∞. By using Lemma 2.12 from [MR92]
we obtain v ∈ H1 (M1,m1) = D(E1) and E1 (v) ≤ lim infn→∞ E1 (vn). Consequently
u ∈ H1 (M,m) = D (E) and

E (u) = E1 (v) ≤ lim inf
n→∞

E1 (vn) ≤ lim inf
n→∞

En (un) ,

which proves (3.1.8).
For the proof of (3.1.9), for each u ∈ L2 (M,m) we choose un := u ◦ fn;

obviously un → u strongly and En (un) = E (u), n ∈ N.

(ii) Let {un}n∈N be a sequence with un ∈ L2 (Mn,mn), n ∈ N such that

supn∈N

(
En (un) + ‖un‖2

L2(Mn,mn)

)
<∞. We define

vn (x) :=
n2

π

∫
B2(0, 1

n)
un (x, y, z) dydz, ∀x ∈M, n ∈ N.

Then

‖vn‖2
L2(M,m) =

n4

π2

∫
M

∣∣∣∣∣
∫

B2(0, 1
n)
un (x, y, z) dydz

∣∣∣∣∣
2

ρ(x)dx ≤
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≤ n2

π

∫
M

∫
B(0, 1

n)
|un (x, y, z)|2 ρ(x)dxdydz = ‖un‖2

L2(Mn,mn)

and similarly

E (vn) =
n4

π2

∫
M

∣∣∣∣∣
∫

B(0, 1
n)

∂un

∂x
(x, y, z) dydz

∣∣∣∣∣
2

ρ(x)dx ≤ En (un)

for any n ∈ N, so the sequence {vn}n∈N is bounded in the L2-norm and in the semi-
norm E1/2 as well, and therefore there exists a subsequence {vnk

}k∈N L2-convergent
to some v ∈ L2 (M,m). We shall prove in the sequel that unk

→ v strongly, namely
that

lim
k→∞

n2
k

π

∫
M

∫
B

“
0, 1

nk

” |unk
(x, y, z)− vnk

(x)|2 ρ(x)dxdydz = 0 (3.2.4)

If we denote wx
nk

(y, z) := unk

(
x, y

nk
, z

nk

)
for (y, z) ∈ B (0, 1), k ∈ N and for fixed

x ∈M then we have

n2
k

π

∫
B

“
0, 1

nk

”
∣∣∣∣∣unk

(x, y, z)− n2
k

π

∫
B

“
0, 1

nk

” un (x, y, z) dydz

∣∣∣∣∣
2

dydz

=
1

π

∫
B(0,1)

∣∣∣∣wx
nk

(y, z)− 1

π

∫
B(0,1)

wx
nk

(y, z) dydz

∣∣∣∣2 dydz

≤ C

π
EB(0,1)

(
wx

nk

)
=
C

π

∫
B(0,1)

(∣∣∣∣∂wx
nk

∂y

∣∣∣∣2 +

∣∣∣∣∂wx
nk

∂z

∣∣∣∣2
)

(y, z) dydz

=
C

π

∫
B(0,1)

1

n2
k

(∣∣∣∣∂unk

∂y

∣∣∣∣2 +

∣∣∣∣∂unk

∂z

∣∣∣∣2
)(

y

nk

,
z

nk

)
dydz

=
C

nk

∫
B

“
0, 1

nk

”
(∣∣∣∣∂unk

∂y

∣∣∣∣2 +

∣∣∣∣∂unk

∂z

∣∣∣∣2
)

(y, z) dydz

where we have applied the Poincaré inequality for the classical Dirichlet form
(EB(0,1), H

1 (B (0, 1))) given by

EB(0,1) (w) =

∫
B(0,1)

(∣∣∣∣∂w∂y
∣∣∣∣2 +

∣∣∣∣∂w∂z
∣∣∣∣2
)

(y, z) dydz, w ∈ H1 (B (0, 1)) .

Consequently,

lim
k→∞

n2
k

π

∫
M

∫
B

“
0, 1

nk

” |unk
(x, y, z)− vnk

(x)|2 ρ(x)dxdydz ≤ C

π
lim
k→∞

1

n2
k

Enk
(unk

) = 0,

because supk∈N Enk
(unk

) < ∞. This shows the strong convergence of {unk
}k to v

and ends the proof of the asymptotic compactness.
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Corollary 3.2.2. The sequence {En}n∈N compactly converges to E.

Proof. The assertion follows from Proposition 3.2.1 and Theorem 3.1.10.

The unique self-adjoint and non-negative operator L associated with the Dirich-
let form E is given by

Lu = −1

ρ
(ρu′)′ for u ∈ H2(M,m).

Denote by Ln the infinitesimal generators associated with the Dirichlet forms En.
According to Theorem 3.1.10 and Corollary 3.2.2, for the corresponding strongly
continuous contraction semigroups and the strongly continuous resolvents we have:

Corollary 3.2.3. (i) Rn
ζ → Rζ compactly for some ζ < 0;

(ii) T n
t → Tt compactly for some t > 0.

A standard Rellich embedding theorem asserts that if Ω ⊂ RN is a bounded
domain with smooth boundary ∂Ω then the embedding H1(Ω) ↪→ L2(Ω) is compact
(see for instance [Am78] or [Ne67]). The Rellich compact embedding theorem gives
the compactness of the resolvent. Theorem 3.1.10 allows us to state the convergence
of spectra, under a boundedness assumption:

Corollary 3.2.4. If M is a bounded interval of R and the density function ρ is
bounded then every kth eigenvalue of Ln converges to the corresponding kth eigen-
value of L.

Remark 3.2.5. One can prove a result similar to Proposition 3.2.1 for approxima-
tions by ”empty tubes” M̂n := M ×S2(0, 1/n) equipped with the metric gn induced
by the euclidian metric of R3, written in local coordinates (t, ϕn) as

gn := dt2 +
1

n2
dϕn

2.

The measures m̂n will be supposed to have n
2π
ρ(t) as weight w.r.t the Lebesgue

measure. Equivalently, one can work on M1 with the metric

gn := dt2 +
1

2πn2
ρ(t)dϕ1

2

and with the Lebesgue measure.
Defining now the Dirichlet form

Ên(un) :=

∫
cMn

|Oun|2dm̂n, un ∈ H1(M̂n, m̂n)
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we have with a proof absolutely similar to the one of Proposition 3.2.1 that:
(i) Ên → E in the sense of Γ-convergence;

(ii) The sequence {Ên}n∈N is asymptotically compact.
Again, this compact convergence of the Dirichlet forms will have as a conse-

quence the convergence of the corresponding resolvents and semigroups.
For bounded M , by mapping the surface M̂n into the chart consisting of an an-

nulus in R2 we obtain a Rellich compact embedding of the Sobolev spaceH1(M̂n, m̂n)

into L2(M̂n, m̂n). That leads to the compactness of the resolvent and eventually to
the convergence of spectra, by Theorem 3.1.10.

In fact, we can prove a result similar to Proposition 3.2.1 with some bound-
edness assumptions and with a more general density function ρ. Consider now the
bounded interval M , but with a measure m that has a density function ρ : M →
[α, β] ⊂ (0,∞) with respect to dx, which has a discontinuity point x0 ∈M =: (a, b)
such that ρ|(a,x0) and ρ|(x0,b) are smooth and both limits ρ−(x0) := limx↑x0 ρ(x) and
ρ+(x0) := limx↓x0 ρ(x) exist and are finite. Consider also smooth functions ρn : M →
[α, β] so that ρn = ρ on M \ (x0 − ε/n, x0 + ε/n) and define mn(dx) := ρn(x)dx as
a measure on Mn. Put

En (un) :=
n2

π

∫
Mn

(∣∣∣∣∂un

∂x

∣∣∣∣2 +

∣∣∣∣∂un

∂y

∣∣∣∣2 +

∣∣∣∣∂un

∂z

∣∣∣∣2
)

(x, y, z) ρn(x)dxdydz

for any un ∈ D (En) := H1 (Mn,mn) and

E (u) :=

∫
(a,x0)

|u′ (x)|2 ρ(x)dx+

∫
(x0,b)

|u′ (x)|2 ρ(x)dx,

for all u ∈ D (E) := {u ∈ C(M) : u|(a,x0) ∈ H1 ((a, x0),m) , u|(x0,b) ∈ H1 ((x0, b),m)}.
We are dealing in this way with a sort of singularity in x0, that will be a basic

model for patching edges together in order to construct a graph.

Proposition 3.2.6. The following assertions hold:
(i) En → E in the sense of Γ-convergence;
(ii) The sequence {En}n∈N is asymptotically compact.

Proof. The proof follows essentially the arguments from the proof of Proposition
3.2.1. Now, instead of reducing the calculus on (M1,m1) we can use M1 equipped
with the Lebesgue measure. For Γ-convergence we construct again v and vn and
show that vn → v in L2(M1, dxdydz) and v ∈ H1(M1, dxdydz), that gives u|(a,x0) ∈
H1 ((a, x0),m) , u|(x0,b) ∈ H1 ((x0, b),m)} together with the continuity of u in x0.
Essential for following the steps of the proof of Proposition 3.2.1 is the hypothesis 0 <
α ≤ ρ ≤ β on M , that will permit to reduce integrals with respect to mn to integrals
with respect to the Lebesgue measure. The proof of asymptotic compactness goes
exactly on the same lines.
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Let us observe that the associated ”Laplacian” on M is an operator which acts
as

Lu = −1

ρ
(ρu′)′

on each interval (a, x0) and (x0, b) for any u ∈ H2((a, x0), ρdx)
⊕

H2((x0, b), ρdx),
u continuous in x0. Moreover, all elements u from the domain of L must satisfy the
condition

ρ−(x0)u
′
−(x0) + ρ+(x0)u

′
+(x0) = 0

which is already a Kirchhoff boundary condition in x0.

3.2.2 Weighted tubes with variable width

Let M be an open interval of R endowed with the 1-dimensional Lebesgue measure
m = dx. We consider two continuous functions αn, βn : M → R+, n ∈ N and set

Mn :=
{
(x, y, z) ∈ R : x ∈M, y2 + z2 < αn (x)2} , n ∈ N.

Figure 3.1

We endow the sets Mn with the measures mn defined as

mn (dxdydz) :=
βn (x)

π
dxdydz, n ∈ N.

The L2-norm of an element un ∈ L2 (Mn,mn) will be

‖un‖L2(Mn,mn) =

(
1

π

∫
M

βn (x)

∫
B2(0,αn(x))

|un (x, y, z)|2 dydzdx

)1/2

, n ∈ N.

Proposition 3.2.7. If αn ↘ 0 uniformly on M and α2
nβn → 1 uniformly on M then

(Mn,mn) → (M,m) in the sense of the measured Gromov-Hausdorff convergence.
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Proof. The first two properties requested by the measured Gromov-Hausdorff con-
vergence are satisfied because the uniform convergence αn ↘ 0 implies supM αn ↘ 0
and if we define again fn : Mn →M by fn (x, y, z) = x then we get

|dn ((x1, y1, z1) , (x2, y2, z2))− d (x1, x2)| < 4 sup
M

αn

where (x1, y1, z1) , (x2, y2, z2) ∈Mn.
If u ∈ C0 (M) then

1

π

∫
Mn

u ◦ fn (x, y, z) βn (x) dxdydz =

∫
M

u (x) βn (x)αn (x)2 dx→
∫

M

u (x) dx,

which gives the property (3.1.5).

We define in a similar way the Dirichlet forms (En,D (En)), n ∈ N and
(E ,D (E)) by setting D (En) := H1 (Mn,mn), D (E) := H1 (M,m) and

En (un) :=
1

π

∫
M

βn (x)

∫
B(0,αn(x))

(∣∣∣∣∂un

∂x

∣∣∣∣2 +

∣∣∣∣∂un

∂y

∣∣∣∣2 +

∣∣∣∣∂un

∂z

∣∣∣∣2
)

(x, y, z) dxdydz

E (u) :=

∫
M

|u′ (x)|2 dx

for un ∈ H1 (Mn,mn), n ∈ N and u ∈ H1 (M,m) respectively.
We suppose that αn ↘ 0 and α2

nβn → 1, both uniformly on M.

Proposition 3.2.8. Let us assume in addition that αn ∈ C1 (M). Then the follow-
ing assertions hold:

(i) If α′n → 0 uniformly on M and {βn (x)}n∈N uniformly bounded from below
by a positive constant then {En}n∈N is Γ-convergent to E.

(ii) If the sequence {αn}n∈N is uniformly bounded then {En}n∈N is asymptoti-
cally compact.

Proof. Let {un}n∈N with un ∈ L2 (Mn,mn) , n ∈ N be a sequence strongly convergent
to u ∈ L2 (M,m) which implies

lim
n→∞

∫
M

βn (x)

∫
B(0,αn(x))

|u (x)− un (x, y, z)|2 dydzdx = 0

or equivalently

lim
n→∞

∫
M

βn (x)

∫
B(0,1)

|u (x)− un (x, αn (x) y, αn (x) z)|2 dydzdx = 0 (3.2.5)
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Denote vn (x, y, z) := un (x, αn (x) y, αn (x) z) and v (x, y, z) := u (x) for each (x, y, z)

in M̃1 := M × B (0, 1). By our hypothesis there exists a constant c > 0 such that
βn (x) ≥ c for each x ∈M and n ∈ N. Then

lim
n→∞

∫
gM1

|v (x, y, z)− vn (x, y, z)|2 dxdydz

≤ 1

c
lim

n→∞

∫
M

βn (x)

∫
B(0,1)

|u (x)− un (x, αn (x) y, αn (x) z)|2 dydzdx = 0

and thus vn → v in L2(M̃1, dxdydz).
In order to prove the first property (3.1.8) from the definition of Γ-convergence

we may suppose lim infn→∞ En (un) < ∞. In fact, replacing {un}n∈N by a sub-
sequence if necessary we may suppose that un ∈ H1(Mn,mn) = D (En) for each

n ∈ N. Then vn ∈ H1(M̃1) and

EgM1
(vn) =

1

π

∫
gM1

|∇vn|2 (x, y, z) dxdydz

=
1

π

∫
gM1

(∣∣∣∣∂un

∂x
+ α′n (x)

∂un

∂y
+ α′n (x)

∂un

∂z

∣∣∣∣2 + α2
n (x)

∣∣∣∣∂un

∂y

∣∣∣∣2
+α2

n (x)

∣∣∣∣∂un

∂z

∣∣∣∣2
)

(x, αn (x) y, αn (x) z) dxdydz.

By using the inequality ab+ bc+ ca ≤ a2 + b2 + c2, a, b, c ∈ R we obtain

∂un

∂x

∂un

∂y
+
∂un

∂y

∂un

∂z
+
∂un

∂z

∂un

∂x
≤ |∇un|2 . (3.2.6)

.
Let 0 < ε < 1 be fixed. By using our hypothesis there exists n0 ∈ N such that

for every n ≥ n0 and every x ∈M we have simultaneously

αn (x) < 1

α′n (x) < ε

αn (x)2 βn (x) > 1− ε,

which, together with (3.2.6), yields

EgM1
(vn) ≤ 1

π
(1 + 3ε)

∫
gM1

αn (x)2 βn (x)

1− ε
|∇un|2 (x, αn (x) y, αn (x) z) dxdydz

=
1 + 3ε

1− ε
En (un) ,
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for any n ≥ n0. Then

lim sup
n→∞

EgM1
(vn) ≤ 1 + 3ε

1− ε
lim inf
n→∞

En (un)

for each 0 < ε < 1. Now if we let ε to tend to 0 we get

lim sup
n→∞

EgM1
(vn) ≤ lim inf

n→∞
En (un) <∞.

Since we have also proved vn → v in L2(M̃1), according to Lemma 2.12 in [MR92]

one obtains v ∈ D(EgM1
) = H1(M̃1) and EgM1

(v) ≤ lim infn→∞ EgM1
(vn). Finally we

obtain u ∈ H1 (Mn,mn) and

E (u) = EgM1
(v) ≤ lim inf

n→∞
EgM1

(vn) ≤ lim inf
n→∞

En (un) ,

which proves (3.1.8).
In order to prove (3.1.9), for each u ∈ L2 (M,m) we choose un = u ◦ fn.

Obviously un → u strongly and En (un) → E (u).

(ii) Let now {un}n∈N be a sequence with un ∈ L2 (Mn,mn), n ∈ N, such that

sup
n∈N

(En (un) + ‖un‖2
L2(Mn,mn)) <∞.

For x ∈M arbitrarily fixed we define

vn (x) :=
1

παn (x)2

∫
B(0,αn(x))

un (x, y, z)

=
1

π

∫
B(0,1)

un (x, αn (x) y, αn (x) z) dydz

Then

‖vn‖2
L2(M,m) =

1

π2

∫
M

∣∣∣∣∫
B(0,1)

un (x, αn (x) y, αn (x) z) dydz

∣∣∣∣2 dx
≤ k1 ‖un‖2

L2(Mn,mn)

with k1 > 0 constant, and

E (vn) =

∫
M

|vn (x)|2 dx

=
1

π2

∫
M

∣∣∣∣∫
B(0,1)

(
∂un

∂x
+ α′n (x)

∂un

∂y
+ α′n (x)

∂un

∂z

)
(x, αn (x) y, αn (x) z) dydz

∣∣∣∣2dx
≤ k2En (un) ,
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since {α′n}n∈N is uniformly bounded by our hypothesis. We proved that {vn}n∈N
is bounded in the L2-norm and in the E1/2-seminorm, which implies the existence
of a subsequence {vnk

}k∈N L2-convergent to a v ∈ L2 (M,m). We will show that
unk

→ v strongly, more precisely we will prove

lim
k→∞

∫
M

βnk
(x)

∫
B(0,αnk

(x))
|unk

(x, y, z)− vnk
(x)|2 dydzdx. (3.2.7)

For each x ∈ M fixed we define wx
nk

(y, z) := unk
(x, αnk

(x) y, αnk
(x) z) for (y, z) ∈

B (0, 1), k ∈ N. Then, by applying the Poincaré inequality for the classical Dirichlet
form (EB(0,1), H

1 (B (0, 1)) we get

∫
B(0,αnk

(x))
|unk

(x, y, z)− vnk
(x)| dydz

= αnk
(x)2

∫
B(0,1)

∣∣∣∣wx
nk

(y, z)− 1

π

∫
B(0,1)

wx
nk

(y, z) dydz

∣∣∣∣2 dydz
≤ Cαnk

(x)2 EB(0,1)

(
wx

nk

)
= Cαnk

(x)2

∫
B(0,1)

∣∣∇wx
nk

∣∣2 (y, z) dydz

≤ Cαnk
(x)4

∫
B(0,1)

|∇unk
|2 (x, αnk

(x) y, αnk
(x) z) dydz

for any x ∈M fixed. Therefore we obtain

lim
k→∞

∫
M

βnk
(x)

∫
B(0,αnk

(x))
|unk

(x, y, z)− vnk
(x)|2 dydzdx

≤ C lim
k→∞

∫
M

βnk
(x)αnk

(x)2

∫
B(0,αnk

(x))
|∇unk

|2 (x, y, z) dydzdx

≤ C lim
k→∞

‖αnk
‖L∞(M,m) E

nk (unk
) = 0

because αnk
→ 0 uniformly and supk∈N Enk (unk

) < ∞ and then unk
→ v strongly,

which ends the proof.

Corollary 3.2.9. If {αn}n∈N ⊂ C1 (M), {βn}n∈N ⊂ C (M) with αn > 0, βn ≥ k > 0
on M , n ∈ N such that αn ↘ 0, α′n → 0, α2

nβn → 1 uniformly on M then
(i){En}n∈N compactly converges to E.
(ii) Rn

ζ → Rζ compactly for some ζ < 0;
(iii) T n

t → Tt compactly for some t > 0.
Moreover, if M is a bounded interval of R then every kth eigenvalue of Ln

converges to the corresponding kth eigenvalue of L.
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Remark 3.2.10. One can prove similar results for approximations by surfaces

M̂n :=
{
(x, y, z) ∈ R : x ∈M, y2 + z2 = αn (x)2} , n ∈ N.

equipped with metric gn induced by the euclidian metric of R3, written in local
coordinates (t, ϕn) as

gn := dt2 + αn (t)2 dϕn
2.

The measures m̂n will have βn(t)/2π as weight w.r.t the Lebesgue measure.
Defining now the Dirichlet form

Ên(un) :=

∫
cMn

|Oun|2dm̂n, un ∈ H1(M̂n, m̂n),

under the assumptions that {αn}n∈N ⊂ C1 (M), {βn}n∈N ⊂ C (M) with αn > 0,
βn ≥ k > 0 on M , n ∈ N such that αn ↘ 0, α′n → 0, α2

nβn → 1 uniformly on M we
have

(i) Ên → E in the sense of Γ-convergence;

(ii) The sequence {Ên}n∈N is asymptotically compact.

(iii) R̂n
ζ → Rζ compactly for some ζ < 0;

(iv) T̂ n
t → Tt compactly for some t > 0.

3.3 The case of the N-spider

We consider now the simplest example of graph, whose study will serve for defining
graph-like structures approximating more general finite graphs.

Let N ≥ 3 be a finite integer number. We consider the graph M :=
(⋃N

i=1 ei

)
∪

{O} consisting of N edges emanating from the vertex O. An edge ei can be identified
with an interval Ii = [0, li] where li is the length of ei. One can see M as a metric
measure space with the graph metric and with the measure m such that m is given
by ρi(x)dx on each edge ei, with ρi : Ii → (0,∞) a smooth density function for any
i = 1, . . . , N . We consider

L2(M,m) =
N⊕

i=1

L2(Ii, ρi(x)dx)

and

‖u‖2
M =

N∑
i=1

‖ui‖2
Ii

=
N∑

i=1

∫
Ii

|ui(x)|2ρi(x) dx,
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where ui := u|ei
∈ L2(Ii, ρi(x)dx).

We consider also the open sets Mn ⊃
{
x ∈ R3 : d (x,M) < 1

n

}
with the euclid-

ian metric and such that there exists a sequence rn ↘ 0 with

Mn \B3 (O, rn) =

{
x ∈ R3 : d (x,M) <

1

n

}
\B3 (O, rn) .

Additionally we shall assume in the sequel that r3
n goes to 0 faster than 1/n2:

n2r3
n → 0 as n→∞. (3.3.1)

This assumption ensures the fact that the vertex-neighborhood part of Mn enclosed
in the ball B3 (O, rn) shrinks to the vertex O faster than the edge-neighborhood
part shrinks to the union of edges. Notice that the edge-neighborhood part of Mn

consists of the union of N cylinders around interior segments of the edges. We
decompose Mn = M tube

n ∪ (Mn \M tube
n ) where M tube

n =
⋃N

i=1M
tube
n,i is the union of

those N cylindrical tubes of radius 1/n contained in Mn.
Let us equip the metric space Mn with a measure mn which is absolutely

continuous with respect to the 3-dimensional Lebesgue measure λ3:

mn :=
n2

π
θn · λ3|Mn .

We choose the corresponding density θn : Mn → (0,∞) to be smooth and such
that (M tube

n,i ,mn|Mtube
n,i

) is isomorphic with (Ii×B2(0, 1/n), n2

π
ρi(x)dxdydz) as metric

measure spaces. Suppose also that 0 < a ≤ θn ≤ b uniformly on Mn.

Figure 3.2
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Proposition 3.3.1. (Mn,mn) → (M,m) in the sense of measured Gromov-Hausdorff
convergence.

Proof. We denote by Mn,i the full tube around the edge ei, i = 1, ..., N and by
fn,i : Mn,i → Ii, i = 1, ..., N the projection that we used in subsection 3.2.1. We
define fn : Mn →M the continuous projection of the whole set Mn on the graph M
such that fn = fn,i on M tube

n,i , i = 1, ..., N.
For u ∈ C0 (M) we have

lim
n→∞

∫
Mn

u ◦ fn dmn = lim
n→∞

∫
Mtube

n

u ◦ fn dmn + lim
n→∞

∫
Mn\Mtube

n

u ◦ fn dmn =

=
N∑

1=1

lim
n→∞

∫
Mn,i

u ◦ fn,i dmn + lim
n→∞

∫
Mn\Mtube

n

u ◦ fn dmn

−
N∑

i=1

lim
n→∞

∫
Mn,i\Mtube

n,i

u ◦ fn,i dmn,

but ∫
Mn\Mtube

n

u ◦ fndmn ≤ ‖u‖L∞mn(Mn\M tube
n ) ≤ ‖u‖L∞mn(B(O, rn))

= ‖u‖L∞
n2

π

4πr3
n

3
sup

B3(O,rn)

θn → 0 as n→∞

and similarly ∫
Mn,i\Mtube

n,i

u ◦ fn,i dmn → 0 as n→∞.

Therefore, by the measured Gromov-Hausdorff convergence that we have got for
tubes within 3.2.1, we have

lim
n→∞

∫
Mn

u ◦ fn dmn =
N∑

i=1

∫
ei

u dm =

∫
M

u dm, u ∈ C0 (M) .

We shall work in the sequel with stronger assumption on the approximating
sets Mn, namely that our εn-approximations fn : Mn → M may be chosen to be
Lipschitz. See that at least for Mn =

{
x ∈ R3 : d (x,M) < 1

n

}
the maps fn can be

chosen Lipschitz.

Let us define the Dirichlet forms

E (u) :=
N∑

i=1

∫
Ii

|u′ (x)|2 ρi(x) dx, for u ∈ C (M) with u|Ii
∈ H1 (Ii) , ∀i (3.3.2)
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En (un) :=

∫
Mn

|∇un|2 dmn, for un ∈ H1 (Mn) , n ∈ N. (3.3.3)

Then we have the following convergence result

Theorem 3.3.2. (i) En → E in the sense of Γ-convergence.
(ii) The sequence {En}n∈N is asymptotically compact.

Proof. (i) Let us consider the sequence {un}n∈N with un ∈ L2 (Mn,mn) and u ∈
L2 (M,m) such that un → u strongly. We have to prove that

E (u) ≤ lim inf
n→∞

En (un) . (3.3.4)

We may suppose lim infn→∞ En (un) < ∞; replacing {un}n∈N by a subsequence if
necessary we may assume un ∈ D(En), n ∈ N. We decompose Mn = M δ

n∪ (M \M δ
n),

M = M δ ∪ (M \ M δ) where M δ
n := Mn \ B (0, δ), M := M \ B (0, δ) for δ > 0

arbitrarily fixed. Denote

En
δ (vn) : =

∫
Mδ

n

|∇vn|2 dmn, vn ∈ H1(M δ
n)

Eδ (v) : =

∫
Mδ

|∇v|2 dm, v ∈ H1(M δ)

For δ > 0 fixed and n large enough M δ
n is the disjoint union of N cylinders for

which we have proved already the Γ-convergence En
δ → Eδ. Since un → u implies

un|Mδ
n
→ u|Mδ we conclude that

Eδ (u|Mδ) ≤ lim inf
n→∞

En
δ

(
un|Mδ

n

)
≤ lim inf

n→∞
En (un) , δ > 0. (3.3.5)

Obviously u|Ii
∈ H1 (Ii, dx) for each i = 1, . . . , N because u ∈ H1(M δ) for each

δ > 0. If we knew that u lies in C (M) then

E (u) = Eδ (u|Mδ) +
N∑

i=1

∫
Ii\Mδ

|u′ (x)|2 dx

and the last term tends to 0 for δ → 0, which together with (3.3.5) yields (3.3.4).
Therefore it remains to prove u ∈ C (M).

Let us consider a set M̂n ⊂ Mnwith M̂n ∩M tube
n,i = ∅ for i = 3, ..., N , with

M tube
n,1 ,M

tube
n,2 ⊂ M̂n and such that there exist the maps Ψn : Jn → M̂n with Jn

cylindrical tube of radius 1/n around the segment J , Ψn bijection with Ψn ∈ C1 (Jn),

Ψ−1
n ∈ C1(M̂n) and Ψn bi-Lipschitz. We identify the segment J with e1∪e2∪{O} by

the continuous bi-Lipschitz map Ψ : J → e1∪ e2∪{O}. We consider the projections

f̂n : M̂n → e1 ∪ e2 ∪{O}, f̂n := Ψ ◦ϕn ◦Ψ−1
n where ϕn : Jn → J the projections that

we used for cylindrical tubes in 3.2.1. Because M tube
n,1 ,M

tube
n,2 ⊂ M̂n are cylindrical
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Figure 3.3

tubes of radius 1
n
, one has f̂n = fn on M tube

n,1 ∪M tube
n,2 . Let m′

n be the measure on Jn

given by m′
n(A) := mn(Ψn(A)) for any Borel set A ⊂ Jn. Denote by m′ the measure

obtained in a similar way on J : m′ = m ◦Ψ.
We shall prove that un|dMn

→ u|e1∪e2∪{O} strongly for the measured Gromov-

Hausdorff convergence (M̂n,mn|dMn
) →

(
e1 ∪ e2 ∪ {O},m|e1∪e2∪{O}

)
with εn-appro-

ximations f̂n. Since un → u strongly for the measured Gromov-Hausdorff con-
vergence (Mn,mn) → (M,m) with εn-approximations fn, there exists a sequence
{vk}k∈N ⊂ C0 (M) with vk → u in L2 (M,m) such that

lim
k→∞

lim sup
n→∞

∫
Mn

|vk ◦ fn − un|2 dmn = 0 (3.3.6)

and therefore

lim
k→∞

lim sup
n→∞

∫
dMn∩Mtube

n

∣∣∣vk ◦ f̂n − un

∣∣∣2 dmn

= lim
k→∞

lim sup
n→∞

∫
dMn∩Mtube

n

|vk ◦ fn − un|2 dmn = 0.

We have∫
dMn\Mtube

n

∣∣∣vk ◦ f̂n − un|2 dmn

≤ 2

∫
dMn\Mtube

n

∣∣∣vk ◦ f̂n

∣∣∣2 dmn + 2

∫
dMn\Mtube

n

|un|2 dmn

≤ 2 ‖vk‖L∞mn(M̂n \M tube
n ) + 2

∫
dMn\Mtube

n

|un|2 dmn,
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and from (3.3.6) we deduce

lim sup
n→∞

∫
dMn\Mtube

n

|un|2 dmn ≤ 2 lim
k→∞

lim sup
n→∞

∫
dMn\Mtube

n

|vk ◦ fn − un|2 dmn

+ 2 lim
k→∞

lim sup
n→∞

∫
dMn\Mtube

n

|vk ◦ fn|2 dmn

≤ 2 lim
k→∞

lim sup
n→∞

‖vk‖L∞mn(M̂n \M tube
n ) = 0

and consequently

lim
k→∞

lim sup
n→∞

∫
dMn∩Mtube

n

∣∣∣vk ◦ f̂n − un

∣∣∣2 dmn = 0.

Since {vk|e1∪e2∪{O}}k ⊂ C0(e1 ∪ e2 ∪ {O}) we conclude that un|dMn
→ u|e1∪e2∪{O}

strongly for the measured Gromov-Hausdorff convergence

(M̂n,mn|dMn
) →

(
e1 ∪ e2 ∪ {O},m|e1∪e2∪{O}

)
with εn-approximations f̂n, which is equivalent to the strong convergence un ◦Ψn →
u ◦Ψ for the measured Gromov-Hausdorff convergence (Jn,m

′
n) → (J,m′) with εn-

approximations ϕn. Because un ∈ H1 (Mn) we get un ◦ Ψn ∈ H1 (Jn) and from the
Γ-convergence that we proved for cylindrical tubes within the subsection 3.2.1 we
deduce u ◦ Ψ ∈ H1 (J) ⊂ C (J) and thus u ∈ C (e1 ∪ e2 ∪ {O}). In a similar way
we prove u ∈ C (ei ∪ ej ∪ {O}) for i, j = 1, ..., N , i 6= j, therefore u ∈ C (M), which
ends the proof of (3.3.4).

In order to prove the second property (3.1.9) from the definition of the Γ-
convergence we consider u ∈ L2 (M,m) and we define un := u◦fn, n ∈ N. Obviously
un → u.

Since our εn-approximations fn : Mn → M may be chosen Lipschitz, they
satisfy the following two properties:

1. u ∈ C (M) with u|Ii
∈ H1 (Ii) ∀i ⇔ u ◦ fn ∈ H1 (Mn) ∀n (the implication

”⇐” was proved above)
2. |∇ (u ◦ fn)|2 ≤ k (u′)2 ◦ fn ∀n with k > 0 constant.

Because one inequality from (3.1.9) was proved above, it remains to show

E (u) ≥ lim sup
n→∞

En (un) (3.3.7)

and we may suppose that E (u) < ∞ ⇔ u ∈ C (M) with u|Ii
∈ H1 (Ii), ∀i. Accor-

ding to our assumption we have u◦fn ∈ H1 (Mn) ∀n. We know that En
Mtube

n
(u ◦ fn) =

EM∩Mtube
n

(u) from the cylindrical case and then

lim sup
n→∞

(En (un)− E (u)) = lim sup
n→∞

(
En

Mn\Mtube
n

(un)−
N∑

i=1

∫
ei\Mtube

n

|u′|2 dm

)
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= lim sup
n→∞

(∫
Mn\Mtube

n

|∇ (u ◦ fn)|2 dmn −
N∑

i=1

∫
ei\Mtube

n

|u′|2 dm

)

≤ k lim sup
n→∞

(∫
Mn\Mtube

n

|u′|2 ◦ fndmn −
N∑

i=1

∫
ei\Mtube

n

|u′|2 dm

)

= lim sup
n→∞

k

(∫
Mn

|u′|2 ◦ fndmn −
∫

Mtube
n

|u′|2 ◦ fndmn

N∑
i=1

∫
ei\Mtube

n

|u′|2 dm

)

= lim sup
n→∞

k

(∫
Mn

|u′|2 ◦ fndmn −
∫

M∩Mtube
n

|u′|2 dm−
N∑

i=1

∫
ei\Mtube

n

|u′|2 dm

)
= 0.

(ii) Let us suppose that {un}n∈N is a sequence with un ∈ L2 (Mn,mn) such
that supn∈N(En (un)+‖un‖2

L2(Mn,mn)) <∞. We have to find a subsequence {unk
}k∈N

strongly convergent. We denote by M̃n,1 = f−1
n (e1) which is an open subset of Mn

and we consider the maps Ψn : Jn → M̃n,1 with Jn the open cylindrical tube of radius

1/n around the segment J , Ψn bijections with Ψn ∈ C1 (Jn), Ψ−1
n ∈ C1(M̃n,1), Ψn

bi-Lipschitz maps. The segment e1 is identified with J by the map Ψ : J → e1. We
have proved already the asymptotic compactness for cylindrical tubes. According
to Lemma 3.3.3 stated below we have

sup
n∈N

(
En

J (un ◦Ψn) + ‖un ◦Ψn‖L2(Jn,mn)

)
<∞

and therefore there exists a subsequence {unk
◦Ψnk

}k∈N strongly convergent to a v1 ∈
H1 (J) or equivalently

{
unk

|fMn,1

}
k∈N

is strongly convergent to v1 ◦ Ψ−1 ∈ H1 (e1).

We replace now the initial sequence {un}n∈N by {unk
}k∈N for the simplicity of the

notation and we repeat the procedure for the edges e2 and e3, ..., eN−1 and eN , and

we obtain a subsequence {unk
}k∈N such that

{
unk

|fMn,i

}
k∈N

is strongly convergent

to ui := vi ◦ Ψ−1 ∈ H1 (ei), i = 1, ..., N . We define u = ui on ei, i = 1, ..., N . For
each i = 1, ..., N there exists a sequence {vi

j}j∈N ⊂ C0 (ei) L2-convergent to ui such
that

lim
j→∞

lim sup
k→∞

∫
fMn,i

∣∣∣vi
j ◦ fnk

− unk
|fMn,i

∣∣∣2 dmnk
= 0

Then the functions vj := vi
j on ei, vj (O) = 0 belong to C0 (M), the sequence {vj}j∈N

is L2-convergent to u and

lim
j→∞

lim sup
k→∞

∫
Mn

|vj ◦ fnk
− unk

|2 dmnk
= 0,

which proves the strong convergence of {unk
}k∈N to u.
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Lemma 3.3.3. Let Qn, n ∈ N be open subsets of R3 such that there exist the maps
Ψn : Jn → Qn with Jn the open cylindrical tube of radius 1

n
around the segment

J (Jn = J × B2 (0, 1/n)), Ψn bijections with Ψn ∈ C1 (Jn), Ψ−1
n ∈ C1(Qn) and

Ψn are bi-Lipschitz maps. Suppose that Jn and J are equipped with metrics and
measures mn and m like in Proposition 3.2.6, Q is either a segment or the union
of two segments of R3 and denote Ψ : J → Q the isometry between J and Q that
preserves the singularity. We consider the maps gn : Qn → Q, gn := Ψ ◦ ϕn ◦ Ψ−1

n

where ϕn : Jn → J are the projections that we used in subsection 3.2.1. If we
denote m′

n := mn ◦ Ψn and m′ := m ◦ Ψ then (Qn,mn) → (Q,m) in the sense
of measured Gromov-Haussdorf convergence with εn-approximations gn. Moreover,
L2 (Qn,m

′
n) 3 un → u ∈ L2 (Q,m′) strongly if and only if L2 (Jn,mn) 3 un ◦ Ψn →

u ◦Ψ ∈ L2 (J,m) strongly, un ∈ H1 (Qn) if and only if un ◦Ψn ∈ H1 (Jn) and there
exists C > 0 such that

1

C
‖un ◦Ψn‖L2(Jn,mn) ≤ ‖un‖L2(Qn,mn”) ≤ C ‖un ◦Ψn‖L2(Jn,mn) (3.3.8)

1

C
En

J (un ◦Ψn) ≤ En
Q (un) ≤ CEn

J (un ◦Ψn) (3.3.9)

Proof. We showed in Proposition 3.2.6 that (Jn,mn) → (J,m) in the sense of the
measured Gromov-Hausdorff convergence, and our hypothesis about the maps Ψn,
n ∈ N and Ψ ensures us that (Jn,mn) and (Qn,m

′
n) , n ∈ N, (J,m) and (Q,m′)

respectively have the same isomorphism classes. The fact that un ∈ H1 (Qn) if
and only if un ◦ Ψn ∈ H1 (Jn) is well-known (see for instance Proposition IX.6
in [Bre92]). The proof of inequalities (3.3.8) and (3.3.9) consists in applying the
formula of changing the variables for the integrals that appear and using the fact
that the partial derivatives of Ψn and Ψ−1

n are bounded, since Ψn are bi-Lipschitz
maps.

Corollary 3.3.4. The sequence {En}n∈N compactly converges to E.

There exists a unique self-adjoint and non-negative operator L associated with
E , whose domain consists of those u ∈ C(M) with u|ei

∈ H2(Ii), ∀i.
On an edge ei the operator L is given by

Lu = − 1

ρi

(ρiu
′
i)
′. (3.3.10)

Moreover, L satisfies the Kirchhoff boundary condition in the vertex O:

N∑
i=1

ρi(O)u′i(O) = 0, (3.3.11)
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where the derivative is taken on each edge in the direction away from the vertex O.
Indeed, from the condition

E(u, u) = 〈Lu, u〉 for any u in the domain of L

we derive

N∑
i=1

∫ li

0

(u′i)
2ρidx = −

N∑
i=1

∫ li

0

(ρiu
′
i)
′uidx = −

N∑
i=1

(ρiu
′
iui)|li0 +

N∑
i=1

∫ li

0

(u′i)
2ρidx

for any u ∈ C(M) with u|ei
∈ H2(Ii), ∀i. Since u is continuous in O we obtain the

Kirchhoff boundary condition (3.3.11) in the vertex O, plus a Neumann boundary
condition in the loose vertices u′(li) = 0 for each i.

From Theorem 3.1.10 and Corollary 3.3.4 the following result is straightfor-
ward.

Corollary 3.3.5. For the corresponding strongly continuous contraction semigroups
and the strongly continuous resolvents associated with E and En we have:

(i) Rn
ζ → Rζ compactly for some ζ < 0;

(ii) T n
t → Tt compactly for some t > 0.

Our approximating domains Mn don’t necessarily have a smooth boundary,
but they are at least Lipschitz, in the sense that locally, ∂Mn can be written as the
(euclidian) graph of a Lipschitz function with Mn lying on one side of the graph. On
such domains a Rellich compact embedding theorem still holds (see [Ros98]). Since
the Rellich compact embedding theorem gives the compactness of the resolvent for
bounded domains, from Theorem 3.1.10 we obtain also the convergence of spectra
of the associated generators Ln:

Corollary 3.3.6. The kth eigenvalue of Ln converges to the kth eigenvalue of L as
n→∞ for any k.

Remark 3.3.7. The convergence of spectra of the Neumann Laplacian on graph-like
compact manifolds has been treated quite extensively in the paper [EP05]. They
analyze there graph-like manifolds that around the edges behave like cylindrical
neighborhoods with weights and three different cases of vertex-neighborhoods, that
produce different operators in the limit. The limit operator on the graph depends on
whether the vertex neighborhood decays (in volume) faster, slower, or at the same
rate with the edge-neighborhood.

Our study considered open subsets of R3, a more divers class of edge-neighbor-
hoods and a decay of the volume of the vertex-neighborhood that should be faster
than the one of the edge-neighborhoods. Besides, the Kuwae-Shioya approach
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gives the convergence of the whole structure heat kernel-Dirichlet form-resolvent-
semigroup on our open domain towards the one on the graph. The other two cases
that [EP05] solved give in the limit some operators that are not defined on L2(M,m),
but on a more general Hilbert space that contains L2(M,m) as a subspace. There-
fore, we cannot expect that the Kuwae-Shioya theory in its actual form could handle
those two cases too.

In fact, the convergence of spectra has been investigated intensively in the last
years, also for boundary conditions other than Neumann. Mixed boundary condi-
tions for the approximating sequence of manifolds have been considered in [Po05],
[Gr07]. In [Po05] for instance the main result states the convergence of the spectra
of a family of approximating open sets from R2 with small vertex neighborhoods
and with a mixed boundary condition towards the spectrum of the Laplacian on
the graph with Dirichlet boundary condition, which is actually a graph operator
without coupling between edges. The paper [Po06] studies the approximations with
non-compact manifolds and in the Neumann case gives, besides the convergence of
spectra, the norm convergence of resolvents.
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(2004): The surface limit of Brownian motions in tubular neighborhoods
of an embedded Riemannian manifold, J. Funct. Anal. 206 no. 2, 391–413.

[SW04b] N. Sidorova, O.G. Smolyanov, H. v. Weizsäcker, O. Wittich
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