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Abstract

This work deals with 3D motion analysis from stereo image sequences for driver assistance
systems. It consists of two parts: the estimation of motion from the image data and the seg-
mentation of moving objects in the input images. The content can be summarized with the
technical term machine visual kinesthesia, the sensation or perception and cognition of motion.

In the first three chapters, the importance of motion information is discussed for driver assis-
tance systems, for machine vision in general, and for the estimation of ego motion. The next two
chapters delineate on motion perception, analyzing the apparent movement of pixels in image
sequences for both a monocular and binocular camera setup. Then, the obtained motion infor-
mation is used to segment moving objects in the input video. Thus, one can clearly identify the
thread from analyzing the input images to describing the input images by means of stationary
and moving objects. Finally, I present possibilities for future applications based on the contents
of this thesis. Previous work in each case is presented in the respective chapters.

Although the overarching issue of motion estimation from image sequences is related to prac-
tice, there is nothing as practical as a good theory (Kurt Lewin). Several problems in computer
vision are formulated as intricate energy minimization problems. In this thesis, motion analysis
in image sequences is thoroughly investigated, showing that splitting an original complex prob-
lem into simplified sub-problems yields improved accuracy, increased robustness, and a clear
and accessible approach to state-of-the-art motion estimation techniques.

In Chapter 4, optical flow is considered. Optical flow is commonly estimated by minimizing
the combined energy, consisting of a data term and a smoothness term. These two parts are
decoupled, yielding a novel and iterative approach to optical flow. The derived Refinement Op-
tical Flow framework is a clear and straight-forward approach to computing the apparent image
motion vector field. Furthermore this results currently in the most accurate motion estimation
techniques in literature. Much as this is an engineering approach of fine-tuning precision to
the last detail, it helps to get a better insight into the problem of motion estimation. This
profoundly contributes to state-of-the-art research in motion analysis, in particular facilitating
the use of motion estimation in a wide range of applications.

In Chapter 5, scene flow is rethought. Scene flow stands for the three-dimensional motion
vector field for every image pixel, computed from a stereo image sequence. Again, decoupling
of the commonly coupled approach of estimating three-dimensional position and three dimen-
sional motion yields an approach to scene flow estimation with more accurate results and a
considerably lower computational load. It results in a dense scene flow field and enables addi-
tional applications based on the dense three-dimensional motion vector field, which are to be
investigated in the future. One such application is the segmentation of moving objects in an
image sequence. Detecting moving objects within the scene is one of the most important fea-
tures to extract in image sequences from a dynamic environment. This is presented in Chapter 6.

Scene flow and the segmentation of independently moving objects are only first steps towards
machine visual kinesthesia. Throughout this work, I present possible future work to improve the
estimation of optical flow and scene flow. Chapter 7 additionally presents an outlook on future
research for driver assistance applications. But there is much more to the full understanding of
the three-dimensional dynamic scene. This work is meant to inspire the reader to think outside
the box and contribute to the vision of building perceiving machines.
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CHAPTER 1

Introduction

We’re teaching cars to see, because mum can’t be everywhere.

c© Daimler active safety campaign

Contents

1.1 Eyes for Intelligent Vehicles . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Intelligent Vehicle Safety Systems . . . . . . . . . . . . . . . . . . . . 3
1.3 Motion Analysis via Visual Kinesthesia . . . . . . . . . . . . . . . . . 4
1.4 Energy Minimization Problems . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Contributions of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . 7

1.5.1 Visual Kinesthetic Perception (Theory) . . . . . . . . . . . . . . . . . . 7
1.5.2 Visual Kinesthetic Cognition (Application) . . . . . . . . . . . . . . . . 8

1.1 Eyes for Intelligent Vehicles

“Keep your eyes on the road” is one of the first rules taught to a new driver [87]. But as
with many rules, we do not always practice what we preach. Answering cell phones, paying
attention to route guidance systems, applying make up and filing complicated paperwork often
catch our attention. We are frequently distracted from keeping our eyes focused on the road.
Even for experienced drivers, the monotonous task of driving on the interstate highway can be
very tiresome. Our eyes are getting tired and our time of reaction is slowing down; the risk of
accidents increases.

The human eye has its limitations, which can have deadly consequences. Nine out of
ten car crashes are caused by human error. In more than 20 percent of those crashes,
sleep is the culprit [87, 23].

Over the last decades, vehicles have become indispensable in our everyday life. They have
developed from a pure means of transportation to a central piece of our lifestyle, be it a sports
car or a luxury car, or even a camper van. The development of cars is ever-progressing and
hopefully many accidents can “be prevented in the future if vehicles are equipped with suitable
assistance systems. A worthy goal, if ever there was one” [23]. . .
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Figure 1.1: The left image illustrates the camera setup in the demonstrator car. The middle image shows
the Night Vision System [17] and the right image the Speed Limit Recognition, two computer vision
based assistance applications in the new Daimler E class (W212 model).

The environment perception group at Daimler “is exploring new ways to give cars their own
eyes” [87]. A pair of video cameras, mounted about 30 centimeter apart, monitors the road in
front of the vehicle. The video input signal is transferred to a computer. Here, the signal is
analyzed algorithmically and relevant information about the image content is obtained. Typical
applications based on the visual perception of the environment range from low level image
processing to higher level pattern recognition and image understanding.

Image quality enhancement (e. g. remove noise or increase contrast) serves for better percep-
tion of the vehicle environment by presenting the processed image to the vehicle operator. One
example of such a technique is the Night Vision assistant developed by Bosch in cooperation
with Mercedes-Benz (see Figure 1.1 for a sample image). The Night Vision system provides
increased visibility by illuminating the scene with infrared light and showing an image to the
driver which is increased in contrast.

High level image processing goes a step further, analyzing the camera images to extract scene
information. This includes vehicle and lane detection, traffic sign recognition, scene model
reconstruction, and the perception of motion. The whole process of information extraction from
images is called machine vision or computer vision. This information may again be passed onto a
situation analysis level which warns the driver or takes over the control of the vehicle. Intelligent
vehicles with such cognitive skills will help to prevent crashes.

Some applications such as lane keeping or vehicle following are well-known applications which
every driver performs on a daily basis. Detecting lane markings and other traffic participants is
a preliminary requirement to automate these rather simple tasks.

In order to automate driving maneuvers, simply detecting other traffic participants
in the camera images often is not sufficient. In a driving vehicle, the image content
is moving although objects may be static. If, additionally, image contents move
in different directions the task may get rather complex. Intelligent vehicles have to
cope with different object motions and with different types of uncertainties. In traffic
environments, the knowledge about the dynamic movement in the scene can make
the difference between a good and a bad choice when it comes to decision making.

Eyes for intelligent vehicles do not blink. They stay focused on the road and do not get tired.
These eyes need to be trained to perceive the environment with high precision and to develop
cognitive skills. Such skills will one day help intelligent vehicles to make autonomous decisions
and to increase traffic safety. This thesis acquires novel ways of “teaching cars to see, because
mum can’t be everywhere” 1.

1Slogan taken from the Daimler active safety campaign.
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Figure 1.2: In 2003 outside of cities 28 % of all vehicle fatalities were car-to-car head-on collisions. If
either car knew the exact dynamic movement of the approaching car, such collisions might be avoided
by taking reactive actions. Images and text c© Torsten Wiche, available on-line at http://www.crashtec.de/.

1.2 Intelligent Vehicle Safety Systems

Modern vehicles already support the operator in many ways. Active safety systems, such as
the Electronic Stability Program (ESP) or the Active Brake Assistant (ABA), aim at reducing
the extent of loosing control of the vehicle. They take corrective action by directly controlling
the vehicle. Most systems solely rely on the actual state of the surveyed vehicle, neglecting the
surrounding environment and other traffic participants. Although the value of such information
is unquestioned and strategies implying it exist, the problem of surveying the vehicle environment
is not yet solved. The challenge to be solved becomes obvious when considering that already
small changes of the environment and the involved vehicles may lead to completely different
autonomous strategies. Hence, the required accuracy is beyond current state-of-the-art vehicle
environment perception systems. In this thesis, I will develop novel concepts yielding optimal
solutions (with respect to a given objective function) to motion estimation and object detection
and solving the environment surveying task with unprecedented accuracy.

Although the benefit of active safety systems is evident, intervening in the vehicle’s operation
could irritate drivers who like to be in control. The problem with such systems is that “You
don’t want a system in New York City that’s slamming on brakes all the time when someone’s in
front of you, because someone will slam into the back of you,” as Francis Memole, vice president
of sales and marketing at Iteris Inc., a developer of vehicle safety systems, points out [87]. A
different way to support the driver is a non-intervening safety system. Non-intervening alert
systems warn the driver of approaching hazards but do not take over control of the vehicle’s
operation.

However, driver acceptance of such intelligent safety systems is not guaranteed. “Unless these
things are made very much second nature and don’t need technological interaction, I think
they’re going to be hard to adjust to” [87]. Safety systems for intelligent vehicles need to
integrate naturally into the driving process. The false alarm rate of such systems has to be very
low, hence, they need accurate and reliable environment perception systems. This thesis tackles
the accuracy and robustness issue, by evaluating information obtained in multiple images to
perceive scene structure and motion with high precision.

Intelligent vehicles are equipped with a range of sensors for environment perception. A com-
parison of different sensors for intelligent vehicles is found in [5]. In this thesis, video cameras
are used to monitor the road in front of the vehicle. Compared to other sensors, video cam-
eras represent the solution with least hardware cost and most spatial resolution. While other

http://www.crashtec.de/
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Figure 1.3: Reconstruction of the full scene motion from two stereo image pairs. For both image pairs,
the stereo is estimated. The color map from red to green corresponds to distance (close to far). With
known image motion (see border of image for direction), points can be registered and a three dimensional
motion concluded. In the three dimensional scene model, green corresponds to stationary points and red
to moving points.

sensors, such as time of flight or radio wave sensors, aim at directly measuring the distance
to objects, they show weaknesses in direct shape representations and tracking over time. Such
tracking however is crucial when reconstructing the three dimensional scene motion. When de-
cisions need to be made, having the knowledge of such movement within a scene could make
the difference between a good decision or a bad one. See Figure 1.2 for an example. In 2003,
16,932 car-to-car head-on collisions occurred in Germany with 1,504 fatalities. In situations
with frond-end accidents, both cars had a chance to see the hazard coming. With the knowledge
of the scene reconstruction and the scene dynamics, reactive actions could have been triggered
to, at least, reduce the risk of impact. Using the principles developed in this thesis, the visual
sensor is upgraded into an accurate means of distance and motion perception which opens the
door to novel safety systems.

1.3 Motion Analysis via Visual Kinesthesia

The scope of this thesis can be summarized with the key expression machine visual kinesthesia,
the sensation or perception and cognition of motion. Visual kinesthesia is one important part
of the human perception, which we all rely on. Visual kinesthesia has been thoroughly studied
in medical and psychological research [118]. This thesis investigates the analysis of motion
perception in the field of computer vision, particularly for driver assistance systems.

Visual kinesthesia represents both, the perception of the motion of one’s own body and a
spectator’s perception of the motion of a performer [28]. In vehicle applications, these two steps
refer to ego vehicle motion and the motion estimation of other traffic participants.

Typically both tasks need to be combined. The ego vehicle moves at a certain speed and
other traffic participants move as well. An important feature to extract from a moving scene is
dynamic movement within the scene. Safe autonomous maneuvers and reliable situation analysis
are only possible if the movement within the scene is accurately known.

The stated problem for computer vision algorithms can be summarized as follows. Given the
left and right images of a binocular camera at two successive time instances t and t+1, one has
to solve the following two objectives:
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Objective one: Reconstruct the dynamic scene motion
between time t and t+1 for every pixel.

Figure 1.3 shows an example of this task. The stereo disparity is estimated for both stereo
input image pairs. With known disparities, a three dimensional model of the world can be
computed via stereo triangulation. To reconstruct the three dimensional motion (scene flow
or scene motion) for every image point, points must be registered one to another amongst the
two time instances. One way to register the image points is to estimate the image motion from
time t to time t+1 for every image pixel. The scene motion then computes as the difference
between the two triangulated points at the two time instances. This yields the relative motion
of the scene in the camera coordinate system. If the camera has moved between the two time
instances, one has to additionally compensate for the camera motion (also known as camera ego
motion, see Figure 1.4). The described procedure yields perfect results, if no errors occur in the
disparity estimation, the image registration is correct, and the camera motion is exactly known.
Obviously, these assumptions do not hold in practice and one has to deal with occluded areas
and error-prone disparity data. This makes the reliable and accurate computation of scene flow
quite challenging and complex.

Figure 1.4: Motion of a cloud of points observed from the environment (left, fixed world coordinate
system) and observed from the camera (right, camera coordinate system). Points corresponding to static
objects move according to the camera translation and rotation. Independently moving points deviate
from the expected position of a stationary point (denoted with a circle). The difference between expected
position and observed position is the proper motion of the observed point. c© Hernán Badino
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Objective two: Analyze the scene motion and perform
cognition tasks, such as object segmentation.

Figure 1.5 illustrates the second objective, the motion cognition and analyzing task. A perfect
solution detects and segments every individual moving or stationary object in the images as well
as the free space, the space free of obstacles and available to maneuver the vehicle.

All stationary objects have to be separated from the free space. Moving objects have to be
segmented in the image and in the three dimensional scene reconstruction. Their movement
direction and their velocity have to be estimated and a possible time to collision has to be com-
puted for every object. Cognitive tasks which assign object categories to objects (classification
algorithms) are not in the focus of this thesis. In this thesis, the problem of motion analysis is
tackled for arbitrary types of objects. This general approach to cognitive motion analysis is a
yet unsolved problem in computer vision.

Figure 1.5: Segmentation and analyzing of free space and objects with their motion parameters in the
three dimensional scene (left) and in the image (right). The left image shows the movement direction of
the running person and the time left until collision, assuming a constant velocity of both, the ego vehicle
and the running person.

1.4 Energy Minimization Problems
The problems addressed in the two objectives can be mathematically formalized as follows [117]:
given a gray scale image I : Ω→ R on the domain Ω ⊂ R2, each point in the image is assigned a
discrete segment {1, . . . , L} (note, that connected regions should be favored) or a motion vector
u ∈ R2 (resp. u ∈ R3 for 3D motion). The challenge is to assign suitable segments or motion
vectors to a given input. In this thesis, the concept of energy minimization is used:

(1) define a cost function, also called quality or energy function, which assigns an input-
dependent cost to a conceivable solution and

(2) find the solution of optimal quality (i. e. minimal cost or minimal energy).
If one discretizes the domain Ω into N pixels in the segmentation task given above, there

are LN candidate solutions to consider. For the case of L= 2 and an image of 16 × 16 pixels,
this yields roughly 1077 possible solutions. Provided, that the processing of a single candidate
solution takes one machine cycle, a 10 GHz computer would take 1059 years to evaluate every
single solution [117]. For such discrete topologies, efficient solution strategies to finding the
global optimum are known based on dynamic programming or graph cuts. In Chapter 6, graph
cuts are used for the segmentation of independently moving objects from image motion data.

If the solution space is continuous, as in the above motion estimation task, the solution
space is infinite-dimensional and cannot be discretized as to consider all possible candidate
solutions. In this case, one reverts to continuous optimization algorithms. The continuous
optimization algorithms used in chapter 4 and 5 for motion estimation in image sequences
are quadratic programming methods and variational methods, derived from partial differential
equations. These are particularly suitable where accuracy (in a continuous domain) is of utmost
importance.
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1.5 Contributions of this Thesis

The content of this thesis is based on my work presented in the literature overview on page 115.
Following the subdivision of visual kinesthesia into perception and cognition, the thesis is divided
into a perception part and a segmentation part. The first part derives methods to extract the
information about three-dimensional motion from the image sequence. The second part presents
an application which uses the obtained motion information for the segmentation of independently
moving objects. In the following, the main contributions of the specific chapters are outlined:

Chapter 2: Vision in Psychology and Natural Sciences In this chapter I take a glimpse into
the fascinating world of biologically inspired perception and the history of motion analysis in
computer vision. The term visual kinesthesia is set in relation to structure from motion and
the kinetic depth effect, an effect thoroughly studied in the area of psychology to investigate the
human visual perception system.

Chapter 3: Ego Motion Estimation This chapter serves as an introduction to the used co-
ordinate systems. The notations are defined here and it rounds up this thesis by providing
necessary algorithms for the ego motion estimation. The mathematics that are presented are
similar to [69]. It is recommended to read this chapter in order to become familiar with notation
conventions and the camera transformation matrices used throughout this thesis.

1.5.1 Visual Kinesthetic Perception (Theory)

Chapter 4: Optical Flow – The Image Motion Field Real-time methods to estimate the ap-
parent motion of image pixels over time (optical flow) are commonly performed feature based
because this allows one to concentrate the computational effort on a few image pixels. A second
advantage of feature based approaches is the robustness because only distinct, good-to-track,
image features are used. Both advantages seem to have vanished lately as dense energy mini-
mization approaches became more and more powerful; they yield the most accurate flow fields in
terms of sub pixel accuracy. Furthermore, recent computer hardware enables the computation
of such flow fields in real time (e. g. below 40 ms).

In Chapter 4, I will investigate dense optical flow in more detail. Most dense optical flow algo-
rithms compute flow fields by minimizing an energy made of a data and a regularity term. This
thesis derives a novel concept for optical flow based on iterative refinement of an approximate
flow field. The concept of regularization is decoupled from the data term. Within the optical
flow framework, a fundamental matrix prior favoring rigid body motion (if supported by the
image data) is introduced as an additional data term. This improves robustness and inherently
estimates the camera motion. The general framework for optical flow is outlined for an arbitrary
number of data terms and implementation details are given. The proposed framework relies on
sequential convex optimization, is real-time capable and outperforms all previously published
algorithms on the Middlebury optic flow benchmark. A discussion section concludes the optical
flow chapter.

Chapter 5: Scene Flow – The World Motion Field I will address the key component of visual
kinesthesia, the perception of the three dimensional structure and the associated motion, in
this chapter. The two-dimensional optical flow for monocular image sequences is taken into a
third dimension, estimating additionally the change of disparity. To this end, the optical flow
framework from Chapter 4 is utilized to estimate a consistent scene flow field in two consecutive
stereo image pairs.

A presented novelty is the decoupling of position and motion, enabling the computation of
dense scene flow for every non-occluded image pixel in real-time. Via triangulation, the scene
flow data is then transformed into the three-dimensional world flow for every projected point
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within the scene. The presented motion estimation algorithm is being evaluated in artificial
scenes where the ground truth motion is known, and in real scenes showing accurate perception
of the scene dynamics. In chapter 5 also an insight into the accuracy of the estimated scene flow
field between two consecutive stereo image pairs is given. An outlook on how to gain further
improvements in the field of kinesthetic environment perception concludes this chapter.

1.5.2 Visual Kinesthetic Cognition (Application)

Chapter 6: Flow Cut – Segmentation of Independently Moving Objects In this chapter a
method to segment independently moving objects using the graph cut method is presented. The
motion of the ego vehicle greatly complicates the problem of motion detection because simple
background subtraction of successive images yields no feasible result. Therefore, the information
used for the segmentation process consists of the motion vectors derived in Chapters 4 and 5.
The key idea to detect moving objects is to evaluate the hypothesis “the object is not stationary.”
This is done by virtually reconstructing the three-dimensional translation vector for every flow
vector within the image domain.

The detection of moving objects using a monocular camera has the inherent handicap that
the two images are taken at different time instances and the observed (moving) object has
moved between the two camera capture times. Hence, triangulation and distance estimation is
impossible without knowing the exact object’s movement. On the other hand, object motion
estimation is not possible without knowing the exact distance of objects. However, the movement
of stationary image points can be restricted by the epipolar geometry reviewed in Chapter 3.
Chapter 6 uses the error measures provided by the epipolar geometry for the segmentation of
moving objects within the image.

The same idea of differentiating between stationary and moving image points is also used to
segment dense scene flow fields derived in Chapter 5. Here, the full three dimensional translation
vectors for all image pixels are analyzed to find and segment moving objects. The chapter
concludes with an experimental comparison on monocular and binocular segmentation.

Chapter 7 Outlook – Research Ideas using Visual Kinesthesia This thesis is concluded by
presenting ideas for further research in chapter 7. For many computer vision tasks, motion clues
have been ignored for the most part. Examples are the detection and segmentation of stationary
objects, the estimation of road surfaces, or the detection of the free space. However, a quick look
into nature reveals that animals utilize (image) motion as one of the main cues for environment
perception.

The segmentation process for stationary objects can greatly benefit from motion analysis. Al-
though this does sound unconventional, I will show that detecting stationary objects in monoc-
ular image sequences has been successfully solved employing motion cues. Combining these
ideas with the segmentation approach presented in Chapter 6 has the potential to improve the
segmentation of independently moving and also stationary objects significantly.

Another research idea building on the scene flow derived in this thesis is to model free space
dynamics. Humans have a very simple understanding of free space dynamics; algorithmically,
these free space dynamics are a yet unaddressed research topic in computer vision. Concepts
are sketched on how to estimate a dynamic free space boundary.

Examiner: “What can’t you identify on this microscope picture of a cell lying in front of you”?
Resigned student: “A tram car”

Jens Borum,
citation from “How to write consistently boring scientific literature” [115]



CHAPTER 2

Vision in Psychology and Natural Sciences

Like beauty and color, motion is in the eye of the beholder.
Andrew B. Watson and Albert J. Ahumada, 1985

c© under the creative commons license, Ranoush, www.flickr.com
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In this chapter the relations between 3D motion analysis using stereo sequences and monoc-
ular variants of structure and motion estimation is established. The term visual kinesthesia is
set in relation to the kinetic depth effect, an effect thoroughly studied in the area of psychology
to investigate the human visual perception system.

In the beginning, I will take a glimpse into the fascinating world of biologically inspired vision.
More precisely, research work is presented examining the issue of monocular vs. binocular vision.
It is certainly true that a binocular camera always yields superior results for the estimation of
scene depth and scene motion. At the same time it is most interesting to discover the limits of
monocular vision – if such limitations exist at all.

In the second part, a short insight into the history of motion analysis in computer vision is
presented. Along the historical overview pioneering work in this research area is mentioned;
state-of-the-art methods for the estimation of apparent motion and for succeeding applications
will be presented in the follow-on chapters.

From this research work in the field of motion perception, a simple categorization into static
vs. dynamic for both, the camera and the observed objects (the three dimensional scene), is
derived. This categorization niftily illustrates the relation between structure from motion, the
kinetic depth effect, and visual kinesthesia.
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2.1 Biologically Inspired Perception

Since the discovery of the process of stereo-vision
(Wheatstone 1838 [143]) its importance for envi-
ronment perception has been a disputable issue.
Some researchers have argued, that insects use
stereo vision to perceive distance and structure in
their visual world. Studying the praying mantis,
researchers have even claimed that monocular
vision essentially lacks depth perception [96].
Interestingly, the laws of physics prohibits accu-
rate depth measurement beyond 10 mm distance
for mantis larvae with an eye distance of 1 mm [111].

Others have shown, that grasshoppers first care-
fully peer at a target in order to prepare their
jumps (see Figure 2.1). This allows the conclusion
that “correct distance perception in the [monocu-
lar] grasshopper depends essentially on movement
parallax” [60]. Investigating the jumping behaviour
of monocular (one eye was covered with paint) and
binocular grasshoppers indicated only insignificant
differences in the target hit probability.

Figure 2.1: Schematic drawing of the peering
movement. Video analysis shows that peering
begins as an accelerated movement. The head
turns forward from a slightly sideways po-
sition, continues with a uniform translatory
movement and ends with a delayed movement
with the head turned slightly sideways [111]

We see that different studies lead to significantly different conclusions. A reason for this
might be that a mantis requires two fully intact eyes for jumping towards a target. Locusts and
grasshoppers, unlike mantis, also precisely jump towards a target when one eye is fully occluded
(see [111] and references therein).

However, a survey of biologically inspired vision clearly goes beyond the scope of this thesis.
Even the compound eyes of insects, consisting of multiple ommatidia, are not yet fully under-
stood and a clear conclusion about the importance of binocular vision cannot be drawn. Most
researchers today agree though, that motion information is most valuable for insects to perform
structure and depth perception. In [71], for instance, the authors show that cells in the eyes of a
fly fire at rates up to 300 Hz when objects are close. They claim, that such sensitive small-field
motion neurons enable the segregation of object and background. In fact, several experiments
have shown that flies make use of the apparent movement of texture in the visual field to per-
form navigation. Insect flight strategies like Forward Focus, Landing, Hovering, Saccading, or
Collision Response can be explained based on motion analysis. A survey on “Biomimetic Visual
Sensing and Flight Control” is presented in [38].

Considering human vision, a nice historical survey on “Understanding Human Motion” is
found in [80]. The importance of motion for the human visual perception is beyond dispute
since J. J. Gibsons work “The Perception of the Visual World” [66] and David Marrs influential
book “Vision: A Computational Investigation into the Human Representation and Processing of
Visual Information” [97]. Although the role of motion is unquestioned, some researchers argued
that “like beauty and color, motion is in the eye of the beholder” [140]. While this is certainly
true to some extent, such notion of motion analysis implies that no true motion perception ex-
ists. Thus, it is better taken care of in psychophysics than in computer vision.

In computer vision, motion analysis is commonly referred to as the analysis of apparent
motion via optical flow. From this optical flow point of view, motion analysis is well defined as
to measure the motion in the two-dimensional projection of the three-dimensional world. In the
following section, I will give a short historical overview of motion analysis in computer vision in
order to put the work of this thesis into a greater context.
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(a) Kinetic depth effect [125] (b) Structure from motion [149]

Figure 2.2: The kinetic depth effect allows a three-dimensional reconstruction of the cylinder from the
projected motion of the dots. Structure from motion allows a three-dimensional reconstruction of the
scene from corresponding pixels in multiple images.

2.2 History of Motion Analysis

The history of motion pictures can be traced back to the Belgian researcher Plateau and the
Austrian scientist von Stampfer, who simultaneously invented the phenakistoscope in 1832 [27].
The word phenakistoscope originates from Greek and means to cheat, as it deceives the eye by
making pictures look like an animation. The pictures are located on a spinning disc and the
basic principle is similar to a flip-book (which first appeared in 1868 [25]). This was the first time
that 3D motion was captured on a two-dimensional manifold. In this thesis we are interested in
the counter direction, the perception of motion from animated pictures.

First studies of apparent motion are found in 1875 by Exner and in 1912 by Wertheimer [29].
In the first half of the last century, motion and perception were investigated in psychology, phys-
iology, and cognitive sciences. Physiology analyzes the organization of the brain and body. “For
their discoveries concerning information processing in the visual system” Hubel and Wiesel won
the Nobel price in 1981 [22]. In this thesis, I focus on the perception of motion and depth from
images rather than perceiving the images themselves. This has been addressed in psychology
(e. g. learning and information processing). In the mid-1950s it was proclaimed that

“building perceiving machines would take about a decade” [84].

An ambitious goal which was never achieved until even today.

It was back in these days when Wallach and O‘Connel described their kinetic depth effect,
the phenomenon whereby the three-dimensional structural form of an object, viewed in pro-
jection, can be perceived when the object is only rotating (see Figure 2.2a). Since then many
researchers have examined the effect of stimulus parameters, frame timing, occlusion, detection
of non-rigidity, and veridicality (see [122] and references therein).

It was not until 1981, when Longuet-Higgins showed for the first time in his work “The In-
terpretation of a Moving Image” [89] that “in the case of an observer moving around a static
textured environment, the 3D structure of the environment and the observer’s 3D motion can
be recovered from the first and second order derivatives of the optical flow [apparent motion].
This landmark paper influenced practically all further work on structure from motion” [61] (see
Figure 2.2b for an example).



2.3 Categorization of Perception (Vision in Natural Sciences) 12

For the kinetic depth effect, the camera is stationary and depth (structure) is inferred from the
object dynamics; the object needs to be rigid. In the structure from motion setting, the scene is
stationary and structure is inferred utilizing the camera’s movement. None of these approaches
is able to infer structure from a dynamic scene using a moving camera. Only recently, in 2004,
Vidal et. al demonstrated an approach for two-view multi-body structure from motion [138]. The
structure of multiple moving objects is reconstructed while the camera in the original setting
is stationary. The stationarity of the camera motion does not generally limit the approach.
There remains however an essential limitation: the rigidity assumption must be valid for each
reconstructed object in order to infer the 3D structure (not employing prior knowledge).

This assumption can be dropped once a second camera is available, using binocular vision
and stereo reconstruction. Then motion and structure estimation in dynamic scenes with a
moving camera becomes possible. Pioneering work in this area is the joint disparity and motion
field estimation presented by Patras et. al in 1996 [108]. It is the first approach to estimating
consistent scene flow (3D structure and 3D motion) from two stereo image pairs. Scene flow
solves the structure from motion problem directly, as stereo already provides the scene structure.
It also takes away the limits of the kinetic depth effect (specifically the rigid object assumption)
and enables the full motion perception of the environment. This includes the perception of the
motion of the camera, the perception of the motion of multiple (non-rigid) objects, and the
perception of the structure of the static scene.

2.3 Categorization of Perception

To summarize above areas of research, the perception of the stationary or dynamic world with
either a stationary or a moving camera is categorized in Figure 2.3. It becomes clear, that the
full perception of the static scene and dynamic motion, while the camera itself is moving, is only
possible using a stereo camera system. This is the approach I pursue in this thesis. I call this
full motion perception task visual kinesthesia, according to the definition of kinesthesia in [28].

The benefit of stereo vision over monocular vision for three-dimensional reconstruction is hard
to specify precisely. Certainly, if moving objects would be removed from the images, this allows
one to reconstruct the structure of the static scene from a monocular sequence. The extracted
moving objects can further be investigated using a rigid body assumption. Thus, monocular
vision might be enough. On the other hand, the limits of monocular motion perception have to
be characterized. For obstacle detection, the knowledge of the three-dimensional structure from
stereo vision is directly available at one time instance and, assuming a stationary world, might
be sufficient. If the world is dynamic, combining stereo and motion into a consistent scene flow
perception is the most appealing and most promising approach.

Scene
Stationary Dynamic

C
am

er
a Stationary Stereo Vision

Optical Flow
Kinetic Depth Effect

Moving Optical Flow
Structure From Motion

Stereo & Optical Flow
Visual Kinesthesia

3D Structure & Motion

Figure 2.3: Perception in Computer Vision. Monocular methods using optical flow are limited to either
a stationary camera or a stationary world. If a stereo camera is available, perception becomes possible
in the two other cases: static world & stationary camera and dynamic world & moving camera.



CHAPTER 3

Ego Motion Estimation

Sometimes the world moves faster than it appears.

Special thanks to Jan-Martin Will for taking this great picture.
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Moving objects often are a hazard to drivers. These objects might be other vehicles, bikes,
pedestrians, but also a closing barrier or an opening driver’s door of a parked vehicle. In
computer vision the challenge lies in differentiating between motion caused by camera movement
and scene motion. Hence, estimating the camera motion is a key component of motion perception
and visual kinesthesia, also referred to as ego motion estimation.

If the camera is rigidly connected to the car, the movement of the car and the movement
of the camera coincide (but may be given in a different coordinate system). To this end, the
camera movement can be derived from motion sensors, such as the speed sensor and sensors
measuring the rotational forces of the vehicle. Such a mechanical perception of the ego motion
is referred to as ego motion from inertial sensors.

For many applications motion estimation from common inertial sensors is not precise enough.
While the synchronization of the sensors with the camera imager is a problem, the sensors itself
also suffer from temperature dependant drifts and discretization artifacts. It is, hence, desirable
to improve the ego motion estimation using the captured camera image itself.

This chapter deals with direct ego motion estimation from camera images. In Section 3.1, the
image formation process is described. Section 3.2 derives the basics of the epipolar geometry,
describing the mutual orientation of two cameras. This is then used in Section 3.3 to estimate
the motion of the camera.
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3.1 Image Formation and Coordinate Systems

The physical process of image formation is a well-researched area and a detailed discussion is
beyond the focus of this thesis. Only the basic principles for the cameras used in the experiments
are outlined in this section. The topic of this section is also covered in [69, 77]. Firstly, the image
formation process and rectification process is outlined. In a second subsection, the involved two-
and three-dimensional coordinate systems are described.

3.1.1 Image Formation

Figure courtesy of Clemens Rabe.

Figure 3.1: Principle of a pinhole camera. Light rays
from an object pass through a small hole and form
an image.

Images are the projection of the three-
dimensional space onto a two-dimensional
manifold, ideally a plane. It is evident, that
cameras do not constitute an exact planar
projection due to image plane distortions and
lens distortions. The projection from the two-
dimensional manifold onto a Euclidean plane,
removing these distortion artifacts, is called
rectification. Several algorithms to rectify
images have been published. A well-known
and widely used approach was published by
Bouguet [18]. A good analogy in everyday
life for the rectification process is the work of
an optician, who produces glasses in order to
remedy defects of human vision.

After the camera images are rectified, one might think of a simple pinhole camera model as
illustrated in Figure 3.1. The projection plane of the camera is the Euclidean or retinal plane,
the (perfect) lens is represented by a simple pinhole. It is well-known that a pinhole, instead of
a lens, does not induce distortion artifacts; however, the reason to use rather large lenses is the
shorter exposure time for larger apertures. Typical exposure times for pinhole cameras range
from 5 seconds to hours or days. A larger pinhole represented by a lens reduces this exposure time
to a few milliseconds. In automobile environments with fast scene motion this short exposure
time is crucial, demanding high quality camera lenses to minimize distortion artifacts.

Figure 3.2: The image shows a typical
camera used in industry.

Camera Sensor In order to process images, the light rays
originating from a three-dimensional scene point have to
be converted into electrical signals. Technically, this is
done by either CCD (charged coupled device) or CMOS
(complementary metal oxide semiconductor) sensors. An
overview of these two technologies is given in [86]. The
single sensor elements are arranged on a grid and called
picture elements (abbreviated as pixel or px). Common
image sizes for vehicle applications are 640 × 480 px and
1024 × 512 px. Both, CCD and CMOS sensors, may have
different color depth resolution, usually ranging from 8 bit
to 16 bit. In this thesis, no conclusion about preferences
will be drawn and no attention is given to the type of sensor
used, unless otherwise stated. Figure 3.2 shows a typical camera used in industrial applications.
The question remains how different cameras and their respective image planes are located in a
(fixed) world coordinate system. This becomes even more important when several synchronized
cameras view the same object and multiple view object reconstruction (for instance using stereo
vision) needs to be performed.
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Figure 3.3: Coordinate systems for the pinhole camera model. The 3D world point X is projected onto
the image plane yielding x′ (left). The camera center is placed at the origin of the camera coordinate
system. After projection the point is transformed into pixel coordinates (right).

Figure 3.4: The man without the hat appears to be two different sizes, even though they are identical
when measured in pixels. In 3D, the man without the hat is about 6m behind the man with the hat.
This shows how much size is expected to change due to perspective projection [20]. The scale change can
also be seen in a typical traffic scene [77]. Cars at different distances are different in size (blue rectangles)
and become infinitely small at the vanishing point (where the red lines converge).

3.1.2 Coordinate Systems

The goal of this subsection is to derive the basic geometry of the projection of three dimensional
points (3D points) onto the two dimensional image plane (yielding 2D points). Throughout this
thesis a left-handed image coordinate system is used with the X-axis as the horizontal direction
and the Y -axis as the vertical direction, pointing upwards. This means that the optical axis
or gaze direction is the positive Z-axis, as illustrated in Figure 3.3. Unless otherwise stated,
capital variables (e. g. X or P4) denote 3D coordinates while lower case variables (e. g. ṽ or yk)
denote image or 2D coordinates. A vector is denoted by bold letters in dark brown color as in
X and matrices are represented using dark blue, bold letters (e. g. M or R−1).

Camera Projection Consider the projection of a point X = (XW , YW , ZW ) in 3D space with
the camera at the origin, onto the image plane x×y. Using the theorem of similar triangles (see
Figure 3.3) yields

x′ =
f

ZW

(
XW

−YW

)
. (3.1)

Here, f is the distance of the image plane to the camera center, also called focal length. However,
f does not refer to the focal length of the camera lens used and is a purely arithmetical value.
The projection process is called perspective projection. Under a perspective projection, distant
objects appear smaller than near objects as shown in Figure 3.4. In homogeneous coordinates
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Figure 3.5: Camera setup in the test vehicle. The camera coordinate system (yellow) and the world
coordinate system (green) are shown in the figure.

this projection rewrites to

x′ =

 x′

y′

w′

 = CPW


XW

YW
ZW
1

 =

 f 0 0 0
0 −f 0 0
0 0 1 0




XW

YW
ZW
1

 . (3.2)

Once world points are projected onto the image plane, a transformation from metric coor-
dinates into pixel coordinates has to be performed. With the pixel width sx and pixel height
sy, respectively, and the intersection point (x0, y0) of the optical axis with the image coordinate
system, the perspective transformation into homogeneous image coordinates becomes

x′′ =

 x′′

y′′

w′′

 =


f
sx

0 x0

0 − f
sy

y0

0 0 1︸ ︷︷ ︸
K

0
0
0




XW

YW
ZW
1

 = [K|0] X. (3.3)

The transformation matrix K contains all (intrinsic) camera parameters and is called calibra-
tion matrix. Thus, if K for a specific camera is known, the camera is called calibrated. Camera
calibration, similar to determining the parameters for image rectification, is done prior to the
system run-time; for instance using the toolbox described in [18]. Although small changes of
the calibration parameters due to temperature drifts and vibration may occur, these effects are
negligible in most settings and will not be considered in this thesis.

Rotation and Translation of the Camera Center If the (external) world coordinate system
does not coincide with the camera coordinate system, a rotation and translation needs to be
performed before projecting world points. In this thesis, the world coordinate system coincides
with the vehicle coordinate system. Its origin lies on the ground plane and the z-axis points
towards the vehicle’s heading direction. The origin of the world coordinate system is located at
the center of the rear axle of the vehicle.

The translation vector T is the camera position in the world coordinate system. The angles
of the camera coordinate system and world coordinate system are referred to as pitch, roll, and
yaw angle, respectively. Figure 3.5 illustrates this arrangement. With the rotation matrix R
between camera and world coordinate system and the translation vector T, the total world to
image transformation in homogeneous coordinates becomes:
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x′′ =

 x′′

y′′

w′′

 =
[

K 0
] [ R −RT

0> 1

]
XW

YW
ZW
1

 = KR [Id| −T]


XW

YW
ZW
1

 . (3.4)

The projection matrix P = KR [Id| −T] describes both, the relative orientation of the camera
in the world coordinate system and the perspective transformation of world points onto the
image plane. Because the perspective transformation reduces the three-dimensional space onto
two dimensions, the imaging process clearly is not reversible. Only the viewing ray can be
reconstructed (see Figure 3.3), which implies that no direct depth measurement is possible.
However, if the same world point is observed in more than a single camera, a three dimensional
reconstruction becomes possible by intersecting multiple viewing rays.

3.2 Fundamental Matrix Geometry

The geometry describing the geometric relation of two different camera systems is referred to
as fundamental geometry. A system of two cameras which are fixed in relation to each other is
called a stereo camera system. An essential distinction is made between conventional stereo sys-
tems (two different cameras) and motion stereo constellations (two different images of a moving
camera). Both constellations can be transformed into a standard stereo case by virtually rotat-
ing the images, using a rectification step, such that the optical axes of the individual cameras
are parallel. After rectification, the camera coordinate systems differ only by a translation com-
ponent (see Figure 3.6). The geometric properties of these stereo camera systems are discussed
in this section, replicating [24].

When two cameras view a 3D scene from different view points, there are a number of geometric
relations between the 2D projections of a 3D point. These geometric relations lead to constraints
between the two projected image points. Figure 3.7 depicts two cameras looking at a 3D point
X. OL and OR represent the origin of the two camera coordinate systems (also called focal
points). The 2D points xL and xR are the projections of the point X onto the two image planes.

Since the origins of the two cameras are distinct, each focal point projects onto a distinct
point into the other camera’s image plane, denoted by eL and eR and called epipoles. The two
epipoles eL and eR and the camera origins OL and OR are located on a single connecting line.

The line between the focal point of the left camera, OL, and the world point X is seen as a
point in the left camera. The right camera, however, sees this line as a line in its image plane
(and vice versa a point in the right camera corresponds to a line in the left image). This line,
lR = eR-xR, is called the epipolar line. The plane which is spun by OL, OR, and X is called
the epipolar plane. The epipolar lines in turn are the intersection of the epipolar plane and the
image planes.

Figure 3.6: Conventional stereo (left) and motion stereo (right).
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Figure 3.7: The epipolar geometry [24].

If the relative camera orientation, the camera calibration matrices, and the points xL and
xR are known, their projection lines are also known. If the two image points correspond to the
same 3D point X, the projection lines must intersect precisely at X. This means that X can be
calculated from the coordinates of the two image points, a process called triangulation.

If the projection point xL is known, then the epipolar line lR can be computed and the point
X projects into the right image, on a point xR which must lie on this particular epipolar line.
This means that for each point observed in one image, the same point must be observed in the
other image on a known epipolar line. This provides an epipolar constraint which corresponding
image points must satisfy. Thus it is possible to test whether two points may correspond to the
same 3D point (necessary but not sufficient test). Epipolar constraints can also be described by
the essential matrix or the fundamental matrix between the two cameras. More specifically, if
xL and xR are homogeneous image coordinates corresponding to the same world point X, then
the following epipolar constraint equation holds:

xR
>FxL = 0 . (3.5)

Here, the fundamental matrix F is a 3 × 3 matrix. The line lR = FxL describes the epipolar
line in the right image. That is, the line lR in the right image is the projected viewing ray of
every world point projected into the pixel xl in the left image.

Being of rank two and determined only up to scale, the fundamental matrix can be estimated
given at least seven point correspondences. The term fundamental matrix was formulated by
Luong in his PhD thesis [93]. It is sometimes also referred to as the bifocal tensor. With the
camera calibration matrices for the left and right camera, KR and KL, the rotation matrix R,
and translation vector T between the two camera coordinate systems, the fundamental matrix
can be decomposed into

F = KR
>R[T]×KL (3.6)

where [T]× is the matrix representation of the cross product with T. The middle part, R[T]×,
is also called the essential matrix E. The essential matrix has only five degrees of freedom: both
the rotation matrix R and the translation vector T have three degrees of freedom, but there is
an overall scale ambiguity – like the fundamental matrix, the essential matrix is a homogeneous
quantity. The reduced number of degrees of freedom translates into extra constraints that are
satisfied by an essential matrix when compared to the fundamental matrix. A more detailed
investigation can be found in [107, 153].

For a fixed stereo camera system the relative orientation can be determined off-line. For a
monocular camera however the relative orientation has to be determined on-line, either using
inertial sensors or directly estimating the fundamental matrix from image correspondences. This
process is described in the next section. If the fundamental matrix is known, it can then be de-
composed into a rotation and translation matrix, keeping in mind that the translation parameters
can only be determined up to scale due to the scale ambiguity of homogeneous matrices.
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3.3 Robust Ego-Motion Estimation

In the field of driver assistance systems and computer vision, the term ego motion refers to the
motion of the camera. If the camera is rigidly mounted to a vehicle, the motion of the vehicle
and the motion of the camera are identical, apart from camera vibrations (but usually given
in a different coordinate system). Ego motion estimation, or simply motion estimation, is a
crucial part of environment perception. The correct understanding of scene dynamics depends
on the correct estimation of the ego motion. This can be seen when looking at the introduction
example of this chapter. If one has no information whether the image is taken from a moving or
stationary train, it is not possible to estimate the travelling speed of the passing train. Three
situations are possible: either the passing train seen through the window is moving and the
foreground train is stationary, or both trains are moving, or only the train in the background
is stationary. If the motion of the train from which the image is taken is exactly known, the
ambiguity in this situation can be solved.

This small example reveals two very important observations. Firstly, only relative motion can
be estimated from images without the knowledge of the ego motion. Secondly, the (absolute)
ego motion can only be estimated based on stationary points. This second observation directly
follows from the first: since stationary points do not move the relative motion to these stationary
points is the absolute motion.

But how can the motion of a camera system be estimated from the images itself? The answer
is given by the fundamental matrix geometry and Equations (3.5) and (3.6). Points in the
two images are related according to the epipolar constraint Equation (3.5). The only unknown
in the epipolar constraint equation is the fundamental matrix, which can be decomposed into
the calibration matrix, the rotation, and a translation according to Equation (3.6). A common
approach to ego motion estimation is to estimate the ego motion using as many image correspon-
dences as possible, assuming that most of the image is stationary. The following two subsections
present linear and non-linear criteria for the computation of the fundamental matrix, according
to [92]. The challenge remains how to robustly estimate the motion parameters if some parts of
the image are not stationary and how to handle outliers. A common approach is discussed in
Section 3.3.3.

3.3.1 The Linear Criterion

Equation 3.5 is linear in the 9 unknown coefficients of the fundamental matrix F. It is also
homogeneous, hence, in general, the fundamental matrix can be computed from 8 point matches.
If additionally the rank 2 constraint is employed (determinant has to equal zero), even 7 points
are sufficient [69]. In practice, the epipolar constraint equations are not exactly fulfilled due
to noise and inaccurate point correspondences. A direct solution has been proven to be very
sensitive to noise. If more than 8 matches are given, a least-squares minimization is used to
solve

min
F

∑
i

(
li>F ri

)2
(3.7)

with (li, ri) being the correspondences from the left to the right image. However, in [92] the
authors show, that “if the epipole is in the image, the epipolar geometry described by the
fundamental matrix obtained from the linear criterion [Equation (3.7)] will be inaccurate.” This
problem is particularly fatal because such constellations are common for cameras mounted in
vehicles and monitoring the driving corridor. They also show, that the linear criterion “shifts
epipoles towards the image center” due to the lack of normalization of the epipolar constraint
equations. It is, thus, straight-forward to replace the linear criterion with non-linear criteria,
which can be interpreted as distance measures.
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3.3.2 The Non-Linear Criteria

The two most common non-linear criteria for the estimation of the fundamental matrix are

min
F

∑
i

(
1

(Fri)2
1 + (Fri)2

2

+
1

(F>li)2
1 + (F>li)2

2

)(
li>F ri

)2
(3.8)

and

min
F

∑
i

(
1

(Fri)2
1 + (Fri)2

2 + (F>li)2
1 + (F>li)2

2

)(
li>F ri

)2
. (3.9)

In the formulas a subindex denotes the index of the vector component, in particular (x, y, z)>2 =
y. Both formulas can be interpreted as distances from the epipolar lines or as weighting with
variances. A detailed stability and convergence analysis is found in [92]. The authors show,
that the non-linear computation techniques provide significant improvement in the accuracy of
the fundamental matrix determination, even if noise is not important.

3.3.3 Re-weighted Least Squares and Parametrization

Unfortunately, the fundamental matrix geometry only holds when the two images are taken
at the same time instance, or when the world is stationary (in particular assuming perfect
correspondences). In a moving world, the world point X in Figure 3.7 may have moved to
any arbitrary position in between the two camera images taken. Hence, only stationary points
contribute to the correct solution. A common approach is to assign low weights or even to reject
correspondences with a large distance to the epipolar line and iteratively minimize the least
squares sum until convergence (see [77]).

Another way to increase robustness is to limit the number of free parameters in the funda-
mental matrix. The most natural representation of the fundamental matrix takes into account
that F is only defined up to a scale factor (due to the homogeneous entities). Hence, fixing
one of the coefficients to 1 would be desirable. Using the linear criterion allows to use a simple
normalization, namely ‖F‖ [92].

The use of the essential matrix (the restricted version of the fundamental matrix) yields a
parametrization, which has only five degrees of freedom (rotation and translation direction).
Assume for now, that N > 5 point correspondences (li, ri) are given and the camera calibration
matrix K of a moving camera is known. Then, according to equations (3.5) and (3.6), the
rotation and translation is the solution of

0 = ri
>K>R[T]×K li ∀ i .

Taking the derivative w.r.t. the individual rotation parameters and translation parameters using
the linear or non-linear criteria yields the final solution. A common approach is to use lagged
feedback by linearizing the objective function, using the first order Taylor approximation, and
performing gradient descent until convergence. As starting point, the latest known motion or,
if available, the ego motion from inertial sensors is used. Linearizations of the rotation matrix
and translation vector can be found in [77]. Note that only five parameters can be estimated
due to the scale ambiguity of homogeneous matrices. The approach used in [77] fixes the length
of the translation vector to reduce the number of free parameters for the translation from three
to two.

The remaining question is how point correspondences are found. This question will be an-
swered in the next chapter.
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Optical Flow

Space is a still of time, while time is space in motion.
Christopher R. Hallpike
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Whenever a camera records a scene for a given time, the resulting image stream is called
an image sequence. The image sequence can be considered as a function I(x, y, t) of the gray
value at image pixel position x = (x, y)> and time t. If the camera, or an object, moves within
the scene, this motion results in a time-dependent displacement of the gray values in the image
sequence. The resulting two dimensional apparent motion field in the image domain is called
the optical flow field. Figures 4.1 and 4.2 show the optical flow field for sample scenes.
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Figure 4.1: Optical flow for the backyard and mini cooper scene of the Middlebury optical flow benchmark.
Optical flow captures the dynamics of a scene by estimating the motion of every pixel between two frames
of an image sequence. The displacement of every pixel is shown as displacement vectors on top of the
commonly used flow color scheme (see Figure 4.2).

The optical flow field describes the dynamics of a scene and is composed of the camera motion
and the motion of objects itself. Unfortunately, not every object motion yields a change in gray
values and not every change in gray values is generated by body motion. Illumination changes,
shadows, and reflections (e. g. due to a moving light source) may yield gray value changes while
the depicted object remains stationary. Another source of gray value changes is the inherent
noise of the camera imager. Especially in bad illumination conditions (e. g. at night time) the
number of photons, which are collected by a pixel, may vary over time.

If an untextured object moves within the image, image motion in terms of gray value change
can only be seen at the object boundaries, where the gray value of the background differs from
the gray value of the object itself. This again is only partially true due to the aperture problem.
The aperture problem arises as a consequence of the ambiguity of one-dimensional motion viewed
through an aperture. Consider Figure 4.3 for apparent motion trough an aperture. The striped
background is masked by an occluding bull’s eye. If the stripes are moved upwards, the pattern
of lines in the aperture shifts. If the stripes are moved leftwards, the pattern within the aperture
shifts in the same way. Thus, our perceptual system is faced with a motion ambiguity which
can only be solved if the motion of the boundary of the pattern is known [21].

Figure 4.2: Color coding of the flow vectors: Direction is coded by hue, length is coded by saturation.
The example on the right shows the expanding flow field of a forward moving camera. Flow vectors above
20 px are saturated and appear in darker colors.



4.1 Approaches in Literature (Optical Flow) 24

Figure 4.3: The aperture problem. The stripe pattern in the left image is shifted upwards or to the left.
Both image motions yield the same visual motion within the bull’s eye (the aperture)[21].

Chapter overview: This chapter presents methods to estimate the optical flow field of two
consecutive images of an image sequence. In Section 4.1 different approaches for the optical flow
estimation from the literature are reviewed. A more detailed look is taken at total variation
optical flow, yielding a dense (e. g. for every image pixel) and piecewise smooth flow field. It
turns out, that the algorithmic design behind the mathematical notations consists of an iterative
data term evaluation procedure with subsequent denoising steps.

Section 4.2 generalizes this algorithmic design, presenting a novel framework for optical flow
estimation which I call Refinement Optical Flow. Within this general framework different data
terms and smoothness terms are derived which are then used to estimate the optical flow field
between two input images. Furthermore, this section provides implementation details for some
chosen data terms and smoothness terms.

Section 4.4 concludes the chapter with experimental results. It shows results for the plain
optical flow estimation and for optical flow with a fundamental matrix prior, favoring flow along
the epipolar lines. The novel Refinement Optical Flow approach is carefully investigated for
different data terms and smoothness filters. Experiments on the Middlebury optical flow bench-
mark prove the accuracy of the novel Refinement Optical Flow framework. The robustness and
the ability to handle large displacements are shown on real images from traffic scene sequences.

4.1 Approaches in Literature

In this section, various approaches to optical flow in the literature are presented. Optical flow
algorithms can be categorized into two general classes: pixel accurate optical flow algorithms
and sub-pixel accurate optical flow algorithms.

Pixel accurate optical flow algorithms assign pixels of the input image to pixels of the output
image. This is usually done by evaluating a pixel matching score based on gray values of
a pixel’s neighborhood. Algorithms of this class can be understood as a combinatorial task,
because the number of possible flow vectors or displacement vectors for a certain pixel is bounded
by the image size. Due to the combinatorial structure, pixel accurate optical flow algorithms
can be parallelized yielding real-time efficiency on dedicated hardware. They have the nice
property of robustness due to the restricted solution space (only discrete integer pixel positions
are considered and outliers are less likely), but at the same time suffer from accuracy limitations,
i. e. the displacements are only pixel-discrete. In Subsection 4.1.1 a census based optical flow
algorithm is reviewed as a representative of this class.

Subsection 4.1.2 introduces the optical flow constraint, which is employed by most sub-pixel
accurate optical flow algorithms. It assumes, that the gray value image sequence has a continuous
domain. The change of a pixel’s gray value between two time instances can then be computed
evaluating the image gradient. The early works of Horn and Schunck [73] and Lucas and Kanade
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[90] are reviewed. They both compute optical flow using the linearized version of the optical
flow constraint.

The method of Horn and Schunck is then extended by introducing robust norms into the
elementary energy functional. This yields the total variation optical flow, which will be presented
in Subsection 4.1.3. Total variation optical flow yields the currently best results on standard
evaluation benchmarks. Subsection 4.1.4 names other optical flow approaches and concludes
this section.

4.1.1 Census Based Optical Flow [124]

The census transformation, as applied in [77], compares the center pixel x = (x, y)> of an image
patch to the other pixels x′ inside the patch:

θ(I,x,x′) =


0 if I(x)− I(x′) > c
1 if |I(x)− I(x′)| ≤ c
2 if I(x)− I(x′) < −c ,

with the gray value intensity I(x) at pixel position x. Typically, the threshold c is chosen
between 12 and 16. The census digit θ measures the similarity between the gray values at pixel
positions x and x′ . Such representation is insensitive to a wide range of illumination changes.
All census digits of the image patch are unrolled clockwise, building the signature vector:

The signature vector is used to search for corresponding point pairs. To this end, all signature
vectors of the first image are stored in a hash-table together with their pixel position. Then,
all signature vectors of the second image are compared to the hash-table entries. This gives a
list of putative correspondences (hypotheses) for each signature. The list is empty if a signature
in the second image does not exist in the first image. In the event of multiple entries, the list
is reduced by applying photometric and geometric constraints (see [124] for further details). If
there are still multiple entries, the shortest displacement vector wins.

Thanks to the indexing scheme, arbitrarily large displacements are allowed. Even if an image
patch moves from the top left image corner to the bottom right corner it would be correctly
matched. The method has been successfully implemented on parallel hardware, allowing for
real-time computation. A disadvantage of the census method is its pixel-accuracy; the results
suffer from discretization artifacts. Furthermore, low contrast information (gray value difference
below the threshold c) is ignored.

4.1.2 The Optical Flow Constraint

Most sub-pixel accurate solutions to optical flow estimation are based on the (linearized) optical
flow constraint (see optical flow evaluation in [36]). The optical flow constraint states that the
gray value of a moving pixel stays constant over time, i. e.

I(x, y, t) = I(x+ u, y + v, t+ 1)

where u = (u, v) is the optical flow vector of a pixel x = (x, y) from time t to time t+ 1.



4.1 Approaches in Literature (Optical Flow) 26

Its linearized version (using the first order Taylor approximation) reads

I(x, y, t) ≈ I(x, y, t+ 1) +∇I(x, y, t+ 1)>
(
u
v

)
0 = I(x, y, t+ 1)− I(x, y, t)︸ ︷︷ ︸

It(x,y,t+1)

+∇I(x, y, t+ 1)>
(
u
v

)
.

From now on the partial derivatives of the image function are denoted as It, Ix, and Iy and
also the inherent dependency on the image position (x, y) is dropped yielding the optical flow
constraint equation

OFC(u, v) : 0 = It + Ixu+ Iyv . (4.1)

The optical flow constraint has one inherent problem: it yields only one constraint to solve for
two variables. It is well known that such an under-determined equation system yields an infinite
number of solutions. For every fixed u a valid v can be found fulfilling the constraint.

Lucas-Kanade Method A common workaround to solve this ambiguity is to assume a constant
(or affine) optical flow field in a small neighborhood of a pixel x. Such a neighborhood N
typically consists of n × n pixels with n smaller than 15. The optical flow constraint is then
evaluated with respect to all pixels within this neighborhood window N . The optical flow
constraint will usually not be perfectly fulfilled for all pixels as the assumption of equal flow
vectors within the window is violated. Minimizing the sum of quadratic deviations yields the
approach proposed by Lucas and Kanade in 1981 [90]:

min
u,v

 ∑
x′∈N (x)

(
It(x′) + Ix(x′)u+ Iy(x′)v

)2 . (4.2)

Extensions to this approach have been proposed; replacing the sum of squared errors with
an absolute error measurement [35] or using Kalman filters to further gain robustness over
time [113].

The computed flow vector is sub-pixel accurate. But due to the Taylor approximation, the
method is only valid for small displacement vectors [35]. Larger displacements are found by
embedding the method into a pyramid approach, solving for low frequency structures in low
resolution images first and refining the search on higher resolved images (see Figure 4.4). While
the maximum track length depends on image content, generally speaking, flow vectors with large
displacements are less likely to be found than those within a few pixels displacement. The Lucas

Figure 4.4: The original image corresponds to level 0 of the image pyramid. The upper pyramid levels
are down-sampled versions of the image with lower resolution; hence, high frequency image details are
filtered out (left). For pyramid approaches, the solution on an upper pyramid level is propagated onto
the lower levels and refined using the high frequency details (right) [43, 101].
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and Kanade method is currently beyond real-time if a flow vector is estimated for every pixel.
Hence, Tomasi proposed to evaluate only those regions which yield a well-conditioned equation
system when solving Equation (4.2) [129]. Currently, GPU based implementations are able to
track up to 10,000 image points at frame rates of 25 Hz [148]. Such systems are used for example
in driver assistance systems.

Variational Methods Another approach to cope with the under-determined optical flow con-
straint was proposed by Horn and Schunck [73] at the same time as the KLT approach first
appeared (1981). The authors reverted to regularization, or smoothness, for the resulting flow
field. Such smoothness was introduced by penalizing the derivative of the optical flow field,
yielding an energy which was minimized by variational approaches:

min
u(x),v(x)

{∫
Ω

(
|∇u(x)|2 + |∇v(x)|2

)
dΩ + λ

∫
Ω

(
It + Ixu(x) + Iyv(x)

)2
dΩ
}
. (4.3)

Here, u(x) ∈ R and v(x) ∈ R is the two-dimensional displacement vector for an image pixel
x ∈ R2; Ω is the image domain. The first term (regularization term) penalizes high variations
in the optical flow field to obtain smooth displacement fields. The second term (data term)
evaluates the optical flow constraint (4.1). The free parameter λ weights between the optical
flow constraint and the regularization force. Variational optical flow approaches compute the
optical flow field for all pixels within the image, hence they result in a dense optical flow field.

Being computationally more expensive, variational approaches only recently became quite
popular as processor speed has increased, yielding real time computation of dense flow fields. In
[48, 49], a highly efficient multi-grid approach on image pyramids is employed to obtain real-time
performance. In [150] a duality-based method was proposed, which uses the parallel computing
power of a GPU to gain real-time performance.

The original work of Horn and Schunck suffers from the fact that it does not allow for dis-
continuities in the optical flow field and does not handle outliers in the data term robustly.
To date the work of Horn and Schunck has attracted 3900 citations, many of these dealing
with applications of motion estimation in different scenarios, many suggesting alternative cost
functionals, and many investigating alternative minimization strategies. Since discontinuities in
the optical flow often appear in conjunction with high image gradients, several authors replace
the homogeneous regularization in the Horn-Schunck model with an anisotropic diffusion ap-
proach [106, 141]. Others substitute the squared penalty functions in the Horn-Schunck model
with more robust variants. Cohen [54] as well as Black and Anandan [40] apply estimators from
robust statistics and obtain a robust and discontinuity preserving formulation for the optical
flow energy. Aubert et al. [31] analyze energy functionals for optical flow incorporating an L1

norm for the data fidelity term and a general class of discontinuity preserving regularization
forces. Brox et al. [45] employ a differentiable approximation of the L1 norm for both, the data
and smoothness term and formulate a nested iteration scheme to compute the displacement
field.

The integral of the L1 norm of the gradient, i. e.
∫
|∇f(x)|dx, is also called the TV norm, an

abbreviation for total variation norm. Essentially, the integral counts the amount of variation,
or fluctuation, in the data. In contrast to the original quadratic L2-regularity suggested by Horn
and Schunck, the L1-regularity is known to better preserve discontinuities [40, 45, 59, 106, 116].
Figure 4.5 illustrates the advantage of using the L1 norm for denoising: “For fixed boundary
conditions, all monotone functions, regardless if discontinuous or smooth, have the same to-
tal variation. This essential property enables the total variation regularization to reconstruct
non-smooth signals. In other words, total variation has implicitly no bias against discontinu-
ities” [109].

Zach et al. [150] proposed to solve the robust TV optical flow formulation by rewriting it
into a convex dual form, allowing a separation of the data term and the smoothness term in an
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TV:
∫
|∇f(x)|2 dx

Quadratic:
∫
|∇f(x)| dx

Function TV Quadratic

f1(x) 1.0 1.0
f2(x) 1.0 0.11
f3(x) 1.0 0.01

Figure 4.5: Total variation does not see any difference between these three functions (figure courtesy of
Thomas Pock [109]).

iterative solving process. Let us replicate this approach in Section 4.1.3 and draw conclusions
about the algorithmic design behind the mathematical notations. It will turn out, that basically
two steps are performed independently, (1) data term evaluation and (2) flow field denoising.

4.1.3 Total Variation Optical Flow

Recall that the general Horn and Schunck energy (Equation (4.3)) for a two-dimensional flow
field (u, v) (dropping the inherent dependency on x) is given by∫

Ω

(
|∇u|2 + |∇v|2 + λ |It + Ixu+ Iyv|2

)
dΩ .

It has the disadvantage of not allowing for sharp edges in the smoothness term and does not han-
dle outliers in the data term robustly due to the quadratic penalizers. Replacing the quadratic
penalizers with robust versions (i. e. the absolute function) yields∫

Ω

(
|∇u|+ |∇v|+ λ |It + Ixu+ Iyv|

)
dΩ . (4.4)

Although Equation (4.4) seems to be simple, it offers computational difficulties. The main
reason is that both, the regularization term and the data term, are not continuously differen-
tiable. One approach is to replace the absolute function |x| with the differentiable approximation
Ψε(x) =

√
x2 + ε2, and to apply a numerical optimization technique on this slightly modified

functional (e. g. [45, 52]). In [150] the authors propose an exact numerical scheme to solve Equa-
tion (4.4) by adopting the Rudin-Osher-Fatemi (ROF) energy [114] for total variation based
image denoising to optical flow. Let us review this approach now. The ROF energy for image
denoising is covered in more detail in Section 4.2.

In [150] the authors introduce auxiliary (so called dual) variables u′ and v′ and replace one
instance of the original variables u and v in Equation (4.4) with the dual variables, yielding

min
u,v,u′,v′

{∫
Ω

(
|∇u|+ |∇v|+ λ

∣∣It + Ixu
′ + Iyv

′∣∣) dΩ
}

with u = u′ and v = v′ .

This step does not change the energy at all. The ingenious novelty is the following: the side
conditions u = u′ and v = v′ are now relaxed (see [26] for more details on Lagrangian relax-
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Total Variation optic flow
with pyramid scheme

and warping

1© input:
approximate

flow field

4© output:
final flow field

2© Eq. (4.6)
data term

3© Eq. (4.7)
ROF denoising

Figure 4.6: Basic algorithmic design of the total variation optical flow algorithm. Subsequent data term
evaluation and denoising steps, embedded into a warping strategy, are applied to an approximate flow
field (e. g. the zero flow field) to compute the resulting flow field.

ation) and embedded into the energy functional to be minimized. This yields the following
convex approximation of the original total variation regularized optical flow problem

min
u,v,u′,v′

{∫
Ω

(
|∇u|+ |∇v|+ 1

2θ
(u− u′)2 +

1
2θ

(v − v′)2 + λ
∣∣It + Ixu

′ + Iyv
′∣∣) dΩ

}
, (4.5)

where θ is a small constant, such that u is a close approximation of u′ (and equivalent v is a close
approximation of v′). The resulting energy is strictly convex, hence it has a unique minimum.
This minimum is found by alternating steps updating either the dual variables, u′ and v′, or the
primal variables, u and v, in every iteration (see also Figure 4.6):

1. For u and v being fixed, solve

min
u′,v′

∫
Ω

{
1
2θ

(u− u′)2 +
1
2θ

(v − v′)2 + λ
∣∣It + Ixu

′ + Iyv
′∣∣} dΩ . (4.6)

Note, that this minimization problem can be independently evaluated for every pixel be-
cause no spatial derivatives of the flow field contribute to the energy. More specifically, the
optical flow constraint data term, λ|It+Ixu′+Iyv′|, is minimized w. r. t. the dual flow vari-
ables u′ and v′ such that deviations from the primal variables are penalized quadratically.
This demands a solution close to the given (approximate) primal flow field.

2. For u′ and v′ being fixed, solve

min
u,v

∫
Ω

{
|∇u|+ |∇v|+ 1

2θ
(u− u′)2 +

1
2θ

(v − v′)2

}
dΩ . (4.7)

This is the total variation based image denoising model of Rudin, Osher, and Fatemi [114].
The denoising will be presented in more detail within the general framework in Section 4.2.
For now, note that a denoising of the dual variables, u′ and v′, is computed.

Embedding Equations (4.6) and (4.7) into a pyramid warping scheme implies that the denoised
solution vector (u, v) serves as a new approximate flow field (u, v) for the next iteration or next
lower pyramid level. Iteratively solving the data term and subsequent denoising yields the final
optical flow result.

This basic idea of data term solving and denoising is picked up in Section 4.2 and a generalized
approach is presented which I call Refinement Optical Flow. In that section the solutions for
the minimization problems (4.6) and (4.7) are also outlined. But beforehand, let us conclude
the literature overview on optical flow approaches.
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4.1.4 Other Optical Flow Approaches

Robust variational approaches have been shown to yield the most accurate results to the optical
flow problem known in literature. But they cover only a subset of dense optical flow algorithms.

In [123], a two-step method is presented where first optical flow is computed in a local neigh-
borhood and secondly a dense flow field is derived in a relaxation step. Other optical flow algo-
rithms with outstanding performance are graph cuts (discrete optimization) [56] or the fusion
of previously mentioned approaches into an optimized result [85]. The Middlebury optical flow
evaluation homepage gives a nice summary of other state-of-the-art optical flow algorithms [36].

4.2 A General Flow Refinement Framework

In this section, a general framework for optical flow, based on repeatedly refining a flow field,
is derived. This generalizes the idea of data term evaluation and ROF denoising from the total
variation optical flow. An overview of the general make-up is given in Figure 4.7.

The general make-up consists of a pixel-wise data term optimization step 2© and a global
smoothness term evaluation step 3©. Both steps are presented separately in Subsections 4.2.1
and 4.2.2. Subsection 4.2.3 summarizes the algorithm and provides implementation details.

Refinement optic flow
with pyramid scheme

and warping

1© input:
approximate

flow field

4© output:
final flow field

2© Sec. 4.2.1
pixelwise data

term evaluation

3© Sec. 4.2.2
flow field
denoising

Figure 4.7: The general framework for Refinement Optical Flow. An approximate flow field is refined by
iteratively evaluating the data term and subsequent smoothing, embedded in a pyramid warping scheme.
The result is an optimized and refined optical flow field (compare with Figure 4.6).

4.2.1 Data Term Optimization

The data term represents the driving force for optical flow computation. Given an approximate
n-dimensional flow field u′ ∈ Rn as prior, an optimal solution is computed for every pixel which
fulfills best a single or multiple data terms. More specifically, a solution u = (u1, . . . , un)> ∈ Rn

is obtained, which minimizes the weighted sum of the distance to the prior flow field and the
individual data term violations p(·),

u = min
u

1
2

∥∥u− u′
∥∥+

∑
p∈P

ω
(
λp p(u)

) . (4.8)

Here, P is the set of all data terms and each data term is given an individual weight λp. ω is a
function penalizing deviations from 0. In this subsection, the robust L1 norm is used. A typical
data term is the brightness constancy constraint, p(u) = I1(x)− I2(x + u). In fact, for a single
data term this becomes the methodology employed in [150], from where I derived my ideas. See
Appendix A for more details on different data terms.
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The investigated data terms in this subsection employ linearized constraint violations (e. g.
violations of the optical flow constraint (4.1)). The linearized version of a constraint p(u) consists
of a constant scalar value, denoted by a subscript zero p0, and a vector denoted by p, i. e.

λpp(u) ≈ p0 + p>u = p0 + p1u1 + · · ·+ pnun .

Note, that the weight λp is included in the data term entries pi for convenience reasons. In
summary, we have

min
u

1
2

∥∥u− u′
∥∥2 +

∑
p∈P
|λpp(u)|

 = min
u

1
2

∥∥u− u′
∥∥2 +

∑
p∈P
|p0 + p>u|

 . (4.9)

The remainder of this subsection deals with the optimization of Equation (4.9) and presents
a simple example employing the optical flow constraint. Due to the absolute function in the
robust data deviation term, Equation (4.9) is not differentiable at p0 + p>u = 0. This is a pity,
because the violations of the data terms should be as small as possible demanding the data
terms to vanish and causing numerical instabilities. Two ways to solve this issue are: using an
ε-approximation of the absolute norm [45] and quadratic optimization techniques.

The ε-approximation of the absolute norm yields a lagged iterative solution, while quadratic
optimization yields an exact solution within a fixed number of thresholding steps. In the fol-
lowing subsection, the lagged iterative solution is presented. Then, quadratic optimization
techniques are derived for a single, two, and multiple data terms.

(1) Approximating the Absolute Function

The absolute function |x| is not differentiable in x = 0. An often used approximation (e. g. [45])
is to replace the absolute function by Ψ(x) =

√
x2 + ε2 with a small constant ε > 0. This

function is convex and differentiable. Its derivative is given by Ψ′(x) = x′ x√
x2+ε2

. Due to the
appearance of x in the derivative, an iterative approach is commonly used in order to minimize
the function w.r.t. x by gradient descent. Such a solution approach is also called lagged feedback
because, usually, a few iterations are needed to get close to the global minimum.

Replacing the absolute functions in Equation (4.9) with the Ψ functions yields the following
approximation for the optimization problem:

min
u

1
2

∥∥u− u′
∥∥2 +

∑
p∈P

Ψ
(

(p0 + p>u)2
) . (4.10)

The objective function now is convex and the minimum is found by successive gradient descent
steps. This is done by setting its derivative w.r.t uk, with k being the iteration index, equal
zero. The starting point u0 is arbitrary because the objective function is convex. This yields

uk = u′ −
∑
p∈P

 1√
(p0 + p>uk−1)2 + ε2

p
(
p0 + p>uk

) .

uk =

Id +
∑
p∈P

1√
(p0 + p>uk−1)2 + ε2

pp>

−1u′ −
∑
p∈P

 1√
(p0 + p>uk−1)2 + ε2

p0 p


 .

Due to the lagged feedback, in general a few iterations (re-linearizations) are needed to find a
minimum which is close to the optimum.
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(2) Quadratic Optimization

Another approach to solve the objective equation, Equation (4.9), is quadratic programming.
In this subsection, the optimization problem involving the absolute function is transformed
into a quadratic optimization problem with inequality constraints. The basics for optimization
techniques based on quadratic optimization will now be presented. Finally, a fast and optimal
thresholding scheme for solving the resulting quadratic optimization problem is presented.

In a first step, the absolute functions (the original data term p ∈ P) are replaced by dual vari-
ables p′ and inequality constraints (see Figure 4.8 for an example). The remaining minimization
problem is to find the minimum of

1
2

∥∥u− u′
∥∥2 +

∑
p∈P

p′ (4.11)

with inequality constraints

(i) p0 + p>u− p′ ≤ 0 ∀p ∈ P and
(ii) −p0 − p>u− p′ ≤ 0 ∀p ∈ P .

(4.12)

Equation (4.11) with side conditions (4.12) yields the same minimum as Equation (4.9). The
absolute function has been replaced yielding a differentiable objective function. This, however,
is at the cost of one additional variable and two inequality constraints per data term. Note, that
Equation (4.11) is a combination of convex functions, and hence is convex itself. Let us now use
the Karush-Kuhn-Tucker theorem [76] for convex quadratic minimization problems under linear
inequality constraints to find an optimal solution to Equation (4.11) and hence the original
problem (4.9):

For a convex quadratic minimization problem minx {f(x)}, under N linear inequality con-
straints gi(x) ≤ 0 where 0 ≤ i ≤ N , a global optimum of a solution x∗ holds true if there exist
constants µi such that the Karush-Kuhn-Tucker (KKT) conditions [76] are fulfilled:

Stationarity: ∇f(x∗) +
∑

i µi∇gi(x∗) = 0.

Primal feasibility: gi(x∗) ≤ 0.

Dual feasibility: µi ≥ 0.

Complementary slackness: µigi(x) = 0 ∀ i.

Solution schemes for a single data term, two data terms based on thresholding, and for the
general case of multiple data terms are presented in the following.

4− x ≤ y

−4 + x ≤ y

Figure 4.8: Example for finding minx {2 + |4− x|} (minimum x∗=4). The | · | function is replaced by a
dual variable y and inequality constraints (equations to right), yielding minx,y {2 + y}. The minimum is
(x∗, y∗) = (4, 2). Note that both problems yield the same minimum for the primal variable x∗.
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Single Data Term

For a single data term, the task is to find the vector u∗ which solves the minimization problem

u∗ = min
u

{
1
2

∥∥u− u′
∥∥2 +

∣∣∣p0 + p>u
∣∣∣} ,

or its dual formulation

u∗ = min
u

{
1
2

∥∥u− u′
∥∥2 + p′

}
with linear side conditions

p0 + p>u− p′ ≤ 0
and − p0 − p>u− p′ ≤ 0 .

The solution computes as (first presented by [150]; see Appendix B.2 for the proof):

Thresholding Check Solution

p(u′) < −p>p u∗ = u′ + p

|p(u′)| ≤ p>p u∗ = u′ − p(u′)
p>p

p

p(u′) > p>p u∗ = u′ − p

Two Data Terms

In this subsection, an efficient solution scheme to minimize the objective function (4.9) or,
equivalently, its dual quadratic optimization problem (4.11) with inequality constraints (4.12)
for two data terms is presented. To this end, we have two data terms, λ1p1(u) = a0 + a>u and
λ2p2(u) = b0 + b>u, where a0 and b0 are constant and a and b represent the linear parts of the
data terms. The minimization problem states

min
u

1
2

∥∥u− u′
∥∥2 + | a0 + a>u︸ ︷︷ ︸

λ1p1(u)

|+ | b0 + b>u︸ ︷︷ ︸
λ2p2(u)

|

 . (4.13)

Its dual formulation with dual variables a′ and b′ is

min
u

{
1
2

∥∥u− u′
∥∥2 + a′ + b′

}
such that

(i) a0 + a>u− a′ ≤ 0
(ii) −a0 − a>u− a′ ≤ 0
(iii) b0 + b>u− b′ ≤ 0
(iv) −b0 − b>u− b′ ≤ 0 .

The thresholding steps for solving 4.13 are given in Table 4.1; the derivation can be found in
Appendix B.3.

Multiple Data Terms

If more than two data terms are given, a direct solution via thresholding becomes computation-
ally expensive due to the high number of comparisons needed. Let the number of data terms
be n. Then for every possible solution (each data term may be negative, positive or equal to
zero yielding 3n possible solutions), one has to perform n thresholding checks. Hence, the total
number of comparisons is n · 3n; it increases exponentially. Of course, the search for the mini-
mum can be stopped once a solution is found, yielding n · 3n only in the worst case. With one
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Thresholding Checks Solution

a0 + a>(u′ − a− b) ≥ 0

b0 + b>(u′ − a− b) ≥ 0
u∗ = u′ − a− b

a0 + a>(u′ − a + b) ≥ 0

b0 + b>(u′ − a + b) ≤ 0
u∗ = u′ − a + b

a0 + a>(u′ + a− b) ≤ 0

b0 + b>(u′ + a− b) ≥ 0
u∗ = u′ + a− b

a0 + a>(u′ + a + b) ≤ 0

b0 + b>(u′ + a + b) ≤ 0
u∗ = u′ + a + b

a0 + a>(u′ − a− b
b>b

(
b0 + b>u′ − b>a

)
) ≥ 0∣∣∣∣ 1

b>b

(
b0 + b>u′ − b>a

)∣∣∣∣ ≤ 1
u∗ = u′ − a− b

b>b

(
b0 + b>u′ − b>a

)
a0 + a>(u′ + a− b

b>b

(
b0 + b>u′ + b>a

)
) ≤ 0∣∣∣∣ 1

b>b

(
b0 + b>u′ + b>a

)∣∣∣∣ ≤ 1
u∗ = u′ + a− b

b>b

(
b0 + b>u′ + b>a

)
b0 + b>(u′ − b− a

a>a

(
a0 + a>u′ − a>b

)
) ≥ 0∣∣∣∣ 1

a>a

(
a0 + a>u′ − a>b

)∣∣∣∣ ≤ 1
u∗ = u′ − b− a

a>a

(
a0 + a>u′ − a>b

)
b0 + b>(u′ + b− a

a>a

(
a0 + a>u′ + a>b

)
) ≤ 0∣∣∣∣ 1

a>a

(
a0 + a>u′ + a>b

)∣∣∣∣ ≤ 1
u∗ = u′ + b− a

a>a

(
a0 + a>u′ + a>b

)

If all checks fail u∗ =
[

a>

b>

]−1 [ −a0

−b0

]

Table 4.1: Thresholding checks for two data terms.
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data term, three comparisons have to be performed. Two data terms lead to a worst case of 18
comparisons (see above table) and for three data terms up to 81 comparisons are necessary.

This leads to the question, whether other quadratic optimization techniques can be used to
minimize the objective function. A large number of approximate algorithms are known which
approximate the linear constraint functions with barrier or penalty functions [91]. An exact
solution is given by the so-called active set method [55]. Here, the solution is found by gradient
descent within an active subset of inequality conditions. However, the algorithmic complexity
prohibits a very large number of data terms. Hence, approximating the absolute function (e. g. as
in Equation (4.10)) or approximating the inequality constraints is the most practicable approach
to handle multiple data terms efficiently.

Toy example: optical flow data term

This subsection presents a toy example, minimizing Equation (4.9) with one data term, the
linearized optical flow constraint. The prior flow field is set to (u′1, u

′
2) = (0, 0). Ergo, small flow

vectors are favored, which is correct in this very example, where most of the flow vectors have a
displacement below one pixel. For the simple case of a one-channel gray value image, the data
term becomes

λp(u) = λ (It + Ixu1 + Iyu2) .

This yields the following thresholding table to solve for u1,2 (see also [150] and Appendix B.2):

Thresholding Check Solution

It + Ixu
′
1 + Iyu

′
2 <−λ‖∇I‖

(
u1

u2

)
=
(
u′1
u′2

)
+ λ∇I

|It + Ixu
′
1 + Iyu

′
2| ≤ λ‖∇I‖

(
u1

u2

)
=
(
u′1
u′2

)
− It + Ixu

′
1 + Iyu

′
2

‖∇I‖
∇I

It + Ixu
′
1 + Iyu

′
2 >λ‖∇I‖

(
u1

u2

)
=
(
u′1
u′2

)
− λ∇I

As one would expect, if only the thresholding step is performed for a given approximate flow
field, the resulting flow field usually is noisy. See Figure 4.9 for the result (λ= 50). The data
term is nearly fulfilled for most part of the image while the optical flow field proves to be very
noisy. Hence, it is straightforward to denoise and smooth the flow field in order to derive a
more appealing solution. The next section presents methods for the second step of the general
Refinement Optical Flow, the smoothness term evaluation.

Figure 4.9: Optical flow for the rubber whale sequence of the Middlebury optical flow data set using a
simple thresholding step. The computed flow field (second from left) is noisy and shows many outliers.
The data term deviation (third from left) is small (black corresponds to 3.75% gray value error) while
the optical flow end point error is fairly large (right image, black denotes 0.5px error).
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4.2.2 Smoothness Term Evaluation

The first step in the general framework for Refinement Optical Flow consists of a data term
evaluation step. The data term optimization (Equation 4.8) is independently performed for each
pixel. An advantage of such an algorithm is that it can be sped up using multiple processors
and parallel computing power, e. g. modern graphics processing units (GPUs).

The disadvantage is that the solution is local in the way that only the pixel itself contributes
to the solution. As seen above (compare Figure 4.9), this leads to noisy flow fields, mainly due
to three reasons; corrupted image data due to sensor noise, low entropy (information content)
in the image data, and illumination artifacts.

Assuming that the noise is uncorrelated and has zero mean, the common approach to lower
the noise level is a subsequent smoothing operation. However, smoothing the flow field may
lead to a lack of sharp discontinuities that exist in the true flow field, especially at motion
boundaries. Hence, discontinuity-preserving filters yielding a piecewise smooth flow field have
to be employed.

The aperture problem (see Figure 4.3) can only be solved if information from a region’s
boundary is propagated into the interior. While smoothing can be performed locally, this does
not wholly solve the aperture problem (unless the filter mask is chosen large enough). Only
global techniques, propagating information across the whole image, promise improvements. The
three main objectives for the smoothing step can be summarized as

• Discard outliers in the flow field due to corrupted image data (denoising).

• Preserve edges, i. e. do not smooth over flow edges.

• Propagate information into areas of low texture (smoothing).

Illumination artifacts are different in nature as they cannot be removed by denoising or
smoothing. Section 4.3 will tackle the illumination problem and show how to increase robustness
to illumination changes by preparing the input image accordingly. In this subsection, different
smoothing (or denoising) filters are presented; the median filter, total variation denoising filters,
an anisotropic and edge preserving diffusion filter, and a second order prior denoising. Quanti-
tative results obtained using the different filters are discussed in Section 4.4. In general, a filter
F is applied to a given n-dimensional flow field u, where the gray value image I may yield as
prior; it returns the smoothed flow field û such that

û = F(u, I) . (4.14)

Median Filtering

Discarding outliers and preserving edges is a well-known characteristic of rank filters [98]. The
median filter probably is the best-known rank filter. According to [19], the median of N numer-
ical values has the following properties:

• The median of a list of N values is found by sorting the input array in increasing order,
and taking the middle value.

• The median of a list of N values has the property that in the list there are as many greater
as smaller values than this element.

• The median of a list of N values minimizes the sum of deviations over all list entries.

The last property makes the median filter especially suitable for denoising if noise characteris-
tics are unknown. A median filter has also the nice property of converging to a periodic solution
if recursively executed on an input image. This periodic (for most part of the image stationary)
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image is called the root image of the median filter [146]. For recursively applying n median filter
steps, denoted by a superscript, i. e.

û =MFn (u) =MF
(
MFn−1 (u)

)
, (4.15)

the root image property yields

∃ n > 0, i > 0 : MFn+i (u) =MFn (u) .

Recursively applying the median filter propagates information across the image and produces
piecewise smooth flow fields. For the root image, the above definitions of the median filter
are inherently fulfilled; outliers are replaced by local medians, such that deviations between
neighboring pixels are minimized.

In the experiments, a fixed number of median filter iterations is used. Using the Bubble-Sort
algorithm, median filtering can be implemented quite efficiently employing a fixed number of
comparisons [19]. The window size used in the experiments is 3× 3.

TV-L1 Denoising

The continuous counterpart to median filtering is total variation denoising with an L1 data term,
which provides an edge-preserving and smooth flow field. The classical TV denoising algorithm
is described by Rudin, Osher, and Fatemi in [114]. Their algorithm seeks an equilibrium state
(minimal energy) of an energy functional consisting of the TV norm of the data field, |∇û|, and
a fidelity term of the data field û to the noisy input data field u:

û = T VLp(u) = minbu
{∫

Ω

(
|∇û|+ 1

2
λ |û− u|p

)
dΩ
}
. (4.16)

Here, λ ∈ R is a scalar value controlling the fidelity of the solution to the input image (inversely
proportional to the measure of denoising); p= 2 yields a quadratic penalizer and p= 1 linear
penalizing. The resulting data field contains the cartoon part of the image [147]. The cartoon has
a curve discontinuities, but elsewhere it is assumed to have small or null gradient, |∇û| ≈ 0. In
the original work [114], a quadratic data fidelity term (p = 2) was used. A closer approximation
of the discrete median filter is an absolute data fidelity term [37]. The following solution scheme
for total variation with an absolute data term is found in [109]:

Proposition 1 The solution of

T VL1(u) = minbu
∫

Ω
|∇û|+ 1

2
λ |û− u| dΩ . (4.17)

is given by

û = q +
1
2
λ div p .

The dual variables p = [p1, p2] and q are defined iteratively by computing

p̃n+1 = pn +
2τ
λ
∇
(

q +
1
2
λ div p

)
, followed by pn+1 =

p̃n+1

max
{

1, |p̃n+1|
}

and

qn+1
i,j =


qi,j − 1

2λθ if qi,j − fi,j> 1
2λθ

qi,j + 1
2λθ if qi,j − fi,j<−1

2λθ
f otherwise

.

where p 0 = 0, q0 = u, θ = 0.2 and the time step τ ≤ 1/4.
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The implementation of Proposition 1 uses backward differences to approximate div p and
forward differences for the numerical gradient computation in order to have mutually adjoint
operators [50]. The discrete version of the forward difference gradient (∇u)i,j = ((∇u)1

i,j , (∇u)2
i,j)

at pixel position (i, j) for a data field of width N and height M is defined as

(∇u)1
i,j =

{
ui+1,j − ui,j if i < N
0 if i = N

and (∇u)2
i,j =

{
ui,j+1 − ui,j if j < M
0 if j = M

.

The discrete version of the backward differences divergence operator is

(div p)i,j = (div [p1, p2])i,j =


p1
i,j − p1

i−1,j if 1 < i < N

p1
i,j if i = 1
−p1

i−1,j if i = N

+


p2
i,j − p2

i,j−1 if 1 < j < M

p2
i,j if j = 1
−p2

i,j−1 if j = M

.

TV-L2 Denoising

A solution scheme using the quadratic penalizers for Equation (4.16), the ROF model,

T VL2(u) = minbu
∫

Ω
|∇û|+ 1

2
λ |û− u|2 dΩ ,

was proposed in [51]:

Proposition 2 The solution of

T VL2(u) = minbu
∫

Ω
|∇û|+ 1

2
λ (u− û)2 dΩ (4.18)

is given by

û = u +
1
λ

div p.

The dual variable p = [p1, p2] is defined iteratively with p 0 = 0, the time step τ ≤ 1/4, and

p̃n+1 = p + λτ

(
∇
(
u+

1
λ

div pn
))

and pn+1 =
p̃n+1

max
{

1, |p̃n+1|
} . (4.19)

Structure-Adaptive Smoothing

For many image sequences, discontinuities of the motion field tend to coincide with object
boundaries and discontinuities of the brightness function. Although this is certainly not always
true, the quantitative experiments on the optic flow benchmark [36] will demonstrate that the
introduction of brightness-adaptive smoothness leads to improvements of optic flow estimates.

An elegant theoretical treatise of image-adaptive regularization of flow fields was presented
in [142]. There, the authors introduce regularizers of the form

Ψ
(
∇v>1 D(∇I)∇v1

)
+ Ψ

(
∇v>2 D(∇I)∇v2

)
, (4.20)

corresponding to an inhomogeneous and potentially anisotropic regularization induced by a
structure-dependent tensor D(∇I). The central idea is that the smoothness of v along the two
eigenvectors of D is weighted by the corresponding eigenvalues. In fact, anisotropic structure-
dependent regularization was already proposed by Nagel in 1983 [105]. This is achieved by
setting

D(∇I) =
1

|∇I|2 + 2λ

(
∇I⊥∇I>⊥ + λ2 Id

)
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where Id denotes the unit matrix. This leads to an anisotropic smoothing of v along the level lines
of the image intensity while preserving discontinuities across level lines. Lately, a fast numerical
approximation scheme for anisotropic diffusion was proposed by Felsberg in [62]. Thanks to the
author I was able to compare the algorithm with other denoising approaches in the experimental
result section.

In order to include structure-adaptive smoothing into the total variation denoising, an inho-
mogeneous isotropic regularization is considered. Following [30], discontinuities of the motion
field arising at locations of strong image gradients are favored setting D(∇I) = g(|∇I|) Id with
a strictly decreasing positive function

g(|∇I|) = exp
(
−α|∇I|β

)
. (4.21)

Instead of solving Equation (4.18), this yields the following solution scheme [132]:

T VL2(u, I) = minbu
∫

Ω
g (|∇I|) |∇û|+ 1

2
λ (u− û))2 dΩ . (4.22)

This weighted total variation problem can be solved using Proposition 2 and replacing Equa-
tion (4.19) with

pn+1 =
p̃n+1

max
{

1, |epn+1|
g(|∇I|)

} .

Second Order Prior

Total variation techniques favor piecewise constant flow fields. This effect is not always desired,
especially if the flow field is slightly affine, and causes a so-called stair-casing effect [131]. In
[131], the authors propose to penalize the variation of the second derivative (for details I refer
to [131]). This approach is also considered in the experiments in Section 4.4.

But before, the toy example for denoising will be continued and implementation details to the
Refinement Optical Flow framework are given within the next section.

Toy example cont.: denoising the flow field

Let us continue the toy example from Section 4.2.1, Figure 4.9. The inherent problem is that
the optical flow vectors after the data term evaluation are quite noisy; hence, the flow field
needs to be denoised. In the toy example, the median filter is applied recursively to the flow
field shown in Figure 4.9. The result can be seen in Figure 4.10. Clearly, the flow field is much
smoother than simply minimizing the data term equations while edges are preserved (compare
with Figure 4.9). The average end point error is twice as low as using a simple thresholding
procedure. At the same time the data term deviation (gray value difference between current
position and gray value at the end point of the flow vector) is larger for most of the image, as
one would expect.

Figure 4.10: Results after convergence of median filtering to the root image. The leftmost image reviews
shows flow result from simple thresholding around the initial zero flow field. The result after convergence
of iterative median filtering yields a smoother flow field and smaller flow error (same color scale as in
Figure 4.9). This is at the cost of data term deviations.
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Notice, that the approach in the toy example uses simple, pixel-wise thresholding and pixel-
wise median filtering and can be seen as a local approach. Nevertheless, due to the iterated
median filtering message passing does take place, suggesting a touch of globality. Due to the
median filter, the presented method is inherently robust against a wide range of outliers. Fur-
thermore it benefits from the easy implementation, compared to the classical approaches of
optical flow estimation (KLT [90] and Horn and Schunck [73]).

While small flow vectors are well approximated using this simple approach, large flow vectors,
especially present in the lower part of the image, are still not precise. The next section reviews
two common techniques around this problem: warping and image pyramids. Furthermore it
provides implementation details for the involved numerical scheme. Evaluation results, compar-
ing different data and smoothness terms as well as an evaluation of the Refinement Optical Flow
framework on a optical flow benchmark, are found in Section 4.4.

4.2.3 Implementation Details

This section gives details on the implementation for the proposed Refinement Optical Flow
framework. Insights on the implementation of the numerical scheme, the restriction and prolon-
gation operators and the used warping scheme are given.

Pyramid Restriction and Prolongation

Recall, that large flow vectors in Figure 4.10, especially present in the lower part of the image,
are still not precise. This is mainly due to the linearized flow constraint which does not allow for
large flow vectors. Two common approaches are known to solve this problem; image pyramids
and warping [45]. image pyramids use down sampled versions of the image to find larger flow
vectors whereas warping linearizes the optical flow constraint using the derived solution as a new
starting point. Therefore pyramid approaches inherently use warping to propagate the results
between pyramid levels.

In this thesis, image pyramids with a scale factor of 2 are used. Propagating results from a
lower pyramid level, say 640 × 480 px, to a higher pyramid level, say 320 × 240 px is called a
restriction operation. Restriction has to be performed on the gray value input images in order
to assemble the image pyramid. The restriction operator is a combination of a low pass 5 × 5
Gaussian filter and subsequent down-sampling [126]. That is, a Gaussian filter with σ = 1,
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is applied to the image. Then odd rows and columns are removed from the image, yielding the
lower resolved pyramid image (note, that such procedure does require the size of the input image
to be a power of 2 times the size of the lowest resolved image).

For the opposite direction, flow vectors and dual variables have to be transformed from the
higher pyramid level onto the lower pyramid level. This operation is called prolongation. The
prolongation operator up-samples the image, that is, inserts odd zero rows and columns, and
then applies the 5× 5 Gaussian filter multiplied by 4 to it. Here, one must differentiate between
up-sampling of the flow vectors u, which have to be multiplied by a factor of 2, and up-sampling
of the dual variable p. The dual variable p is not multiplied by a factor. Instead, Dirichlet
boundary conditions are enforced by first setting the border of the dual variable to 0 and then
up-sampling the dual variable.

Optical flow results from upper pyramid levels (e. g. 320× 240 px) are a good approximation
for the optical flow on lower pyramid levels (e. g. 640×480 px). Hence, they can be passed to the
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Figure 4.11: The two left images show the results of the median filtered optical flow on an image pyramid.
The two right images have been achieved using additional warps on each pyramid level. Both approaches
further improve the derived optical flow field from 0.38 px average end point error (as in Figure 4.10) to
0.155 px and 0.128 px average end point error, respectively.

Refinement Optical Flow data term evaluation step as the approximate solution u′. However,
in order to allow for the estimation of large flow vectors and not to get stuck in local minima of
the gray value intensity function, the optical flow constraint has to be evaluated in the vicinity
of the approximate solution. This process is called warping.

Re-sampling the Coefficients of the Optical Flow Data Term via Warping

To compute the image warping, the image I1 is linearized using the first order Taylor approxi-
mation near x + u0 (instead of solely x), where u0 is a given (approximate) optical flow map:

I1(x + u) = I1(x + u0) +∇I1(x + u0) (u− u0) .

The data fidelity term ρ(u) now reads

ρ(u) = I1(x + u0)− I0(x)−∇I1(x + u0)u0︸ ︷︷ ︸
c

+∇I1(x + u0)u

where the left part, denoted by c, is independent of u, and hence fixed. Commonly, bi-
linear or bi-cubic look-up is used to calculate the intensity value I1(x + u0) and the deriva-
tives of I1. The derivatives on the input images are approximated using the five-point stencil
1
12

[
−1 8 0 −8 1

]
. If the bi-cubic look-up falls onto or outside the original image

boundary, a value of 0 is returned for the derivative and the gray value.

Toy Example cont.: Pyramids and Warping

Figure 4.11 shows the progress in terms of optical flow end point error when applying firstly
only a pyramid approach and secondly additional warps on each pyramid level. 5 pyramid levels
and 10 warps on each pyramid level were used for this toy example. The decrease in end point
error becomes visible as more sophisticated methods are used for the optical flow estimation.

Symmetric Gradients for the Data Term Evaluation

Assuming that u0 is a good approximation for u, the optical flow constraint states that I0(x) ≈
I1(x + u0). Taking this further onto image derivatives, we obtain that ∇I0(x) is a good approx-
imation for ∇I1(x + u0). Note, that replacing ∇I1(x + u0) with ∇I0(x) implies that no bi-cubic
look-up for the image gradients has to be employed and the computation time can be sped
up. However, it turns out that using blended versions of the derivatives larger flow vectors can
be matched and hence even better results are achieved. Figure 4.12 reveals that the accuracy
for blended versions of the derivatives, ∇I = (1− β)∇I1(x + u0) + β∇I0(x), increases (keeping
all other parameters fix). Values for β around 0.5 show the best results in terms of optical
flow accuracy. This can be explained by the fact that both images contribute to the gradient,
increasing the amount of image information used.
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Figure 4.12: The plot shows the optical flow accuracy, measured as the average end point error for different
β values for the blending of the gradients from image I0 and I1 of the rubber whale test sequence. The
improvement using a blended version of the gradients for the optical flow computation is visible.

Numerical Scheme

The general numerical implementation for a specific setting of the Refinement Optical Flow
framework is as follows. Beginning with the coarsest level, Equation (4.9) is solved at each level
of the pyramid, the result (Equation 4.14) is smoothed, and the solution is propagated to the
next finer level.

This solution is further used to compute the coefficients of the linearized data terms on the
corresponding pyramid levels. Hence, a warping step for the input images takes place every
time when the solution is propagated within the pyramid and furthermore additional warps
are used on each level to achieve more accurate results. For implementation on modern graphic
processing units (GPUs), bi-linear warping is essentially available at no additional cost, therefore
the concept of outer iterations is only used on CPU implementations.

Avoiding poor local minima is not the only advantage of the coarse-to-fine approach. It turns
out, that the filling-in process induced by the regularization (smoothness) occurring in texture-
less region is substantially accelerated by a hierarchical scheme as well. The resulting numerical
scheme is summarized in Algorithm 1.

The next section tackles the problem of illumination artifacts, which were not addressed in the
Refinement Optical Flow framework. Using color images, a common way to tackle illumination
artifacts is to change the color space representation (e. g. from RGB to HSV) and to work solely
on the color itself instead of using illumination. The approach for gray value images needs to
be somehow more subtle.

4.3 Increasing Robustness to Illumination Changes

The image data fidelity term states that the intensity values of I0(x) do not change during its
motion to I1(x + u(x)). For many sequences this constraint is violated due to sensor noise,
illumination changes, reflections, and shadows. Hence, real scenes generally show artifacts that
violate the optical flow constraint. Figure 4.13 shows an example, where the ground truth
flow is used to register two images from the Middlebury optical flow benchmark data base [36].
Although the two images are registered at the best using the ground truth flow, the intensity
difference image between the source image and the registered target image reveals the violations
of the optical flow constraint. Some of these regions, showing artifacts of shadow and shading
reflections, are marked by blue circles in the intensity difference image.

A physical model of brightness changes was presented in [70], where brightness change and
motion is estimated simultaneously; shading artifacts however have not been addressed. In
[134] and [102] the authors used photometric invariants to cope with brightness changes, which
requires color images. A common approach in literature to tackle illumination changes is to use
image gradients with, or instead of, the plain image intensity values in the data term [45]. This
implies that multiple data fidelity terms have to be used and images are differentiated twice,
which is known to be noisy.
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Refinement optic flow
with pyramid scheme

and warping

1© input:
approximate

flow field

4© output:
final flow field

2© Sec. 4.2.1
pixelwise data

term evaluation

3© Sec. 4.2.2
flow field
denoising

Input: Two intensity images I0 and I1

Output: Flow field u from I0 to I1

Preprocess the input images;
for L = 0 to max level do

Calculate restricted pyramid images LI0 and LI1;
end

Initialize Lu = 0 and L = max level;
while L ≥ 0 do

for W = 0 to max warps do

Re-sample coefficients of ρ using LI0, LI1, and Lu; (Warping)
for Out = 0 to max outer iterations do

Solve for Lu′ via thresholding; (Section 4.2.1)
for In = 0 to max inner iterations do

Smoothness term iteration on Lu′; (Section 4.2.2)
end

end
end

if L > 0 then
Prolongate Lu to next pyramid level L− 1;

end
end

Algorithm 1: Numerical scheme of the Refinement Optical Flow algorithm.
In the numerical scheme, a super-scripted L denotes the pyramid level.
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An alternative is to employ a structure-texture decomposition similar to the approach used
in [131] in order to remove the intensity value artifacts due to shading reflections and shadows.
The basic idea behind this splitting technique is that an image can be regarded as a composition
of a structural part, corresponding to the main large objects in the image, and a textural part,
containing fine scale-details [32]. See Figure 4.14 for an example of such a structure-texture
decomposition, also known as cartoon-texture decomposition. The expectation is, that shadows
show up only in the structural part which includes the main large objects.

The structure-texture decomposition is accomplished using the total variation based image
denoising model of Rudin, Osher and Fatemi [114]. For the intensity value image I(x), the
structural part is given by the solution of

min
IS

∫
Ω

{
|∇IS |+

1
2θ

(IS − I)2

}
dx. (4.23)

The textural part IT (x) is then computed as the difference between the original image and its
denoised version, IT (x) = I(x)− IS(x).

Figure 4.15 shows the intensity difference images between the source image and the registered
target image using the ground truth flow as look-up for both, the original image and its de-
composed parts. For most parts the artifacts due to shadow and shading reflections show up in
the original image and the structural part. The intensity value difference in the textural part,
which contains fine-scale details, is noisier than the intensity value difference in the structural
part. These intensity value differences are mainly due to sensor noise and sampling artifacts
while shadow and shading reflection artifacts have been almost completely removed. This is
best visible in the area of the punched hole of the rotated D-shaped object.

This observation leads to the assumption that the computation of optical flow using the tex-
tural part of the image is not perturbed by shadow and shading reflection artifacts, which cover
large image regions. To prove this assumption experimentally, a blended version of the textural
part is used as input for the optical flow computation, IT (α,x) = I(x)− αIS(x).

Figure 4.16 shows the accuracy for optical flow computation using a fixed parameter set and
varying the blending factor α. The plot reveals that for larger values of α the accuracy of the
optical flow is 50% better than using a small value for α. This confirms the assumption that
removing large perturbations due to shadow and shading reflections yields better optical flow
estimates. In the experiments, the image decomposition is computed as follows:

The original source and target images are scaled into the range [−1, 1] before computing the
structure part. Proposition 2 is then used to solve Eq. (4.23). A good choice of the parameters
is α = 0.95, θ = 0.125 and 100 for the number re-projection iterations.

(a) Source (b) Target (c) Difference image

Figure 4.13: The source and target images of the rubber-whale sequence in the Middlebury optical flow
benchmark have been registered using the ground truth optical flow. Still, intensity value differences
are visible due to sensor noise, reflections, and shadows. The intensity difference image is encoded from
white (no intensity value difference) to black (10% intensity value difference). Pixels which are visible in
a single image due to occlusion are shown in white.
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(a) Original (b) Structure part (c) Texture part

Figure 4.14: The original image is decomposed into a structural part, corresponding to the main large
objects in the image, and a textural part, containing fine-scale details. All images are scaled into the
same intensity value range after decomposition.

(a) Original (b) Structure part (c) Texture part

Figure 4.15: Intensity difference images between the source image and the registered target image using
ground truth optical flow for the original image pairs and their structure-texture decomposed versions
(intensity coding as in Figure 4.13). Note the presence of shading reflection and shadow artifacts in the
original image and in the structure image.

Figure 4.16: The plot shows the optical flow accuracy, measured as the average end point error, using
different α values for the blending of the textural part of the image. The improvement using the textural
part for the optical flow computation becomes visible.
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4.4 Experimental Results

In this section, specific settings of the Refinement Optical Flow framework, derived in Sec-
tion 4.2, are quantitatively evaluated based on the Middlebury optical flow benchmark [36].
The benchmark provides a training data set where the ground truth optical flow is known and
an evaluation set used for a comparison against other algorithms in literature. A subset of
the investigated data terms and smoothness terms in this section have been uploaded for this
comparison evaluation.

In a second experimental part, the TV-L1-improved version [12] of the Refinement Optical
Flow algorithm is evaluated on real scenes, taken from a moving vehicle. The results demonstrate
the performance of the optical flow algorithm under different illumination conditions and under
large image motion. For visualization of the flow vectors the color coding scheme shown in
Figure 4.2 is used.

4.4.1 Quantitative Evaluation of the Refinement Optical Flow

Table 4.3 demonstrates the accuracy of the optical flow field for different settings of the Refine-
ment Optical Flow framework on the training data set. The table shows the average end-point
error between the ground truth flow vectors and the estimated flow vectors for the data sets in
the training set.

The table has three sections, a Performance section where the focus is set on real-time op-
tical flow, a Smoothness Filters section where the different denoising algorithms presented in
Section 4.2.2 are systematically evaluated, and an Accuracy section which demonstrates the
accuracy gain using the additional adaptive fundamental prior term (see Appendix A) and
weighted total variation in the smoothing. The last row shows the average deviation from the
epipolar lines, hence reflecting the amount of dynamics within the scene.

Performance. The performance section compares real-time capable implementations for optical
flow. Both, the TV-L1 optical flow algorithm (Equation (4.5)) and the image decomposition
described in Section 4.3, employ the TV-L2 denoising algorithm. This denoising step can be
efficiently implemented on modern graphics cards, putting up with small accuracy losses: For
parallel processing, the iterative TV-L2 denoising is executed on sub-blocks of the image in
parallel, where boundary artifacts may occur. Hence, high accuracy is exchanged versus run-
time performance (see Table 4.2).

In all three algorithm settings, P, P-MF, and P-TI-MF, the linearized optical flow constraints
(4.1) is used as data term. In the plain version, algorithm P, 5 iterations of the TV-L2 denoising
are used to smooth the flow field in every warping step. The number of refinement warps on
every pyramid level was set to 25. The parameter settings are λ= 25 and θ= 0.2. Gray value
look-up is bi-linear, as this can be done without additional costs on modern graphics cards. The
image gradient is computed via central derivatives from the average of both input images.

Algorithm Processor Avg. Accuracy Run-time

P
er

fo
rm

an
ce

P(GPU) NVidia R© GeForce R© GTX 285 0.486 0.039 [sec]
P Intel R© CoreTM2 Extreme 3.0GHz 0.468 0.720 [sec]

P-MF(GPU) NVidia R© GeForce R© GTX 285 0.416 0.055 [sec]
P-MF Intel R© CoreTM2 Extreme 3.0GHz 0.375 0.915 [sec]

P-IT-MF(GPU) NVidia R© GeForce R© GTX 285 0.408 0.061 [sec]
P-IT-MF Intel R© CoreTM2 Extreme 3.0GHz 0.361 1.288 [sec]

Table 4.2: Run-time comparison for the Performance section in Table 4.3. Using the parallel
power of a GPU yields performance gain at the cost of accuracy loss. The run-time is measured
on the Grove3 test image (640×480 px).
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Dimetrodon Grove2 Grove3 Hydrangea RubberWhale Urban2 Urban3 Venus

P
er

fo
rm

an
ce

P(GPU) [150] 0.259 0.189 0.757 0.258 0.218 0.652 1.069 0.482
P [150] 0.236 0.190 0.803 0.240 0.302 0.598 0.897 0.486

P-MF(GPU) 0.224 0.173 0.671 0.251 0.183 0.508 0.889 0.433
P-MF 0.202 0.161 0.666 0.236 0.161 0.468 0.679 0.428

P-IT-MF(GPU) 0.186 0.200 0.743 0.186 0.118 0.487 1.026 0.314
P-IT-MF 0.171 0.191 0.730 0.173 0.109 0.390 0.812 0.311

S
m

o
ot

h
n

es
s

F
il

te
rs

TV-L2 0.196 0.188 0.690 0.153 0.094 0.354 0.831 0.279
Felsberg 0.202 0.192 0.728 0.181 0.115 0.455 0.838 0.315

2nd Order 0.201 0.179 0.676 0.171 0.099 0.384 0.911 0.290
TV-L1 (0.25) 0.201 0.217 1.109 0.146 0.148 0.402 0.780 0.299
TV-L1 (1.0) 0.238 0.218 0.73 0.178 0.117 0.547 1.058 0.352
Median (2) 0.192 0.205 0.814 0.198 0.135 1.343 1.156 0.380
Median (20) 0.162 0.237 0.720 0.219 0.148 1.045 1.058 0.363
Median (200) 0.307 0.258 0.704 0.231 0.161 0.736 1.441 0.421

A
cc

u
ra

cy

TV-L1-imp. [12] 0.190 0.154 0.665 0.147 0.092 0.319 0.630 0.260
F-TV-L1 [10] 0.284 0.152 0.649 0.484 0.170 0.288 0.487 0.256
∇I-TV-L1 0.195 0.152 0.580 0.152 0.084 0.322 0.595 0.260

Adaptive [11] 0.195 0.146 0.555 0.152 0.084 0.296 0.457 0.250

Adapt. comb. [11] 0.196 0.145 0.556 0.153 0.082 0.297 0.446 0.252

rel-ρF 0.108 0.009 0.022 0.214 0.286 0.012 0.009 0.008

Table 4.3: Evaluation results on the Middlebury training data. The evaluation is grouped into a real-time
Performance section, a Smoothness Filter comparison section, and an Accuracy section, which demonstrates
the systematic accuracy gain of the flow field using the adaptive fundamental matrix prior and gradient driven
smoothing. The table shows the average end point error of the estimated flow fields; apart from the last row where
rel-ρF =

∫
Ω
ρF(u,x)/‖u‖ d2x is the average relative epipolar line distance. Parameters have been carefully chosen

for algorithm comparison (see text for parameters and run-time).
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The P-MF algorithm extends the basic algorithm by an additional Median filter step, hence
5 iterations of the TV-L2, followed by a median filter step, are performed for each warp. The
Median filter makes the whole scheme more robust against outliers. For this reason the influence
of the data term, weighted by λ can be increased to λ= 50. All other parameters are kept fix.

In the third algorithm, P-TI-MF, the textural part of the image is used, as described in Sec-
tion 4.3. Again the increase of accuracy at the cost of a longer execution time can be seen in
the quantitative evaluation. It is interesting to note that only the flow fields for the real scenes
within the test set benefit from the image decomposition. The optical flow for the rendered
scenes, Grove and Urban, is actually worse. This is not surprising as texture-extraction removes
some structure information in the images; such a procedure is only beneficial if the images con-
tain illumination artifacts. Because this is the fact for all natural scenes (which are for obvious
reasons more interesting and challenging), in the remaining experiments the texture-structure
decomposition is performed inherently.

Smoothness Filters. The smoothness filter section quantitatively evaluates different smooth-
ness filters from Section 4.2.2. The parameter setting is carefully chosen to be fixed wherever
possible, allowing one to compare the different smoothness techniques amongst each other. An
essential difference to the performance section is the preparation of the input images. The two
input images are decomposed into their structural and textural part as described in Section 4.3.
Then, the texture input images are scaled into the range [−1, 1], yielding the same gray value
range for every input test image. Note, that consequently this scaling is performed before and
after the decomposition of the images because the gray value range of the texture image may be
different from the range of the original image. Obviously such procedure needs the minimum and
maximum of an image and is not well suited for real-time implementation on a graphics card.

Throughout the experiments the parameter settings are λ= 30 (except for the median filter
where λ is given in the brackets) and θ = 0.25 (TV-L1 also θ = 1, see brackets). The number
of refinement warps is kept fix at 35 and bi-cubic look-up is used for the interpolation method.
The number of outer and inner iterations is the only varying parameter as some algorithms
need more inner iterations than others. Gradients are computed using the five-point gradient
mask with a blending factor of β= 0.4. Table 4.4 examines the advantages and disadvantages
of the single denoising filters. In summary, TV-L2 denoising does yield the best results while
the Median filter shows tremendous robustness against outliers. A combination of these two
techniques is investigated in more detail in the third set of results, the Accuracy section.

Algorithm Run-time

TV-L1-imp. 3.46 [sec]
F-TV-L1 7.13 [sec]
∇I-TV-L1 5.23 [sec]
Adaptive 8.87 [sec]

Adapt. comb. 8.72 [sec]

Accuracy. In this section the TV-L2 denoising with subse-
quent Median filtering is carefully examined. More precisely,
for all 35 warps in every outer iterations (5 total), one TV-L2

step followed by one Median filter step is performed on the flow
field. Parameter settings are as in the Smoothness Filter sec-
tion, in particular λ=30 and θ=0.25. These settings describe
the TV-L1-improved algorithm.

Keeping all parameters fix and adding an additional funda-
mental matrix prior data term (see Appendix A) yields the
F-TV-L1 algorithm. The ∇I-TV-L1 setting uses the structure-aware smoothness term. Last,
Adaptive uses a combination of both, adaptive fundamental matrix prior and structure weighting.
The Adaptive combined approach further combines the denoising of both optical flow variables
(re-projecting using the length of the sum of all four respective dual variables).

Evidently the non-adaptive fundamental matrix prior increases accuracy in static scenes but
worsens the results if the scene is dynamic. The structure-aware regularization does improve the
optical flow accuracy on most test examples but only the combined adaptive approach yields
top performing results. Run-times in the table on the right is given for optical flow estimation
on the Grove3 test image (640×480 px).
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Algorithm Avg. EPE Run-time Summary
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rs TV-L2 0.348 2.17 [sec]

The TV-L2 is not only the fastest but also the most accurate
smoothing technique out of all evaluated techniques. Although
part of the run-time performance depends on the implementation,
this fact is a major advantage of TV-L2 denoising. Furthermore,
it is the simplest algorithm besides the (trivial) Median filter. For
the algorithm the number of outer iterations is 5; in every outer
iteration one inner iteration is performed. Disadvantages are the
forming of regions with constant displacement and the negative
effect of outliers in the data term when increasing λ.

Felsberg 0.378 5.94 [sec]

The numerical approximation scheme for anisotropic diffusion de-
scribed by Felsberg in [62] is well suited to denoise the optical
flow field. It has the advantage that the iterative diffusion pro-
cess does handle outliers robustly. However, parameter tuning
is complicated and more investigation is necessary to formulate
intelligent stopping criteria for the diffusion process. Here a fixed
number of iterations was used: 1 outer and 5 inner iterations.

2nd Order 0.364 61.5 [sec]

For the second order prior suggested in [131] 10 inner iterations
are performed for each of the 5 outer iterations per warp. The
large number of iterations yields poor run-time results. However,
the resulting flow field is fairly accurate and smooth with some
ringing artifacts at object boundaries. Main disadvantage is
the inherent numerical instability; coupling the second order
denoising with e. g. a Median filter leads to diverging effects
and hence wrong flow fields.

TV-L1 (0.25)
TV-L1 (1.0)

0.413
0.429

3.95 [sec]

Being relatively stable (changing λ has low effect on the results),
the TV-L1 has an inherent advantage over other denoising meth-
ods. Parameter settings are: 5 outer iterations with one inner
iteration each. Although the method is robust w. r. t. outliers
it seems to over-smooth the results. This can be anticipated
by increasing the influence of the data term, hence λ (with low
effect) or by increasing θ and allowing a larger deviation of the
data term from the smooth solution. Latter does yield better
results for some test scenes but the overall performance is still
far from the TV-L2 denoising filter. Furthermore computational
time and memory consumption is larger due to the more com-
plicated minimization process.

Median (2)
Median (20)
Median (200)

0.553
0.494
0.533

3.21 [sec]

The Median filter is the simplest denoising method out of all in
this evaluation. It is also the worst in terms of accuracy. The
robustness however is tremendous. For different settings of λ
the results do not change significantly. This is not surprising as
Median filtering removes outliers independent of their distance
to the current flow field. The run-time is slow because values
within every 3×3 window need to be sorted prior to filtering.
Median filtering does not result in interpolated values in order
to exactly reconstruct inclines in the flow field but it does add
robustness to a large range of λ. In the experiments one Median
filter step and 5 outer iterations are used.

Table 4.4: Summary of the evaluation for different smoothness filters shown in Table 4.3. TV-L2 denoising
does yield the best results while the Median filter shows tremendous robustness against outliers. The
given run-time is measured on the Grove3 test image (640×480 px).
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Online Evaluation

The optical flow results with the TV-L1-improved, the F-TV-L1, and the Adaptive settings were
uploaded to compare the algorithms to other state-of-the-art results for optical flow. As of March
21st 2009, there are results of 25 different optical flow algorithms in the benchmark. Figure 4.17
shows the quantitative results. The settings of the Refinement Optical Flow framework show
superior performance in terms of angle error and end point error. Note, that most top-ranked
algorithm use color information to compute the optical flow field whereas the presented Re-
finement Optical Flow utilizes gray value images. The best-ranked gray value method is found
on rank 9 (Dynamic MRF ). Figure 4.18 shows the obtained results for all eight evaluation
sequences. For most part, the remaining flow errors are due to occlusion artifacts.

The next section evaluates the algorithm qualitatively on real sequences from driver assistance.
For the evaluation all optical flow parameters are kept fix and only λ is changed to 60. This is
because the gray value range of the images is 16-bit, hence a greater importance is given to the
data term.

(a) Average angle error on the Middlebury optical flow benchmark.

(b) Average end point error on Middlebury optical flow benchmark.
Figure 4.17: Error measurements on the Middlebury optical flow benchmark as of March 22nd 2009. The
proposed methods (Adaptive, TV-L1-improved, and F-TV-L1) outperform other current state-of-the-art
methods for optical flow on the Middlebury optical flow benchmark in both measurement categories,
angle error and end point error. Note that the references in the table can be found online and are different
to those in this paper.
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Figure 4.18: Optical flow results for the army, mequon, schefflera, and wooden sequence of the Middlebury
flow benchmark. The left images show the first input image and the ground truth flow. The middle image
shows the optical flow using the proposed algorithm. The right image shows the end point error of the
flow vector, where black corresponds to large errors.
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Figure 4.18: Optical flow results (cont.) for the grove, urban, yosemite, and teddy sequence of the
Middlebury flow benchmark. The left images show the first input image and the ground truth flow. The
middle image shows the optical flow using the proposed algorithm. The right image shows the end point
error of the flow vector, where black corresponds to large errors.
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4.4.2 Results for Traffic Scenes

The computation of optical flow is important to understand the dynamics of a scene. This
section evaluates the optical flow estimation in different scenarios under different illumination
conditions (night, day, shadow). The images are taken from a moving vehicle where the camera
monitors the road ahead.

Figure 4.19: Optical flow computation with
illumination changes. Due to illumination
changes, the optical flow constraint in the two
input images (upper images) is violated and
flow computation using plain gray value inten-
sities fails.

The first experiment in Figure 4.19 shows
the optical flow computation on an image se-
quence with a person running from the right
into the driving corridor. Due to illumina-
tion changes in the image (compare the sky re-
gion for example) and severe vignetting arti-
facts (images intensity decreases circular from
the image middle), flow computation using plain
gray value intensities fails. Using the pro-
posed structure-texture decomposition, a valid
flow estimation is still possible. See Fig-
ure 4.20 for the same two frames where opti-
cal flow is computed on the structure-texture
decomposed images. Note the reflection of
the moving person on the engine hood which
is only visible in the structure-texture de-
composed images. What is more impor-
tant, artifacts due to vignetting and illumina-
tion change are not visible in the structure-
texture decomposed images. This demonstrates
the increase in robustness for the optical flow
computation under illumination changes using
the proposed decomposition of the input im-
ages.

Figure 4.21 shows the same scene a few frames later using the additional fundamental matrix
data term. Most of the image, except for the running person, is static and the expanding flow
field should follow the epipolar rays. The results show that, except for the Mercedes star and the
running person, this assumption holds. It is not in the scope of this chapter to segment moving
objects, the results however are well suited to detect independently moving regions of the image.
There are more constraints available than just the distance to epipolar rays constraint to detect
moving objects (see [2]); segmentation approaches will be discussed in Chapter 6.

Figure 4.20: Optical flow computation with illumination changes. Using the structure-texture decom-
posed images, a valid flow estimation is now possible (compare with Figure 4.19).
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Figure 4.21: Optical flow for a scene with a running person and a moving camera, installed in a vehicle.
The distance to the epipolar rays encodes independently moving objects.

original frames

structure-texture
decomposed frames

Figure 4.22: Optical flow result
for a night scene.

Another example to illustrate the robustness of the structure-
texture decomposition is shown in Figure 4.22. Here a scene
at night with reflections on the ground plane is used. In the
intensity images the scene is very dark and not much structure
is visible. The structure-texture decomposed images reveal much
more about the scene. Note, that this information is also included
in the intensity image but most structure in the original images
is visible in the cloud region. The figure shows the optical flow
using the decomposed images. Note the correct flow estimation
of the street light on the left side.

The next examples in Figure 4.23 demonstrates the accurate
optical flow computation for large displacements. It shows a scene
with shadows on the road. Clearly, the structure-texture decom-
posed images reveal the structure on the road surface better than
the original intensity images (the shadows are still noticeable be-
cause a blended version of structure and texture is used as pre-
sented in Section 4.3). Different scales for the optical flow color
scheme are used to demonstrate the accuracy of the optical flow
algorithm. Although nothing about epipolar geometry is used
in the flow algorithm, the effect of expansion (and hence depth)
corresponding to flow length becomes visible. Note, that opti-
cal flow for the reflection posts is correctly estimated even for
flow length above 8px. Optical flow is correctly estimated for the
road surface up to 30px. The shadows in the scene have no neg-
ative impact on the flow calculation. The engine hood acts like
a mirror and optical flow on the engine hood is perturbed due to
reflections. Although the optical flow for the engine hood is very
much different from flow vectors on the road surface, this has no
negative impact on the estimation of the optical flow for the road
surface. Note the accurate flow discontinuity boundary along the
engine hood and in the tree regions.

In Figure 4.24 the image is taken while driving below a bridge
on a country road. Note, that the shadow edge of the bridge is
visible in the original images but not in the decomposed images.
The large flow vectors on the reflector post are correctly matched.

The figure also illustrates the limits of the presented Refine-
ment Optical Flow approach. In the vicinity of the car optical
flow is perturbed due to missing texture on the road surface. Due
to the dependency on the linearized optical flow constraint, op-
tical flow in texture-less regions and in regions with very large
displacements is still not satisfactory, highlighting the need of
further research.
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Figure 4.23: Optical flow field for the scene depicted in the upper left with the original and structure-
texture image. The flow is saturated for flow vector length above 1, 2, 3, 4, 5, 6, 8, 10, 15, 20, 25, 30 pixels
from left to right.
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Figure 4.24: The scene shows the computation of optical flow with large displacement vectors. The
original input images are shown on the left. The middle images are the blended structure-texture images.
Flow vectors above 20px are color-saturated in the optical flow color image.

4.5 Ideas for Future Research

This chapter presented a novel framework for optical flow computation which I called Refinement
Optical Flow. It is based on the idea of iterative data term evaluation and denoising to derive
a highly accurate optical flow field.

In the data term step, the brightness constancy constraint and a fundamental matrix con-
straint were evaluated and a flow field in the vicinity of a given flow field was derived. Future
research may include additional constraints or extensions of the proposed method, e. g. the use of
color images. The fundamental matrix constraint can be used to segment the image into regions
of different motions where a fundamental matrix may be estimated for each region independently
(as in [130, 139]).

A promising idea which is pursued in literature lately is the use of high-level information
to steer the optical flow field. The brightness constancy constraint has the inherent weakness
that it only allows one to recover relatively small flow vectors. In [44] variational approaches
and descriptor matching is combined for optical flow computation. Such descriptor matching
methods do not suffer from local minima in the brightness constancy assumption. In Section 4.1.1
a Census based optical flow method was presented, which does yield optical flow via descriptor
matching [124]. An interesting research idea is to include flow vectors from the Census based
method in the data term evaluation step.

A promising investigation topic is statistical learning for optical flow regularization [127]. So
far these have not been able to outperform the more naive approaches. Of course it is hard to
say why this is the case, one reason may be that the challenge of learning “typical” flow patterns
may not be feasible, given that different image structures, unknown object deformations, and
camera motions may give rise to a multitude of motion patterns. Including such an approach
as a data term in the presented Refinement Optical Flow framework and careful comparison of
this method with other regularizers may provide answers.

The decomposition of the input image into texture and structure as presented in Section 4.3
is not the only method to derive a texture image. In [85] for example, optical flow is computed
on the difference image between the original image and its Gaussian-filtered version. Also first
experiments show, that the here presented TV-L2 denoising outperforms other approaches, in
general any smoothing operation can be used to generate a texture image. Hence more research
needs to be done to prove this statement.

Last, occlusion artifacts and initialization with previously computed flow fields (on the same
sequence) have not been addresses in this chapter. Both topics can substantially improve the
quality of the optical flow estimation and provide areas for future research.
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This chapter presents an approach for estimating the three-dimensional velocity vector field
that describes the motion of each visible scene point. This motion is the three-dimensional
analogy to the optical flow presented in Chapter 4 and is called the scene flow. The main con-
tribution is to decouple the image position (x, y, and disparity) and image velocity (optical flow
and change in disparity) estimation steps, and to estimate dense image velocities using a varia-
tional approach. The decoupling strategy has two benefits: Firstly, the algorithm is independent
from the disparity estimation technique, which can yield either sparse or dense correspondences,
and secondly, it achieves frame rates of 5 fps on standard hardware.

Section 5.1 reviews related work in literature. The novel decoupled approach to scene flow
estimation from two consecutive stereo image pairs is then presented in Section 5.2. In Sec-
tions 5.3 and 5.4, an evaluation approach is presented to compare scene flow algorithms on
synthetic sequences and to derive accuracy estimates. The derived scene flow estimates will be
used in Chapter 6 as input to segment moving objects in traffic scenes.
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5.1 Introduction and Related Work

The two-dimensional image motion, or optical flow, can be directly estimated from an image se-
quence by means presented in Chapter 4. This two-dimensional motion is the three-dimensional
scene motion, projected onto the image plane. During this projection process, one dimension
is lost and cannot be recovered without additional constraints or information. Hence, one may
say that motion computation using a single camera is not well constrained.

This is a different story, once a stereo camera system is available. The distance estimate
from the triangulation of stereo correspondences provides the necessary additional information
needed to reconstruct the three-dimensional scene motion. Then, ambiguities only arise

... if the camera motion is not known (in particular the camera is not stationary). Then the
motion of the scene involves two primary parts; the motion of dynamic objects within the
scene and the motion of the static background from the motion of the camera.

... around areas with missing structure in a local neighborhood (i. e. this leads to the aperture
problem, see Figure 4.3).

The ambiguity between motion induced by camera motion and dynamic objects can only be
solved if the ego-motion of the camera is known (e. g. using methods from Chapter 3). A
common way to deal with missing structure and to achieve dense estimates is, similarly to the
two-dimensional optical flow estimation presented in Chapter 4, the use of variational approaches
that incorporate a smoothing function.

In this chapter the term dense scene flow refers to the three-dimensional image velocity field
for points that can be seen by both cameras (i. e. omitting occlusion). This defines scene flow as
velocity and position estimates in image coordinates (pixels). The scene flow is translated into
real-world coordinates to become the motion of objects in the scene, the world flow.

See Figure 5.1 for an example, where the motion of a preceding vehicle becomes visible in
the world flow. The motion of objects within the scene is one of the most important features
to extract in image sequences from a dynamic environment. Humans perform this using visual
kinesthesia. This encompasses both, the perception of movement of objects in the scene and
also the observers own movement.

Related Work Scene flow estimation can be achieved by estimating all parameters in a com-
bined approach: the optical flow in the left and right images (using consecutive frames) and
enforcing the stereo disparity constraints in the two stereo image image pairs. Besides optical
flow estimation this involves an additional disparity1 estimation problem, as well as the task to
estimate the change of disparity over time.

1The disparity is also needed to calculate the absolute 3D position, from the perspective of the camera.

Figure 5.1: Scene flow example. Despite similar distance from the viewer, the moving car (red) can be
clearly distinguished from the parked vehicles (green).
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The work in [108] introduced scene flow as a joint motion and disparity estimation method
(coupled approach). The succeeding works in [74, 103, 152] presented energy minimization
frameworks including regularization constraints to provide dense scene flow. Other dense scene
flow algorithms have been presented in multiple camera set-ups [110, 137]. However, these allow
for non-consistent flow fields in single image pairs.

None of the above approaches run in real-time, giving best performances in the scale of
minutes. Real-time scene flow algorithms, such as those presented in [64, 112], provide only
sparse results both for the disparity and the velocity estimates. The work in [75] presents a
probabilistic scene flow algorithm with computation times in the range of seconds, but yielding
only integer pixel-accurate results.

Contributions In this chapter, the motion estimation is decoupled from the position estimation,
while still maintaining a soft disparity constraint. The decoupling of depth (disparity) and
motion (optical flow and disparity change) estimation might look unfavorable at a first glance;
but it has at least two important advantages:

Firstly, the challenges in motion estimation and disparity estimation are quite different. With
disparity estimation, thanks to the epipolar constraint, only a scalar field needs to be estimated.
This enables the use of global optimization methods, such as dynamic programming or graph-
cuts, to establish point correspondences. Optical flow estimation, on the other hand, requires
the estimation of a vector field, which rules out such global optimization strategies. Additionally,
motion vectors are usually smaller in magnitude than disparities. With optical flow, occlusion
handling is less important than the sub-pixel accuracy provided by variational methods.

Splitting scene flow computation into the estimation sub-problems, disparity and optical
flow with disparity change, allows to choose the optimal technique for each task.

At this point it is worth noting that, although the problems of disparity estimation and motion
estimation are separated, the here presented method still involves a coupling of these two tasks,
as the optical flow is enforced to be consistent with the computed disparities.

Secondly, the two sub-problems can be solved more efficiently than the joint problem. This
allows for real-time computation of scene flow, with a frame rate of 5 fps on QVGA images
(320× 240 pixel, assuming the disparity map is given).

The splitting approach to scene flow is about 500 times faster compared to recent techniques
for joint scene flow computation.

Nevertheless, an accuracy that is at least as good as the joint estimation method is achieved
on test sequences. Furthermore, in combination with a dense disparity map the scene flow field
and its corresponding world flow field are dense.

This chapter is organized as follows. The formulation and solving of scene flow from two
consecutive stereo image pairs is presented in Section 5.2. In Section 5.3 a comparison of
different stereo methods as input for the scene flow algorithm is presented. Section 5.4 evaluates
the quality of the scene flow and derives individual standard deviations for every pixel in the
image employing a goodness-of-fit quality measure. Section 5.5 summarizes the results and
provides an outlook on future work.

5.2 Formulation and Solving of the Constraint Equations

This section derives the formulation of the scene flow algorithm. It identifies how the decoupling
of position and motion is put to use effectively, while still maintaining the stereo disparity
constraint.
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Figure 5.2: Outline of the scene flow algorithm. The input images (blue) are processed by the stereo and
scene flow algorithms; the disparity and flow data (green) represent the resulting scene flow information.

Figure 5.2 outlines the approach. As seen from this figure, the stereo image pair is needed
for both, the previous and current time frame. The derived approach also requires the disparity
map in the previous time frame. This information is passed to the scene flow algorithm for
processing, resulting in the optical flow and in the change in disparity between the image pairs.

5.2.1 Stereo Computation

The presented scene flow algorithm requires a pre-computed disparity map. Current state-of-
the-art algorithms (e. g. [72]) require normal stereo epipolar geometry, such that pixel rows y for
the left and right images coincide (rectified stereo images). The goal of the stereo correspondence
algorithm is to estimate the disparity d from the left to the right image for every non-occluded
pixel. This is accomplished by local methods (using a small matching window from the left
image to the right image) or global methods (incorporating global energy minimization). The
disparity information can then be used to reconstruct the 3D scene.

The scene flow algorithm presented in this chapter has the flexibility to be able to use any
disparity map as input. Dense or sparse algorithms are handled effectively due to the variational
nature of the approach. To demonstrate this, different disparity estimation techniques are used
in this chapter and evaluated in Section 5.3.

Hierarchical correlation algorithms, yielding sparse sub-pixel accuracy disparity maps, are
commonly employed due to their real-time capability. A typical implementation described in [63]
is used, which allows for disparity computation at about 100 Hz. In addition, an implementation
based on the algorithm described in [124] is used. It computes sparse pixel-discrete disparity
maps and is available in hardware without extra computational cost.

Using globally consistent energy minimization techniques, it becomes possible to compute
dense disparity maps, which yield a disparity value for every non-occluded pixel. The Semi-
Global Matching algorithm (SGM) is used here [72]. The algorithm is implemented on dedicated
hardware and runs at 25 Hz on images with a resolution of 640× 480 pixels.

The remaining part of this section presents the data terms make-up of the scene flow energy
functional with solution strategies. Section 5.3 demonstrates results with the aforementioned
sparse and dense stereo algorithms.
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Figure 5.3: Motion and disparity constraints employed in the scene flow algorithm. The left images show
two stereo image pairs with a corresponding point visible in every single image. The schematic images
on the right illustrate the mathematical relations of corresponding image points.

5.2.2 Scene Flow Motion Constraints

If two stereo image pairs at times t−1 and t are given, then the two-dimensional optical flow
for the left images can be estimated with approaches described in Chapter 4. The resulting
flow vector field encodes for every image pixel (x, y) the temporal change of image position,
(u, v), from time t−1 to time t. For the three-dimensional scene flow computation also the
temporal change d′ of the disparity d is essential. The three-dimensional velocity field can only
be reconstructed, when both the image data (x, y, d) and its temporal change (u, v, d′) are known.
d is estimated using an arbitrary stereo algorithm, see Section 5.2.1. The disparity change and
the two-dimensional optical flow field have to be estimated from the stereo image pairs.

See Figure 5.3 for the basic outline of this approach. To estimate the disparity change, the
optical flow constraint is extended to the right images. Let I(x, y, t)L be the intensity value of
the left image and I(x, y, t)R be the intensity of the right image, at pixel position (x, y) and
time t. Due to rectification, the optical flow in the left image and in the right image will have the
same y component. Hence the difference is found only in the x component of the flow vectors.
This results in the following constraints for the left and right images:

I(x, y, t− 1)L = I(x+ u, y + v, t)L and (5.1)

I(x+ d, y, t− 1)R = I(x+ d+ d′ + u︸ ︷︷ ︸
uR

, y + v, t)R . (5.2)

If the optical flow field for the left and right images is estimated independently, the disparity
change can be calculated as the difference uR − u. However, to estimate the disparity change
more accurate, consistency of the left and right image at time t is enforced. More precisely, the
gray values of corresponding pixels in the stereo image pair at time t should be equal. This
yields the third constraint,

I(x+ u, y + v, t)L = I(x+ d+ d′ + u, y + v, t)R . (5.3)

Figure 5.4 shows a summary of the above equations with the resulting calculated world flow
from the scene flow estimates. Rearranging the above equations results in:

ELF := I(x+ u, y + v, t)L − I(x, y, t− 1)L != 0 ,

ERF := I(x+ d+ d′ + u, y + v, t)R − I(x+ d, y, t− 1)R != 0 ,

EDF := I(x+ d+ d′ + u, y + v, t)R − I(x+ u, y + v, t)L != 0 .

(5.4)
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Figure 5.4: The scene flow equations from Equation (5.4) are summarized in the left schema. The right
image shows the corresponding world flow result with color encoding velocity (where the color fades from
green to red as in stationary to moving). Note the correct motion estimation of the feet as the person is
running forward.

Occlusion handling is an important aspect in scene flow estimation. It comes along with
increased computational costs, but clearly improves results. Regarding the influence of occlusion
handling on disparity estimation and velocity estimation, the magnitude of the disparity is
generally much larger than the magnitude of the optical flow and the disparity change, which is
only a few pixels. Accordingly, occlusion handling is much more decisive for disparity estimation
than for motion estimation.

From a practical point of view, the effort in occlusion handling should be set in comparison to
the gained accuracy in the scene flow result. Hence, occlusion handling is not explicitly modeled
for the scene flow. Occluded areas identified by the stereo estimation algorithm (using left-
right consistency checks) and areas with no disparity information are simply discarded. More
precisely, for pixels with no valid disparity value, Equations 5.2 and 5.3 will not be evaluated.
This procedure implicitly enables the use of sparse disparity maps.

5.2.3 Solving the Scene Flow Equations

The constraints (or gray value constancy assumptions) in Equation (5.4) are used as data terms
to solve the scene flow problem. Similarly to the optical flow case, the linearized versions of the
constraint equations yield three data terms,

pLF := ILt (x, y) + ILx (x, y)u+ ILy (x, y) v

pRF := occ(x, y)
(
IRt (xd, y) + ILx (xd, y)(u+ d′) + ILy (xd, y) v

)
pDF := occ(x, y)

(
(IR(xd, y)− IL(x, y)) +

(Ix(xd, y)R − Ix(x, y)L)(u+ d′) + (Iy(xd, y)R − Iy(x, y)L) v
)
,

(5.5)

where It, Ix, and Iy denote the partial derivatives of the image function (compare with Equa-
tion (4.1)). xd = x + d is the horizontal image position in the right image corresponding to a
pixel at position x in the left image; the occlusion flag occ returns 0 if there is no disparity known
at (x, y) (due to occlusion or sparse stereo method), or 1 otherwise. If a pixel is occluded, only
the first data term, pLF is evaluated. Otherwise all three data terms contribute to the solution.

The above data terms can be used to compute the scene flow using the Refinement Optical
Flow framework presented in Section 4.2 using the three dimensional flow vector (u, v, d′)>.
Alternatively, Appendix C presents how the the Brox et al. approach [45] can be adapted to the
scene flow case; embedding the above formulas into a variational framework to be solved by fix
point iterations.
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5.2.4 Visualizing the 3D Velocity Field

To visualize the scene flow, the corresponding 3D translation vector is computed. The corre-
sponding equations are derived from the inverse of Equation 3.3, using the disparity and disparity
change to compute the distance of points:

Xt−1 = (x− x0)
b

d
, Yt−1 = (y − y0)

b

d
, Zt−1 =

fxb

d

and
Xt = (x+ u− x0)

b

d+ d′
, Yt = (y + v − y0)

b

d+ d′
, Zt =

fxb

d+ d′

For simplicity the assumption fy = fx was used. This yields for the translation vector X ′

Y ′

Z ′

 =

 Xt −Xt−1

Yt − Yt−1

Zt − Zt−1

 = b

 x−x0
d − x+u−x0

d+d′
y−y0
d − y+v−y0

d+d′
fx

d −
fx

d+d′

 (5.6)

Obviously this yields the translation vector in the camera coordinate system at time t−1.
In order to detect moving objects and to calculate the absolute motion, the motion of the
camera has to be compensated. For follow-on calculations (e. g. speed, accuracy of world flow,
detection of moving objects, segmentation of objects, integration, etc.) besides the flow vectors
the accuracy of the flow vectors is needed. Section 5.4 evaluates the scene flow and derives such
accuracy estimates for the computed flow field.

5.3 Comparison of Results for Different Stereo Inputs

This section presents a summary of the original studies in [14] of the scene flow algorithm. Differ-
ent stereo methods for the disparity input are compared, together with the full (coupled) scene
flow estimation approach presented in [74]. To assess the quality of the scene flow algorithm, it
was tested on synthetic sequences, where the ground truth is known.

The first ground truth experiment is the rotating sphere2 sequence from [74] depicted in
Figure 5.5. In this sequence the spotty sphere rotates around its y-axis to the left, while the
two hemispheres of the sphere rotate in opposing vertical directions. The resolution is 512×512
pixels. The scene flow method was tested together with four different stereo algorithms as input
for the disparity estimates (see Section 5.2.1):

• Semi-Global Matching (SGM [72]),

• SGM with hole filling3.

• correlation pyramid stereo [63], and

• an integer accurate census-based stereo algorithm [124].

The ground truth disparity was also used for comparison, i. e., using the ground truth disparity
as the input disparity for the algorithm. For each stereo algorithm, the absolute angular error
(AAE) and the root mean square (RMS) error were calculated as evaluation measurements

2I thank Huguet and Devernay for providing their sphere scene.
3SGM with hole filling computes a disparity map using the SGM algorithm [72]. Due to occlusions and low

texture a disparity cannot be assigned to every pixel within the image. To achieve a dense disparity map,
holes are filled by replicating the disparity from the left or right border pixel, favoring background objects;
hence replicating the smaller disparity value (in common stereo set-ups the pixel to the left).
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Figure 5.5: Ground truth test on the rotating sphere sequence. Quantitative results are shown in Table
5.1. Top: The left image shows the movement of the sphere. Color encodes the direction of the optical
flow (key in bottom right), intensity its magnitude. Disparity change is encoded from black (increasing) to
white (decreasing). Bright parts of the RMS figure indicate high RMSu,v,d′ error values of the computed
scene flow using the SGM stereo method. Bottom: disparity images are color encoded green to orange
(low to high). Black areas indicate missing disparity estimates or occluded areas.

where a superscript ∗ denotes the ground truth solution and n is the number of pixels:

AAEu,v =
1
n

∑
Ω

arctan
(
uv∗ − u∗v
uu∗ + vv∗

)
as used in [74] and

RMSd =

√
1
n

∑
Ω

occ ‖(d)> − (d∗)>‖2︸ ︷︷ ︸
disparity evaluation

, RMSu,v =

√
1
n

∑
Ω

‖(u, v)> − (u∗, v∗)>‖2︸ ︷︷ ︸
optical flow evaluation

,

RMSu,v,d′ =

√
1
n

∑
Ω

‖(u, v, d′)> − (u∗, v∗, d′∗)>‖2︸ ︷︷ ︸
scene flow evaluation

.

The errors were calculated using two different image domains Ω: firstly, calculating statistics
over all non-occluded areas, and secondly calculating over the whole input image. As in [74],
pixels from the stationary background were not included in the statistics. The resulting summary

Stereo RMSd Without occluded areas With occluded areas
Algorithm (density) RMSu,v RMSu,v,d′ AAEu,v RMSu,v RMSu,v,d′ AAEu,v

Ground truth 0 (100%) 0.31 0.56 0.91 0.65 2.40 1.40

SGM [72] 2.9 (87%) 0.34 0.63 1.04 0.66 2.45 1.50
Correlation [63] 2.6 (43%) 0.33 0.73 1.02 0.65 2.50 1.52

Fill-SGM 10.9 (100%) 0.45 0.76 1.99 0.77 2.55 2.76
Hug.-Dev. [74] 3.8 (100%) 0.37 0.83 1.24 0.69 2.51 1.75

Census based [124] 7.8 (16%) 0.32 1.14 1.01 0.65 2.68 1.43

Table 5.1: Root mean square (pixels) and average angular error (degrees) for the scene flow of the rotating
sphere sequence. Various stereo algorithms are used as input for the scene flow estimation. Ranking is
done according to RMSu,v,d′ error in non-occluded areas.
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Figure 5.6: Povray-rendered traffic scene (Frame 11). Top: Color encodes direction (border = direction
key) and intensity the magnitude of the optical flow vectors. Brighter areas in the error images denote
larger errors. For comparison, running the code from [74] generates an RMS error of 0.91px and AAE of
6.83◦. Bottom right: 3D views of the scene flow vectors. Color encodes their direction and brightness
their magnitude (black = stationary). The results from the scene are clipped at a distance of 100m.
Accurate results are obtained even at greater distances.

can be seen in Table 5.1.
The presented method achieves lower errors than the baseline fully combined variational

method by Huguet and Devernay, even using sparse correlation stereo. Particularly, the RMS
error of the scene flow is much smaller, while still being considerably faster. This is explained
by the higher flexibility in choosing the disparity estimation method (e. g. the accurate SGM
method can be used for disparity estimation).
The table also shows that SGM with hole filling yields inferior disparity results than the other
stereo methods. This is due to false disparity measurements in the occluded areas. It is better to
feed the non-occluded measurements of SGM to the variational framework, which yields dense
scene flow estimates as well, but with higher accuracy. SGM was chosen as the best method
and is used in the remainder of this chapter; it is also available on dedicated hardware without
any extra computational cost.

The second ground truth experiment uses a Povray-rendered traffic scene, which is available
on-line publicly for comparison [136]. The scene layout is shown in Figure 5.6. The two error
measurements used are the RMSu,v,d′ error and the 3D angular error defined by:

AAE3D =
1
n

∑
Ω

arccos

(
uu∗ + vv∗ + d′d′∗ + 1√

(u2 + v2 + d′2 + 1) ((u∗)2 + (v∗)2 + (d′∗)2 + 1)

)

where again a superscript ∗ defines a ground truth value. Results are shown in Figure 5.6.
They compare favorably to the results obtained when running the code from [74]. The average
RMSu,v,d′ error for the whole sequence (sub-region as in Figure 5.6) was 0.64 px and the 3D
angular error was 3.0◦ (see [14] for further results on this scene).
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Figure 5.7: RMS error evaluation over the entire sequence.

5.4 Derivation of a Pixel-wise Accuracy Measure

This section analyzes the error distribution of the scene flow variables. A complex driving
scene, involving hills, trees, and realistic physics has been generated using Povray. It consists
of 400 sequential stereo image pairs. For each image pair at time t, the following measures are
calculated:

• RMSu,v,d′ from the section above.

• Error at each pixel, i. e., difference between estimate and ground truth.

• Mean and variance of the error for u,v,d′, and d.

An example picture is shown in Figure 5.8. This figure reveals that the major errors are at object
boundaries, and the errors in d′ are the lowest in magnitude. Another single frame example is
shown in Figure 5.9, where the optical flow is perturbed due to optical flow occlusion.

The evaluation results for the entire image sequence (all 400 frames) can be seen in the graphs
in Figures 5.7, 5.10, and 5.11. From these graphs, one can see which frames are causing problems
for the algorithms.

It becomes visible, that the errors and standard deviation for the scene flow variables u, v,
and d′ (Figure 5.10) are of similar shape, yet different magnitudes. This is expected as they are
solved using the variational energy minimization and smoothed in the one framework. On the
other hand, the disparity error graph (Figure 5.11) has a much different shape, with variances
increasing in different frames.

The figures also show an error histogram for one specific frame of the sequence. It becomes
visible, that the error distribution has one salient peak around zero (no error), and long tails
to both sides. All four error histograms show these criteria. This leads to the assumption, that
these errors follow a certain error distribution. The next subsection investigates this distribution
in more detail and derives conclusions about quality criteria and accuracy of the scene flow.

Estimation of Individual Standard Deviations for Each Pixel

The disparity d and the scene flow variables d′, u, and v are estimated by joint minimizing of
a data and smoothness term. This implies that the solution is not exact as in without errors;
hence some parts of the image show certain inaccuracies as seen in Figures 5.8 and 5.9. It can
be seen that regions containing object boundaries tend to be less accurate than others.

For follow-on calculations (e. g. speed, accuracy of world flow, detection of moving objects,
segmentation of objects, integration, etc.) variances for each computed flow vector are needed.
It seems reasonable to assign different variances to different regions of the image because, as
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(a) Left Image (b) RMS

(c) Ground Truth Flow (u, v) (d) Estimated Flow (u, v)

(e) Error in u flow (f) Error in v flow

(g) Error in disparity d (h) Error in d′ flow

Figure 5.8: Frame 215 in the Povray-rendered traffic scene. The RMS is encoded in intensity, white to
black as low to high RMS error (saturated at 1 px error); occluded points are shown as zero values. Flow
color is encoded as in Figure 5.5. Error images are encoded in color and intensity (saturated at 1 px
error), where red denotes negative error (ground truth value larger than estimate), blue encodes positive
error (ground truth smaller than estimate), and black denotes occluded pixels.
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(a) Left Image (b) RMS

(c) Ground Truth Flow (u, v) (d) Estimated Flow (u, v)

(e) Error in u flow (f) Error in v flow

(g) Error in disparity d (h) Error in d′ flow

Figure 5.9: Frame 58 in the Povray-rendered traffic scene. Encoding as Figure 5.8.
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(a) Mean error µ(u) and variance ±σ(u) for the optical flow u–component.

(b) Mean error µ(v) and variance ±σ(v) for the optical flow v–component.

(c) Mean error µ(d′) and variance ±σ(d′) for the disparity change d′.

Figure 5.10: The left graphs show the results for the mean error (light colored line of the scene flow
components, u, v, and d′. The bounding dark lines are one standard deviation from the mean. The right
graphs show the error histogram for the scene flow between frames 122 and 123.

Figure 5.11: The left graph shows the results for the mean error (light colored line, µ(d)) of the disparity d.
The bounding dark lines are one standard deviation from the mean (i. e. ±σ(d)). The right graph shows
the error histogram for frame 122.
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discussed above, errors are not spatially equally distributed in the image. This subsection
presents methods to estimate a quality measure for the variance of the scene flow estimates
for every pixel. Using this quality measure, individual standard deviations for each pixel are
derived, assuming a standard distribution of the error.

A Quality Measure for the Disparity

Figure 5.12: The slope of the disparity
cost function serves as a quality measure
for the disparity estimate.

The core Semi-Global Matching stereo method [72] es-
timates only pixel-accurate disparity maps. One option
to obtain sub-pixel accuracy is parabolic fitting of the
obtained cost [72]. Here, sub-pixel accuracy is achieved
by a subsequent local fit of a symmetric first-order func-
tion [119]. Let d̃ be the disparity estimate of the core
SGM method for a certain pixel in the left image.

The SGM method in [72] is formulated as an energy
minimization problem. Hence, changing the disparity
by ±1 yields an increase in costs (yielding an increased
energy). The minimum, however, may be located in
between pixels, motivating a subsequent sub-pixel esti-
mation step. The basic idea of this step is illustrated in
Figure 5.12. The costs for the three disparity assump-
tions d̃-1 px, d̃ px, and d̃+1 px are taken and a symmetric first order function is fitted to the
costs. This fit is unique and yields a specific sub-pixel minimum, located at the minimum of the
function. Note, that this might not be the minimum of the underlying (continuous) energy but
is a close approximation, evaluating the energy only at pixel position.

The slope of this fitting function serves as a quality measure for the goodness-of-fit. If the
slope is low, the disparity estimate is not accurate in the sense that the cost function evaluated
at other disparity positions is very similar. On the other hand, if the slope is large, the sub-pixel
position of the disparity is expected to be quite accurate as deviation from this position increases
the costs of the solution by a large amount. Hence, the larger the slope, the better is the expected
quality of the disparity estimate. Note that the costs mentioned here are accumulated costs that
also incorporate smoothness terms.

Based on this observation an uncertainty measure is derived for the expected accuracy (vari-
ance) of the disparity estimate:

UD(x, y) =
1

∆y
, (5.7)

where ∆y is the larger of the two relative cost differences. This measure can be calculated for
every pixel within the image, where a disparity is estimated. It can now be used to estimate the
scale of the expected error distribution of this pixel.

If the ground truth disparity is known, the disparity error can be calculated for every pixel of
the image. Figure 5.13 displays a resulting error image and its quality measure; a low quality
value and a large error is displayed in black while a good quality or low error is displayed in
white. One cannot expect that the images are exactly equal; if that would be the case, this
would yield a way to estimate the exact ground truth disparity. Note, that the uncertainty
values are unit-less; the error image is encoded such that errors above 1 px are black. Pixels
with zero disparity and occluded pixels are displayed in white (e. g. the sky region).

To assess the quality of the presented uncertainty measure, Figure 5.14a depicts a 3D plot
where errors for different uncertainty measures are accumulated over all 400 frames of the se-
quence. From this accumulated data one can calculate a curve of the variance over the un-
certainty measure (see Figure 5.14b). As expected, the variance increases as the uncertainty
measure increases. Furthermore, the figure shows that the disparity error for low uncertainty
measures is approximately Laplacian distributed.
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Figure 5.13: The images show the disparity uncertainty measure (left) and the disparity estimate error
(right, compared to ground truth) for frame 123 of the evaluation sequence. Saturated pixels correspond
to large uncertainty values and large scene flow estimate errors.

(a) 3D plot of the density in the disparity error
vs. uncertainty measure domain. The density
is normalized, s. t. the integral for a specific un-
certainty measure over the error is one.

(b) Variance vs. uncertainty measure for the
disparity error distribution (slice of (a)).

(c) Disparity error distribution (yellow, com-
pare with (a)) and fitted Laplace and Gaussian
distribution with the same variance.

(d) Disparity error distribution for larger un-
certainty levels as in (b); compare with (a).

Figure 5.14: Quality analysis of the uncertainty measure over all 400 frames of the ground truth sequence.
The figure shows that as the uncertainty measure increases, the variance of the error increases, too.
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A Quality Measure for the Scene Flow

Similar to the one-dimensional disparity estimate, a quality measure has to be derived for the
three-dimensional scene flow estimate. Due to the higher dimensionality, a simple fit of a linear
symmetric function and evaluation of its slope is not adequate. More elaborate quality mea-
sures for optical flow have been presented and evaluated in [47]. The authors propose to directly
evaluate the energy functional for the variational optical flow computation. The same idea can
be carried forward to the scene flow case.

Recall the energy functional for the scene flow case. Minimizing the three constraint equations
from Equation 5.4 jointly in a variational approach and enforcing smoothness of the flow field
u, v, and the disparity change d′, yields the following energy functional:

E =
∫ {
|ELF |+ occ

(
|ERF |+ |EDF |

)}
+ λ

∫ {
|∇u|+ |∇v|+ |∇d′|

}
.

As before, the occ-function returns 1, if a disparity value is estimated for a pixel and 0 otherwise.
The minimum of the above functional yields the resulting scene flow estimates. Evaluating the
above sum within the integral for each pixel yields a goodness-of-fit, or uncertainty value, for
the scene flow variables. If the constraint equations are fulfilled and additionally the solution is
smooth, the pixel-wise evaluation,

USF (x, y) =
{
|ELF |+ occ

(
|ERF |+ |EDF |

)}
+ λ

{
|∇u|+ |∇v|+ |∇d′|

}
,

returns a low uncertainty value. If on the other hand, constraint equations are not fulfilled, or at
discontinuities in the scene flow field, the pixel-wise evaluation yields a large uncertainty value.
Note that as in the stereo disparity case, this value is unit-less.

Figure 5.15 displays the pixel-wise uncertainty image and the RMS scene flow error for every
pixel. A large uncertainty value and a large error are displayed in black while a low uncertainty
or low errors are displayed in white; the error image is encoded such that errors above 1 px
are black. Again, one cannot expect that both images are exactly equal; if that would be the
case, this would yield a way to estimate the exact ground truth scene flow. The quality of the
uncertainty measure is investigated in more detail over the whole test sequence as done before
for the disparity error. Figure 5.16 shows the result exemplary for the error in u.

Figure 5.15: The images show the scene flow uncertainty measure (left) and the scene flow RMS error
(right) for frame 205 of the evaluation sequence. Saturated pixels correspond to large uncertainty values
and large disparity estimate errors.
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(a) 3D plot of the density in the scene flow u
component error vs. uncertainty measure do-
main. The density is normalized, s. t. the inte-
gral for a specific uncertainty measure over the
error is one.

(b) Variance vs. uncertainty measure for the
scene flow u component error distribution (slice
of (a)).

(c) Scene flow u component error distribution
(yellow, compare with (a)) and fitted Laplace
and Gaussian distribution with the same vari-
ance.

(d) Scene flow u component error distribution
for larger uncertainty levels as in (b); compare
with (a).

Figure 5.16: Quality analysis of the scene flow uncertainty measure over all 400 frames of the ground
truth sequence. The figure shows that as the uncertainty measure increases, the variance of the error
increases, too. The plots show only the scene flow u component; the v-component and d′-component
yield similar results.
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(a) Disparity d

(b) Disparity change d′

(c) Scene Flow u

(d) Scene Flow v

The plots show the standard Laplacian dis-
tribution (mean 0 and scale 1) in blue and
the true error distribution, weighted by
individual variances derived from the un-
certainty measures, in red (frame 123 of
the ground truth sequence). Both curves
are similar, confirming that the uncertainty
measures are a valid approximation of the
variances.

Estimating Individual Standard
Deviations from the Uncertainty Measures

The last two subsections presented quality measures
for the disparity and the three scene flow variables for
every pixel in the image. A careful analysis of the qual-
ity measure demonstrated that these quality measures
are correlated to the variance of the estimate errors.
More precisely, the variances of the estimated scene
flow values can be approximated by a linear function,

σ(a(x, y)) = σ0,a + γa · Ua(x, y) ,

where a is the estimated scene flow variable (u, v, d, or
d′ respectively), σ0,a and γa are constants, and Ua(x, y)
is either UD(x, y) or USF (x, y), the uncertainty mea-
sure for the scene flow variable a at image position
(x, y). The parameters σ0,a and γa are found by fit-
ting a line into the uncertainty-variance plot for the
individual scene flow variable.

Such procedure ignores that the computed variances
for a given uncertainty measure clearly depend on the
amount of outliers in the errors; the more outliers, the
larger is the variance. This can be seen in Figure 5.16c,
where the shape of the error distribution seems to be
close to a Laplacian distribution. However, the fit of
a Laplacian with the same variance as the error distri-
bution seems to be too large – due to the heavy tails of
the error distribution the scale parameter of the Lapla-
cian distribution is over-estimated. This boils down to
the question how much influence should be given to
large errors, in particular to outliers.

The proportion of large to small errors should not in-
fluence the error distribution, thus I propose to choose
the parameters σ0,a and γa in such a way, that the
resulting weighted distribution,

e′a = ea/σ(a(x, y)) ,

is standard Laplacian distributed (mean 0 and scale 1)
on a three-sigma interval. The standard Laplacian dis-
tribution is given by

1
2

exp (−|x|) . (5.8)

The plots on the right show exemplary for one frame of
the sequence, how the scene flow errors, weighted with
their corresponding variances derived from the uncer-
tainty measures, are approximately standard Lapla-
cian distributed; apart from the tails which are thicker
for the observed distribution due to outliers.
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5.5 Ideas for Future Research

This chapter presented a variational framework for dense scene flow estimation, which is based
on the decoupling of the disparity estimation from the motion estimation, while enforcing
consistent disparity at all time instances. Such an approach has two main advantages: Firstly,
one can choose optimal methods for estimating both, the disparity and the velocity. Secondly,
for the first time, dense scene flow results close to real-time were obtained. In particular, I
presented an approach employing occlusion handling and the semi-global-matching disparity
algorithm [72], currently ranked in the top-10 on the Middlebury stereo evaluation, combined
with dense, sub-pixel accurate motion estimation, currently ranked first place on the Middlebury
motion evaluation (see Chapter 4). The latter method was extended to include the change
of disparity and the two-dimensional optical flow. Both, the semi-global disparity estimation
method as well as the variational motion estimation, are available on dedicated hardware in
real-time (note, that common CPU implementations do need more than one second each).

In a second part, I carefully investigated the error distribution of the estimated scene flow
variables, the disparity d, the disparity change d′, and the optical flow (u, v) in the left image.
With this investigation I presented an approach to derive, for every pixel, individual variances
for the estimated scene flow variables, based on quality measures proposed in literature. This
allows subsequent applications, such as motion integration approaches or motion detection
algorithms, to not only use the scene flow variables themselves but also accuracy of the estimates.

Nevertheless, there are a few open questions which provide prospects for future work. This
includes the detection and handling of outliers in the scene flow estimation process. Such outliers
may result from false stereo disparities, from inconsistent image data (due to non-modelled
occlusion), shadow regions where the motion of the background and the motion of the shadow
interfere, or bad illumination conditions such as rain. While detecting outliers is one research
topic, robustness of the scene flow algorithm against a wide range of artifacts is another
interesting field of research.

Another research topic is the use of scene-relevant information for the scene flow. In driver
assistance, the common assumption is made that objects are limited by their up-down motion,
mathematically the translation in Y -direction. This restrains the three-dimensional motion to
the two-dimensional X-Z plane. The consideration of this additional constraint in the scene
flow estimation process will yield more accurate motion results.

Another approach to boost accuracy is integration over time. In this chapter, only two
consecutive images were considered to calculate the scene flow. Similar to the work presented
in [64, 112], one would expect that using a Kalman filter to track the position and motion of
every image point improves the accuracy of dense scene flow estimates.

As a last research topic, I would like to mention feedback loops. A feedback loop is used for
instance in [145], where segmentation and optical flow are estimated in a single framework. The
authors propose to segment the optical flow field into regions of similar motion and gray values,
yielding accurate motion boundaries and precise optical flow fields for the single segments. The
next chapter derives a segmentation technique based solely on the scene flow result to detect
and segment independently moving objects. How this segmentation can be used to, in turn,
improve the scene flow result, is an interesting idea for future research.
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PART II CHAPTER 6

Flow Cut - Moving Object Segmentation

Life is pointless without geometry.
Jens Klappstein
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This chapter presents the detection and segmentation of moving traffic participants. Both steps
are based on image motion analysis using either optical flow, presented in Chapter 4, or scene
flow, found in Chapter 5.

Most hazards in traffic situations result from moving traffic participants. Hence, detecting
moving objects is a crucial step for many driver assistance systems. I call this special part of
machine visual kinesthesia flow cut.
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Figure 6.1: From left to right: input image, difference image between two consecutive frames, motion
likelihood, and segmentation result. With the motion likelihood derived from scene flow, the segmentation
of the moving object becomes possible although the camera itself is moving.

Related Work Classically, moving objects are separated from the stationary background by
change detection (e. g. [128]). But if the camera is moving in a dynamic scene, motion fields
become rather complex. Thus, the classic change detection approach is not suitable as can be
seen in Fig. 6.1 (second from left). The goal in this chapter is to derive a segmentation of moving
objects for the more general dynamic setting. The motion of the camera itself is not constrained
nor are assumptions implied on the structure of the scene, such as rigid body motion.

Rigid objects constrain the motion onto sub-spaces which yield efficient means to segment
dynamic scenes using two views [139]. Another approach is used in [46], where the segmentation
process is solved efficiently by incorporating a shape prior. If nothing about object appearance
is known, the segmentation clearly becomes more challenging.

High-dynamic scenes with a variety of different conceivable motion patterns are especially
challenging and reach the limits of many state-of-the-art motion segmentation approaches (e. g.
[57, 82]). The segmentation algorithm derived in this chapter can handle such scene dynamics
implicitly with multiple independently moving object and additional camera motion. Although
the camera motion is not constrained, it is assumed that the camera motion is (approximately)
known (e. g. computed with means presented in Chapter 3).

In [151] the authors use dense optical flow fields over multiple frames and estimate the camera
motion and the segmentation of a moving object by bundle adjustment. The necessity of rather
long input sequences however limits its practicability; furthermore, the moving object has to
cover a large part of the image in order to detect its motion. The closest work related to the
approach presented in this chapter is the work presented in [4]. It presents a monocular and
a binocular approach to moving object detection and segmentation in high-dynamic situations
using sparsely tracked features over multiple frames. Here, the focus is set on moving object
detection (instead of tracking) and the minimal number of two consecutive stereo pairs is used.

Chapter Overview Fig. 6.2 illustrates the segmentation pipeline. The segmentation is per-
formed in the image of a reference frame (left frame at time t) employing the graph cut seg-
mentation algorithm [41]. The motion cues used are derived from dense scene flow. To my
knowledge, the direct use of dense scene flow estimates for the detection and segmentation of
moving objects is novel.

In Section 6.1 the core graph cut segmentation algorithm is presented. It minimizes an
energy consisting of a motion likelihood for every pixel and a length term, favoring segmentation
boundaries along intensity gradients.

The employed motion likelihoods are derived from dense scene flow in Section 6.2. In the
monocular setting, only the optical flow component of the scene flow is used. Compensating
for the camera motion is a prerequisite step to detecting moving objects. Additionally, one has
to deal with inaccuracies in the estimates. I will explain how the variances of the flow vectors,
derived from reliability measures in Chapter 5, are used to derive the motion likelihoods.

In Section 6.3 the monocular method and the binocular method for the segmentation of
independently moving objects in different scenarios are compared. It will be systematically
shown, that the consideration of inaccuracies when computing the motion likelihoods for every
pixel yields increased robustness for the segmentation. Furthermore, the limits of the monocular



6.1 Segmentation Algorithm (Flow Cut) 79

Figure 6.2: Work flow for the segmentation of independently moving objects. The lower two images show
the main two steps: the motion likelihood result where red denotes independent object motion and the
segmentation result. In the images sparse features are used for better visualization.

and binocular segmentation methods are demonstrated and ideas to overcome these limitations
are given.

6.1 Segmentation Algorithm

6.1.1 Energy Functional

The segmentation of the reference frame into parts representing moving and stationary objects
can be expressed by a binary labelling of the pixels,

L(x) =

{
1 if the pixel x is part of a moving object
0 otherwise.

(6.1)

The goal is now to determine an optimal assignment of each pixel to moving or not moving.
There are two competing constraints: Firstly, a point should be labelled moving if it has a
high motion likelihood ξmotion derived from the scene flow information and vice versa. Secondly,
points should favor a labelling which matches that of their neighbors. Both constraints enter a
joint energy of the form

E(L) = Edata(L) + λEreg(L) , (6.2)

where λ weighs the influence of the regularization force. The data term is given by

Edata = −
∑

Ω

{
L(x) ξmotion(x) +

(
1− L(x)

)
ξstatic(x)

}
(6.3)

on the image plane Ω, where ξstatic is a fixed prior likelihood of a point to be static. The
regularity term favors labellings of neighboring pixels to be identical. This regularity is imposed
more strongly for pixels with similar brightness, because it is assumed that neighboring pixels
of similar brightness are more likely to represent the same object:

Ereg =
∑

Ω

 ∑
x̂∈N4(x)

g (I(x)− I(x̂)) |L(x̂)− L(x)|

 , (6.4)
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where N4 is the 4 neighborhood (upper, lower, left, right) of a pixel and g(·) is a positive,
monotonically decreasing function of the brightness difference between neighboring pixels. Here
g(z) = 1

z+α with a positive constant α is used.

6.1.2 Graph Mapping

Summarizing the above equations yields

E(L) =
∑
Ω

{
−L(x) ξmotion(x)−

(
1− L(x)

)
ξstatic(x) + λ

∑
x̂∈N4(x)

|L(x̂)−L(x)|
|I(x)−I(x̂)|+α

}
. (6.5)

Figure 6.3: Illustration of the graph mapping.
Red connections illustrate graph edges from
the source node s to the nodes, green connec-
tions illustrate graph edges from nodes to the
target node t. Note, that the ξmotion likelihood
may be sparse due to occlusion. In the illustra-
tion only pixels with yellow spheres contribute
to this motion likelihood. Black connections
(indicated by the arrow) illustrate edges be-
tween neighboring pixels.

Due to the combinatorial nature, finding the
minimum of this energy is equivalent to find-
ing the s-t-separating cut with minimum costs
of a particular graph G(v, s, t, e), consisting of
nodes v(x) for every pixel x in the refer-
ence image and two distinct nodes: the source
node s and the target node t [83]. The
figure on the right illustrates this mapping.
The edges e in this graph connect each node
with the source, target, and its N4 neighbors.
The individual edge costs are defined as fol-
lows:

edge edge cost

source link: s→ v(x) −ξmotion(x)

target link: v(x)→ t −ξstatic(x)

N4 neighborhood:
v(x̂)↔ v(x)

λ 1
|I(x)−I(x̂)|+α

Table 6.1: Flow cut edge costs.

The cost of a cut in the graph is computed
by summing up the costs of the cut (also re-
moved) edges. Removing the edges of an s-t-
separating cut from the graph yields a graph where
every node v is connected to exactly one termi-
nal node: either to the source s or to the tar-
get t.

If we define nodes that are connected to the source as static and those connected to the
target as moving, it is easy to see that the cost of an s-t-separating cut is equal to the energy
in Equation (6.5) with the corresponding labelling, and vice versa. Thus, the minimum s-t-
separating cut yields the labeling that minimizes Equation (6.5). The minimum cut is found
using the graph cut algorithm from [41].

Clearly, the result depends on the costs of the edges, especially on the regularization pa-
rameter λ. If λ is low, the segmentation only contains single pixels whereas a high value of λ
results in only one small segment (or no segment at all) because removing edges connected to
the source or the target becomes less costly than removing those edges connecting image pixels.
Both situations can be seen in Figure 6.4.
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Figure 6.4: The images on the left show the segmentation for a moving pedestrian appearing behind
a stationary vehicle. Outliers are rejected and the segmentation border is accurate. The four images
on the right show the influence of the edge costs on the segmentation result (later in the sequence).
While small edge costs result in many small segments with only a few pixels (left), high edge costs result
in very few small regions (such that the number of cut edges is minimized, right). From left to right:
λ = {1.5, 50, 500, 1000}.

Speed up techniques for flow vector segmentation can be achieved using the Multi-Resolution
Graph Cut presented in Appendix D. In the next Section, I will derive the ξmotion(x) likelihoods
from the scene flow estimates.

6.2 Deriving the Motion Metrics

This section derives motion constraints to detect independently moving objects (IMOs) in image
sequences. The key idea to detect moving objects is to evaluate the hypothesis

“ the object is not stationary.”

This is done by virtually reconstructing the three-dimensional translation vector for every flow
vector within the image. The length of the reconstructed three-dimensional translation vector
is then evaluated resulting in a motion likelihood for the corresponding flow vector. This re-
construction process needs both, the flow vector and the motion of the camera between the two
time instances when the images were taken (recall Figure 6.2). More technically speaking one
has to distinguish between motion caused by the ego-vehicle and motion caused by dynamic
objects in the scene. The motion of the ego-vehicle greatly complicates the problem of motion
detection because simple background subtraction of successive images yields no feasible result.

Analogous to the presentation of the monocular optical flow in Chapter 4 and the stereoscopic
scene flow in Chapter 5, this section derives motion constraints for both cases. In the monocular
case, the distance of world points to the camera is not known in the general setting (non-
static scene) and hence a full three-dimensional reconstruction is not possible. However, due to
the fundamental matrix geometry certain motion constraints can be derived. Subsection 6.2.1
presents this in more detail.

In the stereo case image points can be triangulated and the full three-dimensional translation
vector can be reconstructed. Subsection 6.2.2 derives a likelihood that this translation vector
does not vanish when subtracting the ego motion (ergo that the translation vector does belong
to a moving object).

6.2.1 Monocular Motion Analysis

There is a fundamental weakness of monocular three-dimensional reconstruction when compared
to stereo methods: moving points cannot be correctly reconstructed by monocular vision. This
is due to the camera and unknown object movement between the two sequential images. Hence,
optical flow vectors are triangulated, assuming that every point belongs to a static object. Such
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triangulation is only possible, if the displacement vector itself does not violate the fundamental
matrix constraint (see Chapter 3). Needless to say, that every track violating the fundamental
matrix constraint belongs to a moving object and the distance to the fundamental rays directly
serves as a motion likelihood.

Using this approach, flow vectors need to be projected onto the epipolar lines in order to
triangulate these flow vectors. However, even if flow vectors are aligned with the epipolar lines,
they may belong to moving objects. This is due to the fact that the triangulated point may be
located behind one of the two camera positions or below the ground surface (see Figure 6.5).
Certainly such constellations are only virtually possible, assuming that the point is stationary.
In reality such constellations are prohibited by the law of physics. Hence, such points must be
located on moving objects.

In summary, a point is detected as moving if its 3D reconstruction is identified as erroneous.
To this end, one checks whether the reconstructed 3D point violates the constraints of a static
3D point, which are the following (note: these constraints are necessary, not sufficient):

Positive Depth Constraint

Positive Height Constraint

Figure 6.5: Side view of erroneous triangu-
lations. The camera moves from c1 to c2.
A point on the road surface is being tracked
from Z1 to Z2. Figure courtesy of J. Klappstein.

Epipolar Constraint:
This constraint expresses that viewing rays
of a static 3D point in the two cameras (lines
joining the projection centres and the 3D
point) must meet. A moving 3D point in gen-
eral induces skew viewing rays violating this
constraint.

Positive Depth Constraint:
The fact that all points seen by a camera
must lie in front of it is known as the posi-
tive depth constraint. It is also called cheiral-
ity constraint and illustrated in Figure 6.5.
If viewing rays intersect behind the camera,
then the actual 3D point must be moving.

Positive Height Constraint:
All 3D points must lie above the road plane.
This principle is usually true for traffic scenes
and illustrated in Figure 6.5. If viewing rays
intersect underneath the road, then the ac-
tual 3D point must be moving. This con-
straint requires additional knowledge about
the normal vector of and the camera distance
to the road surface.

Evaluating the constraints presented above results in a likelihood whether the flow vector is
located on a moving object. This likelihood then serves as input for the segmentation step.
If a third camera view is available, the trifocal constraint yields an additional observation: a
triangulated 3D point utilizing the first two views must triangulate to the same 3D point when
the third view comes into consideration [79]. According to [79] there are no further constraints
in the monocular case. The next subsections present the use of the above mentioned constraints
in literature and how the motion metric is obtained.

Monocular Motion Constraints in Literature

Existing motion detection schemes exploit a subset of the above constraints either directly or
indirectly. A popular scheme is the angle criterion [53, 144] which uses the direction of optical
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Figure 6.6: Two-view error evaluating the positive height constraint. The correspondence x1 ↔ x2

violates the epipolar constraint. Additionally, in the left diagram the positive height constraint is violated.
The two-view error d2 measures the distance of x2 to the closest point fulfilling all constraints.

Figure courtesy of Jens Klappstein.

flow vectors. When moving purely translational in a scene, all flow vectors are parallel to the
corresponding epipolar lines and point away from the epipole (focus of expansion). This holds
true for the entire static scene. Hence, if a measured optical flow vector deviates from this
expected flow direction (i. e. if the angle between the measured and the expected direction is
not zero), the corresponding 3D point is moving. This angle criterion indirectly exploits the
epipolar and the positive depth constraint.

Another popular scheme is the planar motion parallax. It is defined as the deviation of the
measured optical flow from the expected flow on the road plane. The difference between a flow
vector and the assumed flow vector for the same image position on the road surface is called
parallax vector. For correspondences violating the positive height constraint, the parallax vector
points towards the epipole because the measured flow is shorter than expected. [34, 65] evaluate
the planar motion parallax.

A scheme exploiting the trifocal constraint is presented in [68]. It not only detects moving
points but also clusters them. However, the computational burden is high.

The scheme used in this section is taken from [78]. In this section, it is now reproduced how
the epipolar constraint, the positive depth constraint, and the positive height constraint are
evaluated quantitatively. In the work flow diagram (Figure 6.2), reconstruction and detection are
shown as two separate steps. However, the actual algorithm avoids the explicit reconstruction in
favor of reduced computational complexity. This results in a motion metric measuring to which
extent the constraints are violated. It is correlated to the likelihood that the point is moving
(i. e. higher values indicate a higher probability).

The algorithm input is a point correspondence x1 ↔ x2. Additionally, the fundamental
matrix F and the rotation matrix R between the two views, as well as the camera calibration
matrix K, are needed. The principle is illustrated in Figure 6.6 in the image domain.

The point in the first image, x1, defines the epipolar line le in the second image going through
the epipole of the second image, e2. In a first step, the horizon line is computed via

lh = KRR

 1
0
0

×KRR

 0
0
1
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where RR is the rotation matrix between the vehicle coordinate system and the camera coordi-
nate system (see Figure 3.5). For points x1 above this horizon line, the positive depth constraint
is evaluated. For points below the horizon line, the positive height constraint is evaluated. With
either the infinite homography H∞ = KRK−1 or the road homography transformation HR

between the two camera views (see [78]) a border point xr on the epipolar line le is computed
as

xr =
{

H∞x1 if x1
>lh ≥ 0

HRx1 otherwise .

The border line lb is perpendicular to the epipolar line le and intersects the calculated border
point xr. It computes as

lb =

 0 (xr)3 0
−(xr)3 0 0
(xr)2 −(xr)1 0

F x1 .

The point xf2 fulfilling all constraints depends on the location of x2. If x2 lies on the same side
of lb as the epipole e2, then xf2 is equal to the border point because every point on the epipolar
line which is closer to x2 violates either the positive depth or the positive height constraint. On
the other hand, if the epipole and x2 are located on different sides of the border line, the point
fulfilling all three monocular two-view constraints is the projection of x2 onto the epipolar line.
Due to the use of homogeneous entities, this computes as

xf2 =
{

xr if x2
>lb · e2

>lb > 0
d× x2 × le otherwise,

with d = ((le)1, (le)2, 0)>. The resulting two-view reconstruction error, or motion likelihood, is
the Euclidean distance

d2 = dist(x2,xf2) .

It is even more elaborate to take the Mahalanobis distance of the two image points allowing a
weighting by accuracies. Assuming a covariance matrix Σx for the flow vector from x1 to x2,
this yields the monocular motion likelihood

ξmotion(x) =
√{

x2Σ−1
x xf2

}
. (6.6)

The larger this distance value is, the more likely the flow vector belongs to a moving object.
However, not every motion can be detected. The degenerate case where, object motion and
camera motion is parallel, positive depth and height is fulfilled, and flow vectors lie exactly on
the epipolar rays, is not possible to detect. This is due to the fact that a triangulation of a point
is only virtually possible using monocular cameras. With a stereo camera such degenerate cases
are solved. The next subsection derives motion constraints for such stereo camera systems.

6.2.2 Stereo Motion Analysis

In this section, the stereo image pairs of two consecutive camera images are known. With these
two stereo image pairs, the scene flow which was derived in Section 5 can be computed. For every
image pixel (x, y) this scene flow information yields an optical flow vector (u, v), representing the
change in position within the image over time and a disparity change d′, encoding the change
in disparity d.

If these four values, d, d′, u, and v are determined for an image pixel (x, y), its world position
can be reconstructed for each of the two consecutive time stamps. Computing the difference
of these two world points yields the translation vector; and hence the velocity as the length of
this translation vector. A point is transformed from the image coordinates (x, y, d) into world
coordinates (X,Y, Z) according to X = (x− x0) bd , Y = (y − y0) bd , and Z = f b

d , where b is the
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Figure 6.7: Reconstructed three dimensional translation vectors for every pixel of an image with ground
truth values for the image flow estimates d, d′, u, and v.

Figure 6.8: Reconstructed three dimensional translation vectors for every pixel of an image with estimated
values for the image flow estimates d, d′, u, and v. The vehicle is about 50 m away from the camera;
compare with Figure 6.7, where ground truth values are used.
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basis length of the stereo camera system, f the focal length of the camera, and (x0, y0) its
principal point. Transforming the points (x, y, d) and (x+u, y+v, d+d′) into world coordinates
and compensating the camera rotation R and movement T yields the three-dimensional residual
translation (or motion) vector M with

M =
b

d
R

 x− x0

y − y0

f

− b

d+ d′

 x+ u− x0

y + v − y0

f

+ T (6.7)

The (absolute) translation vectors for every image point of a rendered scene with known
camera motion (exact values are also known for d, d′, u, and v) are displayed in Figure 6.7.
The translation vectors point into the direction of movement for every reconstructed scene flow
vector. Points which are located on the road surface and background are stationary; hence
their vector length is zero. In contrast, points which are located on the vehicle are moving and
represented by translation vectors.

The length of a vector seems to be a valid measure for the amount of movement of a world
point. Calculating the length of the reconstructed translation vector directly yields a motion
metric for the corresponding scene flow vector. Unfortunately scene flow computation derived
in Chapter 5 is an estimation procedure and the values d, d′, u, and v are not error-free. The
estimated scene flow variables are noisy as has been shown in the investigation in Section 5.4.

Taking the estimated scene flow values for the exact same image frame as in Figure 6.7
and displaying the translation vectors yields a much less significant three-dimensional velocity
reconstruction. This can be seen in Figure 6.8. Due to the noise in the input data for the three
dimensional reconstruction, a feasible conclusion about the amount of motion cannot be drawn
from the length of the translation vector. The errors in the input data (here scene flow or optical
flow) are propagated into the resulting translation vector which yields to perturbed translation
vectors. Thus, one has to take into account the variances of the scene flow estimates.

Scene Flow Motion Metric

Using error propagation, the Mahalanobis length of the translation vector is computed. Es-
sentially, this incorporates the variances of the disparity and the scene flow estimates, and the
camera ego motion parameters. Here, the variances of the camera rotation are assumed to be
negligible. Such procedure is possible because the estimation of the fundamental matrix from
the complete optical flow field does yield vanishing variances for the rotational parts. However,
fixed variances in the camera translation are used because the speed information from the ve-
locity sensor of the ego-vehicle is rather inaccurate. With the variances σ2

u, σ2
v , σ

2
p, and σ2

d for
the scene flow and σ2

T for the ego motion this yields the Mahalanobis distance [94, 99]:

ξmotion(x) = Q =

√
M>

(
J>diag(σ2

u, σ
2
v , σ

2
d′ , σ

2
d, σ

2
T) J

)−1
M , (6.8)

where J is the Jacobian of Equation (6.7) with respect to the scene flow estimates and the ego
motion. This formula is a weighted dot product of the translation vector. The weighting by the
inverse covariance matrix yields a normalization of the translation vector where every dimension
contributes equally to the result, a new random variable Q.

Assuming a Gaussian error distribution, the squared Mahalanobis distance Q of the trans-
lation vector is χ2 distributed and outliers are found by thresholding this distribution, using
the assumed quantiles of the χ2 distribution. For example, the 95% quantile of a distribution
with three degrees of freedom is 7.81, the 99% quantile lies at 11.34. Hence if the Mahalanobis
distance is above 11.34, a point is moving with a probability of more than 99%.
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Figure 6.9: Two examples of the motion metric defined in Section 6.2.2. Left images show the original
image, right images show the motion metric results, green ⇔ red represents low ⇔ high likelihood that
point is moving.

If the underlying distribution is Laplacian, the quantiles are different. Here the 95% quantile
lies at 8.92 and the 99% quantile is found at 15, 92. Note, that the distribution of the scene flow
values in Chapter 5 was found to be Laplacian.

Figure 6.9 demonstrates results using this metric. Note that this metric computes a value at
every scene point, which is not occluded. Another two examples of results obtained using this
metric can be seen in Figure 6.10. In the figures, it is easy to identify what parts of the scene
are static, and which parts are moving. The movement metric Q only identifies the likelihood
of a point being stationary, it does not provide any speed estimates. The remaining part of this
section derives such velocity estimates.

(a) Moving Pedestrian (b) Lead Vehicle

Figure 6.10: Results using the Mahalanobis distance metric Q. 6.10a shows a pedestrian running from
behind a vehicle. 6.10b shows a lead vehicle driving forward. Colour encoding is Q, i. e. the hypothesis
that the point is moving, green ↔ red ≡ low ↔ high.
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(a) Moving Pedestrian (b) Lead Vehicle

Figure 6.11: Results using speed S and its standard deviation σS . 6.11a shows the pedestrian running
with a speed of 3.75 m/s. 6.11b shows a lead vehicle driving forward with a speed of 12.5 m/s. Colour
encoding is S, green↔ red ≡ stationary↔ moving. σS is encoded using saturation, points in the distance
are therefore grey or black.

Speed Metric

The Q metric omitted any information about velocity. This subsection derives information about
speed and the associated certainty of the speed estimate. To estimate the speed S, the L1-norm
(length) of the displacement vector is calculated:

S = ‖M‖ . (6.9)

The problem is that points at large distances are always estimated as moving. This is because
small disparity changes yield large displacements in 3D. If inaccuracies are present in the length
computation one can still not derive accurate speed information. One way around the problem
is to give a lenient variance of the speed measurement σ2

S . Such a measurement is given by the
spectral norm of the covariance matrix. This involves computing the eigenvalues of the squared
matrix, then taking the square root of the maximum eigenvalue,

σ2
S = ‖ΣM‖ =

√
λmax

(
Σ>MΣM

)
. (6.10)

Using this we now have a speed S and associated variance σ2
S . Using these metrics leads to

the examples in Figure 6.11. In this figure, it is easy to identify the speed of moving targets,
and also how confident we are of the speed measurement. The pedestrian in Figure 6.11a had
a displacement of 15 cm with a frame rate of 25 Hz, i. e. 3.75 m/s. The vehicle in 6.11b had
a displacement of 50cm, i. e. 12.5 m/s. In both examples moving objects and the associated
variance (or one may say certainty) of their speed measure can be identified.

6.3 Experimental Results and Discussion

In this section I present results which demonstrate the accurate segmentation of moving objects
using scene flow. In the first part, it is shown that the presented reliability measures greatly
improve the segmentation results when compared to a fixed variance for the disparity and scene
flow variables. In the second part, the segmentation results using the monocular and binocular
motion segmentation approaches are compared.
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6.3.1 Robust Segmentation

Figure 6.12 illustrates the importance of using the reliability measures to derive individual
variances for the scene flow variables. If the propagation of uncertainties is not used at all,
the segmentation of moving objects is not possible (top row). Using the same variance for
every image pixel the segmentation is more meaningful, but still outliers are present in both,
the motion likelihoods and the segmentation results (middle row). Only when the reliability
measures are used to derive individual variances for the pixels the segmentation is accurate and
not influenced by outliers (bottom row).

no error propagation

spatially fixed variances

variances from reliability measures

Figure 6.12: Results for different error propagation methods. The left images show the motion likelihoods
and the right images the segmentation results.

6.3.2 Comparing Monocular and Binocular Segmentation

A binocular camera system will always outperform a monocular system, simply because more
information is available. However, in many situations a monocular system is able to detect in-
dependent motion and segment the moving objects in the scene. In this section we demonstrate
the segmentation of independently moving objects using a monocular and a binocular camera
system and discuss the results.

In a monocular setting, motion which is aligned with the epipolar lines cannot be detected
without prior knowledge about the scene. Amongst other motion patterns, this includes objects
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moving parallel to the camera motion. For a camera moving in depth this includes all (directly)
preceding objects and (directly) approaching objects. The PreceedingCar and HillSide sequences
in Figure 6.13 show such constellations.

Using the ground plane assumption in the monocular setting (no virtually triangulated point is
allowed to be located below the road surface) facilitates the detection of preceding objects. This
can be seen in the PreceedingCar experiment, where the lower parts of the car become visible.
If compared to the stereo settings, which does not use any information about scene structure,
the motion likelihood for the lower part of the preceding car is more discriminative. However,
if parts of the scene are truly located below the ground plane, as the landscape at the right in
the HillSide experiment, these will always be detected as moving, too. Additionally, this does
not help to detect approaching objects. Both situations are solved using a binocular camera.

If objects do not move parallel to the camera motion, they are essentially detectable in the
monocular setting (Bushes and Running sequences in Figure 6.14). However, the motion like-
lihood using a binocular system is more discriminative. This is due to the fact that the three-
dimensional position of an image point is known from the stereo disparity. Thus, the complete
viewing ray for a pixel does not need to be tested for apparent motion in the images, as in the
monocular setting. In the unconstrained setting (not considering the ground plane assumption),
the stereo motion likelihood therefore is more restrictive than the monocular motion likelihood.
Note, that non-rigid objects (as in the Running sequence in Figure 6.14) are detected as well as
rigid objects and do not limit the detection and segmentation at any stage.

6.4 Ideas for Future Research

Building on the approach to scene flow estimation presented in Chapter 5, I proposed in this
chapter an energy minimization method to detect and segment independently moving objects
filmed in two synchronised video cameras installed in a driving car. The central idea is to assign,
to each pixel in the image plane, a motion likelihood which specifies whether based on 3D struc-
ture and motion, the point is likely to be part of an independently moving object. Subsequently,
these local likelihoods are fused in an MRF framework and a globally optimal spatially coherent
labelling is computed using the min-cut max-flow duality. In challenging real world scenarios
where traditional background subtraction techniques would not work (because the whole image
content is moving), this approach enables to accurately localize independently moving objects.
The results of the presented algorithm could directly be employed for automatic driver assistance.

Further research should focus on feedback loops in the whole motion estimation and segmen-
tation process. Certainly, if motion boundaries and the segmentation of moving rigid objects are
known, this provides additional cues for the motion estimation step. The work in [57] estimates
piecewise parametric motion fields and a meaningful motion segmentation of the image in a joint
approach. A similar approach could segment moving objects in the input images.

Another possibility for a feedback loop is the segmentation content itself for the segmentation
stage. In the presented approach every motion, as long as it is not induced by the stationary
scene, is segmented. Multiple objects may end up in the same segment and noise may influence
segmentation boundaries. An individual object usually moves into the same direction and covers
only a small disparity range. Such information could directly be used to iteratively improve the
segmentation boundary and to separate individual objects.

Certainly, there are numerous other areas of research, such as the speeding up of the segmen-
tation process (see also Appendix D) or using multiple frames of the sequence and propagating
segmentation boundaries over time. This chapter presented a first application of scene flow; the
next chapter will sketch concepts for three more applications and hopefully inspire the reader
to come up with many more ideas for future research.
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PreceedingCar HillSide

Optical Flow Result

Monocular Segmentation of Independently Moving Objects

Binocular Segmentation of Independently Moving Objects

Figure 6.13: The figure shows the energy images and the segmentation results for objects moving parallel
to the camera movement. This movement cannot be detected monocularly without additional constraints,
such as a planar ground assumption. Moreover if this assumption is violated, this yields errors (as in the
HillSide sequence). In a stereo setting prior knowledge is not needed to solve the segmentation task in
these two scenes.
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Bushes Running

Optical Flow Result

Monocular Segmentation of Independently Moving Objects

Binocular Segmentation of Independently Moving Objects

Figure 6.14: The figure shows the energy images and the segmentation results for objects which move not
parallel to the camera motion. In such constellations a monocular as well as a binocular segmentation
approach is successful. However, one can see in the energy images and in the more accurate segmentation
results (the head of the person in the Running sequence) that stereo is more discriminative. Note, that
the also non-rigid independently moving objects are segmented.
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In this chapter, I discuss ideas for future research, building on the results obtained in this
thesis. The precise estimation of optical flow and scene flow allows for novel approaches to many
applications and problems arising in driver assistance. Here, concepts for three such applications
in driver assistance are sketched:

1. Object Segmentation from scene flow vectors is only one way to detect moving objects.
Especially if additional sensors are available (such as radar or lidar), information such as
relative speed and distance to objects can be directly employed. The detection of station-
ary and moving objects then becomes applicable solely using the gray values and image
warping. A joint approach, employing motion vectors and gray values in the segmentation
process is within the scope of future research.

2. Object Motion Estimation is another research topic. In Chapter 3 methods were
presented to estimate the motion of the camera from stationary points. The same principle
can be used to estimate the relative motion between the camera and another (segmented)
moving object. Then, the motion of the object can be inferred from the motion difference.

3. Dynamic Free Space has greatly been ignored in computer vision; it is important to note,
that relative motion is a major issue though when using a radar sensor. In robotics, depth
maps are commonly established from depth correspondences only. This might be motivated
by history as laser and ultra-sound devices were used before stereo cameras became more
popular. Using a camera system, tracking becomes possible and I am convinced that
motion cues will one day be at least as important as depth cues. The idea of a dynamic
free-space representation is outlined as another application of scene flow.
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Figure 7.1: The Warp Cut Segmentation algorithm models the world with three planes: the ground plane
and the plane at infinity, stitched together at the horizon, and the obstacle plane. Segmentation of the
object is then performed on the brightness differences between the original first frame and the backward-
motion-warped second frame for the respective planes (see Fig. 7.2). The approach is essentially limited
because (additional) objects which violate the three-plane-assumption affect the results. The direct use
of optical flow vectors may overcome some of these difficulties and yield an increase in robustness.

7.1 Extending Warp Cut

Autonomous collision avoidance in vehicles requires an accurate separation of obstacles from the
background, particularly near the focus of expansion. In [15], I presented a technique for fast
segmentation of stationary obstacles from video, recorded by a single camera that is installed in
a moving vehicle. In [7], this approach was generalized for moving objects, where the distance
and relative speed of the object was known from radar measurements.

The basic idea is illustrated in Figure 7.1. The input image is divided into three motion
segments consisting of the ground plane, the background, and the obstacle. Due to the given
scenario the following assumptions were imposed:

1. The street is approximately planar. Hence, the image motion in this area is described by
a homography Hs. The homography can be approximated from the known camera motion
and the camera parameters.

2. Visible object points on distant obstacles have approximately the same depth. Applying
the weak perspective camera model, the motion field in the obstacle region is affine, which
can be expressed by another homography Ho.

3. Finally, the background region, i.e., the region above the horizon can be approximated as
a plane at infinity, which leads to a third homography Hb.

Consequently, there are three regions, each with a different motion model between frames.
This constrained scenario allows for good initial estimates of the motion models for each segment,
which are iteratively refined during segmentation. The separation of the obstacle region from
the other two regions is done by the sought segmentation of the obstacle.

The street and background regions are separated a-priori by a horizontal line y = yhor that can
be derived analytically from the camera parameters, which leaves us with a binary partitioning
problem. This enables accurate obstacle segmentation without prior knowledge about the size,
the shape, or the base point of obstacles.

Similar to the flow cut approach in Chapter 6, graph cut segmentation was used to segment
the obstacle within the image, where the binary labeling Lt(x) of each pixel x = (x, y)> is

Lt(x) =
{

1 if x depicts the obstacle
0 otherwise.

(7.1)
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Figure 7.2: Motion-compensated difference images. From left to right: original gray value input
images and difference images for foreground (Ef ) and background (Eb) based on the squared difference
between the motion-compensated image It−1 and image It after the last iteration. The camera translation
is 1.9 m. Hf and Hb denote foreground and background motion.

Segmentation by grouping similar gray values is not suitable in the presented context because
the gray value of obstacles is not fixed and may be similar to the gray value of the street. Thus,
the labeling is based on motion information. The classical approach to segmentation minimizes
a joint energy on the labeling of the form

E(Lt) = EData(Lt) + αESmooth(Lt) . (7.2)

I will now review the data term in more detail: The key idea of distinguishing between obsta-
cles and background is to penalize the difference between the current frame and the motion-
compensated (warped) previous frame. Separate motion predictions are computed for the ob-
stacle region (Ho) and the non-obstacle regions (Hb for background and Hs for the street re-
gion). Notice, that for the presented application this is much more sensible than the approaches
described in [58, 128] as it allows one to drop the assumption of a static camera. The motion-
compensated images are composed as follows (recall, that yhor is the horizon in the image):

Background: Imc0,t−1(x) =
{
It−1(Hb(x)) y < yhor
It−1(Hs(x)) y ≥ yhor

, (7.3)

Object: Imc1,t−1(x) = It−1(Ho(x)) . (7.4)

Values between grid points are determined by bi-linear interpolation. Figure 7.2 shows the
motion-compensated difference images for an example situation. The data term evaluates the
consistency between the warped previous image and the current image. It consists of the sum
over the squared differences between both images (recall, that Lt(x) ∈ {0, 1} denotes the la-
belling):

EData(Lt) =
∑
x∈Ω

(
It(x)− ImcLt(x),t−1(x)

)2
. (7.5)

Such an approach is essentially limited, because (additional) objects which violate the three-
plane-assumption affect the results. The direct use of optical flow vectors, combining the warp
cut approach and the flow cut approach, may take away some of these limitations. On the other
hand, gray value information can help to detect inconsistencies in the segmentation result derived
from optical flow vectors (as presented in Chapter 6). Furthermore, the warp cut approach can
be extended to stereo vision and combined with the flow cut approach employing scene flow
vectors. Both ideas are expected to yield an increase in robustness and accuracy.
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Figure 7.3: Motion from Motion. Once an object is segmented in the image, its relative motion can be
estimated from the scene flow vectors. Compensating the camera motion directly yields the full motion
state of the observed object from the two stereo image pairs.

7.2 Motion from Motion

Figure 7.4: “Where will the oncoming vehicle
be in the next second?” [39]. Selected frames
of a real world scene with one oncoming vehi-
cle captured in a left curve. It can be seen how
the Kalman filter successively corrects the er-
roneous initial assumption of the driving path.
Using dense scene flow estimates, the conver-
gence of the Kalman filter may speed up.

The motion of other traffic participants is an im-
portant information for driver assistance systems.
In [39] an algorithm was presented to estimate the
position, the velocity, the acceleration, and the
yaw rate of an oncoming vehicle with an extended
Kalman filter. The filter uses sparsely tracked fea-
tures and implements the dynamic motion model
of a vehicle. Such an approach needs a low num-
ber of frames before it converges to the correct
solution, depending on the accuracy of the initial-
ization, as can be seen in Figure 7.4.

One idea for further research is to directly esti-
mate the position, velocity, and yaw rate of pre-
viously segmented objects from dense scene flow
(see Figure 7.3 for an illustration) and to use
the obtained results in the initialization for the
Kalman filter. Such approaches are currently be-
ing investigated by my colleague Alexander Barth
in his PhD thesis. The estimation of acceleration
is not possible from two frames, which shows the
limits of scene flow. Extending the scene flow to a
six-frame approach (three stereo image pairs) and
to model the acceleration of objects is in the scope
of future research.

Certainly, to some extend the estimation of position and motion is also possible using monoc-
ular vision. Then however, there remains a scale ambiguity in the relative translation of the
oncoming vehicle and the camera. The prospects and limits of a monocular system for motion
estimation of an oncoming vehicle have not been fully explored yet.

In his “Two-view multibody structure from motion” paper [138], René Vidal proposed a
method to automatically estimate the fundamental matrix for every moving object within the
scene, which in turn can be used for the segmentation process. In the original work, a stationary
monocular camera and feature correspondences were used. An interesting research field is the
generalization to binocular vision, the use of dense flow fields, and the combination of the
proposed approach with a Kalman filter based tracking.
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Figure 7.5: Estimation of the Free Space Band. The free space (middle image, green) is the instantaneous
space free of any obstacles. By using an object height segmentation, the free space band is derived (right
image). This free space band contains all important objects for autonomous decision making.

7.3 Dynamic Free Space

The vision of autonomous driving rises and falls with the ability to steer an unmanned vehicle.
Taking a look into the animal kingdom helps us to get an insight on locomotion details. The
condition precedent to successful locomotion is to distinguish between free space and clogged
space. Snails, for instance, mainly use their sense of touch to investigate the surrounding area
and possible obstacles. Almost everybody might once have touched a snail’s head to see it
withdraw its feelers or tentacles, a movement which is amazingly fast for an animal as slow as
a snail. Such a procedure is obviously not appropriate in autonomous driving with high speeds
and the sense of touch is in good hands with crash researchers. On the other hand most animals,
and also humans, mainly rely on the sense of sight for obstacle and free space detection. Flies
are able to navigate through unknown environments as long as no mirror or glass pane restricts
the free space. Until now, no technology is able to imitate this ability. Therefore research in
this area is unavoidable to preserve the dream of autonomous driving [38].

I propose two novel concepts for free space estimation: firstly, an optimal free space segmen-
tation taking into consideration object height (see Figure 7.5), and secondly, the estimation of
free space dynamics over time. The height segmentation of the free space is essential to employ
free space dynamics because it identifies the object regions for which optical flow (or scene flow)
information needs to be evaluated.

Figure 7.6: Depth map created from stereo measurements
for the scene depicted on the left (the arrow points out the
position of the person). Clearly, the existence of more than
one obstacle in a viewing direction leads to opposing hy-
potheses for the free space boundary.

Obstacle Height. Free space is de-
fined as the available space to maneu-
ver a vehicle so as to avoid collision
with objects. Any object limits the free
space. Free space is commonly com-
puted by thresholding the height of 3D
measurements and accumulating mea-
surements in occupancy grids (see Fig-
ure 7.6). The free space boundary is de-
fined by the distance to the first object
(occupied cell) in every spatial direc-
tion. A drawback of this method is the
undefined handling of obstacles which
are staggered in depth. Such objects
lead to two opposing hypotheses for the
free space boundary.

As a second drawback, obstacle height is not directly modelled. Therefore, objects have to
be investigated in a second step to derive their height and size. I will present a concept to
derive consistent free space with two obstacles staggered in depth and how to integrate free
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space dynamics. This can be regarded as an extension of my previous work presented in [8] and
is intended to trigger further research in this area.

Figure 7.7: 3D view (top) and side view (bot-
tom) of the basic principle to estimate free
space and object height for a single image
column. Measurements on the ground plane
(green), the object (red), and in the background
are counted and a fitting score is derived.

The basic idea to estimate the free space and
the height of the closest objects is to traverse ev-
ery image column in the left image of a stereo im-
age pair bottom-up. Every pixel up to the horizon
serves as a hypothesis for the boundary change be-
tween free space and obstacle (base-pixel). For ev-
ery base-pixel all pixels above, in the same image
column, become potential top-pixel defining the
boundary between obstacle and background. Fig-
ure 7.7 demonstrates the basic principle. In [33]
this principle is picked up and the authors propose
to represent the 3D world with what they name
“stixel”. Note, that boundaries are defined in im-
age coordinates, which defines an upper bound on
the total number of possible boundaries. This is
important for globally optimal solution-finding.

A concept for a global solution is to define
cost functions for deviations from the assump-
tion free space (CFS), the obstacle (CO) and the
background (CBG), depending on the base-pixel
b and the top-pixel t. The resulting cost func-
tion for each column consists of the three sums,
CFS(b) + CO(b, t) + CBG(b, t). The optimal segmentation for a single column is the minimum of
this cost function for all potential values ymax ≥ b > t ≥ 0. In combination with a smoothness
term for the free space boundary, the global minimum can be found using dynamic programming.

Dynamic Free Space

Common free space representations capture the instantaneous scene structure. But if objects
are not stationary, the free space changes over time and is not fix. The concept of free space
dynamics has already been addressed in [135], where the dynamics of preceding objects on
interstate highways were considered in the integration of the free space over time.

A more naturally free space representation would be the use of time-to-contact (ttc) values.
Time-to-contact measurements are derived from the relative speed between the camera (ego-
vehicle) and the observed objects. The time-to-contact is essential for obstacle avoidance and
autonomous driving: in order to determine the space free of collisions, the time-to-contact val-
ues are of higher importance than distances, as this allows one to calculate the time and place
of a potential collision. In order to construct such time-to-contact-maps, the relative motion
between the camera and objects needs to be known, which involves tracking of pixels (note
that a radar sensor allows for direct velocity estimates and no tracking is necessary). Hence,
monocular optical flow measurements are sufficient to derive such ttc-maps. To my knowledge
this fact has not been explored in computer vision. Neither has the use of scene flow for dynamic
depth maps been exploited.

The challenge with dynamic free space is, that a one-dimensional free space description (es-
sentially only the distance to objects) becomes a two-dimensional velocity space because objects
move on the X-Z ground plane. Thus, a one-dimensional ttc-only-representation might not
be sufficient. Future research will have to find an optimal representation for such free space
dynamics.



Epilogue

When you absolutely don’t know what to do anymore, it is time to panic.
John van der Wiel

c© under the creative commons license, EricMagnuson, www.flickr.com

The process of understanding visual kinesthesia has a lot in common with a game of chess.
A game of chess is divided into three phases: the opening, the middle game and the end game.
In the middle of the last century it was proclaimed that building perceiving machines would
take about a decade. Scientists were almost certain that they had solved most of the difficul-
ties with motion perception and that they were situated in the end game. But the process of
motion perception turned out to be far more advanced. Every move towards building perceiv-
ing machines seems to reveal that there are even more complicated tasks to solve. Instead of
gaining a clear understanding of the matter of motion analysis, one has to deal with a far more
complex task than was ever imagined. Scientists found themselves still situated in the opening...

As with a chess game, every move needs to be well thought out in order to reach a successful
outcome. Without losing focus on the goal of understanding the three-dimensional motion of
the scene, motion analysis in image sequences was thoroughly studied in this thesis. A novel
framework for optical flow estimation in image sequences, consisting of an iterative data term
evaluation and a vector field smoothing process was acquired. This provided profound insights
into the process of motion analysis and is currently the most accurate approach for the estima-
tion of apparent motion in image sequences. The two-dimensional image motion was extended
towards three-dimensional scene flow and presented as a real-time capable approach to dense
scene flow estimation. These state-of-the-art techniques allow for a wide range of prospects for
future research and will enable numerous computer vision applications; possibilities and oppor-
tunities for what some believe is the most complex phase, the middle game.

One application was presented in more detail: the segmentation of independently-moving ob-
jects in image sequences. Much as this is sometimes considered high-level computer vision, it
is only a small step towards visual kinesthesia and building perceiving machines. Many more
steps have to follow and it is up to others to make the next move.

This thesis presented a possible opening to the art of motion analysis. Understanding the
relationship between objects and figures, predicting what is going to happen, and analyzing
potential hazards are the main parts of ongoing research. After reading this thesis, the hope
is that the reader is informed and inspired to proceed with novel ideas on how to achieve the
dream of building perceiving machines.
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APPENDIX A

Data Terms for Refinement Optical Flow

Optical Flow Constraint Data Term

For the optical flow constraint (4.1) the solution space is two-dimensional, hence u=(u1, u2)>∈ R2.
The optical flow constraint itself computes as p(u) = It +∇I>u, hence p0 = λIt and p = λ∇I.
The minimization problem then becomes

min
u1,u2

1
2
(
u1 − u′1

)2 +
1
2
(
u2 − u′2

)2 + λ|It +∇I>u|︸ ︷︷ ︸
|p0+p>u|

 , (A.1)

where u′=(u′1, u
′
2)> is a given approximate solution. A closer look reveals, that Equation (A.1)

is equivalent to the minimization problem in Equation (4.6) (up to a scale factor).

Adaptive Fundamental Matrix Constraint

Within the spectrum of conceivable optic flow patterns in Computer Vision, flow patterns that
correspond to 3D rigid body motion play a central role. This is not surprising, since they
invariably arise for static scenes filmed by a moving camera or for objects moving rigidly. It
is well known that in the case of rigid body motion the two-dimensional optic flow estimation
problem is reduced to a one-dimensional search along the epipolar lines which can actually be
solved quite efficiently. The challenge is, that the epipolar lines are usually unknown and need to
be estimated from established point correspondences themselves. This bootstrapping problem
is usually solved iteratively and has one major drawback: If the scene is not stationary, both
the epipolar lines and the optical flow suffer from the biasing prior inflicted by the other.

Variational optical flow techniques with prior knowledge of the fundamental matrix geometry
were presented using hard constraints [121] and soft constraints [133], the latter estimating
simultaneously the optical flow and the fundamental matrix. The algebraic distance to the
epipolar rays was used in both approaches (Equation (3.7)).

In the following, an adaptive regularization will be proposed which favors rigid body motion
only if this is supported by the image data. In particular, an adaptive weighting γ(v) aims at
engaging the rigid body constraint based on the amount of independent motion found within
the scene. It is given by

γ(u) =
{
λF if

∫
Ω ρF(u,x)/‖u‖ d2x < δF

0 otherwise .
(A.2)

In the formula, ρF(u,x) is the symmetric distance of the flow vector to the two epipolar lines,

x̃ = F>
[

x
1

]
and ũ = F

[
x + u

1

]
.

With the 3× 3 fundamental matrix F it is defined as

ρF(u,x) =
1

x̃2
1 + x̃2

2 + ũ2
1 + ũ2

2

∣∣∣ c+ x̃1u1 + x̃2u2

∣∣∣ , (A.3)
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where a sub-index i of a vector denotes its i-th component and the constant c is computed as

c =
[

x
1

]>
F
[

x
1

]
. (A.4)

This formulation is symmetric w. r. t. the two input images and normalized in the sense that it
does not depend on the scale factor used to compute F [92].

To this end, first an optic flow field is computed and a fundamental matrix is estimated by
minimizing the non-linear criterion

min
F

∑ 1
x̃2

1 + x̃2
2 + ũ2

1 + ũ2
2

([
x
1

]>
ũ

)2
 . (A.5)

Then, the estimated fundamental matrix itself is used to drive the optical flow towards the
epipolar lines.

The crucial part is how to weight this data term in order to maintain robustness in dynamic
scenes and increase accuracy in static scenes. This is where the adaptive weighting γ(v), which
analyzes the amount of independent motion, becomes important. Essentially, a violation of the
epipolar constraint denotes other moving objects in the scene while the counter-hypothesis does
not generally hold (e. g. the motion of objects might coincide with the epipolar lines). However,
simply computing the average symmetric distance to the epipolar lines,

∫
Ω ρF(u,x) d2x, does not

yield useful results as flow vectors in a dynamic scene might be relatively small in magnitude,
yielding only small errors although the complete scene is dynamic. Here the relative symmetric
distance, weighted by the inverse length of the computed optical flow is used. Such measure
yields a rather robust estimate of the relative motion contained in the scene depicted by the two
images.

In summary, the adaptive rigid body regularization has the following effect:

• If the average relative deviation
∫

Ω ρF(u,x)/‖u‖ d2x is above a predefined threshold δF, the
fundamental matrix regularization will be switched off so it does not bias the estimation
of motion in dynamic scenes.

• If on the other hand the relative deviation is smaller than δF, then the fundamental matrix
regularization is imposed so as to favor the estimation of optic flow fields that are consistent
with rigid body motion. Note that even in this case the fundamental matrix constraint is
not enforced to be exactly fulfilled. Instead, deviations of the optic flow from rigid body
motion are allowed wherever this is supported by the image data.

The resulting linearized data term becomes:

p(u) = γ(u)ρF(u,x) = γ(u)
1

x̃2
1 + x̃2

2 + ũ2
1 + ũ2

2︸ ︷︷ ︸
λp

∣∣∣∣∣∣∣∣∣ c︸︷︷︸
p0

+
[
x̃1

x̃2

]>
︸ ︷︷ ︸

p>

u

∣∣∣∣∣∣∣∣∣ , (A.6)

Note that the constant p0 and the scalar value λp involve the optical flow vector. Both values
are calculated using flow vectors from the last iteration (hence lagged feedback is used here).



APPENDIX B

Quadratic Optimization via Thresholding

Equation (4.9) is a combination of convex functions, and hence is convex itself. If Equation
(4.9) was differentiable, the minimum could be found by setting its derivative, with respect to u,
equal to zero. However, the absolute function |x| is degenerate at |x| = 0 and not differentiable.
More sophisticated quadratic optimization techniques have to be used to find the true minimum
of Equation (4.9).

In this chapter the Karush-Kuhn-Tucker (KKT) conditions [76] are used to derive the thresh-
olding steps for a single data term and two data terms in Equation (4.9). For completeness, let
us first reproduce the KKT conditions.

B.1 Karush-Kuhn-Tucker (KKT) Conditions

For a convex quadratic minimization problem minx {f(x)}, under N linear inequality constraints
gi(x) ≤ 0 where 0 ≤ i ≤ N , a global optimum of a solution x∗ holds true if there exist constants
µi such that the Karush-Kuhn-Tucker (KKT) conditions [76] are fulfilled:

Stationarity: ∇f(x∗) +
∑

i µi∇gi(x∗) = 0.

Primal feasibility: gi(x∗) ≤ 0.

Dual feasibility: µi ≥ 0.

Complementary slackness: µigi(x) = 0 ∀ i.

B.2 Single Data Term [150]

For a single data term, the task is to find the vector u∗ which solves the minimization problem

u∗ = min
u

{
1
2

∥∥u− u′
∥∥2 +

∣∣∣p0 + p>u
∣∣∣} , (B.1)

or its dual formulation

u∗ = min
u

{
1
2

∥∥u− u′
∥∥2 + p′

}
(B.2)

with linear side conditions

p0 + p>u− p′ ≤ 0 (B.3a)

and − p0 − p>u− p′ ≤ 0 . (B.3b)

Taking the above Equations into the KKT conditions for the global optimum of the dual
formulation yields

Stationarity: (
u∗ − u′

1

)
+ µ1

(
p
−1

)
+ µ2

(
−p
−1

)
= 0 . (B.4)

Primal feasibility: {
p0 + p>u∗ − p′ ≤ 0
−p0 − p>u∗ − p′ ≤ 0

}
.
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Dual feasibility: {
µ1 ≥ 0
µ2 ≥ 0

}
.

Complementary slackness: {
µ1

(
p0 + p>u∗ − p′

)
= 0

µ2

(
−p0 − p>u∗ − p′

)
= 0

}
.

The minimum can be found by analyzing the three possible cases for the single data term
for the primal formulation; p(u∗) < 0, p(u∗) = 0, and p(u∗) > 0. The KKT conditions yield a
simple and efficient thresholding scheme to ensure the global optimum of the solution.

In the first case (p(u∗) < 0), the minimum of Equation (B.1) is given by taking the derivative
w. r. t. u yielding u∗ = u′ + p. This implies for the dual variable

p′ = |p(u∗)| = −
(
p0 + p>(u′ + p)

)
= −p(u′)− p>p .

Due to construction, side condition (B.3b) is binding (its left side is zero), directly yielding
primal feasibility for Equation (B.3b). The primal feasibility for Equation (B.3a) is fulfilled iff

p0 + p>u∗ − p′ ≤ 0 .

⇔ p0 + p>(u′ + p)−
(
−p(u′)− p>p

)
≤ 0 .

⇔ p0 + p>u︸ ︷︷ ︸
p(u′)

+p>p + p(u′) + p>p ≤ 0 .

⇔ 2
(
p(u′) + p>p

)
≤ 0 .

If this equation holds, the following holds also; setting µ1 = 1 and µ2 = 0 directly yields dual
feasibility, complementary slackness, and stationarity of the solution u∗. Hence, if the primal
feasibility check returns true, the optimum for the point is found. This can be checked by
evaluating p(u′) < −p>p.

Equivalently, if p(u∗) > 0, u∗ = u′ − p is the global minimum, iff the primal feasibility check
for Equation (B.3b) holds, yielding the thresholding check

2
(
p(u′)− p>p

)
≤ 0 .

This can be evaluated by checking for p(u′) > p>p.
If the data term vanishes (i.e. p(u∗) = p′ = 0), both side conditions are binding. The minimum

of minu
{

1
2 ‖u− u′‖2

}
under the side condition p0 + p>u = 0 yields the solution

u∗ = u′ − p(u′)
p>p

p .

Primal feasibility and complementary slackness is directly fulfilled for both side conditions,
because they are both binding. A final thresholding check has to ensure dual feasibility for µ1
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and µ2 fulfilling the stationarity constraint. Plugging u∗ into Equation (B.4) yields

0 =
(

u∗ − u′

1

)
+ µ1

(
p
−1

)
+ µ2

(
−p
−1

)
(B.5)

0 =

(
u′ − p(u′)

p>p
p− u′

1

)
+ µ1

(
p
−1

)
+ µ2

(
−p
−1

)
(B.6)(

p(u′)
p>p

p>p
1

)
= µ1

(
p>p

1

)
+ µ2

(
−p>p

1

)
(B.7)(

p(u′)
p>p

1

)
= µ1

(
1
1

)
+ µ2

(
−1
1

)
(B.8)

The solution is given by µ1 = 1
2

(
1 + p(u′)

p>p

)
and µ1 = 1

2

(
1− p(u′)

p>p

)
and dual feasibility holds if

|p(u′)| ≤ p>p.
Analyzing the three cases p(u∗) < 0, p(u∗) = 0, and p(u∗) > 0 directly yields three distinct and

complete thresholding steps. This yields a very efficient algorithm for evaluating the minimum
of Equation B.1, first presented by [150]. Summarized, the solution computes as

Assume Thresholding Solution
p(u∗) Check u∗ =

p(u∗) < 0 p(u′) < −p>p u′ + p

p(u∗) = 0 |p(u′)| ≤ p>p u′ − p(u′)
p>p

p

p(u∗) > 0 p(u′) > p>p u′ − p

Table B.1: Computation of the minimum u∗ for Equation (B.1).

B.3 Two Data Terms

In this section an efficient solution scheme to minimize the objective function (4.9) or, equiva-
lently, its dual quadratic optimization problem (4.11) with inequality constraints (4.12) for two
data terms is proposed and verified. To this end, we have two data terms λ1p1(u) = a0 + a>u
and λ2p2(u) = b0 + b>u where a0 and b0 are constant and a and b represent the linear parts of
the data terms. The minimization problem states

min
u

1
2

∥∥u− u′
∥∥2 + | a0 + a>u︸ ︷︷ ︸

λ1p1(u)

|+ | b0 + b>u︸ ︷︷ ︸
λ2p2(u)

|

 . (B.9)

Its dual formulation with dual variables a′ and b′ is

min
u

{
1
2

∥∥u− u′
∥∥2 + a′ + b′

}

such that

(i) a0 + a>u− a′ ≤ 0
(ii) −a0 − a>u− a′ ≤ 0
(iii) b0 + b>u− b′ ≤ 0
(iv) −b0 − b>u− b′ ≤ 0 .

(B.10)

Differentiating this and taking it into the KKT conditions for the global optimum of the
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dual formulation yields additional dual variables µ(i), µ(ii) , µ(iii), and µ(iv) and the following
constraints:

Stationarity: u∗ − u′

1
1

+ µ(i)

 a
−1
0

+ µ(ii)

 −a
−1
0

+ µ(iii)

 b
0
−1

+ µ(iv)

 −b
0
−1

 = 0 .

Primal feasibility: 
(i) a0 + a>u∗ − a′ ≤ 0
(ii) −a0 − a>u∗ − a′ ≤ 0
(iii) b0 + b>u∗ − b′ ≤ 0
(iv) −b0 − b>u∗ − b′ ≤ 0

 .

Dual feasibility: 
µ(i) ≥ 0
µ(ii) ≥ 0
µ(iii) ≥ 0
µ(iv) ≥ 0

 .

Complementary slackness: 
µ(i)

(
a0 + a>u∗ − a′

)
= 0

µ(ii)

(
−a0 − a>u∗ − a′

)
= 0

µ(iii)

(
b0 + b>u∗ − b′

)
= 0

µ(iv)

(
−b0 − b>u∗ − b′

)
= 0

 .

Looking at all possible combinations of the data terms |pi(u∗)|, namely pi(u∗) ≤ 0, pi(u∗) ≥ 0,
and pi(u∗) = 0, directly yields a thresholding scheme to minimize the objective function. If both
p1(u∗) and p2(u∗) are strictly positive or negative (i. e. pi(u∗) 6= 0), the optimal solution u∗ is
found iff the thresholding checks in Table B.2 apply.

Assume Thresholding Solution
p1,2(u∗) Checks u∗ =
p1 ≥ 0
p2 ≥ 0

a0 + a>(u′ − a− b) ≥ 0
b0 + b>(u′ − a− b) ≥ 0

u′ − a− b

p1 ≥ 0
p2 ≤ 0

a0 + a>(u′ − a + b) ≥ 0
b0 + b>(u′ − a + b) ≤ 0

u′ − a + b

p1 ≤ 0
p2 ≥ 0

a0 + a>(u′ + a− b) ≤ 0
b0 + b>(u′ + a− b) ≥ 0

u′ + a− b

p1 ≤ 0
p2 ≤ 0

a0 + a>(u′ + a + b) ≤ 0
b0 + b>(u′ + a + b) ≤ 0

u′ + a + b

Table B.2: Minimum u∗ if p1(u∗) 6= 0 and p2(u∗) 6= 0

Proof: For p1(u∗) 6= 0 and p2(u∗) 6= 0 the solution can be found by setting the derivative of the
unconstrained objective function equal to zero. Let us prove using the KKT conditions, that this
yields a global minimum iff the above thresholding steps succeed. Due to construction, exactly
two inequality constraints are binding (the left side is 0). We set the µi for these constraints to
1 and the µi for the other two constraints to 0. This implies that the point is stationary because
the solution is constructed to yield a derivative of zero. It directly follows, that complementary
slackness and dual feasibility hold. The thresholding check ensures primal feasibility of the
solution and hence, iff the thresholding check succeeds, a global minimal solution is found.
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Vanishing data terms If (at least) one of the data terms is binding, the solution space is
restricted to yield either p1(u∗) = 0 or p2(u∗) = 0. In this subsection thresholding checks to
verify the necessary and sufficient conditions of a global minimum for the local solution in these
restricted cases are derived. For the following analysis, let us assume that the first data term at
the global minimum vanishes, i.e. p1(u∗) = 0. The case p2(u∗) is equivalent (simply exchange
the two data terms) and not handled explicitly.

For a vanishing p1(u∗), three cases need to be examined: p2(u∗) < 0, p2(u∗) = 0, and
p2(u∗) > 0. The case p2(u∗) = 0 is left out in the analysis. If all other cases do not yield a
global minimum, it directly follows that both data terms must vanish; the unknown parameter
vector u∗ can then be calculated from the two data term equations.

For now we stick with p1(u∗) = 0 and assume either p2(u∗) > 0 or p2(u∗) < 0. The (possible)
global minimum u∗ is computed by setting the derivative of the objective function (B.9) equal
to zero using the assumptions made on the pi(u∗):

Assume Solution
p1(u∗) = 0 (checks follow)

p2(u∗) ≥ 0 u∗ = u′ − b− a
a>a

(
a0 + a>u′ − a>b

)
p2(u∗) ≤ 0 u∗ = u′ + b− a

a>a

(
a0 + a>u′ + a>b

)
Table B.3: Minimum u∗ if p1(u∗) = 0 and p2(u∗) 6= 0.

Again, the KKT conditions have to be checked to verify a global optimum. Due to construction
we have a′ = 0, and the first two inequality constraints are binding (hence primal feasible).
Out of the remaining two inequality constraints, one is primal feasible due to construction as
p2(u∗) ≤ 0 or p2(u∗) ≥ 0 directly yield one inequality constraint that is binding. The last
constraint is checked by the thresholding step in Table B.4.

First thresholding check if p1(u∗) = 0

for p2(u∗) ≥ 0 check

b0 + b>(u′ − b− a
a>a

(
a0 + a>u′ − a>b

)
) ≥ 0,

for p2(u∗) ≤ 0 check

b0 + b>(u′ + b− a
a>a

(
a0 + a>u′ + a>b

)
) ≤ 0 .

Table B.4: Check for primal feasibility.

The complementary slackness condition states that the µi corresponding to the only non-
binding inequality constraint has to be zero. This leaves us with three more µi, which have to
be positive to fulfill the dual feasibility condition.

Example: Let us assume, p2(u∗) ≥ 0. It follows that the inequality constraint (iii) is binding
and the inequality constraint (iv) in Equation (B.10) is fulfilled. This directly implies that µ(iv)

has to be zero (as stated above).
Using the stationarity condition, an equation system to solve for the remaining µi is derived: a −a b

−1 −1 0
0 0 −1

 µ(i)

µ(ii)

µ(iii)

 =

 u− u′

−1
−1


From this it follows that µ(iii) = 1 and the remaining system of equations yields a unique solution
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for µ(i) and µ(ii). This can be seen when plugging back in the possible solutions for u∗, yielding:

a(µ(i) − µ(ii)) = a
a>a

(
a0 + a>u′ − a>b

)
µ(i) + µ(ii) = 1

The solution is given by

µ(i) =
1

2a>a

(
a0 + a>u′ − a>b

)
+

1
2

(B.11)

µ(ii) =
−1

2a>a

(
a0 + a>u′ − a>b

)
+

1
2
. (B.12)

The KKT dual feasibility constraint states that both, µ(i) and µ(ii) have to be positive. This
can be checked very efficiently:

Second thresholding check if p1(u∗) = 0

check
∣∣∣∣ 1
a>a

(
a0 + a>u′ − a>b

)∣∣∣∣ ≤ 1 if p2(u∗) ≥ 0

check
∣∣∣∣ 1
a>a

(
a0 + a>u′ + a>b

)∣∣∣∣ ≤ 1 if p2(u∗) ≤ 0

Table B.5: Check for dual feasibility.

Iff all KKT conditions hold, u∗ yields a global minimum of the objective function. Following
the arguments above, the check for p2(u∗) = 0 is straight-forward. The presented thresholding
scheme yields a very efficient and exact total variation scheme for the optical flow with two
(linear) data terms.



APPENDIX C

Variational Image Flow Framework

Image flow estimates according to the constraints formulated in Section 5.2 can be computed in a
variational framework by minimising an energy functional consisting of a data term
(ED, derived from the constraints) and a smoothness term, ES, that enforces smooth and dense
image flow. By integrating over the image domain Ω we obtain:

ESF =
∫

Ω

(
ED + ES

)
dx dy .

Using the constraints from Equation (5.4) in Section 5.2 yields the following data term:

ED = Ψ
(
E2
LF

)
+ c(x, y) Ψ

(
E2
RF

)
+ c(x, y) Ψ

(
E2
DF

)
,

where Ψ(s2) =
√
s2 + ε (ε = 0.0001) denotes a robust function that compensates for outliers

[45] and the function c(x, y) returns 0 if there is no disparity known at (x, y) (due to occlusion
or sparse stereo method), or 1 otherwise.

The smoothness term penalizes the local deviations in the image flow components and employs
the same robust function as the data term in order to deal with existing discontinuities in the
velocity field:

ES = λ Ψ
(
|∇u|2

)
+ λ Ψ

(
|∇v|2

)
+ γ Ψ

(
|∇d′|2

)
with ∇ = (∂/∂x, ∂/∂y)> .

The parameters λ and γ regulate the importance of the smoothness constraint, weighting for op-
tic flow and disparity change respectively. Interestingly, due to the fill-in effect of the above reg-
ularization, the proposed variational formulation provides dense image flow estimates [u, v, d′]>,
even if the disparity d is non-dense.

Minimization of the Energy

For minimising the above energy, its Euler-Lagrange equations are computed:

Ψ′(E2
LF )ELF ILx + cΨ′(E2

RF )ERF IRx + cΨ′(E2
DF )EDF IRx − λ div

(
∇u Ψ′(ES)

)
= 0

Ψ′(E2
LF )ELF ILy + cΨ′(E2

RF )ERF IRy + cΨ′(E2
DF )EDF IRy − λ div

(
∇v Ψ′(ES)

)
= 0

cΨ′(E2
RF )ERF Irx + cΨ′(E2

DF )EDF Irx − γ div
(
∇d′ Ψ′(ES)

)
= 0

where Ψ′(s2) denotes the derivative of Ψ with respect to s2. Partial derivatives of I(x+u, y+v, t)L

and I(x+ d+ d′ + u, y + v, t)R are denoted by subscripts x and y. For simplicity, c = c(x, y).
These equations are non-linear in the unknowns, so we stick to the strategy of two nested

fixed point iteration loops as suggested in [45]. This comes down to a warping scheme as also
employed in [100]. The basic idea is to have an outer fixed point iteration loop that contains
the linearization of the ELF , ERF , and EDF . In each iteration, an increment of the unknowns
is estimated and the second image is then warped according to the new estimate. The warping
is combined with a coarse-to-fine strategy, where the equations are evaluated on down-sampled
images that are successively refined with the number of iterations. For real-time estimates of
the image flow variables, 4 iterations with 2 outer fixed point iterations at each scale are used.
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The image intensity functions for the left and right images are linearized according to the
following equations, where k denotes the iteration index. The iterations are started with
[u0, v0, d′0]> = (0, 0, 0)> for all [x, y]>:

I(x+ uk + δuk, y + vk + δvk, t)L ≈ I(x+ uk, y + vk, t)L + δukILx + δvkILy

I(x+ d+ d′k + δd′k + uk + δuk, y + vk + δvk, t)R

≈ I(x+ d+ d′k + uk, y + vk, t)R + δukIR(x+d) + δd′kIR(x+d) + δvkIRy .

From these expressions the linearized versions of ELF , ERF , and EDF are derived.
The remaining non-linearity in the Euler-Lagrange equations is due to the robust function.

In the inner fixed point iteration loop the Ψ′ expressions are kept constant and are recomputed
after each iteration. This finally leads to the following linear equations:

Ψ′((Ek+1
LF )2)(EkLF + IL,kx δuk + IL,ky δvk)IL,kx

+ cΨ′((Ek+1
RF )2)(EkRF + IR,kx (δuk + δd′k) + IR,ky δvk)IR,kx

− λ div
(
E
′,k+1
S ∇(uk + δuk)

)
= 0

Ψ′((Ek+1
LF )2)(EkLF + IL,kx δuk + IL,ky δvk)I l,ky

+ cΨ′((Ek+1
RF )2)(EkRF + IR,kx (δuk + δd′k) + IR,ky δvk)IR,ky

− λ div
(
E
′,k+1
S ∇(vk + δvk)

)
= 0

cΨ′((Ek+1
RF )2)(EkRF + IR,kx (δuk + δd′k) + IR,ky δvk)IR,kx

+ cΨ′((Ek+1
DF )2)(EkDF + IR,kx δd′k)IR,kx

− γ div
(
E
′,k+1
S ∇(d′k + δd′k)

)
= 0

with
E
′,k+1
S = λΨ′

(
|∇uk+1|2

)
+ λΨ′

(
|∇vk+1|2

)
+ γΨ′

(
|∇d′k+1|2

)
.

We omitted the iteration index of the inner fixed point iteration loop to keep the notation un-
cluttered. Expressions with the iteration index k+1 are computed using the current increments
δuk, δvk, δd′k. We see that some terms from the original Euler-Lagrange equations have van-
ished. This is due to the use of I(x + d, y, t)r = I(x, y, t)l from the linearized third constraint,
Equation (5.3).

After discretization, the corresponding linear system is solved via successive over-relaxation.
It is worth noting that, for efficiency reasons, it is advantageous to update the Ψ′ after a few
iterations of SOR. The shares of computation time taken by the different operations are shown
in the pie graph below.

Image Size SOR Steps Warps Total Time
(pixels) per Warp per Level

640× 480 45 2 975 ms
512× 512 20 3 756 ms
320× 240 45 2 205 ms

Break down of computational time for our algorithm (3.0GHz Intel R©CoreTM2). The pie graph
shows the time distribution for the 640×480 images. The real-time applicability of the algorithm
for image sizes of (320× 240) is indicated in the table.



APPENDIX D

Space-Time Multi-Resolution Cut

Applying real-time segmentation is a major issue when processing every frame of image se-
quences. This chapter reviews a modification of the well known graph-cut algorithm to improve
speed for discrete segmentation (see also [2]). The Space-Time Multi-Resolution Cut algorithm
yields real-time segmentation, using graph-cut, by performing a single cut on an image with
regions of different resolutions; combining space-time pyramids and narrow bands. The fast
computation time allows one to use information contained in every image frame of a VGA input
image stream at 20 Hz, on a standard PC.

Section D.1 gives an overview on literature on speeding up the graph-cut algorithm. The
novel approach is then described in Section D.2. It yields similar results to standard graph-cut,
but with improved speed. Obtained results on traffic scene sequences and a comparison with
the algorithms described in the literature conclude this chapter.

Figure D.1: The images show the flow field of image features in a traffic scene and a segmented moving
object. The image on the right shows the multi-resolution graph structure obtained using the approach
in this paper for real-time segmentation.

D.1 Literature Overview

Graph-cut for image segmentation was first introduced by [67] for image restoration. Its impact
on the computer vision community rapidly increased after the publication of [41], where an
algorithm especially designed for the segmentation of image domains was proposed. The algo-
rithm boosted average segmentation times from several minutes to a few seconds for usual image
domains, where every pixel yields one node in the resulting graph. However, most research on
graph-cut focuses on single images and not on real-time image streams, where computation time
becomes crucial. In computer vision for driver assistance frame rates of up to 25 frames per
second have to be processed, demanding accordingly fast segmentations. See Chapter 6 for a
more detailed description of the graph-cut algorithm and the assignment of nodes and edges to
a graph. This section reviews techniques to speed up the graph-cut computation time.

Banded Cut on Image Pyramids

The simplest way to decrease computational time is using images of lower resolution, thus reduc-
ing the number of nodes and edges. However, this is at the expense of a reduced segmentation
accuracy, especially along the boundaries. In [88] the authors propose the use of image pyramids
and refine the boundaries on lower pyramid images as illustrated in Figure D.2. This approach
has one problem; when image structures are small, they might not be detected on lower pyra-
mid levels as they are smoothed out. One possibility to account for these changes was proposed
in [120]. An additional Laplace pyramid is built, which represents the lost information from



D.1 Literature Overview (Space-Time Multi-Resolution Cut) 112

Figure D.2: The figure shows an example of an image pyramid (left). A full graph-cut is performed on
the highest pyramid level and the result is iteratively propagated downwards, then refined in a band
around the result of the upper pyramid level.

the image down-sampling process in the high frequency spectrum. If the values in the Laplace
image exceed a certain threshold, additional pixels are introduced into the graph. The drawback
of pyramid approaches is the inherent iterative process, where consecutive graph-cut steps on
lower pyramid levels have to wait for the preceding step to finish. This causes the undesired
effect of the graph-cut being carried out several times on the same input image, once for every
pyramid resolution.

Temporal Banded Cut

Recall that we are interested in segmentations on image sequences. If the frame rate is high, this
implies that segmentation boundaries in consecutive images are similar. Instead of predicting
the segmentation boundary from the highest to lowest pyramid level, the segmentation of the
current image is used as a hint for the cut of the next image in the sequence, and refined in
a band around the segmentation border. This is done by [95] and [104]. The major drawback
of this method is that essentially only tracking is performed, therefore new objects that appear
are only detected if they are within the band width of the boundary for existing objects. In
the papers, a human initialization step is required. Here, instead of a temporal prediction of a
band, a temporal prediction on a whole pyramid is performed.

Temporal Prediction on Pyramids

Instead of propagating segmentation boundaries from a higher pyramid level onto a lower pyra-
mid level of the same image, this propagation is done in the subsequent image of an image
sequence (see Figure D.3). Using the assumption that the motion of the segment in the image is
roughly known, this combines the detection in the pyramid scheme and the temporal prediction
(tracking) of segmentation boundaries. Another advantage of this method is that the graph-cut
algorithms for the single pyramid levels can be executed in parallel, resulting in an improved
computational time when using parallel processing computers.

Figure D.3: The figure shows the temporal prediction on pyramids. Instead of propagating results down
(red), or from one time instance to another on the same pyramid level (blue), a combined approach
propagates results between frames and pyramid levels to combine both: real-time detection and real-time
tracking.
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Other techniques to speed up the segmentation algorithm have been presented by [81]. The
authors use the search tree of the old segmentation as a hint for the current segmentation. In [42],
an approximation of the energy is proposed which yields faster convergence. Both approaches
are applied on a graph without changing its topology. In the following section, a novel approach
is presented related to temporal prediction on pyramids, but performing a single cut on an
image with different resolutions. This is related to surface approximations, where primitives
may consist of different scales, such that a good approximation is achieved with the constraint,
to use a minimal number of primitives (e.g. 3D surface modeling).

D.2 Multi-Resolution Graph-Cut

If parallel processing is not possible, the temporal prediction on pyramids yields no computation
time gain compared to the plain vanilla pyramid implementation of the graph-cut algorithm.
A closer look at the temporal prediction also reveals that situations occur, where the same
segmentation boundary is found on every image level, such that a prediction onto the next time
instance creates similar problems as using a full pyramid.

The idea to solve this issue is to take the highest pyramid image (lowest resolution) and iter-
atively refine the pixels into 4 sub pixels if they are within the segmentation border of the lower
pyramid level (Figure D.4 shows the result and a schematic illustration). The resulting image
consists of different resolutions, representing different pyramid layers; thus different segmen-
tation accuracies. A high resolution is obtained at segmentation boundaries (inhomogeneous
image regions) and a low resolution at homogeneous image regions. This idea is now transferred
onto a graph representation. The advantage is obvious, as only a single cut has to be performed
on the multi-resolution image, respectively graph.

The mapping of the multi-resolution image onto the graph is straightforward. In the first
frame t, a coarse grid is created. Every grid section is a node, every node has an edge from the
source and one to the sink. Pixels within the same grid are combined by adding their weights
from the source and to the sink. The remaining edges, for each node, are created from the N4

boundary grid nodes (identified by any red pixel touching a blue grid line in Figure D.4). The
weights of all pixel edges connecting two grid cells are summed to obtain a single edge weight.
The graph-cut is performed on the coarse grid, providing a rough segmentation.

In the next time frame (t + 1), the grid sections on the boundaries of the segmentations are
split into 4 sections. The old node (grid section) and corresponding edges are removed from
the graph and the new nodes are added. Finally, the new edges are added to the graph. See
Figure D.4 for a schematic illustration of this process. This process is then refined again in the
next frame (t + 2). This will happen iteratively over time until the segmentation boundary is
refined to single pixel detail.

Figure D.4: The left image shows an example with a segmentation overlay. The graph on the right
demonstrates the iterative segmentation approach of the multi-resolution graph-cut. The dashed line
shows the edge of the true segmentation. Blue grid lines identify graph sections (nodes). Red dots
touching a blue grid line indicate edges.
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(a) Calculated cut costs for 25 images (b) Runtime comparison

Figure D.5: The minimum cut cost of the multi-resolution method increases slightly with larger grid size
and is close to the cost of the full graph-cut algorithm. Note: Do not mix up the cut costs, which deals
with the energy minimum, and the computational cost.

As the segmentation is performed on image sequences, the implicit movement within the images
over time has to be dealt with. The movement of the segmentation area can be estimated using
the tracked features used for the motion constraints. In this case, the segmentation boundary in
frame (t+ 1) is estimated from frame t using motion data (e. g. optical flow). The segmentation
in frame (t + 1) is performed as above, using the estimated boundary position. The graph-cut
is performed over the entire image, still allowing new features to be detected.

Another issue that needs to be dealt with when using this approach is when there are refined
areas in the image, that are not located on a segmentation boundary of the subsequent frame.
When this happens, the process is reversed over the involved homogeneous grid cells, reverting
to a lower resolution.

Figure D.5 shows a comparison of the presented algorithm in terms of computation time and
minimal cut costs; identifying a minor loss in minimization. See Figure D.6 for a qualitative
comparison on a sample image. In addition, the pyramid version and the temporal prediction
techniques, other techniques used to speed up graph-cut computation time, are included in the
runtime comparison. As the temporal banded cut is used for tracking and not detection, the
resulting boundary from the multi-resolution method was provided as an initialization in every
frame. The sequence used had increased movement near the end, this explains the increase in
computational time, especially for the original graph-cut.

The multi-resolution method performed best on our test sequence. The results confirm that
run times under 50 ms are achieved, such that real time segmentation becomes possible. The
speed improvements using the multi-resolution approach, compared to the original graph-cut,
lies between a factor of 10 and 20.

Figure D.6: Segmentation using the multi-resolution method in comparison to the full graph-cut method.
The left images show the multi-resolution graph and the corresponding segmentation overlay. The right
image shows the results using full graph-cut, yielding similar results.
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