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0.1 Introduction

In [30] a relation between the spectral analysis of many body Schrödinger
operators and generalized Laplacians of complete manifolds with corner of
codimension two is suggested. In this text we give a first step that make pre-
cise analogy between the spectral analysis of these two families of operators:
we generalize the method of analytic dilation, coming from the analysis of
many body Schrödinger operators, to the context of generalized Laplacians
of complete manifolds with corner of codimension two. Using the method
of analytic dilation we obtain the following results:

1) we find a meromorphic extension of the resolvent;

2) analytic dilation gives us a discrete set of possible accumulation points
of the pure point spectrum;

3) we can prove the absence of singular spectrum for these Laplacians;

4) it provides us also with a theory of resonances.

All the above results have an equivalence in the context of Schrödinger op-
erators. As for these operators, the method of analytic dilation describes
the nature of the essential spectrum.

The method of analytic dilation was originally applied toN -particle Schrödinger
operators and a classic reference in that setting is [15]. Also it has been ap-
plied to the black-box perturbations of the Euclidean Laplacian in the series
of papers [38], [39], [40], [41]. In the paper [2] is used for studying Lapla-
cians on hyperbolic manifolds. The analytic dilation has also been applied
to the study of the spectral and scattering theory of quantum wave guides
and Dirichlet boundary domains, some references in this setting are [10],
[25]. It has also been applied to arbitrary symmetric spaces of noncompact
types in the papers [26], [27], [28]. In each of these settings new ideas and
new methods carry out. In this thesis we develop the analytic method for
Laplacians on complete manifolds with corners of codimension 2.

Now we will explain the terminology and our main results more carefully.
Let X0 be a Riemannian manifold with boundary M . We assume that M is
the union of two hypersurfaces, M1 and M2, intersected in a closed manifold
Y , which is the corner in this case. Suppose that in small neighborhoods
M1 × [0, ǫ) of M1, M2 × [0, ǫ) of M2, and Y × [0, ǫ) × [0, ǫ) of Y , the Rie-
mannian metric is the natural product type. We enlarge X0 by gluing first
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half-cylinders to the boundary Mi and then filling in IR2
+ × Y . In this way

we construct a complete manifold, X, which is associated to X0 canonically.
Let Zi := Mi ∪Y ( IR+ × Y ), i = 1, 2 be the manifold with cylindrical end
obtained from Mi by attaching the half cylinder IR+ × Y to its boundary.
Observe that X is the union of IR+×Z1 and IR+×Z2. We call X a complete
manifold with corner of codimension 2. In section 2.1 there are figures that
represent a compact manifold with corner of codimension 2 and a complete
manifold with corner of codimension 2.

Suppose that ∆ : C∞(X,E) → C∞(X,E) is a generalized Laplacian i.e.
σ2(∆)(x, ξ) = |ξ|2gx

IdEx . ∆ is called compatible generalized Laplacian if it
satisfies the following properties:

a) On IR+ × Zi, ∆ takes the form:

∆ = − ∂2

∂u2
i

+Ai, (1)

where Ai is a compatible generalized Laplacian on Zi, i.e Ai is a gen-
eralized Laplacian and, it has the form:

Ai = − ∂2

∂u2
j

+ ∆Y (2)

on IR+ × Y , where ∆Y is a generalized Laplacian on Y , i, j ∈ {1, 2},
and i 6= j.

b) ∆ has the form:

∆ = − ∂2

∂u2
2

− ∂2

∂u2
2

+ ∆Y , (3)

on IR2
+ × Y .

Examples of this kind of operators are the Laplacians associated to the Dirac
operators analyzed in [30] and the metric Laplacian acting on functions.

Since X is a complete manifold ∆ : C∞
c (X,E) → L2(X,E) is essentially

self-adjoint. We denote H its self-adjoint extension. Ai : C∞
c (Zi, Ei) →

L2(Zi, Ei) is also essentially self-adjoint and we denote its self adjoint ex-

tension by H(i). Let bi be the self-adjoint extension of − ∂2

∂u2
i

: C∞
c ( IR+) →

L2( IR+) obtained with Von Neumann boundary conditions. We denote
Hi the self-adjoint operator 1 ⊗ bi + 1 ⊗ H(i). Similarly, H(3) denotes
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the self-adjoint operator associated to the essentially self-adjoint operator
∆Y : C∞

c (Y, S) → L2(Y, S); and we denote by H(3), the self-adjoint operator
H3 := 1 ⊗ b1 ⊗ 1 + 1 ⊗ 1 ⊗ b2 +H(3) ⊗ 1 ⊗ 1.

This notation is similar to the notation used in [19] and [20] for the spectral
analysis of Schrödinger operators. There, one has a vector space W with an
inner product, and a finite lattice of subspaces of W , L . For the description
we give here see [19], page 3454. The interacting Hamiltonian is given by
H = H0 +

∑

a∈L
Va where Va is a function in C∞

c (a) with a nice decaying
at infinity (in a); and H0 is the usual Laplacian on W . Given an element
a ∈ L one define the operators Ha and Ha. The operator Ha acts on a⊥,
the orthogonal complement of a and is equal to H0,a⊥ +

∑

Va⊥ , where H0,a⊥

is the free Hamiltonian on a⊥, or in other words the usual Laplacian on a⊥.
Observe that W = a ⊕ a⊥ implies L2(W ) = L2(a) ⊗ L2(a⊥). Ha acts on
L2(W ) as Ha := H0,a⊗1+1⊗Ha, where H0,a denotes the free Hamiltonian
acting on a.

Now we explain the method of analytic dilation applied to compatible gen-
eralized Laplacians on complete manifolds with corner of codimension 2.
Using the dilation naturally defined in IR2

+ × Y and IR+ ×Zi, we construct
a family of unitary operators {Uθ}θ∈ IR+ acting on L2(X,E), and a subset
V of L2(X,E), satisfying the following basic properties:

i) V is a dense subset of L2(X,E).

ii) For all ψ ∈ L2(X,E), the function θ 7→ Uθψ has an analytic extension
to the right half-plane.

iii) UθV is dense in L2(X,E) for θ in the right-half plane.

iv) The family of operators {Hθ := UθHU
−1
θ }θ∈ IR+ induces an holomor-

phic family of type A, Hθ, in a domain Γ (see 1.81). In other words, for
θ ∈ Γ, the operator Hθ : W2(X,E) → L2(X,E) is a closed operators
with domain W2(X,E) (the second Sobolev space, see (E.4)) and for
all ψ ∈ Dom(H) and φ ∈ L2(X,E) the function θ 7→ 〈Hθφ,ψ〉L2(X,E)

is holomorphic.

As in the analysis of Schrödinger operators, where the analytic dilation of
the many-body Hamiltonian depend on the channel Hamiltonians, the ana-
lytic dilation of H depends on the analytic dilation of H(i) for i = 1, 2. For
defining and studying the analytic dilation method on X, it turns out that
one has to define and to study it over the manifolds with cylindrical end Z1
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and Z2. In 1.1, we construct an analytic dilation family (see definition 3)
for H(i), Ui,θ, with their analytic vectors, Vi, for i = 1, 2. We denote the op-
erator Ui,θH

(i)U−1
i,θ by H(i),θ. The method of analytic dilation for manifolds

with cylindrical ends was recently developed by Kalvin in [23]; in fact in [23],
it is developed not only for Riemannian metrics with cylindrical ends, but
for Riemannian metrics with axial analytic asymptotically cylindrical end.
The results of section 1.1 can be deduced from [23], however they were de-
duced independently by us, and were expected from the complex scaling in
wave guides (see [10], [25]). In 2.1, we define Uθ and V , an analytic dilation
family for the operator H.

In [7] it is given a geometric characterization of the essential spectrum of
certain well behaved closed operators (see theorem 36 and theorem 37);
this characterization introduces a subset of the set of singular sequences
associated to an operator, that we call boundary Weyl sequences (abbrev.
b.W.s, see definition 11), that are more suitable to manipulate than the
usual singular sequences. We adapt the characterization of [7] to operators
in L2(X,E) in appendix D. We use it for proving in section 2.5 that the
essential spectrum of Hθ is given by:

σess(Hθ) =

2
⋃

i=1

(

∪λ∈σpp(H(i),θ)(λ+ θ′ IR+)
)

∪
(

∪µ∈σ(H(3))(µ+ θ′ IR+)
)

,

(4)

where the parameter θ′ is equal to θ′ := 1
(1+θ)2

. Apart of the geometric

spectral techniques explained in appendix D, the Ichinose lemma is other
important tool in the proof of (4) (see appendix C). Results similar to (4)
are found in [27] for the Laplacian of SL(3)/SO(3); for the Laplacian of
hyperbolic manifolds in [2]; and for the Schrödinger operators in [19]. A
version of (4) is proved in section 1.4 for generalized Laplacians on mani-
folds with cylindrical end; this version is also a consequence of results of [23].

σess(Hθ) can be described in terms of the spectrum of H(i) for i = 1, 2.
In fact, if Rθ(H

(i)) denote the set of resonances of H(i) inside the cone
{z : 0 ≤ z ≤ arg(θ′)}, for arg(θ′) > 0 (or {z : 0 ≥ z ≥ arg(θ′)}, for
arg(θ′) < 0 ), then:

σd(H
(i),θ) = σpp(H

(i))∪̇Rθ(H
(i)). (5)

It is proved in [21], theorem 3.26, that Rθ(H
(i)) ∩ IR ⊂ σ(H(3)). Using

equation (4) and the Aguilar-Balslev-Combes theory (see appendix B), we
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obtain the following results (see theorem 11):

1) H has no singular spectrum.

2) We define the set of resonances of H:

Rθ(H) := {λ ∈ σd(Hθ) : λ /∈ σpp(H)}. (6)

The set Rθ(H) is in fact independent of θ in the sense that if 0 <
arg(θ′i) <

π
2 , for i = 1, 2, and arg(θ′1) ≥ arg(θ′2) then:

Rθ1(H) ⊂ Rθ2(H). (7)

3) The set of accumulation points of σpp(H) is contained in:

(

2
⋃

i=1

σpp(H
(i))

)

∪ σ(H(3)) ∪ {∞}. (8)

In other words the pure point spectrum of H (if exists) could accumu-
late on points in the spectrum of H(3) or the pure point spectrum of
H(i) for i = 1, 2.

It would be interesting also to study if it is possible to find examples of com-
patible generalized Laplacians with finite or infinite pure point spectrum.
The conjecture is that, generically, a compatible generalized Laplacian has
no pure point spectrum. We believe that it is also possible to prove that, if
the pure point spectrum accumulates in one of the elements of (8), then it
does it by below. We will study these problems in other texts.

Now we described some applications of the results of this thesis. They
are part of a work in process and we hope to publish them soon. We study
the time dependent scattering theory associated to the Hamiltonians H, Hk

for k = 1, 2, 3. We point out that there is a natural generalization of Ru-
elle theorem (see [19], theorem 2.4) to this context. Let χR be a smooth
extension of the characteristic function of the set XR in the exhaustion of
X defined in equation (2.6). We prove that, for ϕ ∈ L2

ac(X,E), ϕt := eiHt

escapes of compact sets when t→ ±∞. This last claim in the ergodic sense,
i.e.

lim
t→∞

t−1

∫ t

0
vs||χReiHsϕ||2 = 0. (9)
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This behavior of the absolutely continuous states contrasts with the behavior
of the pure point spectrum, that we now explain. If ϕ ∈ L2(X,E) is an
eigenvalue of H:

lim
R→∞

||(1 − χR)eiHtϕ|| = 0 uniformly in 0 ≤ t <∞. (10)

Our version of Ruelle theorem claims that (9) and (10) characterize the ab-
solutely continuous spectrum and the pure point spectrum respectively.

We introduce some notation. Let L2
pp(Zk, Ek) be the space in L2(Zk, Ek)

generated by the L2- eigenfunctions of H(k), for k = 1, 2. Recall that, for
k = 1, 2, the self-adjoint operator H(k) splits L2(Zk, Ek), as L2(Zk, Ek) =
L2
pp(Zk, Ek)⊕L2

ac(Zk, Ek), in the discrete and absolutely continuous part of

H(k). The discrete and the absolutely continuous spaces are H(k)-invariant
subspaces of L2(Zk, Ek), hence H(k) = H(k),pp ⊕H(k),ac. Associated to this
splitting we have the operators

Hk,pp = bk +H(k),pp and Hk,ac = bk +H(k),ac (11)

acting on L2
pp(Zk, Ek)⊗L2( IR+) and L2

ac(Zk, Ek)⊗L2( IR+) respectively. In
our work in progress, we show the existence of the following wave operators:

W±(H,H1,pp), W±(H,H2,pp), W±(H,H3),

and

W±(H,Hk,ac))
(

W+(H(k), bj +H(3)) ⊗ (id)
)

for k, j ∈ {1, 2} and k 6= j.

We express W±(H,Hk,pp) in terms of the generalized eigenfunctions asso-
ciated to L2-eigenfunctions of H(k) defined in section 3.1. Similarly, we
express the operator

Ω± :=

(

2
∑

k=1

W±(H,Hk,ac)
(

W+(H(k), bj +H(3)) ⊗ (id)
)

)

−W±(H,H3),

(12)
in terms of the generalized eigenfunctions associated to eigenfunctions of
H(3) of section 3.2. We prove that the images of W±(H,H1,d), W±(H,H2,d)
and Ω± are pairwise orthogonal. We have:

Im(W±(H,H1,d)) ⊕ Im(W±(H,H2,d)) ⊕ Im(Ω±) ⊂ L2
ac(X,E). (13)
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By asymptotic completeness we mean that the following countenance holds:

Im(W±(H,H1,d)) ⊕ Im(W±(H,H2,d)) ⊕ Im(Ω±) = L2
ac(X,E). (14)

We call asymptotic clustering the other inclusion, namely:

L2
ac(X,E) ⊂ Im(W±(H,H1,d)) ⊕ Im(W±(H,H2,d)) ⊕ Im(Ω±). (15)

Our proof of asymptotic clustering is based in [19], [20]. The main ingre-
dients of the proof are the Mourre’s estimates, the Yafaev function and the
knowledge of the spectral resolution of the operators H(k) for k = 1, 2, 3. We
observe that the spectral resolution of H(3), a generalized Laplacian over the
closed manifold Y , is well known. Similarly the spectral resolution of H(k), a
Laplacian over a manifold with cylindrical end, is well known and described
for example in [16] or [21]. We provide versions of Mourre estimates for com-
patible generalized Laplacians on complete manifolds with cylindrical end,
and compatible generalized Laplacians on complete manifolds with corner
of codimension 2. We also construct suitable Yafaev functions that together
with our versions of Mourre estimate prove asymptotic clustering (in the
sense of (15))

This thesis has 5 appendixes in which we described results that make the
text more understandable. In appendix A we sketch a proof of the Weyl
characterization of the essential spectrum (see theorem 22).

In appendix B, we apply the abstract Aguilar-Balslev-Combes theory to
operators with a essential spectrum as σess(Hθ) and σess(Hk,θ) for k = 1, 2.
This appendix is based in [17]. In appendix C, we give a brief review of
sectorial forms, being our goal to formulate the Ichisinose lemma (theorem
35) and introduce the basic results for applying it to the Laplacians that we
are studying. Given A and B strictly m-sectorial operators, Ichinose lemma
establishes that

σ(A⊗ 1 + 1 ⊗B) = σ(A) + σ(B). (16)

This is important for us because H looks like bk⊗ 1+ 1⊗H(k) (in L2(Zk)⊗
L2( IR+)) for k = 1, 2, and b1 ⊗ 1 ⊗ 1 + 1 ⊗ b2 ⊗ 1 + 1 ⊗ 1 ⊗ H(3) (in
L2( IR+) ⊗ L2( IR+) ⊗ L2(Y )).

In appendix D we observe that the spectral geometric methods of [7] gen-
eralize to our context. These methods are used for proving theorem 10
and basically consist of making the Weyl characterization of the essential
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spectrum (theorem 22) more geometric by the use of the Weyl boundary
functions. Finally, in appendix E, we describe the basic results of the anal-
ysis of elliptic differential operators on manifolds with bounded geometry,
that we use in this text.
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Chapter 1

Analytic dilation on

complete manifolds with

cylindrical end

In this section we generalize the method of analytic dilation to complete
manifolds with cylindrical end. As we said in the introduction most of the
results are consequence of [23] but they were obtained independently by us.

1.1 Manifolds with cylindrical end and their com-

patible Laplacians

Let Z0 be a compact Riemannian manifold with boundary Y := ∂Z0. Sup-
pose that in a collar neighborhood, Y × (−ǫ, 0], of the boundary Y , the
Riemannian metric of Z0 is a product metric i. e a metric of the form
gY +du⊗du where gY is a Riemannian metric on Y and u is the variable on
(−ǫ, 0]. We make from Z0 a complete manifold Z by attaching the infinite
cylinder Y × IR+ to Z0. We have then:

Z := Z0 ∪Y (Y × IR+), (1.1)

where we are identifying the boundary of Z0 with Y × {0}. We extend the
smooth structure and the Riemannian metric naturally.

Let E be a vector bundle over Z with an Hermitian metric. We assume
that there exists E′ an Hermitian vector bundle over Y such that E|Y× IR+

is the pull back of E′ by the projection π : Y × IR+ → Y . We suppose that
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the Hermitian metric of E is the pullback of the Hermitian metric of E′.
Let ∆ be a Laplacian on Z i.e. σ2(∆)(z, ξ) = |ξ|2gz

. We assume furthermore
that on Y × IR+:

∆ = − ∂2

∂u2
+ ∆Y , (1.2)

where ∆Y is a Laplacian acting on C∞(Y,E′). In fact, we will denote by ∆Y

the operator acting on distributions and the self-adjoint operator induced
by (∆Y , C

∞(Y,E′)).

A Laplacian satisfying the previous assumptions is called compatible Lapla-

cian. In this section we adapt the method of analytic dilation to compatible
Laplacians.

1.2 The definition of Uθ

Let 0 < K < R and ϕ ∈ C∞( IR) with ϕ′ ≥ 0 such that:

ϕ(u) :=

{

0 for 0 < u < K

1 for R < u <∞.
(1.3)

Let θ ∈ IR+, define the function:

ψθ(u) := (ϕ(u)θ + 1)u = ϕ(u)uθ + u, (1.4)

for u ∈ IR+. Observe that

ψθ(u) =

{

u u < K

(θ + 1)u for u > R.

We calculate the first derivative of ψθ:

ψ′
θ(u) :=

∂

∂u
(ψθ)(u) = ϕ′(u)uθ + ϕ(u)θ + 1. (1.5)

The second derivative of ψθ is given by:

ψ′′
θ (u) :=

∂2

∂u2
ψθ(u) =

∂

∂u
(ϕ′(u)uθ+ϕ(u)θ+1) = ϕ′′(u)uθ+2ϕ′(u)θ. (1.6)

The third derivative of ψθ is equal to:

ψ′′′
θ (u) :=

∂3

∂u3
ψθ(u) =

∂

∂u
(ϕ′′(u)uθ+2ϕ′(u)θ) = ϕ′′′(u)uθ+3ϕ′′(u)θ. (1.7)
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We define Uθ : L2(Z,E) → L2(Z,E):

Uθf(z) =

{

f(z) for z ∈ Z0

f(y, ψθ(u))ψ
′
θ(u)

1
2 for z = (y, u) ∈ Y × IR+.

(1.8)

Observe that, for θ > 0, the function ψθ is invertible (because ψ′
θ(u) ≥ 1 for

u ≥ 0). We will denote its inverse by αθ.

For θ ∈ IR+ a natural inverse of Uθ is given by:

U−1
θ f(z0) := f(z0), for z0 ∈ Z0. (1.9)

U−1
θ f(y, u) := f(y, αθ(u))ψ

′
θ(αθ(u))

− 1
2 . (1.10)

We check that in fact U−1
θ is the inverse of Uθ:

U−1
θ Uθf(y, u) = U−1

θ

(

f(y, ψθ(u))ψ
′
θ(u)

1
2

)

= f(y, u)ψ′
θ(αθ(u))

1
2ψ′

θ(αθ(u))
− 1

2 = f(y, u).
(1.11)

Notice that U0 = Id. We observe that for f ∈ C∞(Z,E), Uθf belongs to
C∞(Z,E) and, if f ∈ C∞

c (Z,E), then Uθf ∈ C∞
c (Z,E).

Let (φi, µi)i∈ IN be a spectral resolution of ∆Y , that is φi ∈ Dom(∆Y ),
∆Y φi = µiφi and (φi)i∈ IN is an orthonormal basis for L2(Y,E′).

Proposition 1 For θ ∈ (0,∞), Uθ induces a unitary operator acting on
L2(Z,E).

Proof:

We prove that for f ∈ C∞
c (Z,E), ||Uθf || = ||f ||. Observe that:

||Uθf ||2 =

∫

Z0

|Uθf(z)|2dvol(z) +

∫

Y× IR+

|Uθf(z)|2dvol(z). (1.12)

Since
∫

Z0
|Uθf(z)|2dvol(z) =

∫

Z0
|f(z)|2dvol(z), we just have to show:

∫

Y× IR+

|Uθf(z)|2dvol(z) =

∫

Y× IR+

|f(z)|2dvol(z).

14



Suppose that f(y, u) =
∑∞

i=0 fi(u)φi(y). Then we have:

∫

Y× IR+

|Uθf(z)|2dvol(z) =

∫

Y× IR+

∞
∑

i=1

fi(ψθ(u))ψ
′ 1
2
θ (u)φi(y)|2dydu

=

∫

IR+

∞
∑

i=1

|fi(ψθ(u))ψ
′ 1
2
θ (u)|2du

=

∫

IR+

∞
∑

i=1

|fi(v)|2dv

=

∞
∑

i=1

∫

Y× IR+

|fi(u)φi(y)|2dydu.

(1.13)

In the previous calculations, we did the change of coordinates v := ψθ(u).⊔⊓

1.3 The family ∆θ

For θ ∈ (0,∞) we calculate ∆U−1
θ f restricted to Y × (0,∞). For this, we

observe:

∂

∂u
U−1
θ f(y, u) =

∂

∂u

(

f(y, αθ(u))ψ
′
θ(αθ(u))

− 1
2

)

= (
∂

∂u
f)(y, αθ(u))α

′
θ(u)ψ

′
θ(αθ(u))

− 1
2

− 1

2
f(y, αθ(u))ψ

′
θ(αθ(u))

− 3
2ψ′′

θ (αθ(u))α
′
θ(u).

(1.14)

For the second derivative of U−1
θ f(y, u) with respect to u, we calculate:

∂2

∂u2
U−1
θ f(y, u) =

∂

∂u

(

(
∂

∂u
f)(y, αθ(u))α

′
θ(u)ψ

′
θ(αθ(u))

− 1
2

−1

2
f(y, αθ(u))ψ

′
θ(αθ(u))

− 3
2ψ′′

θ (αθ(u))α
′
θ(u)

)

.
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Hence:

∂2

∂u2
U−1
θ f(y, u) = (

∂2

∂u2
f))(y, αθ(u))α

′
θ(u)

2ψ′
θ(αθ(u))

− 1
2

+ (
∂

∂u
f)(y, αθ(u))α

′′
θ (u)ψ

′
θ(αθ(u))

− 1
2

− (
∂

∂u
f)(y, αθ(u))(ψ

′
θ(αθ(u)))

− 3
2ψ′′

θ (αθ(u))α
′
θ(u)

2

+
3

4
f(y, αθ(u))ψ

′′
θ (αθ(u))

2ψ′
θ(αθ(u))

− 5
2α′

θ(u)
2

− 1

2
f(y, αθ(u))ψ

′
θ(αθ(u))

− 3
2ψ′′′

θ (αθ(u))α
′
θ(u)

2

− 1

2
f(y, αθ(u))ψ

′
θ(αθ(u))

− 3
2ψ′′

θ (αθ(u))α
′′
θ (u).

(1.15)

Now we can calculate ∆θf |Y× IR+ := Uθ∆U
−1
θ fY× IR+ :

∆θf(y, u) =∆Y f(y, u)

− ∂2

∂u2
f(y, u)(α′

θ(ψθ(u)))
2

− ∂

∂u
f(y, u)α′′

θ(ψθ(u))

+
∂

∂u
f(y, u)(ψ′

θ(u))
−1ψ′′

θ (u)(α
′
θ(ψθ(u)))

2

− 3

3
f(y, u)ψ′

θ(u)
−2(ψ′′

θ (u))
2(α′

θ(ψθ(u)))
2

+
1

2
f(y, u)(ψ′

θ(u))
−1ψ′′′

θ (u)(α′(ψθ(u)))
2

+
1

2
f(y, u)(ψ′

θ(u))
−1ψ′′

θ (u)α
′′
θ (ψθ(u)).

(1.16)

Observe that the coefficients of Id, ∂
∂u , ∂2

∂u2 are given in terms of α′
θ(ψθ(u))

and α′′
θ(ψθ(u)). We describe these last terms more carefully. Since ψθ(αθ(u)) =

u, we have the following formulas for the derivatives of αθ with respect to
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the variable u:

α′
θ(u) =

1

ψ′
θ(αθ(u))

; (1.17)

α′′
θ(u) =

−ψ′′
θ (αθ(u))α

′
θ(u)

(ψ′
θ(αθ(u)))

2
; (1.18)

α′′′
θ (u) = −ψ

′′′
θ (αθ(u))α

′
θ(u)

(ψ′
θ(αθ(u)))

2
− ψ′′

θ (αθ(u))α
′′
θ (u)

(ψ′
θ(αθ(u)))

2
(1.19)

+ 2
(ψ′′

θ (αθ(u)))
2(α′

θ(u))
2

(ψ′
θ(αθ(u)))

3
.

Now we give α′
θ(ψθ(u)), α

′′
θ(ψθ(u)) and α′′

θ(ψθ(u)):

α′
θ(ψθ(u)) =

1

ψ′
θ(u)

(1.20)

α′′
θ(ψθ(u)) =

−ψ′′
θ (u)α

′
θ(ψθ(u))

(ψ′
θ(u))

2
=

−ψ′′
θ (u)

(ψ′
θ(u))

3
(1.21)

α′′′
θ (ψθ(u)) = −ψ

′′′
θ (u)α′

θ(ψθ(u))

(ψ′
θ(u))

2
− ψ′′

θ (u)α
′′
θ (ψθ(u))

(ψ′
θ(u))

2
(1.22)

+ 2
(ψ′′

θ (u))
2(α′

θ(ψθ(u)))
2

(ψ′
θ(u))

3
.

As consequence of the above calculations we have:

Remark 1 1) For fixed u ∈ IR+, the following functions holomorphically
extend from IR+ to IC − (−∞, 0):

i) θ 7→ α′
θ(ψθ(u)).

ii) θ 7→ α′′
θ(ψθ(u)).

iii) θ 7→ α′′′
θ (ψθ(u)).

2) α′
θ(ψθ(u)), α

′′
θ(ψθ(u)) and α′′′

θ (ψθ(u)) are linear combinations of products
of the functions 1

ψ′
θ
(u) , ψ

′′
θ (u) and ψ′′′

θ (u).

The previous remark allows us to define the differential operators ∆θ for
Re(θ) ≥ 0, because, for such a θ, ψ′

θ(u) = ϕ′(u)uθ + ϕ(u)θ + 1 6= 0, for all
u ∈ IR+, since Re(ϕ′(u)uθ + ϕ(u)θ + 1) > 0. One can see that, in fact, the
operator ∆θ is defined in a larger domain of θ, but we will restrict ourselves
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to Re(θ) ≥ 0. Let f ∈ C∞(Z,E) and (y, u) ∈ Y × IR+, we have:

∆θf(y, u) :=∆Y f(y, u) − (
∂2

∂u2
f))(y, u)α′

θ(ψθ(u))
2

− (
∂

∂u
f)(y, u)α′′

θ (ψθ(u))

+ (
∂

∂u
f)(y, u)ψ′

θ(u)
−1ψ′′

θ (u)α
′
θ(ψθ(u))

2

− 3

3
f(y, u)ψ′

θ(u)
−3/2ψ′′

θ (u)
2α′

θ(ψθ(u))
2

+
1

2
f(y, u)ψ′

θ(u)
−1ψ′′′

θ (u)α′
θ(ψθ(u))

2

+
1

2
f(y, u)ψ′

θ(u)
−1ψ′′

θ (u)α
′′
θ (ψθ(u)).

(1.23)

For z ∈ Z0:

∆θf(z) = ∆f(z). (1.24)

Observe that, on Y × IR+, we have:

∆θ = a2(θ, u)
∂2

∂u2
+ a1(θ, u)

∂

∂u
+ a0(θ, u) + ∆Y (1.25)

where a2(θ, u), a1(θ, u) and a0(θ, u) are given in equation (1.23) (see (1.31)).
Observe that, by remark 1, a2(θ, u), a1(θ, u) and a0(θ, u) are well defined
and holomorphic for Re(θ) ≥ 0. We remark also that

ak(θ, .) ∈ C∞( IR+)

for k = 0, 1, 2 and Re(θ) > 0. We will continue denoting a2(θ, u), a1(θ, u)

and a0(θ, u), the coefficients of ∂2

∂u2 , ∂
∂u and Id for the operator ∆θ localized

in L2(Y × IR+, E).

From now on, given θ ∈ IC − (−∞, 0), we denote θ′ to

θ′ :=
1

(θ + 1)2
. (1.26)

The parameter θ′ naturally appears in the description of σess(∆θ) (see equa-
tion (1.44)) The next proposition follows easily from equation (1.23), remark
1 and the definition of ψθ in (1.4):
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Proposition 2 Let f ∈ C∞(Z,E). For Re(θ) ≥ 0, the formula for ∆θ

reduces for (y, u) ∈ Y × (0,K) to:

∆θf(u, y) = − ∂2

∂u2
f(u, y) + ∆Y f(u, y); (1.27)

and, for (y, u) ∈ Y × (R,∞):

∆θf(u, y) = −θ′ ∂
2

∂u2
f(u, y) + ∆Y f(u, y). (1.28)

The next proposition is a technical tool for proving that ∆θ is a differential
operator with bounded coefficients (see appendix E) and other important
facts about the family ∆θ for θ > 0.

Proposition 3 Let a0(θ, u), a1(θ, u) and a2(θ, u) be the coefficients of f, ∂∂u(f)

and ∂2

∂u2 (f) of ∆θf in equation (1.23) (see (1.31) below). Let N > 0 be fixed.
If |θ| < N and Re(θ) ≥ 0 then there exists a C(N) independent of θ and
u ∈ IR+ such that for i = 0, 1, 2:

|ai(θ, u)| ≤ C(N), (1.29)

and,

| ∂
∂θi

(ai) (θ, u)| ≤ C(N), (1.30)

where θ := θ1 + iθ2.

Proof:

We deduce from (1.23):

a2(θ, u) := (α′
θ(ψθ(u)))

2 =
1

(ψ′
θ(u))

2
;

a1(θ, u) := α′′
θ(ψθ(u)) + (ψ′

θ(u))
−1ψ′′

θ (u)α
′
θ(ψθ(u))

2;

a0(θ, u) :=
1

2
ψ′
θ(u)

−1ψ′′′
θ (u)α′

θ(ψθ(u))
2

+
1

2
ψ′
θ(u)

−1ψ′′
θ (u)α

′′
θ (ψθ(u))

− 3

4
ψ′
θ(u)

− 3
2ψ′′

θ (u)
2α′

θ(ψθ(u))
2.

(1.31)

By part 2 of remark 1 and (1.31), a0(θ, u), a1(θ, u) and a2(θ, u) are given by
a finite linear combination of products of 1

(ψ′
θ
(u))

1
2
, ψ′′

θ (u) and ψ′′′
θ (u). Using
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equations (1.4),(1.5), (1.6) we observe that 1

(ψ′
θ
(u))

1
2
, ψ′′

θ (u) and ψ′′′
θ (u) are

uniformly bounded in the set S, where S := {(θ, u) ∈ IC × IR+ : |θ| < N ,
Re(θ) ≥ 0 and u ∈ IR+}. Hence, a0(θ, u), a1(θ, u) and a2(θ, u) are uniformly
bounded in S.

For showing that ∂
∂θi

(a2)(u, θ),
∂
∂θi

(a1)(u, θ),
∂
∂θi

(a0)(u, θ) are uniformly bounded

in S, we prove that ∂
∂θi

of any finite linear combination of products of
1

(ψ′
θ
(u))

1
2
, ψ′′

θ (u) and ψ′′′
θ (u) is uniformly bounded in S. Let

∑

k,l,j ak,l,j
1

(ψ′
θ
(u))

k
2
ψ′′
θ (u)

jψ′′′
θ (u)l

be a generic finite linear combination of products of 1

(ψ′
θ
(u))

1
2
, ψ′′

θ (u) and

ψ′′′
θ (u). We have:

∂

∂θi





∑

k,l,j

ak,l,j
1

(ψ′
θ(u))

k
2

ψ′′
θ (u)

jψ′′′
θ (u)l



 =

∑

k,l,j

ak,l,j

(

(−−k
2

)
1

(ψ′
θ(u))

k
2
−1

∂

∂θi
(ψ′

θ(u))ψ
′′
θ (u)

jψ′′′
θ (u)l

+
j

(ψ′
θ(u))

k
2

ψ′′
θ (u)

j−1 ∂

∂θi
(ψ′′

θ (u))ψ
′′′
θ (u)l

+
l

(ψ′
θ(u))

k
2

ψ′′
θ (u)

jψ′′′
θ (u)l−1 ∂

∂θi
(ψ′′′

θ (u))

)

.

(1.32)

Calculating ∂
∂θi

(ψ′
θ(u)),

∂
∂θi

(ψ′′
θ (u)) and ∂

∂θi
(ψ′′′

θ (u)) directly from (1.5), (1.6)
and (1.7) and replacing that expressions on the right-side of (1.32), we can

see that ∂
∂θi

(

∑

k,l,j ak,l,j
1

(ψ′
θ
(u))

k
2
ψ′′
θ (u)

jψ′′′
θ (u)l

)

is uniformly bounded in the

set S.⊔⊓

We recall the definition of holomorphic families of type A.

Definition 1 Let U ⊂ IC be a domain. A family of operators (Aθ)θ∈U is an

holomorphic family of type A iff

i) The operators Aθ are all closed over the same domain Dom(Aθ0).

ii) For all f ∈ Dom(Aθ0) the map θ 7→ Aθf is holomorphic.

Our next goal is to prove that ∆θ is an holomorphic family of type A.
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From theorem 40, ∆ : C∞
c (Z,E) → L2(Z,E) is essentially self-adjoint.

Abusing of the notation we denote by ∆ the differential operator acting on
distributions and the self-adjoint operator. We denote by ∆ the distribu-
tional Laplacian and its self-adjoint extension. We have:

Dom(∆) = {f ∈ L2(Z,E) : ∆f ∈ L2(Z,E)}, (1.33)

where by Dom(∆) we denote the domain where ∆ is self-adjoint. Denote
by W2(Z,E) the closure of C∞

c (Z,E) with respect to the norm ||f ||2 :=
||f ||+ ||∆f || for f ∈ C∞

c (Z,E). Recall that we denote W2(Z,E), the second

Sobolev space (see (E.4)). The following proposition is a routine exercise:

Proposition 4 The following equation holds:

Dom(∆) := {s ∈ L2(Z,E) : ∆dist(s) ∈ L2(Z,E)} = W2(Z,E), (1.34)

where ∆dist denotes the Laplacian acting on distributions.

Proof:

We prove first that W2(Z,E) ⊂ Dom(∆). Let f ∈ W2(Z,E), then, by
definition there exists fn ∈ C∞

c (Z,E), a Cauchy sequence in the norm ||.||2.
(C∞

c (Z,E), ||.||2) is continuously included in L2(X,E). Since fn converges
in ||.||2, the sequence ∆fn converges in the norm ||.||L2(Z,E) to an element
g ∈ L2(Z,E). Let h ∈ C∞

c (Z,E), then:

〈g, h〉L2(Z,E) = lim
n→∞

〈∆fn, h〉L2(Z,E) = lim
n→∞

〈fn,∆h〉L2(Z,E)

= 〈f,∆h〉L2(Z,E).

The previous calculations prove that ∆distf = g ∈ L2(Z,E), hence f ∈
Dom(∆).

For proving the other inclusion we observe that C∞
c (Z,E) ⊂ Dom(∆) and

that Dom(∆) is closed under the norm ||.||2. ⊔⊓

Remark 2 As an application of theorem 39 in appendix E, if A is a bounded
uniformly elliptic differential operator of order two, then, the norm f 7→
||f ||L2(Z,E) + ||Af ||L2(Z,E) on C∞

c (Z,E) is equivalent to the above defined
||.||2. Hence, Dom(∆) can be defined as the closure of C∞

c (Z,E) with the
norm f 7→ ||f ||L2(Z,E) + ||Af ||L2(Z,E).
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Proposition 5 For Re(θ) > 0, the operator ∆θ is an uniformly elliptic
operator i.e.

|σ2(∆θ)
−1(z, ξ)|−1 ≤ |ξ|−2. (1.35)

Proof:

The principal symbol of ∆θ is given by:

σ2(∆θ)((y, u), (ξu, ξY )) = a2(θ, u)ξ
2
u + |ξY |2g−1 , (1.36)

where (ξu, ξY ) ∈ IR+ ⊕ T ∗Y . Observe that a2(θ, u) = 1
h(u)θ+1 for h(u) :=

(ϕ(u) + ϕ′(u)u) ≥ 0. Since we are taking Re(θ) > 0, Re(a2(θ, u)) > 0 and
we can see that the operator is elliptic because Re(a2(θ, u)ξ

2
u+ |ξY |2) > 0 for

ξ 6= 0. The following calculations show that in fact it is uniformly elliptic:

|(σ2(∆θ)(y, ξ))
−1| =

1

|a2(θ, u)ξ2u + |ξY |2|
=

1

| 1
h(u)θ+1ξ

2
u + |ξY |2|

=
|h(u)θ + 1|

|ξ2u + (h(u)θ + 1)|ξY |2|
≤ 1

|ξ|2 .⊔⊓
(1.37)

We prove in the next proposition that Dom(∆) = W2(Z,E) is a domain on
which ∆θ is closed:

Proposition 6 For Re(θ) > 0, the operator ∆θ : W2(Z,E) → L2(Z,E) is
closed.

Proof:

It is easy to see that ∆θ is a C∞-bounded operator (see definition 15 in
appendix E). Using this fact and the coordinates and partition of unity as
those given by theorem 38 in appendix E, one can prove, as for closed man-
ifolds, that ∆θ is a bounded operator from W2(Z,E) to L2(Z,E). Hence, if
ϕ ∈ W2(Z,E), then ∆θϕ ∈ L2(Z,E).

For proving that ∆θ is closed in W2(Z,E), consider ϕn ∈ W2(Z,E) such
that (ϕn,∆θϕn) converges, in the norm of the Hilbert space H × H ,
to (ψ, γ) ∈ L2(Z,E) × L2(Z,E). Let’s denote by ||.||P the norm of the
product H × H . Then ||∆θϕn − γ||L2(Z,E) ≤ ||(ϕn,∆θϕn) − (ψ, γ)||P and
||ϕn − ψ|| ≤ ||(ϕn,∆θϕn) − (ψ, γ)||P . Hence ϕn and ∆θϕn converge in the
L2-norm to ψ and γ respectively. By proposition 5 and theorem 39, the
norm ||.||2 is equivalent to the norm ϕ 7→ ||ϕ||+ ||∆θϕ||; since ϕn is converg-
ing in this last norm, then ϕn converges also in ||.||2. Then ψ ∈ W2(Z,E).
∆θψ = γ because ∆θψ = ∆θ limn→∞ ϕn = limn→∞ ∆θϕn = γ, where we
use the continuity, mentioned above, of ∆θ as an operator from W2(Z,E) to
L2(Z,E). ⊔⊓
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Remark 3 The proof of the previous proposition can be generalized for prov-
ing that ∆ is closed on W2(Z,E).

We prove next that ∆θ is weakly holomorphic for Re(θ) > 0. In order to do
so we make use of the following lemma that can be found in [4].

Lemma 1 ([4], page 89) Let (Ω,A , µ) be an arbitrary measure space. Let
I be a non-degenerate (meaning containing more than one point) interval in
IR, and f : I × Ω → IR be a function with the properties:

a) ω 7→ f(x, ω) is µ-integrable for each x ∈ I.

b) x 7→ f(x, ω) is differentiable on I for each ω ∈ Ω, the derivative at x
being denoted by f ′(x, ω);

c) There is a µ-integrable function h ≥ 0 on Ω such that

|f ′(x, ω)| ≤ h(ω) for all (x, ω ∈ I × Ω). (1.38)

Then the function defined by

ϕ(x) :=

∫

f(x, ω)µ(dω) (1.39)

is differentiable for each x ∈ I, the function ω 7→ f ′(x, ω) is µ-integrable,
and

ϕ′(x) =

∫

f ′(x, ω)µ(dω), for every x ∈ I. (1.40)

The following proposition allows us to use the above lemma.

Proposition 7 Let N > 0 be given. Suppose that f ∈ Dom(∆) and g ∈
L2(Z,E). Then:
1) There exists a h1 in L1(Z) such that:

| < ∆θ(κf)(z), g(z) > | ≤ h1(z), (1.41)

for almost all z ∈ Z and |θ| ≤ N with Re(θ) > 0.
2) There exists a w1, w2 in L1(Z) such that:

| ∂
∂θi

(< ∆θ(κf)(z), g(z) >) | ≤ wi(z), (1.42)

where i = 1, 2 and the inequality holds for almost all z ∈ Z and |θ| ≤ N
with Re(θ) > 0.
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Proof:

We begin proving 1). We have:

|〈∆θ(κf), g〉(z)| ≤|〈a2(θ, u)
∂2

∂u2
(κf), g〉(z)|

+ |〈a1(θ, u)
∂

∂u
(κf), g〉(z)|

+ |〈a0(θ, u)(κf), g〉(z)|
+ |〈∆Y (κf), g〉(z)|.

Using proposition 3, we have the following inequality:

|〈∆θ(κf), g〉(z)| ≤C{|〈 ∂
2

∂u2
(κf), g〉(z)|

+ |〈 ∂
∂u

(κf), g〉(z)|
+ |〈κf, g〉(z)|}
+ |〈∆Y (κf), g〉(z)|.

The functions ∂2

∂u2 (κf), ∂∂u(κf) and ∆Y (κf) are in L2(Z,E). Hence, we can
define:

h(z) :=C{|〈 ∂
2

∂u2
(κf), g〉(z)|

+ |〈 ∂
∂u

(κf), g〉(z)|
+ |〈κf, g〉(z)|}
+ |〈∆Y (κf), g〉(z)|,

what finishes the proof of the proposition.

For proving 2), we estimate as for 1) and use proposition 3.⊔⊓

Let η ∈ C∞
c (Z) be such that η(z) = 1 for z ∈ ZK−2 and η(z) = 0 for

z ∈ Y × [K − 1,∞). Define κ := 1 − η. The next theorem can be deduced
from [23], page 21, theorem 5.4. In [2], [27] appear results similar to theorem
1 in other contexts.

Theorem 1 The family (∆θ)θ∈ IR+ extends to an analytic family of type A
for Re(θ) > 0 i.e.
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i) ∆θ are closed operators with Dom(∆θ) independent of θ. More precisely,
Dom(∆θ) = Dom(∆).

ii) For every f ∈ Dom(∆) the map θ 7→ ∆θf is analytic for Re(θ) > 0.

Proof: i) is proposition 6.

It is a known result that if a family (fθ)θ∈Γ⊂ IC in a Hilbert space H is weak
analytic then it is strong analytic (see [22], page 365). We will show then
that for f ∈ Dom(∆θ) and g ∈ L2(Z,E), the function θ 7→ 〈∆θf, g〉L2(Z,E)

is holomorphic. Proposition 7 shows that the conditions of lemma 1 hold.
Then,

∂

∂θi

(

〈∆θf, g〉L2(Z,E)

)

=

∫

∂

∂θi
(< ∆θf(z), g(z) >z) dvol(z). (1.43)

Since the function θ 7→< ∆θf(z), g(z) >z, for z ∈ Z fixed, satisfies the
Cauchy-Riemann equation, we finish the proof of the theorem. ⊔⊓

1.4 The essential spectrum of ∆θ

Our next goal is to prove the equality:

σess(∆θ) =

∞
⋃

i=0

(

µi + θ′ IR+

)

, (1.44)

where σess(·) is defined in (A.2). Equation 1.44 is similar to part 1) of
theorem 1.1 in [2], equation 3.2 in [27] and equation 5.19 in [19]. It could
be deduced from part 3) of theorem 3.2 of [23]. The first step for proving
(1.44) is to prove:

Ness(∆θ) =

∞
⋃

i=0

(

µi + θ′ IR+

)

, (1.45)

whereNess is defined in appendix D, definition 10. Theorem 36 and equation
(1.45) imply

σess(∆θ) = Ness(∆θ), (1.46)

and hence (1.44).
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1.4.1 The perturbation of the operator − d2

du2 + µ for µ ∈ IR+

For a careful treatment of the next results we refer to [32] (see page 144).
Denote by AC[0,∞]2 the set of functions in L2( IR+) whose first derivative

is in AC[0,∞]. Let µ > 0. We denote ∆0
θ,µ the operator −θ′ d2

du2 + µ with

domain Dom(∆0
θ,µ) := {f ∈ L2( IR+) : f ∈ AC[0,∞]2, f(0) = 0}. Observe

that if θ = 0 then θ′ = 1. In particular, ∆0
0,µ is self-adjoint with this domain.

We have that σ(∆0
0,µ) = [µ,∞). The following corollary is a consequence of

theorem 22.

Corollary 1 Let µ > 0. For Re(θ) > 0 the following equation holds:

σess(∆
0
θ,µ) = µ+ θ′ IR+. (1.47)

Proof:

By theorem 22, λ ∈ σe2(∆
0
θ,µ) if and only if there exists a singular sequence

(fn)n∈ IN ⊂ Dom(∆0
θ,µ) such that

lim
n→∞

||(∆0
θ,µ − λ)fn|| = 0.

But,

0 = lim
n→∞

||(∆0
θ,µ − λ)fn|| = lim

n→∞
||(−θ′ d

2

u2
+ µ− λ)fn|| =

lim
n→∞

||(θ′(−d
2

u2
+ θ′−1µ− θ′−1λ)fn||.

Hence:

lim
n→∞

||(−d
2

u2
+ θ′−1µ− θ′−1λ)fn||

= lim
n→∞

||(−d
2

u2
+ µ− µ+ θ′−1µ− θ′−1λ)fn||

= lim
n→∞

||(∆0
0,µ − µ+ θ′−1µ− θ′−1λ)fn|| = 0.

Hence, using Weyl criterion, µ−θ′−1µ+θ′−1λ = µ+θ′−1(λ−µ) ∈ σe2(∆
0
0,µ).

We have proved λ ∈ σe2(∆
0
θ,µ) if and only if µ− θ′−1µ+ θ′−1λ ∈ σess(∆

0
0,µ).

Since σess(∆
0
0,µ) = µ+IR+, we have that for all s ∈ µ+IR+ λ = µ+θ′(s−µ) ∈

σess(∆
0
θ,µ). Hence

σe2(∆
0
θ,µ) = µ+ θ′ IR+. (1.48)
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Using the cosine transform we can prove:

σ(∆0
θ,µ) = µ+ θ′ IR+. (1.49)

Corollary 11 implies σe2(∆
0
θ,µ) ⊂ σess(∆

0
θ,µ). Hence, (1.48) and (1.49) prove

the corollary. ⊔⊓

1.4.2 The inclusion
⋃∞
i=0 (µi + θ′ IR+) ⊂ Ness(∆θ)

Denote ∆0
θ,i := ∆0

θ,µi
. In the following proofs we make use of the following

consequence of Rellich theorem.

Lemma 2 If (fn)n∈ IN ⊂ Dom(∆0
θ,i) := C∞

c ((a,∞))1 is such that ∀n ∈ IN,
supportfn ⊂ K for K compact, and there exists a C > 0 such that ||fn||2 ≤ C
or ||fn||1 ≤ C, then fn has a convergent subsequence in L2((a,∞)).

Let κ ∈ C∞( IR) such that:

κ(s) =

{

0 for s ≤ R

1 for s > R+ 1.
(1.50)

As always, κ induces a function on Z that abusing of the notation we will
denote also κ.

Proposition 8 Let g ∈ W2( IR+) and let (φi, µi)
∞
i=0 be a spectral resolution

for ∆Y . Then κgφi ∈ Dom(∆) for all i ∈ IN.

Proof:

It is easy to see that κgφi ∈ L2(Z,E). We prove ∆(κgφi) ∈ L2(Z,E). One
has:

∆(κgφi) = {− ∂2

∂u2
(κ)g − 2

∂

∂u
(κ)

∂

∂u
(g) − κ

∂2

∂u2
g}φi + κg∆Y (φi). (1.51)

It is clear that − ∂2

∂u2 (κ)gφi, κ
∂2

∂u2 (g)φi and κg∆Y (φi) belong to L2(Z,E).

We have that 2 ∂
∂u (κ) ∂

∂u (g)φi ∈ L2(Z,E), because ∂
∂u(κ) ∂

∂u is a bounded
first order differential operator acting in C∞

c (Z,E) and hence induces a
continuous map from W2(Z,E) to W1(Z,E) ⊂ L2(Z,E) (see appendix E).
We have proved ∆(κgφi) ∈ L2(Z,E). ⊔⊓

1We are taking the closure with respect to the second Sobolev norm ||.||2 in IR.
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Let λ ∈ ⋃i (µi + θ′ IR+), then λ ∈ σess(∆
0
θ,i) for some i ∈ IN. Hence there

exists an orthonormal singular sequence (fn) associated to λ and ∆0
θ,i.

We denote gn := f2n+1−f2n. Observe that gn is also an orthogonal singular
sequence associated to λ and ∆0

θ,i. The reasons for considering gn instead
of fn will be clarified in the proof of theorem 2.

Lemma 3 There exists a subsequence s of IN and a c > 0 such that

||κgs(n)||L2( IR+) > c.

Proof:

Suppose such c and s do not exist. Then we can find a subsequence s of
IN such that ||κgs(n)|| → 0. This implies that κgs(n) → 0 in L2([a,∞)).
From definition 2, one can conclude that (1−κ)gs(n) and (∆−λ)(1−κ)gs(n)

have uniformly bounded L2-norms. This fact and theorem 39 prove that
(1−κ)gs(n) has uniformly bounded 2-Sobolev norm. Hence we can use lemma
2 for proving that (1 − κ)gs(n) has a convergent subsequence in L2([a,∞)).
Then we could construct a convergent subsequence of gn := f2n+1 − f2n,
what is a contradiction, because gn is an orthonormal sequence. ⊔⊓

Recall that φi is an eigenvector of ∆Y with eigenvalue µi. Using the previ-
ous lemma we can suppose without loss of generality that there exists c > 0
such that ||κgnφi||L2(Z,E) > c > 0 for all n. Then we have:

Proposition 9 The sequence κ(u)gn(u)φi(y) has no convergent subsequence.

Proof:

Suppose κ(u)gn(u)φi has a convergent subsequence s. Then κ(u)gs(n)(u) is
convergent. By lemma 2, (1 − κ(u))gs(n)(u) has a convergent subsequence,
so gn has a convergent subsequence which is a contradiction. ⊔⊓

Taking gn as above, we have:

Proposition 10 For all n ∈ IN and Re(θ) ≥ 0, κ(u)gn(u)φi ∈ Dom(∆θ).

Proof:

It is a consequence of proposition 8. ⊔⊓

Continuing with the notation of proposition 9, the following theorem is a
synthesis of the previous lemmas and propositions.
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Theorem 2 Let Re(θ) ≥ 0 and let (gn)n∈ IN be an orthonormal singular

sequence associated to λ and −θ′ ∂2

∂u2 + µi. Then, there exists a subsequence
of hn := (κgnφi).||κgnφi||−1 that is a singular sequence associated to the
operator ∆θ.

Proof:

Since we have propositions 9 and 10, it only remains to check limn→∞||(∆θ−
λ)hn|| = 0. By lemma 3, 1 < ||κ(f2n+1 − f2n)φi)||−1 < C, then it is enough
to prove (∆θ − λ) (κ(f2n+1 − f2n)φi) → 0. One has:

||
(

−θ′ ∂
2

∂u2
+ µi − λ

)

(κ(f2n+1 − f2n)) || ≤ An +Bn, (1.52)

where An and Bn are defined below. An is defined and bounded as follows:

An := ||κ
(

−θ′ ∂
2

∂u2
+ µi − λ

)

(f2n+1 − f2n)||

≤ C||
(

−θ′ ∂
2

∂u2
+ µi − λ

)

(f2n+1 − f2n)||.
(1.53)

For Bn, we have:

Bn := || − θ′
∂2

∂u2
(κ)(f2n+1 − f2n)||+ || − 2θ′

∂

∂u
(κ)

∂

∂u
(f2n+1 − f2n)||. (1.54)

One sees that An tends to 0 from the inequality (1.53) and the fact that fn is

Weyl sequence associated to the value λ and the operator d2

du2 +µi. Observe

that the sequences, ∂2

∂u2 (κ)fn and ∂
∂u(κ) ∂

∂u (fn), are bounded in the second
and first Sobolev norms, and the supports of their elements is contained in
some fixed compact subset of IR+. Hence, we can apply lemma 2 that guar-
antees that there exists a subsequence s of IN such that ∂

∂u(κ) ∂
∂u (fs(n)) and

∂2

∂u2 (κ)fs(n) are convergent. This implies that limn→∞Bs(n) = 0 for some
subsequence s, that is what we need. ⊔⊓

As a consequence of the previous theorem, we have:

∞
⋃

i=0

(

µi + θ′ IR+

)

⊂ Ness(∆θ) (1.55)

1.4.3 The inclusion Ness(∆θ) ⊂
⋃∞
i=0 (µi + θ′ IR+)

Let ∆0
θ := −θ′ ∂2

∂u2 + ∆Y be the operator acting on L2( IR+ × Y,E) with
domain given by functions f ∈ L2(Y × IR+, E) such that its Fourier expan-
sion, f(y, u) =

∑∞
i=0 fi(u)φi(y), is such that fi ∈ Dom(∆0

θ,µi
). We denote
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∆0
θ,i := ∆0

θ,µi
. Using the Fourier decomposition of L2(Y × IR+, E) associated

to the operator ∆Y , it is easy to see that

∆0
θ =

∞
∑

i=0

∆0
θ,i. (1.56)

Let λ ∈ Ness(∆θ) and let (gn)n∈ IN be an orthonormal singular sequence
associated to λ and the operator ∆θ. Denote

hn := g2n+1 − g2n. (1.57)

The reason for using hn instead of gn will be clear in the proof of theorem
3.

Proposition 11 There exists a subsequence s of IN and a c > 0 such that
||κhs(n)|| > c and κhs(n) has no convergent subsequence.

Proof:

Suppose κhn has a convergent subsequence κhs(n) (that is the case if limn→∞ ||κhs(n)|| =
0). Then, (1 − κ)hs(n) has a convergent subsequence by Rellich theorem.
Then we can construct a convergent subsequence of hn, which is a contra-
diction. ⊔⊓

By the previous proposition we can suppose without loss of generality that
||κhn|| > c and κhn has no convergent subsequence. From now on in this
subsection we suppose these two things about κhn.

Proposition 12 Let Re(θ) ≥ 0. If h ∈ Dom(∆) then κh ∈ Dom(∆0
θ).

Proof:

Given h ∈ Dom(∆), we have to prove that for all φi the function fi(u) :=
〈(κh)(u, .), φi〉L2(Y,E′) belongs to Dom(∆0

θ,i). The proof of the proposition

follows by observing that fi ∈ L2( IR+), d2

du2 (fi) ∈ L2( IR+) and fi(0) = 0. ⊔⊓

The following theorem is a consequence of the previous propositions.

Theorem 3 Let Re(θ) ≥ 0 and let gn be an orthonormal singular sequence
associated to the operator ∆θ and the value λ. Then, there exists s subse-
quence of IN such that κgs(n) induces a singular sequence for the operator
∆0
θ and the value λ.
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Proof

By propositions 11 and 12, the only thing that remains for proving that κgn
is a singular sequence for ∆0

θ and the value λ, is to prove limn→∞ ||(∆0
θ −

λ)(κhn)|| = 0. We have:

||(θ′ ∂
2

∂u2
+ ∆Y − λ)(κhn)|| ≤ C(An +Bn + Cn), (1.58)

where

An := ||θ′ ∂
2

∂u2
(κ)hn||, (1.59)

Bn := ||θ′ ∂
∂u

(κ)
∂

∂u
(hn)|| (1.60)

and

Cn := ||κ(θ′ ∂
2

∂u2
+ ∆Y − λ)(hn)||L2(Z,E) = ||κ(∆θ − λ)(hn)||L2(Z,E). (1.61)

Since the sequences, ∂2

∂u2 (κ)hn and ∂
∂u(κ) ∂

∂u (hn), are bounded in the second
and first Sobolev norms, and the supports of their elements are contained
in the same compact subset of Y × IR+, we can apply the general Rellich
theorem for Riemannian manifolds and show, using the definition of hn in
(1.57), that An and Bn tend to 0 when n→ ∞. It is also possible to deduce

from lemma 2 that ∂2

∂u2 (κ)hn and ∂
∂u(κ) ∂

∂u (hn) tend to 0, because lemma

2 implies that 〈 ∂2

∂u2 (κ)hn, φi〉L2(Y,E′) and 〈 ∂∂u(κ) ∂
∂u (hn), φi〉L2(Y,E′) have con-

vergent subsequences.

Since 0 ≤ Cn ≤ K||(∆θ − λ)gn||, we have proved Cn → 0. ⊔⊓

As a consequence of the previous theorem, we have:

Corollary 2 Ness(∆θ) ⊂
⋃∞
i=0 (µi + θ′ IR+).

Proof:

Using the decomposition ∆0
θ =

⊕

µ∈σ(∆Y )(− ∂2

∂u2
+∆Y ) and the cosine trans-

form, one can prove σess(∆
0
θ) = σ(∆0

θ) =
⋃∞
i=0 (µi + θ′ IR+).⊔⊓

The previous corollary together with corollary 2 prove

Ness(∆θ) =
∞
⋃

i=0

(

µi + θ′ IR+

)

. (1.62)
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Equation (1.62) together with theorem 36 imply

σess(∆θ) = Ness(∆θ), (1.63)

as was noticed at the begining of this section.

1.5 The analytic vectors of Uθ

In this section we construct a subset, V , of L2(Z,E) such that

i) V is a dense subset of L2(Z,E).

ii) For f ∈ V the function θ 7→ Uθf ∈ L2(Z,E) makes sense for θ ∈ IC,
Re(θ) > 0.

iii) UθV is dense in L2(Z,E) for Re(θ) > 0.

The construction we give here is inspired in appendix 2 of [2]. Recall that
we denote by (φi, µi)

∞
i=1 a spectral resolution of the operator ∆Y . Let κ ∈

C∞(R+) be a function satisfying 0 ≤ κ ≤ 1, κ′ ≥ 0 and

κ(u) =

{

1 K ≤ u <∞.

0 1 < u ≤ K − 1.
(1.64)

We extend κ to Y× IR+ defining κ(y, u) := κ(u) for (y, u) ∈ Y× IR+. Making
κ equal to 0 out of its support in Y × IR+, we extend κ to Z. Define the
set P of elements h ∈ L2(Y × IR+, E) such that h has a Fourier expansion
of the form h(y, u) = 1

u2

∑∞
i=0 pi(

1
u)φi(u) where pi(x) ∈ C[x]. Define:

V := {(1 − κ)g + κh : g ∈ L2(Z,E) and h ∈ P}. (1.65)

For proving i) and iii) we make use of the Stone-Weierstrass theorem that
we enunciate now:

Theorem 4 ([13], page 139)(Complex Stone-Weierstrass theorem) Let X
be a compact Hausdorff space. If B is a closed complex subalgebra of C(X)
that separates points and is closed under complex conjugation, then either
B = C(X) or B = {f ∈ C(X) : f(x0) = 0} for some x0 ∈ X.

We begin proving that V satisfies condition i).

Proposition 13 V is dense in L2(Z,E).
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Proof:

Let g ∈ L2(Z,E), since C∞
c (Z,E) is dense in L2(Z,E) we can assume with-

out loss of generality that g ∈ C∞
c (Z,E). Consider the following formal

reasoning:

||g−(1−κ)g−κ
∞
∑

i=1

(
1

u2
pi(

1

u
)φi(y))||2L2(Z,E) = ||κ

∞
∑

i=0

(

gi(u) −
1

u2
pi(

1

u
)

)

φi||2L2(Z,E)

≤ C
∞
∑

i=1

||gi(u) −
1

u2
pi(

1

u
)||2L2([1,∞)).

Changing variables, we have that:

||gi(u) −
1

u2
pi(

1

u
)||2L2([1,∞)) =

∫ ∞

1
|u2gi(u) − pi(u)|2

1

u4
du

≤
∫ 1

0
| 1

u2
gi(

1

u
) − pi(u)|2u2du.

(1.66)

Since gi ∈ Cc([1,∞)) we observe 1
u2 gi(

1
u) is continuous in C([0, 1]) and, by

Stone-Weierstrass theorem, theorem 4, we can choose pi(x) ∈ IC[x] in such
a way that ||pi(u) − 1

u2 gi(
1
u)||∞ ≤ ǫ

2i . Hence, using (1.66), we have:

||gi(u) −
1

u2
pi(

1

u
)||2L2([1,∞)) ≤

ǫ

2i

∫ 1

0
u2du ≤ ǫ

2i
. (1.67)

We have proved that for all ǫ > 0 we can find pi(x) ∈ IC[x] such that
||g − (1 − κ)g + κ

∑∞
i=1

1
u2 pi(

1
u)φi(y)||2 < 1

(K−1)3
ǫ. ⊔⊓

The next proposition shows that V satisfies condition ii).

Proposition 14 For all f ∈ V , the map θ 7→ Uθf has an analytic extension
from IR+ to θ ∈ IC, Re(θ) > 0, taking values in L2(Z,E).

Proof:

The equation Uθ(κg)(y, u) = κ(u)g(y, u) for θ ∈ IR+ motivates our definition
of Uθ for θ ∈ IC − (−∞, 0) for f ∈ V , f := (1 − η)g + κ

∑∞
i=1

1
u2pi(

1
u)φi(y):

Uθ

(

(1 − κ)g + κ

∞
∑

i=1

1

u2
pi(

1

u
)φi(y))

)

:=

(1 − κ)g + κ
∞
∑

i=1

1

ψ2
θ(u)

pi(
1

ψθ(u)
)ψ′

θ(u)
1
2φi(y).

(1.68)
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It is easy to see that for f ∈ V , Uθf ∈ L2(Z,E) and θ 7→ Uθf is an analytic
function. ⊔⊓

We denote by C0([1,∞)) the completion of the algebra of compactly sup-
ported function, Cc([1,∞)), under the supremum norm, ||.||∞. For Re(θ) ≥
0, let Bθ be the algebra obtained as the topological closure of the algebra
{p( 1

ψθ(u)) : p(x) = xq(x) where q(x) ∈ IC[x], q 6= 0} in C0([1,∞)), ||.||∞. For

proving that UθV is dense in L2(Z,E) we will use the following lemma.

Lemma 4 For Re(θ) ≥ 0, Bθ is dense in (C0([1,∞)), ||.||∞).

Proof:

Let Θ : [1,∞) → IC be the function defined by Θ(u) := 1
ψθ(u) for u ∈ [1,∞).

Observe that Θ is an homeomorphism between [1,∞) and X := Θ([1,∞)).
We denote [1,∞] := [1,∞) ∪ {∞} the one point compactification of [1,∞);
and we denote by X̃ the one point compactification of X; X̃ is a curve in
IC homeomorphic to [1,∞] with initial point 1 and final point 0 (we are
supposing 1 < K).

Let f ∈ C([1,∞)) and p ∈ IC[x], p(x) := q(x)x where q ∈ IC[x], q 6= 0.
We have:

||f − p ◦ Θ||∞ = sup
v∈[1,∞)

|f(v) − p ◦ Θ(v)| = sup
w∈X

|f(Θ−1(w)) − p(w)|

= sup
w∈X̃

|f(Θ−1(w)) − wq(w)|.
(1.69)

From the previous calculation, we deduce that, for proving the lemma, it is
enough to prove that x IC[x] is dense in W := {f ∈ C(X̃) : f(0) = 0}.

We have that x IC[x] ⊂ W ; x IC[x] separates points because, if λ1, λ2 ∈ X̃ ,
λ1 6= λ2, then x ∈ xC[x] separates them. It is also obvious that x IC[x] is
closed under conjugation. Now we can apply theorem 4. Since the topo-
logical closure of x IC[x], x IC[x], is not equal to C(X̃), we can conclude
x IC[x] = W . Observing that f(Θ−1(w)) ∈ W , calculation (1.69) finishes
the proof of the lemma. ⊔⊓

The following corollary proves condition iii).

Corollary 3 For Re(θ) > 0, UθV is dense in L2(Z,E).
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Proof:

We have to prove that the set

{(1 − κ)g + Uθ(κh) : g ∈ L2(Z,E) and h ∈ P},

where h has the Fourier expansion h(y, u) = 1
u2

∑∞
i=0 pi(

1
u)φi(y), is dense in

L2(Z,E). Observe that

Uθ(κh)(y, u) = κ

∞
∑

i=1

1

ψθ(u)2
pi(

1

ψθ(u)
)ψ′

θ(u)
1
2φi(y).

Let g ∈ C∞
c (Z,E). We make the following formal reasoning:

||g − (1 − κ)g + κ
∞
∑

i=1

1

ψ2
θ(u)

pi(
1

ψθ(u)
)ψ

′ 1
2
θ (u)φi(y)||2L2(Z,E) =

||κ
∞
∑

i=1

(

gi(u) −
1

ψ2
θ(u)

pi(
1

ψθ(u)
)ψ′

θ(u)
1
2φi(y)

)

||2L2(Z,E) ≤

C

∞
∑

i=1

||gi(u) −
1

ψ2
θ(u)

pi(
1

ψθ(u)
)ψ′

θ(u)
1
2 ||2L2([1,∞)).

By the previous calculations, we prove the corollary if we show that we
can choose pi ∈ IC[X] such that ||gi(u)− 1

ψ2
θ
(u)
pi(

1
ψθ(u))ψ

′
θ(u)

1
2 ||L2([1,∞)) is as

small as we want. We have that,

||gi(u) −
1

ψ2
θ(u)

pi(
1

ψθ(u)
)ψ′

θ(u)
1
2 ||2L2([1,∞)) =

∫ ∞

1
|ψ−2
θ (u)ψ′

θ(u)|.|ψθ(u)ψ′
θ(u)

− 1
2 (u)gi(u) −

1

ψ2
θ(u)

pi(
1

ψ2
θ (u)

)|2du.
(1.70)

Since ψθ(u)ψ
′
θ(u)

− 1
2 (u)gi(u) ∈ Cc([1,∞)), applying lemma 4, we can choose

pi such that:

sup
u∈[1,∞)

|ψθ(u)ψ′
θ(u)

− 1
2 (u)gi(u) −

1

ψθ(u)
pi(

1

ψθ(u)
)|2 ≤ ǫ

2i
. (1.71)

Furthermore |ψ−2
θ (u)ψ′

θ(u)| ∈ L1([1,∞)), hence
∫ ∞

1
|ψ−2
θ (u)ψ′

θ(u)| · |ψ−2
θ (u)ψ′

θ(u)
− 1

2 (u)gi(u) −− 1

ψθ(u)
pi(

1

ψθ(u)
)|2du

≤
∫ ∞

1
|ψ−2
θ (u)ψ′

θ(u)|du ·
( ǫ

2i

)

≤ C
ǫ

2i
.

(1.72)
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We have proved the corollary. ⊔⊓

The following lemma shows that the L2-eigenfunctions of ∆ can be included
in the set of analytic vectors.

Lemma 5 Let ϕ be a L2-eigenfunction of ∆ with eigenvalue λ. The func-
tion θ 7→ Uθϕ extends meromorphically to θ ∈ IC such that Re(θ) > 0.

Proof:

For (y, u) ∈ Y × IR+, ϕ(y, u) =
∑∞

j=0 fj(u)φk(y), where {(φk, µk)}∞k=0 is an
spectral resolution of ∆Y . Then, since ∆ϕ = λϕ:

ϕ(y, u) =

∞
∑

µk>λ

ake
−
√
µk−λuφk(y).

For θ ∈ Γ, we can define:

Uθϕ(y, u) :=

{

ϕ(z) z ∈ Z0.

ψ′
θ(u)

1
2
∑∞

k=0 ake
−
√
µk−λψθ(u)φk(y) z = (y, u) ∈ Y × IR+.

One can see that for Re(θ) > 0, Uθf ∈ C∞(Z,E) ∩ L2(Z,E). ⊔⊓

1.6 Consequences of Aguilar-Balslev-Combes the-

ory

In section 1.4 we calculated the essential spectrum of ∆θ. In this section
we complete the description of σ(∆θ) giving some information about σd(∆θ)
and σpp(∆θ); most of the results that we compile here are consequences of
the Aguilar-Balslev-Combes theory explained in appendix B. We have seen
in the preceding sections that the dilation family Uθ,V for the operator ∆
satisfies assumptions 1), 2), 3) of appendix B; in this section we write the
consequences of 1), 2), 3) of appendix B for the spectrum of ∆θ, particularly
for σd(∆θ) and σpp(∆θ), for θ ∈ Γ, since σess(Hθ) was already described in
section 1.4 as was mentioned before.

The next theorem synthesizes the consequences of 1), 2) and 3) of appendix
B for σ(∆θ), θ ∈ Γ. It should be compared theorem 1.1 in [2], theorem 16.4
in [17], with theorem 11 in this thesis, and the theorem in page 14 of [27].

Theorem 5 We have:
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a) The set of non-threshold eigenvalues2 of ∆ is equal to σd(∆θ)∩ IR, for all
θ ∈ Γ − IR+. Moreover, given λ0 non-threshold eigenvalue, the eigenspace
Eλ0(∆), associated to ∆ and λ0, has finite dimension bounded by the degree
of the pole λ0 of the map λ 7→ R(λ, θ). This algebraic multiplicity is inde-
pendent of θ ∈ Γ − IR+.

b) Fix θ ∈ Γ. For f, g ∈ V the function

λ 7→ 〈R(λ)f, g〉L2(Z,E)

has a meromorphic continuation from Λ to IC−
(

σess(∆θ)∪ σd(∆θ)
)

, where
σess(∆θ) was calculated in 1.4.

c) ∆ has no singular spectrum.

d) Let θ1, θ2 ∈ Γ be such that arg(θ′1) ≥ arg(θ′0) for 0 < arg(θ′i) < π
2 ,

we have:
σd(∆θ0) = σd(∆θ1) ∩ σd(∆θ0). (1.73)

e) Non-thresholds eigenvalues of ∆ are isolated (respect to the eigenvalues
of ∆) and, in case they accumulate, they accumulate on the set of thresholds
or on ∞3

f) If the lowest eigenvalue, µ0, of ∆Y is larger than 0 then σd(∆) is a dis-
crete subset of [0, µ0). The unique possible accumulation point of σd(∆) is
γ0. If µ0 = 0, then σd(∆) = ∅; in other words, all eigenvalues are embedded
in the continuous spectrum.

The next proposition pretends to give a little more information about σpp(∆θ)
for arbitrary θ ∈ Γ. It is easy to prove from the definition of essential spec-
trum and from the form of σess(∆θ) (see section 1.4).

Proposition 15 i) If λ ∈ σpp(∆θ) and λ /∈ σess(∆θ), then λ an isolated
eigenvalue of finite multiplicity.

ii) For Re(θ) > 0, σpp(∆θ) accumulates in σess(∆θ). In particular, the
real part of the pure point spectrum of ∆θ accumulates only in σ(∆Y ).

Next we show that the unique possible accumulation point of σpp(∆) is ∞.
For that we use the following theorem of [9].

2The set of thresholds of ∆, τ (∆), is equal to σ(∆Y )
3We prove in corollary 4 that ∞ is the unique possible accumulation point.
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Theorem 6 ([9],pag. 352) If N(λ) denotes the number of eigenvalues of ∆
which are less than λ, then one has

N(λ) ≤ Cλm− 1
2 . (1.74)

In [9] the previous theorem is proved only for the Laplacian ∆ acting on
functions, but it generalizes easily to our context. As we have previously
said theorem 6 implies the following corollary.

Corollary 4 The unique possible accumulation point of σpp(∆) is ∞.

We recall some facts about the analytic extension of the resolvent, R(λ), of
∆. First, we introduce some notation. Let Σ be the Riemann surface on
which the functions

√
z − µi are defined. Observe that Σ is a ω-covering of

IC, with ramification points {µi : i ∈ IN}. Denote:

L2
δ(Z,E) :=

{ϕ : Z → E : measurable section s.t.

∫ ∞

0

∫

Y
|ϕ|2e2δudvol(y)du <∞}.

(1.75)

In [21] the resolvent is extended as a function of λ ∈ Σ taking values in the
bounded operators from L2

−δ(Z,E) to L2
δ(Z,E).

We define resonances in the following way:

Rθ(∆) = {λ ∈ σd(∆θ) : λ /∈ σpp(∆)}. (1.76)

The parameter θ is simply uncovering new pure point spectrum in the sense
of the following proposition.

Proposition 16 Suppose θ1, θ0 ∈ Γ and 0 < arg(θ0) < arg(θ1) <
π
2 . Then

Rθ0(∆) ⊂ Rθ1(∆). (1.77)

Proof:

The proposition is a consequence of the fact that for f, g ∈ V , for Re(λ) < 0,

〈R(λ)f, g〉L2(Z,E) = 〈R(λ, θ0)Uθ0f, Uθ0g〉L2(Z,E) = 〈R(λ, θ1)Uθ1f, Uθ1g〉L2(Z,E).⊔⊓

There is a natural version of the previous proposition for θ1, θ0 ∈ Γ and
0 > arg(θ0) > arg(θ1) > −π

2 . The next theorem provides more information
about the resonances of ∆.
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Theorem 7 Suppose that λ ∈ Rθ(∆). Then:

1) Suppose Im(λ) 6= 0. Then, if λ /∈ ⋃i∈ IN µi + θ′ IR+ then λ ∈ σd(∆θ).
Under these conditions, if 0 < arg(θ′) < π

2 , then Im(λ) > 0; if 0 >
arg(θ′) > −π

2 , then Im(λ) < 0.

2) There are not real resonances different than the set of thresholds τ(∆θ) =
σ(∆Y ). If λ = µi for some i ∈ IN, then the resolvent, as a function
from L2

δ(Z,E) to L2
−δ(Z,E), has a pole of at most second order. In

fact, µi is a pole of second order always that it is a L2-eigenvalue of ∆;
in this case the leading part of the Laurent expansion is the orthogonal
projection in the L2-eigenspace space Eµi

.

Proof:

1) follows from the definition of σess and (1.44). 2) is proved in theorem
3.26 of [21]. ⊔⊓

As a consequence of the previous theorem, we have the following corollary
that completes the description of the spectrum of ∆ of theorem 5.

Corollary 5 The real resonances of ∆ are contained in σ(∆Y ).

1.7 ∆θ are m-sectorial

The theory of m-sectorial operators and forms that we use in this section
is described in appendix C. Our goal in this section is to prove that the
operators ∆θ, for θ ∈ Γ (see 1.81), are m-sectorial (see definition 7). In the
thesis, this result will be important when we calculate σess(Hθ) for proving
theorem 10.

Let η0 ∈ C∞( IR+) be a positive real function such that η0(u) = 1 for
u < 1, η0(u) = 0 for u ∈ [K − 1,∞), and η′0(u) ≤ 0 for u ∈ [1,K − 1], where
we are considering K > 1. Let η1 := 1−η0. Both η0 and η1 induce functions
on Y × IR+, defining ηk(u, y) := ηk(u) for k = 0, 1; making ηk equal to 0
where it is not defined, we can extend it to all of Z. In this way we think η0

and η1 as functions in C∞(Z). The proof of the next proposition is inspired
in page 280, example 3.34 of [22].

Proposition 17 For Re(θ) > 0 there exist a γ ≥ 0 such that

Re (〈a0(θ, u)f , η1f〉L2(Z,E) + γ〈f, f〉L2(Z,E)

)

≥ |Im(〈a0(θ, u)f, η1f〉L2(Z,E))|
(1.78)
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for all f ∈ L2(Z,E).

Proof:

Observe that, by definition, η0 + η1 = 1. Let γ ≥ 0, then, for all z ∈ Z:

Re (〈a0(θ, u)f, η1f〉(z) + γ〈f, f〉(z)) − |Im(〈a0(θ, u)f, η1f〉(z))|
≥ η1(z)〈f, f〉(z){Re(a0(θ, u)) + γ − |Im(a0(θ, u))|}

+ γη0(z)〈f, f〉(z)
≥ η1(z)〈f, f〉(z){Re(a0(θ, u)) − |Im(a0(θ, u))| + γ}

+ γη0〈f, f〉(z).

(1.79)

Notice that in the previous calculations the inner product denote the Her-
mitian product in the fiber Ez. Since, for all z ∈ Z η1(z)〈f, f〉(z) and
γη0(z)〈f, f〉(z) are both equal or larger than 0, then, it is enough to prove
that there exist γ > 0 such that

(Re(a0(θ, u)) − |Im(a0(θ, u))| + γ ≥ 0 (1.80)

for all u ∈ IR+. This is true because {a(θ, u) : u ∈ IR+} is a compact subset
of IR2 (for θ fixed), any compact subset of IR2 is inside a cube [−n, n]2, and
we can always find a N such that [N −n, n+N ]2 is inside a cone, with slope
1, included in a right-half-plane. ⊔⊓

Define the set

Γ := {θ := θ0 + iθ1 ∈ IC : θ0 > 0, θ0 ≥ |θ1| and θ2
1 <

1

2
}. (1.81)

The next is a sketch of Γ:

√
2

2

−
√

2
2

√
2

2

Figure 1. Sketch of Γ
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The next theorem shows that the operators ∆θ are m-sectorial for θ ∈ Γ.
We will use this fact when we calculate the essential spectrum of Hθ, a
compatible Laplacian on a manifold with corner of codimension 2, in section
2.5.

Theorem 8 For θ ∈ Γ there exists a γ(θ) ∈ IR+ such that the form with
domain W1(Z,E) defined by f 7→ 〈∆θf, f〉L2(Z,E) + γ(θ)〈f, f〉L2(Z,E) is m-
sectorial.

Proof:

We prove that there exist k > 0 and γ ∈ IR such that for all f ∈ W2(Z,E):

Re(〈∆θf, f〉L2(Z,E) + γ〈f, f〉L2(Z,E)) ≥ k|Im
(

〈∆θf, f〉L2(Z,E)

)

|. (1.82)

Observe that having the previous inequality, the theorems 31 and 32 imply
that the form f 7→ 〈∆θf, f〉L2(Z,E) + γ〈f, f〉L2(Z,E) is strictly m-sectorial;
and hence the form defined by ∆θ is m-sectorial.

We prove the inequality 1.82. Since f ∈ W1(Z,E) and by proposition 2,
we have:

〈η0∆θ(f), f〉L2(Z,E) = 〈∇(f), f
∂

∂u
(η0)du〉L2(Z,E⊗T ∗Z)

+ 〈∇(f), η0∇(f)〉L2(Z,E⊗T ∗Z)

= 〈 ∂
∂u

(f),
∂

∂u
(η0)f〉L2(Z,E) + 〈∇(f), η0∇(f)〉L2(Z,E⊗T ∗Z).

(1.83)

Let a2(θ, u)
∂2

∂u2 + a1(θ, u)
∂
∂u + a0(θ, u) + ∆Y be the local expression of the

operator ∆θ (see equation (1.23) for the precise expressions of ai, i = 0, 1, 2).
We have:

〈η1∆θ(f), f〉L2(Z,E) = 〈− ∂2

∂u2
(f), a2η1f〉L2(Z,E)

+ 〈 ∂
∂u

(f), a1η1f〉L2(Z,E) + 〈f, a0(u)η1(f)〉L2(Z,E) + 〈η1∆Y (f), f〉L2(Z,E)

= 〈 ∂
∂u

(f),
∂

∂u
(a2η1) f〉L2(Z,E) + 〈 ∂

∂u
(f), (a2η1)

∂

∂u
(f)〉L2(Z,E)

+ 〈 ∂
∂u

(f), a1η1f〉L2(Z,E) + 〈f, a0(u)η1f〉L2(Z,E) + 〈η1∆Y (f), f〉L2(Z,E).

(1.84)
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Using calculations (1.83) and (1.84):

〈η0∆θ(f), f〉L2(Z,E) + 〈η1∆θ(f), f〉L2(Z,E)

= 〈 ∂
∂u

(f),

(

∂

∂u
(η0) +

∂

∂u
(a2η1) + a1η1

)

f〉L2(Z,E)

+ 〈 ∂
∂u

(f), (a2η1)
∂

∂u
(f)〉L2(Z,E)

+ 〈∇(f), η0∇(f)〉L2(Z,E)

+ 〈f, a0η1f > +〈η1∆Y (f), f〉L2(Z,E).

(1.85)

Observe that

〈∇(f), η0∇(f)〉L2(Z,E) =

∫

Z0

〈∇(f), η0∇(f)〉(z)dz

+

∫

Y× IR+

〈∇Y (f), η0∇Y (f)〉(z)dz

+

∫

Y× IR+

〈 ∂
∂u

(f), η0
∂

∂u
(f)〉dz.

(1.86)

We have that the term

s(f) :=

∫

Z0

〈∇(f), η0∇(f)〉(z)dz +

∫

Y× IR+

〈∇Y (f), η0∇Y (f)〉(z)dz

+ 〈η1∆Y (f), (f)〉L2(Z,E)

(1.87)

is greater or equal to 0.

Define the two form h(θ), by:

h(θ)(f) : = 〈∆θf, f〉 − s(f)− 〈f, a0η1f〉L2(Z,E)

= 〈 ∂
∂u

(f),

(

∂

∂u
(η0) +

∂

∂u
(a2(θ)η1) + a1(θ)η1

)

f〉L2(Z,E)

+ 〈 ∂
∂u

(f), (a2(θ)η1)
∂

∂u
(f)〉L2(Z,E)

+

∫

Y× IR+

〈 ∂
∂u

(f), η0
∂

∂u
(f)〉(z)dz.

(1.88)

By theorem 33, proposition 17 and definition of h(θ), it only remains to
prove that there exist γ > 0 and k > 0 that satisfy

Re(h(θ)f) + γ〈f, f〉L2(Z,E) ≥ k|Im(h(θ)f)|. (1.89)
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Observe that ∂
∂u(η0)+ ∂

∂u (a2(θ)η1)+a1(θ)η1 has support on IR+ (as a func-
tion of u, θ fixed) and it is bounded there by a constant C (see proposition
3). Then:

Re(h(θ)(f)) − k|Im(h(θ)(f))| ≥
∫

Y× IR+

{(Re(a2(θ)) − k|Im(a2(θ))|)η1 + η0}〈
∂

∂u
f,

∂

∂u
f)〉(z)dz

− C

∫

Y×[0,∞]
〈| ∂
∂u
f |, |f |〉(z)dz.

Observe that Re(a2)η1 = 1
2Re(a2)η1 + 1

2Re(a2)− 1
2Re(a2)η0. Using the fact

that for all ǫ,

ǫ2|u|2 +
1

4
ǫ2|v|2 ≥ |u||v|,

we have for all k ∈ IR+:

Re(h(θ)(f)) − k|Im(h(θ)(f))| ≥
∫

Y× IR+

(
1

2
Re(a2(θ)) − k|Im(a2(θ))|)η1〈

∂

∂u
(f),

∂

∂u
(f)〉(z)dz

+

∫

Y×[0,∞]

(1

2
Re(a2(u, θ)) − Cǫ2

)

〈 ∂
∂u

(f),
∂

∂u
(f)〉(z)dz

+

∫

Y×[0,∞]

(

1 − 1

2
Re(a2(u, θ))

)

η0〈
∂

∂u
(f),

∂

∂u
(f)〉(z)dz

− C

4ǫ2

∫

Y×[0,∞]
〈f, f〉(z)dz.

(1.90)

We recall that a2(θ, u) = 1
ψ′

θ
(u)2

. Observe that ψ′
θ is bounded and ψ′

θ(u) =

B(u)θ + 1 where B(u) := ϕ′(u)u+ ϕ(u) ≥ 0 for all u ∈ IR+. For Re(θ) > 0
and Im(θ)2 < 1

2 (as in the hypothesis), we have that

(B(u)Re(θ) + 1)2 − Im(θ)2 ≥ 1 − Im(θ)2 >
1

2
. (1.91)

Then, there exists a constant C0 > 0 such that

Re(a2(u, θ)) =
Re(ψ′

θ

2
(u))

|ψ′
θ(u)|4

=
(B(u)Re(θ) + 1)2 − Im(θ)2

|ψ′
θ(u)|4

≥ 1

2(max{u ∈ IR+ : |ψ′
θ(u)|}4

> C0 > 0

(1.92)
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for all u ∈ IR+. Hence, we can find ǫ such that

(
1

2
Re(a2(θ, u)) − Cǫ2) > 0. (1.93)

Now we show that for all Re(θ) ∈ Γ there exists k such that Re(ψ′
θ(u)

2) −
k|Im(ψ′

θ(u)
2| ≥ 0, for all u ∈ IR+. Observe that ψ′

θ(u)
2 = B(u)2θ2 +

2B(u)θ+ 1. Suppose that θ := θ0 + iθ1, for θ0 and θ1 real numbers. Denote
by

M := max{B(u) : u ∈ IR+} = max{ϕ(u)u+ ϕ′(u) : u ∈ IR+}. (1.94)

Recall that for θ ∈ Γ, θ2
0 − |θ1|2 ≥ 0, then:

Re(ψ′
θ(u)

2) − k|Im(ψ′
θ(u)

2)| =

B(u)2{θ2
0 − |θ1|2} + 2B(u)θ0 + 1 − k|2B(u)2θ1θ0 + 2B(u)θ1|}

≥ 1 − k{M2|θ0θ1| + 2M |θ1|}.
(1.95)

The previous calculations show that, for fixed θ ∈ Γ, we can always find a k
such that

Re(ψ′
θ(u)

2) − k|Im(ψ′
θ(u)

2| ≥ 0, (1.96)

for all u ∈ IR+. Finally, observe that:

1 − 1

2
Re(a2(θ, u)) = 1 − 1

2

Re(ψ′
θ

2
(u))

|ψ′
θ(u)|4

≥ 0, (1.97)

because 2|ψ′
θ(u)|4 −Re(ψ′

θ

2
(u)) ≥ 0. This last inequality is true because, for

all a ∈ IC, 2|a|2 ≥ Re(a) (take a := ψ′
θ
2(u)).

Observe that using (1.90), (1.93), (1.96) and (1.97), we have proved that
there exists K0 ≥ 0:

Re(h(θ)(f)) − k|Im(h(θ)(f))| ≥ K0 −
C

4ǫ2

∫

Y×[0,∞]
〈f, f〉(z)dz. (1.98)

Finally we can take γ large enough for having:

Re(h(θ)(f)) − k|Im(h(θ)(f))| + γ〈f, f〉L2(Z,E) ≥ 0, (1.99)

what finishes the proof of (1.89), and with it the proof of the theorem.⊔⊓

44



Chapter 2

Analytic dilation on

complete manifolds with

corners of codimension 2

In this section we generalize the method of analytic dilation to compatible
Laplacians on manifolds with corners of codimension two.

2.1 Manifolds with corners of codimension 2

We describe the manifold with corner of codimension 2 in the same way that
in [30], section 1. Let M be a closed oriented n−1-dimensional C∞-manifold
and let Y ⊂ M be a closed oriented submanifold of codimension 1, which
separates M in two submanifoldsM1 and M2. Let X0 be a compact oriented
n-dimensional Riemannian manifold with boundaryM . We assume that the
Riemannian metric on X0 has the following properties:

i) In a neighborhood (−ǫ, 0] ×Mi of the boundary component Mi, for
i = 1, 2, X0 is isometric to a product metric.

ii) In a neighborhood (−ǫ, 0]2 × Y of the corner Y , X0 is isometric to to
a product metric.

The next graphic provides an example of a compact manifold with corner
of codimension 2:
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M1

M2

Y

Figure 2. Compact mfld with corner of cod. 2

We canonically associate withX0 a non-compact complete Riemannian man-
ifold X as follows. Define the manifolds with cylindrical ends:

Zi := Mi ∪Y ( IR+ × Y ), i = 1, 2, (2.1)

where the bottom {0} × Y of the half-cylinder is identified with ∂Mi = Y .
Similarly, we define:

Wi := X0 ∪Mi
( IR+ ×Mi), i = 1, 2. (2.2)

Observe that Wi is an n-dimensional manifold with boundary Zi. Set:

X := W1 ∪Z1 ( IR+ × Z1) = W2 ∪Z2 ( IR+ × Z2), (2.3)

where {0} ×Zi is identified with the boundary Zi of Wi, i = 1, 2. We equip
IR+ ×Mi and IR+ ×Zi with the product metric and extend in this way the
metric of X0 to a geodesically complete C∞ Riemannian metric on X. We
call X a a complete manifold with corner of codimension two at Y .
The next graphic gives an idea of how looks X:

X0

Y × IR2
+

Z1

Z2

Figure 3. Complete mfld with corner of cod. 2
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There exists a distinguished exhaustion of X by compact submanifolds XT ,
T ≥ 0 which we shall describe now. Let T ≥ 0 be given and define:

Zi,T := Mi ∪Y ([0, T ] × Y ), (2.4)

here is understood that {0} × Y is identified with ∂Mi. Zi,T is a family of
manifolds with boundary that exhaust Zi. Set:

Wi,T := X0 ∪Mi
([0, T ] ×Mi), T ≥ 0 (2.5)

where we are identifying {0} ×Mi with Mi. Define:

XT := W1,T ∪Z1,T
([0, T ] × Z1) = W2,T ∪Z2,T

([0, T ] × Z2), T ≥ 0. (2.6)

Observe that:
∂XT = Z1,T ∪Y −Z2,T . (2.7)

In the next section we describe the compatible Laplacians, the operators
that we study in this thesis.

2.2 Compatible Laplacians

In this section we introduce a notation that makes more clear the analogy
between compatible Laplacians and the many body Schrödinger operator.

Let X be a manifold with corner of codimension two as above. Let E
be an Hermitian vector bundle over X. Let ∆ be a a compatible Laplacian
acting on C∞(X,E). We suppose that ∆ has the following properties:

i) There exists an Hermitian vector bundle Ei over Zi such that E| IR+×Zi

is the pull-back of Ei. We suppose also that the Hermitian metric of
E is the pullback of the Hermitian metric of Ei. On IR+ × Zi. we
have:

∆ = − ∂2

∂u2
k

+ ∆Zi
, (2.8)

where ∆Zi
is a compatible Laplacian acting on C∞(Zi, Ei).

ii) There exists an Hermitian vector bundle S over Y such that E| IR2
+×Y

is the pull-back of S, and on IR2
+ × Y we have,

∆ = − ∂2

∂u2
1

− ∂2

∂u2
2

+ ∆Y (2.9)

where ∆Y is a Laplacian acting on C∞(Y, S).
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We call a Laplacian satisfying i) and ii) a compatible Laplacian over X.

Since X is a complete manifold and the vector bundle E has bounded Hermi-
tian metric, ∆ : C∞

c (X,E) → L2(X,E) is essentially self-adjoint. We denote
H its self-adjoint extension. For i = 1, 2, ∆Zi

: C∞
c (Zi, Ei) → L2(Zi, Ei) is

also essentially self-adjoint and we denote its self adjoint extension by H(i).
Let bi be the self-adjoint extension of −∂2

i : C∞
c ( IR+) → L2( IR+) obtained

with Von Neumann boundary conditions. We denote Hi the self-adjoint op-
erator −bi⊗1+1⊗H(i) acting on L2( IR)⊗L2(Zk, Ek). SimilarlyH(3) denotes
the self-adjoint operator associated to the essentially self-adjoint operator
∆Y : C∞

c (Y, S) → L2(Y, S); and we denote by H3, the self-adjoint operator
H3 := −b1 ⊗ 1⊗ 1− b2 ⊗ 1⊗ 1 +H(3) action L2( IR+)⊗L2( IR+)⊗L2(Y, S).
The operators Hi are called channel operators for i = 1, 2, 3. H1 and
H2 are channel operators with a free channel of dimension 1 (associated to
b1 and b2 respectively), and H3 is channel operator with a free channel of
dimension 2 (associated to b1 + b2).

2.3 The definition of Uθ for θ ∈ IR+

For i = 1, 2 and θ ∈ IR+, Ui,θ : L2(Zi, Ei) → L2(Zi, Ei) denotes an an-
alytic dilation operator associated to the compatible Laplacian H(i). Ui,θ
was described in section 1.2. In this section we denote H(i),θ := Ui,θH

(i)U−1
i,θ .

For θ ∈ IR+, define:

Uθf(x) :=































f(x0) for x = x0 ∈ X0,

f(mi, ψθ(ui))ψ
′1/2
θ (ui)

for x = (mi, ui) ∈Mi × IR+, i = 1, 2,

f(y, ψθ(u1), ψθ(u2))ψ
′1/2
θ (u1)ψ

′1/2
θ (u2)

for x = (y, u1, u2) ∈ Y × IR+ × IR+.

(2.10)

Proposition 18 Let θ ∈ IR+ and f ∈ C∞
c (X,E),

i) Uθf ∈ C∞
c (X,E).

ii) Uθ extends to a unitary operator in L2(X,E).
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Proof:

For proving i), one checks differentiability easily in Zi × {0}, for i = 1, 2.

For f ∈ C∞
c (X,E), we show ||Uθf ||L2(X,E) = ||f ||L2(X,E):

||Uθf ||2L2(X,E) =

∫

X
|Uθf |2dx =

2
∑

i=1

∫

Mi× IR+

|f(mi, ψθ(ui))ψ
′1/2
θ (ui)|2dx+

∫

Y× IR2
+

|f(y, ψθ(u1), ψθ(u2))ψ
′1/2
θ (u1)ψ

′1/2
θ (u2)|2dx.

Making the obvious change of variables, we observe :

∫

Mi× IR+

|f(mi, ψθ(ui))ψ
′1/2
θ (ui)|2dx =

∫

Mi× IR+

|f(mi, v)|2dv

and similarly

∫

Y× IR2
+

|f(y, ψθ(u1), ψθ(u2))ψ
′1/2
θ (u1)ψ

′1/2
θ (u2)|2dx

=

∫

Y× IR2
+

|f(y, v1, v2)|2dv.⊔⊓

U−1
θ is given by:

U−1
θ f(x) :=































f(x0) for x = x0 ∈ X0,

f(mi, αθ(ui))ψ
′−1/2
θ (αθ(ui))

for x = (mi, ui) ∈Mi × IR+, i = 1, 2

f(y, αθ(u1), αθ(u2))ψ
′−1/2
θ (αθ(u1))ψ

′−1/2
θ (αθ(u2))

for x = (y, u1, u2) ∈ Y × IR+ × IR+.

(2.11)

One can check the following proposition.

Proposition 19 For θ ∈ IR+ and i = 1, 2, if f ∈ C∞
c (X,E) and (zi, ui) ∈

IR+ × Zi, then:

i) Uθf(ui, zi) = (Ui,θf)(ψθ(ui), zi)ψ
′1/2
θ (ui).

ii) U−1
θ f(ui, zi) = U−1

i,θ f(αθ(ui), zi)ψ
′−1/2
θ (αθ(ui)).
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Proof:

For x = (mi, ui) ∈ IR+ × Zi,

(Ui,θf))(ψθ(ui),mi)ψ
′1/2
θ (ui) = f(ψθ(ui),mi)ψ

′1/2
θ (ui) = Uθf(ui,mi)

For x = (y, ui, uj) ∈ ( IR2
+) × Y with j ∈ {1, 2}, i 6= j,

(Ui,θf))(uj , ψθ(ui), y)ψ
′1/2
θ (ui) = f(y, ψθ(uj), ψθ(ui))ψ

′1/2
θ (ui)ψ

′1/2
θ (uj)

= Uθf(ui, uj , y).⊔⊓

2.4 The family Hθ for θ ∈ IC − (−∞, 0)

For θ ∈ IR+, define the operator Hθ := UθHU
−1
θ .

Proposition 20 For θ ∈ IR+ and i = 1, 2, if f ∈ C∞
c (X,E), then for all

(zi, u) ∈ Zi × IR+

Hθf(u, zi) =H(i),θf(u, zi) − (
∂2

∂u2
f))(u, zi)α

′
θ(ψθ(u))

2

− (
∂

∂u
f)(u, zi)α

′′
θ(ψθ(u))

+ (
∂

∂u
f)(u, zi)ψ

′
θ(u)

−1ψ′′
θ (u)α

′
θ(ψθ(u))

2

− 3/4f(u, zi)ψ
′
θ(u)

−3/2ψ′′
θ (u)

2α′
θ(ψθ(u))

2

+ 1/2f(u, zi)ψ
′
θ(u)

−1ψ′′′
θ (u)α′

θ(ψθ(u))
2

+ 1/2f(u, zi)ψ
′
θ(αθ(u))

−1ψ′′
θ (u)α

′′
θ (ψθ(u)).

(2.12)

In particular, if ui > R, we have:

Hθf(ui, zi) = −θ′( ∂
2

∂u2
i

f)(ui, zi) +H(i),θf(ui, zi). (2.13)

If ui < K,

Hθf(ui, zi) = − ∂2

∂u2
i

f(ui, zi) +H(i)f(ui, zi). (2.14)

Proof: By proposition 19, in IR+ × Zi

UθHU
−1
θ f = Uθ(−

∂2

∂u2
i

+H(i))
(

U−1
i,θ

(

(ui, zi) 7→ f(αθ(ui), zi)ψ
′−1/2
θ (αθ(ui)

)

)

.
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We have:

∂2

∂u2
i

(U−1
i,θ f(αθ(ui), zi)ψ

′−1/2
θ (αθ(ui)) = U−1

i,θ

∂2

∂u2
i

(

f(αθ(ui), zi)ψ
′−1/2
θ (αθ(ui))

)

.

Using equation (1.15),

∂2

∂u2
i

(

f(αθ(ui), zi)ψ
′−1/2
θ (αθ(ui))

)

= (
∂2

∂u2
i

f))(ui, zi)α
′
θ(ψθ(ui))

2

+ (
∂

∂ui
f)(ui, zi)α

′′
θ(ψθ(ui))

− (
∂

∂ui
f)(ui, zi)ψ

′
θ(ui)

−1ψ′′
θ (ui)α

′
θ(ψθ(ui))

2

+ 3/4f(ui, zi)ψ
′
θ(ui)

−3/2ψ′′
θ (ui)

2α′
θ(ψθ(ui))

2

− 1/2f(ui, zi)ψ
′
θ(ui)

−1ψ′′′
θ (ui)α

′
θ(ψθ(ui))

2

− 1/2f(ui, zi)ψ
′
θ(αθ(ui))

−1ψ′′
θ (ui)α

′′
θ(ψθ(ui)).

(2.15)

Using that Uθf(ui, zi) = Ui,θf(ψθ(ui), zi)ψ
′
θ(ui),

UθU
−1
i,θ

∂2

∂u2
i

(

f(zi, αθ(ui))ψ
′−1/2
θ (αθ(ui))

)

= (
∂2

∂u2
i

f)(zi, ui)α
′
θ(ψθ(ui))

2

+ (
∂

∂ui
f)(zi, ui)α

′′
θ(ψθ(ui))

− (
∂

∂ui
f)(zi, ui)ψ

′
θ(ui)

−1ψ′′
θ (ui)α

′
θ(ψθ(ui))

2

+ 3/4f(zi, ui)ψ
′
θ(ui)

−3/2ψ′′
θ (ui)

2α′
θ(ψθ(ui))

2

− 1/2f(zi, ui)ψ
′
θ(ui)

−1ψ′′′
θ (ui)α

′
θ(ψθ(ui))

2

− 1/2f(zi, ui)ψ
′
θ(αθ(ui))

−1ψ′′
θ (ui)α

′′
θ(ψθ(ui)).

Finally, we observe that (UθH
(i)U−1

i,θ )
(

(zi, ui) 7→ f(zi, αθ(ui))ψ
′−1/2
θ (αθ(ui))

)

=

H(i),θf . ⊔⊓

Proposition 21 For θ ∈ IR+, for all f ∈ C∞
c (X,E) and for all (y, u1, u2) ∈
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Y × IR2
+

Hθf(y, u1, u2) =H(3)f(y, u1, u2)) −
2
∑

i=1

{( ∂
2

∂u2
i

f))(y, u1, u2)α
′
θ(ψθ(ui))

2

− (
∂

∂u
f)(y, u1, u2)α

′′
θ(ψθ(ui))

+ (
∂

∂u
f)(y, u1, u2)ψ

′
θ(ui)

−1ψ′′
θ (ui)α

′
θ(ψθ(ui))

2

− 3/4f(y, u1, u2)ψ
′
θ(ui)

−3/2ψ′′
θ (ui)

2α′
θ(ψθ(ui))

2

+ 1/2f(y, u1, u2)ψ
′
θ(ui)

−1ψ′′′
θ (ui)α

′
θ(ψθ(ui))

2

+ 1/2f(y, u1, u2)ψ
′
θ(αθ(ui))

−1ψ′′
θ (ui)α

′′
θ(ψθ(ui))}.

(2.16)

In particular, if u1, u2 > R, we have:

Hθf(y, u1, u2) = −θ′( ∂
2

∂u2
1

f)(y, u1, u2)−θ′(
∂2

∂u2
2

f)(y, u1, u2)+H
(3)f(y, u1, u2).

(2.17)
an if u1, u2 < K we have:

Hθf(y, u1, u2) = −(
∂2

∂u2
1

f)(y, u1, u2) − (
∂2

∂u2
2

f)(y, u1, u2) +H(3)f(y, u1, u2).

(2.18)

Proof:

Using the fact that Uθf(y, u1, u2) = U1,θU2,θf(y, u1, u2) and similar calcula-
tions to those that prove equation (2.12), we prove the proposition.⊔⊓

Remark 4 For all f ∈ C∞
c (X,E) and (y, u1, u2) ∈ Y × IR2

+ we can write:

Hθ(f)(y, u1, u2) =
2
∑

i=1

{a2(θ, ui)
∂2

∂u2
i

f(y, u1, u2)

+ a1(θ, ui)
∂

∂ui
f(y, u1, u2) + a0(θ, ui)f(y, u1, u2)}

(2.19)

where the functions (θ, u) 7→ ai(θ, u) are defined in (1.31) (see also (1.25)).

Our next goal is to prove that (Hθ)θ∈Γ is an holomorphic family of type A
(see definition 1).
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Proposition 22 For all θ ∈ Γ, the operator Hθ is an uniformly elliptic
operator i.e.

|σ2(Hθ)
−1(z, ξ)|−1 ≤ |ξ|−2. (2.20)

Proof:

The principal symbol of Hθ in IR+ × Zi is given by:

σ2(Hθ)((zi, u), (ξzi
, ξu)) = a2(θ, u)ξ

2
u + σ2(H

(i),θ)(zi, ξzi
). (2.21)

where a2(θ, u) is defined in (1.31). Recall that in proposition 5 was proved
the following inequality:

|σ2(H
(i),θ)(zi, ξzi

)| ≥ |ξzi
|2.

Using this, and the fact that a2(θ, u) = 1
g(u)θ+1 for g(u) := (ϕ(u)+ϕ′(u)u) ≥

0, we have:

|σ2(Hθ)
−1((zi, u), (ξzi

, ξu))| =
1

|a2(θ, u)ξ2u + σ2(H(i),θ)(zi, ξzi
)|

≤ |g(u)θ + 1|
|ξ2u + (g(u)θ + 1)σ2(H(i),θ)(zi, ξzi

)| ≤ |ξ|−2.

(2.22)

In the previous calculations we used that Re(g(u)θ) ≥ 0. ⊔⊓

We can use proposition 22 and appendix E, in essentially the same way
that we prove proposition 6, for proving the next corollary:

Corollary 6 The operators Hθ are closed operators in the domain W2(X,E).

Given f ∈ Dom(H) and g ∈ L2(X,E), the next step is to prove that the
function θ 7→ 〈Hθf, g〉L2(X,E) is holomorphic for Re(θ) > 0. For doing that
we proceed as in section 1.3, using lemma 1. Consider the partition of
unity of X that we define now. Let η ∈ C∞

c ( IR) be such that η(u) = 1
for u ≤ K − 2 and η(u) = 0 for u ≥ K − 1. Let κ := 1 − η. We define
the following functions with their natural extensions to the whole X. Let
(zi, ui) ∈ Zi × IR+

κi(zi, ui) := κ(ui); ηi(zi, ui) := 1 − κi.

Observe that ηi+κi = 1. In particular, we have that (η1 +κ1)(η2 +κ2) = 1.
We study the functions θ 7→ κ1κ2Hθ and θ 7→ ηiκjHθ.
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Proposition 23 Given f ∈ Dom(H) and g ∈ L2(X,E), there exists h ∈
L1(X) such that:

| < κ1κ2Hθf, g > (x)| ≤ h(x), (2.23)

and

| ∂
∂θi

(< κ1κ2Hθf, g > (x))| ≤ h(x), (2.24)

where θ := θ0 + iθ1.

Proof:

Using proposition 3 we have:

| < κ1κ2Hθf, g > | ≤
2
∑

i=1

{|κ1κ2 < a2(θ, ui)
∂2

∂u2
i

f, g > |

+ |κ1κ2 < a1(θ, ui)
∂

∂ui
f, g > |

+ |κ1κ2 < a0(θ, ui)f, g > |} + |κ1κ2 < H(3)f, g > |

≤ C{
2
∑

i=1

{|κ1κ2
∂2

∂u2
i

f, g > | + |κ1κ2 <
∂

∂ui
f, g > |

+ |κ1κ2 < f, g > |} + |κ1κ2 < H(3)Y f, g > |} ∈ L1(X).

(2.25)

The proof of equation (2.24) is similar. ⊔⊓

Proposition 24 For i, j ∈ {1, 2}, i 6= j, given f ∈ Dom(H) and g ∈
L2(X,E), there exists h ∈ L1(X) such that:

| < κiηjHθf, g > (x)| ≤ h(x), (2.26)

and

| ∂
∂θi

(< κiηjHθf, g > (x))| ≤ h(x). (2.27)

Proof

For simplifying notation we make the proof for i = 1, j = 2. We use again
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proposition 3 obtaining:

| < κ1η2Hθf, g > | ≤
2
∑

i=1

{|κ1η2 < a2(θ, u1)
∂2

∂u2
1

f, g > |

+ |κ1η2 < a1(θ, u1)
∂

∂u1
f, g > |

+ |κ1η2 < a0(θ, u1)f, g > |} + |κ1η2 < H(1)f, g > |

≤ C{
2
∑

i=1

{| < κ1η2
∂2

∂u2
1

f, g > | + |κ1η2 <
∂

∂u1
f, g > |

+ |κ1η2 < f, g > |} + |κ1η2 < H(1)f, g > |} ∈ L1(X).

(2.28)

The proof for equation (2.27) is similar. ⊔⊓

Theorem 9 Given f ∈ Dom(H) and g ∈ L2(X,E), the function θ 7→
〈Hθf, g〉L2(X,E) is holomorphic.

Proof:

Propositions 23 and 24 guarantee that we can use lemma 1 for introducing
the partial derivatives ∂

∂θ1
and ∂

∂θ2
in the respective integrals. After this,

the proof follows from Cauchy-Riemann equations. ⊔⊓

In the next section we calculate σess(Hθ) for θ ∈ Γ.

2.5 The essential spectrum of Hθ

The goal of this section is to prove the next theorem.

Theorem 10 The essential spectrum of Hθ is given by:

σess(Hθ) =





2
⋃

i=1

⋃

λ∈σpp(H(i),θ)

λ+ θ′ IR+





∪





⋃

µ∈σ(H(3))

µ+ θ′ IR+



 .

(2.29)

Recall that the essential spectrum of a closed operator is defined in (A.2).
(2.29), as equation (1.44) is similar to part 1) of theorem 1.1 in [2], equation
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3.2 in [27] and equation 5.19 in [19]. It could be deduced from part 3) of
theorem 3.2 of [23].

Define the set:

Fθ :=





2
⋃

i=1

⋃

λ∈σpp(H(i))

λ+ θ′ IR+





∪





⋃

µ∈σ(H(3))

µ+ θ′ IR+





∪





2
⋃

i=1

⋃

γ∈R(H(i),θ)

γ + θ′ IR+



 ,

(2.30)

where R(H(i),θ) is defined by:

R(H(i),θ) := {λ ∈ σd(H
(i),θ) : λ /∈ σpp(H

(i))}. (2.31)

The elements of R(H(i),θ) shall be called resonances (compare with (B.9)
and (1.76)). Observe that the set R(H(i),θ) is independent of θ in the sense
that if arg(θ′1) ≥ arg(θ′2) then σpp(H

(i),θ′2) ⊂ σpp(H
(i),θ′1) (see theorem 5,

item d) ). By part a) of theorem 5,

σpp(H
(i)) ⊂

(

σd(H
(i),θ) ∩ ( IR − τ(H(i)))

)

∪ τ(H(i)) ⊂ σpp(H
(i),θ)∪ σ(H(3)),

(2.32)
where τ(H(i)) := σ(H(3)) is the set of thresholds of H(i) (see part a) of
theorem 5).

Proposition 25 For θ ∈ Γ, the following equation holds:

Fθ =





2
⋃

i=1

⋃

λ∈σpp(H(i),θ)

λ+ θ′ IR+





∪





⋃

µ∈σ(H(3))

µ+ θ′ IR+



 .

(2.33)

Proof:

Denote by Gθ the right hand side of (2.33). Let λ ∈ σpp(H
(i),θ). If λ ∈

σess(H
(i),θ), then, by equation (1.44), there exists a s0 ∈ IR+ and a µ ∈ H(3)
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such that λ = µ + θ′s0. Then, for all s ∈ [0,∞), λ + θ′s = µ + θ′(s + s0).
For λ ∈ σpp(H

(i),θ) and λ ∈ σess(H
(i),θ), we have proved:

λ+ θ′ IR+ ⊂ Fθ. (2.34)

If λ ∈ σpp(H
(i),θ) and λ /∈ σess(H

(i),θ), then λ ∈ σd(H
(i),θ). Hence, λ ∈

σpp(H
(i)) or λ ∈ R(H(i),θ). This fact and (2.34), imply that for all λ ∈

σpp(H
(i),θ):

⋃

λ∈σpp(H(i),θ)

(

λ+ θ′ IR+

)

⊂
⋃

γ∈σpp(H(i))∪R(H(i),θ)

(

λ+ θ′ IR+

)

⊂ Fθ. (2.35)

Since




⋃

µ∈σ(H(3))

µ+ θ′ IR+



 ⊂ Fθ, (2.36)

we have proved Gθ ⊂ Fθ.

Now we prove Fθ ⊂ Gθ. Let λ ∈ σpp(H
(i)), then, by (2.32), λ ∈ σpp(H

(i),θ)
or λ ∈ σ(H(3)). Since R(H(i),θ) ⊂ σpp(H

(i),θ), we finish the proof of the
proposition. ⊔⊓

We will show σess(Hθ) = Fθ. We use the results of appendix D, about
the sets N∞(A) (see definition 11), Ness(A) (see definition 10) and σess(A),
for proving σess(Hθ) = Fθ. The proof has two basic steps:

i) To prove that N∞(Hθ) = Fθ.

ii) To prove that there exists ηd0 ∈ C∞
c (X) such that suppηd0 ⊂ Xd and,

for all f ∈ C∞
c (X,E),

||[Hθ, η
d
0 ]f ||L2(X,E) ≤ ǫ(d)(||Hθf ||L2(X,E) + ||f ||L2(X,E))

with ǫ(d) → 0 as d→ ∞.

Using ii) we see that Hθ satisfies the conditions for applying theorem 37
and we get Ness(Hθ) = N∞(Hθ). Using i) and part three of theorem 36, we
prove σess(Hθ) = Fθ.

In the next section we prove step i).
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2.5.1 The equality N∞(Hθ) = Fθ

Let µ ∈ σ(H(3)) and λ ∈ µ+ θ′ IR+. The boundary Weyl sequence will play
a very important role in the next proposition. They are defined in definition
11. Observe that we can apply theorems 36 and 37 to the operators θ′ d

2

du2

and θ′ d
2

du2 +µ. Then, there exist pn a boundary Weyl sequence associated to

0 and the operator θ′ ∂
2

∂u2
1
, and qn(u2) a boundary Weyl sequence associated

to λ and the operator θ′ ∂
2

∂u2
2

+ µ. Let ϕ ∈ C∞(Y, S) be an eigenfunction of

H(3) associated to the eigenvalue µ.

Proposition 26 Let gn ∈ C∞
c (Y × IR2

+, E) be defined by gn(u1, u2, y) =
pn(u1)qn(u2)ϕ(y). Then (gn) induces a boundary Weyl sequence for λ and
the operator Hθ.

Proof:

Since pn, qn ∈ C∞
c ((0,∞)) there exists a natural extension of pnqnϕ to

C∞
c (X,E). It is easy to check gn ∈ C∞

c (X,E), ||gn|| = 1 and that for
all K > 0 there exists a N such that for all n > N supp(gn)∩XK = ∅. The
next calculations prove limn→∞ || (Hθ − λ) gn|| = 0:

||
(

θ′
∂2

∂u2
1

+ θ′
∂2

∂u2
2

+H(3) − λ

)

gn|| ≤

C(||θ′ ∂
2

∂u2
1

pn|| + ||(θ′ ∂
2

∂u2
2

+ µ− λ)qn||).
(2.37)

Since pn is a boundary Weyl sequence of θ′ ∂
2

∂u2
1
, and qn is a boundary Weyl

sequence of θ′ ∂
2

∂u2
2

+ µ and the value λ, the last terms of (2.37) tend to 0. ⊔⊓

Now let γ ∈ σpp(H
(i),θ) and λ ∈ γ + θ′ IR+. Let ϕ ∈ C∞(Zi, Ei) be

an L2-eigenfunction of H(i),θ with eigenvalue γ. Let η ∈ C∞( IR) such
that η(u) = 1, for u ≤ 1; η(u) = 0, for u > 2, and η′(u) ≤ 0. Define
ηn(u) := η(u/n). Let fn be a boundary Weyl sequence associated to the

operator −θ′ d2
du2 and 0.

Proposition 27 We denote i, j ∈ {1, 2} such that i 6= j1. Let gn ∈
C∞(Zi× IR+, E) be defined by gn(u1, u2, zi) := 1

||ηn(uj)fn(ui)ϕ(z1)||ηn(uj)fn(ui)ϕ(zi).

Then, (gn) induces a boundary Weyl sequence. associated to Hθ and the
value λ.

1With this notation uj is the real variable in the cylinder of Zi.
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Proof:

It is easy to check gn ∈ C∞
c (X,E), ||gn|| = 1, and that for all K ∈ IN

there exists an N such that for all n ≥ N suppgn ∩ XK = ∅. Since
limn→∞

1
||ηn(u2)fn(u1)ϕ(z1)||

L2(X,E)
= 1, it is enough to prove:

lim
n→∞

||(θ′ ∂
2

∂u2
i

+H(i),θ)gn|| = 0.

Observe that:

(H(i),θ − γ)(ηn(uj)ϕ(zi)) = − θ′
∂2

∂u2
j

(ηn)ϕ− 2θ′
∂

∂uj
(ηn)

∂

∂uj
(ϕ). (2.38)

Since ηn(uj) = η(uj/n), then ∂
∂uj

(ηn)(uj) = 1
n

∂
∂uj

(η)(uj/n) and ∂2

∂u2
j

(ηn)(uj) =

1
n2

∂2

∂u2
j

(η)(uj/n). Hence, using equation (2.38):

||(θ′ ∂
2

∂u2
i

+H(i),θ − γ)gn|| ≤ C(An +Bn + Cn),

where

An := ||ηn(uj)ϕ(zi)(θ
′ ∂

2

∂u2
i

)fn(ui)||;

Bn := ||
(

θ′
∂2

∂u2
j

(ηn)(uj)

)

ϕ(zi)fn(ui)|| = ||
(

θ′
∂2

∂u2
j

(ηn)(uj)

)

ϕ(zi)||;

Cn := ||
(

θ′
∂

∂uj
(ηn)(uj)

)

ϕ(zi)fn(ui)|| = ||
(

θ′
∂

∂uj
(ηn)(uj)

)

ϕ(zi)||.

(2.39)

For An, we have:

An ≤ ||(θ′ ∂
2

∂u2
i

)fn(ui)|| → 0. (2.40)

For Bn, we estimate:

Bn ≤ C(θ)

(

∫

Zi

| ∂
2

∂u2
j

(ηn)(uj)ϕ(zi)|2dzi
)1/2

≤ C(θ)1/n2

(

∫

Zi

|( ∂
2

∂u2
j

η)(uj/n)ϕ(zi)|2dzi
)1/2

≤ 1/n2||ϕ|| → 0;

(2.41)
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and, finally, for Cn:

Cn ≤ C(θ)

(
∫

Zi

| ∂
∂uj

(ηn)(uj)ϕ(zi)|2dzi
)1/2

≤ C(θ)1/n

(
∫

Zi

|( ∂

∂uj
η)(uj/n)ϕ(zi)|2dzi

)1/2

≤ 1/n||ϕ|| → 0.⊔⊓

(2.42)

In proposition 26 is proved that, for µ ∈ σ(H(3)), and for all s ∈ IR+,
µ+ θ′s ∈ N∞(Hθ). In proposition 27 is proved that, for γ ∈ σpp(H

(i),θ) and
for all s ∈ IR+, γ + θ′s ∈ N∞(Hθ). These facts together with the equality
(2.33) imply Fθ ⊂ N∞(Hθ).

Now we are going to prove the other inclusion; but before we establish some
notation. Recall that we denote bi the self-adjoint operator in L2( IR+) ob-

tained from − ∂2

∂u2
i

with Neumann boundary conditions. We denote by Hi,θ

the closed operator −θ′1 ⊗ bi + H(i),θ ⊗ 1 acting on L2(Zi × IR+, E) =
L2(Zi, E) ⊗ L2( IR+).

Proposition 28 For i = 1, 2 and θ ∈ Γ:
i) σess(Hi,θ) = N∞(Hi,θ).
ii) N∞(Hi,θ) is given by:

N∞(Hi,θ) =





⋃

λ∈σpp(H(i),θ)

{λ+ θ′ IR+}



 ∪





⋃

µ∈σ(H(3))

{µ+ θ′ IR+}



 .

(2.43)

Proof:

In the same way that we proved Fθ ⊂ N∞(Hθ), using propositions 26 and
27, we can prove





⋃

λ∈σpp(H(i),θ)

{λ+ θ′ IR+}



 ∪





⋃

µ∈σ(H3)

{µ+ θ′ IR+}



 ⊂ N∞(Hi,θ). (2.44)

Denote by Fi,θ the right-side of (2.43). Then, (2.44) implies Fi,θ ⊂ N∞(Hi,θ),
and by proposition 42, Fi,θ ⊂ N∞(Hi,θ) ⊂ σess(Hi,θ). We know that the op-
erator H(i),θ is m-sectorial (theorem 8), then we can apply Ichinose lemma
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(see theorem 35) in the next computations:

σ(Hi,θ) = σ(H(i),θ) + σ(−θ′ ∂
2

∂u2
i

)

=
(

θ′ IR+ + σpp(H
(i),θ)

)

∪
(

σ(H(3)) + θ′ IR+

)

.

(2.45)

The above equation implies N∞(Hi,θ) ⊂ Fi,θ and σess(Hi,θ) ⊂ Fi,θ, that
together with (2.44) implies N∞(Hi,θ) = Fi,θ = σess(Hi,θ). We have proved
the proposition. ⊔⊓

Next we prove N∞(Hθ) ⊂ Fθ. Let λ ∈ N∞(Hθ) and let fn ∈ C∞
c (X,E)

be a boundary Weyl sequence. associated to the operator Hθ and λ. The
plan for proving N∞(Hθ) ⊂ Fθ is to construct, using fn, a boundary Weyl
sequence associated to λ and one of the operators Hi,θ. Define κn := 1− ηn.

Proposition 29 There exists c > 0 and a subsequence s of IN such that

||κn(u1)fs(n)||L2(X,E) ≥ c > 0 or ||κn(u2)fs(n)||L2(X,E) ≥ c > 0. (2.46)

Proof:

We can choose s such that χnfs(n) = fs(n) where χn denotes the character-
istic function of X −Xn2+1. Observing that χ2

n ≤ κn(u1)
2 + κn(u1)

2,

1 = ||fs(n)||2L2(X,E) = ||χnfs(n)||2L2(X,E) ≤ ||κn(u1)fs(n)||2L2(X,E)+||κn(u2)fs(n)||2L2(X,E),

which is a contradiction. ⊔⊓

The previous proposition allows us to suppose that 0 < c < ||κn(u1)fs(n)||L2(X,E).

Proposition 30 Denote by gn the function in C∞(X,E), defined by gn :=
1

||κn(u1)fs(n)||L2(X,E)
κn(u1)fs(n). gn induces a boundary Weyl sequence associ-

ated to H1,θ and λ.

Proof:

It is easy to check ||gn||L2(X,E) = 1 and for all T > 0, there exists N ∈ IR
such that ∀n ≥ N , suppgn ∩XT = ∅. Denoting κ(u) := 1 − η(u), we have

κn(u1) := κ(u1/n), then ∂
∂u1

(κn)(u1) = 1
n

∂
∂u1

(κ)(u1/n) and ∂2

∂u2
1
(κn)(u1) =

1
n2

∂2

∂u2
1
(κ)(u1/n). Hence:

|| (H1,θ − λ) (κn(u1)fs(n))||L2(X,E) ≤ An +Bn + Cn → 0, (2.47)
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where

A2
n := 4|| ∂

∂u1
(κn)(u1)

∂

∂u1
(fs(n))||2

≤ C

∫

Z1× IR+

| ∂
∂u1

(κn)(u1))
∂

∂u1
(fs(n))|2dvol(x)

≤ C/n2

∫

Z1× IR+

| ∂
∂u1

(κ)(u1/n)
∂

∂u1
(fs(n))|2dvol(x)

≤ C/n2|| ∂
∂u1

(fs(n))||2 ≤ C||fs(n)||22 · 1/n2 ≤ C ′1/n2 → 0.

In the last inequalities we use that || ∂
∂u1

(fs(n))|| ≤ C||fs(n)||2, that is true
from the theory of bounded differential operators in manifolds with bounded
geometry (see appendix E). We use also ||fn||2 ≤ C, that is true because
||fn|| = 1, limn→∞ ||(Hθ − λ)fn|| = 0 and applying theorem 39. For Bn, we
have:

B2
n := || ∂

2

∂u2
1

(κn)(u1)fs(n)||2 ≤C
∫

Z1× IR+

| ∂
2

∂u2
1

(κn)(u1)fs(n)|2dvol(x)

≤ C1/n4

∫

Z1× IR+

| ∂
2

∂u2
1

(κ)(u1/n)fs(n)|2dvol(x)

≤ C1/n4||fs(n)|| = C1/n4 → 0.

Finally for Cn, we have

Cn := ||κn(u1) (H1,θ − λ) fs(n)|| ≤ C|| (Hθ − λ) fs(n)|| → 0,

because (fs(n)) is a b.W.s. for λ and Hθ. ⊔⊓

Next we prove step ii) of the proof of σess(Hθ) = Fθ. Recall that ii) is
the claim that there exists ηd0 ∈ C∞

c (X) such that supp(ηd0) ⊂ Xd and for all
f ∈ C∞

c (X,E), ||[Hθ, η
d
0 ]f ||L2(X,E) ≤ ǫ(d)(||Hθf ||L2(X,E) + ||f ||L2(X,E)) with

limd→∞ ǫ(d) = 0. Let η ∈ C∞( IR) such that η(u) = 1 for u ≤ 1, η(u) = 0
for u > 2 and η′(u) ≤ 0. Denote ηn(u) := η(u/n), and define

ηd0(u1, u2, y) := ηd(u1)ηd(u2). (2.48)

Proposition 31 For all f ∈ C∞
c (X,E),

||[Hθ, η
d
0 ]f ||L2(X,E) ≤ ǫ(d)(||Hθf ||L2(X,E) + ||f ||L2(X,E)), (2.49)

with limd→∞ ǫ(d) = 0.
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Proof:

Let i, j ∈ {1, 2} and i 6= j. Observe that

Hθ(η
d
0f) = θ′

1
∑

i=1

{2ηd(uj)
∂

∂ui
(ηd)(ui)

∂

∂ui
(f)

+ ηd(uj)
∂2

∂u2
i

(ηd)(ui)f}

+ ηd(uj)ηd(ui)Hθ(f).

(2.50)

Hence,

||[Hθ, η
d
0 ]f ||L2(X,E) ≤|θ′| ·

1
∑

i=1

{2||ηd(uj)
∂

∂ui
(ηd)(ui)

∂

∂ui
(f)||L2(X,E)

+ ||ηd(uj)
∂2

∂u2
i

(ηd)(ui)f ||L2(X,E)}.
(2.51)

Since, by definition of ηd, η
d
0(u1, u2, y) = η(u1/d)η(u2/d) then ∂

∂u1
(ηd0)(u1, u2, y) =

1
d

∂
∂u1

(η)(u1/d)ηd(u2). Thus,

||ηd(uj)
∂

∂ui
(ηd(ui))

∂

∂ui
(f)||2L2(X,E) ≤

∫

X
|ηd(uj)

∂

∂ui
(ηd)(ui)

∂

∂ui
(f)|2dx

≤ 1/d2

∫

Y× IR2
+

| ∂
∂u1

(η)(u1/d)ηd(u2)
∂

∂ui
(f)|2dx ≤ C

d2
(||f ||L2(X,E) + ||Hθf ||L2(X,E))

2 → 0.

(2.52)

In the last inequality we use that ∂
∂u1

(η)(u1/d)ηd(u2)
∂
∂ui

(f) is a bounded
differential operator of degree 1 (hence a continuous operator from W2(X,E)
to L2(X,E)) and the fact that the norm f 7→ ||f ||L2(X,E) + ||Hθf ||L2(X,E)

is equivalent to ||.||2 by theorem 39. We finish our proof of the proposition
with the following calculation:

||ηd(uj)
∂2

∂u2
i

(ηd)(ui)f ||2L2(X,E) ≤
∫

X
|ηd(uj)

∂2

∂u2
i

(ηd)(ui)f |2dx

1/d4

∫

Y× IR2
+

|f |2dx→ 0.⊔⊓
(2.53)
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2.6 Analytic vectors

Let Vi be the analytic vectors associated to Ui,θ (see equation (1.65)). Let
η ∈ C∞( IR+) be such that η′ ≥ 0 and

η(u) =

{

1 K < u <∞.

0 0 < u ≤ K − 1.

For i = 1, 2, define ηi(zi, ui) := η(ui) and extend them to all X. Denote
κ := 1 − η1 − η2. Define

V := {(κg +
2
∑

i=1

ηi
1

u2
i

pi(
1

ui
)fi(zi) : g ∈ L2(X,E), pi(x) ∈ IC[x] and fi ∈ Vi}.

(2.54)

Proposition 32 V is dense in L2(X,E).

Proof:

Let g ∈ L2(X,E). We make the following formal calculation:

||g − κg +

2
∑

i=1

ηi
1

u2
i

pi(
1

ui
)fi(zi)||L2(X,E) ≤

2
∑

i=1

||ηi
(

g − 1

u2
i

pi(
1

ui
)fi(zi)

)

||L2(X,E)

≤
2
∑

i=1

||g − 1

u2
i

pi(
1

ui
)fi(zi)||L2(Zi,Ei× IR+)

(2.55)

In proposition 13 we proved that Vi is dense in L2(Zi, Ei) and, implicitly,
that { 1

u2
i

pi(
1
ui

) : pi(x) ∈ IC[x]} is dense in L2( IR+). Then, { 1
u2

i

pi(
1
ui

) :

pi(x) ∈ IC[x]} ⊗ Vi is dense in L2( IR+) ⊗ L2(Zi, Ei) = L2(Zi × IR+, Ei).
Since g|Zi× IR+ ∈ L2(Zi × IR+, Ei), we can choose 1

u2
i

pi(
1
ui

)fi(zi) as near to

g|Zi× IR+ as we want. ⊔⊓

Proposition 33 ∀f ∈ V the map θ 7→ Uθf has an analytic extension from
IR+ to Γ with values in L2(X,E).

Proof:

Observe that for θ ∈ IR+, using proposition 19, claim i), we have:

Uθ
(

ηi(ui))1/u
2
i p(1/ui)fi(zi)

)

= ψ′
θ(ui)

1/2η(ψθ(ui))1/ψθ(ui)
2p(1/ψθ(ui))Ui,θfi(zi) =
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ψ′
θ(ui)

1/2η(ui)1/ψθ(ui)
2p(1/ψθ(ui))Ui,θfi(zi).

Using proposition 14 we see that the map θ 7→ Ui,θfi(zi) extends to Γ, hence
the previous term is also defined for θ ∈ Γ.⊔⊓

Proposition 34 For θ ∈ Γ, UθV is dense in L2(X,E).

Proof:

Observe that

UθV ={(κg +
2
∑

i=1

ψ′
θ(ui)

1/2η(ui)1/ψθ(ui)
2p(1/ψθ(ui))Uθ,ifi(zi) : g ∈ L2(X,E),

pi(x) ∈ IC[x] and fi ∈ Vi}.
(2.56)

Given g ∈ L2(X,E), we make the following formal calculation:

||g −
(

κg +
2
∑

i=1

ψ′
θ(ui)

1/2η(ui)1/ψθ(ui)
2p(1/ψθ(ui))Ui,θfi(zi)

)

||L2(X,E)

≤
2
∑

i=1

||ηi(g − ψ′
θ(ui)

1/21/ψθ(ui)
2p(1/ψθ(ui))Ui,θfi(zi))||L2(X,E)

≤
2
∑

i=1

||g − ψ′
θ(ui)

1/21/ψθ(ui)
2p(1/ψθ(ui))Ui,θfi(zi)||L2(Zi,Ei× IR+)

(2.57)

Using the fact that Ui,θVi is dense in L2(Zi, Ei) (corollary 3) and lemma 4,
we have that (Ui,θ(Vi)) ⊗ Bθ is dense in L2( IR+) ⊗ L2(Zi, Ei) = L2(Zi ×
IR+, Ei). Hence, we can take ψ′

θ(ui)
1/21/ψθ(ui)

2p(1/ψθ(ui))Ui,θfi(zi) as
near to g|Zi× IR+ as we want. ⊔⊓

2.7 Consequences of Aguilar-Balslev-Combes the-

ory

In section 2.5 we calculated the essential spectrum of Hθ. In this section
we complete the description of σ(Hθ) giving some information about σd(Hθ)
and σpp(Hθ); most of the results that we compile here are consequences of
the Aguilar-Balslev-Combes theory explained in appendix B. We have seen
in the preceding sections that the dilation family Uθ,V for the operator H
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satisfies assumptions 1), 2), 3) of appendix B; in this section we write the
consequences of 1), 2), 3) of appendix B for the spectrum of Hθ, particularly
for σd(Hθ) and σpp(Hθ), for θ ∈ Γ, since σess(Hθ) was already described in
section 2.5 as was mentioned before.

We define the set:

τ(H) := σpp(H
(1)) ∪ σpp(H(2)) ∪ σpp(H(3)), (2.58)

we call τ(H) the set of thresholds. The next theorem synthesizes the
consequences of 1), 2) and 3) of appendix B for σ(Hθ), θ ∈ Γ. As theorem 5
should be compared theorem 1.1 in [2], theorem 16.4 in [17], with theorem
11 in this thesis, and the theorem in page 14 of [27].

Theorem 11 We have:

a) The set of non-threshold eigenvalues of H (see equation (2.58)) is equal
to σd(Hθ)∩ IR, for all θ ∈ Γ− IR+. Moreover, given λ0 non-threshold eigen-
value, the eigenspace Eλ0(H), associated to H and λ0, has finite dimension
bounded by the degree of the pole λ0 of the map λ 7→ R(λ, θ). This algebraic
multiplicity is independent of θ ∈ Γ − IR+.

b) Fix θ ∈ Γ. For f, g ∈ V the function

λ 7→ 〈R(λ)f, g〉L2(X,E)

has a meromorphic continuation from Λ to IC− (σess(Hθ) ∪ σpp(Hθ)), where
σess(Hθ) was calculated in theorem 10.

c) H has no singular spectrum.

d) Let θ1, θ2 ∈ Γ be such that arg(θ′1) ≥ arg(θ′0) for 0 < arg(θ′i) < π/2,
we have:

σd(Hθ0) = σd(Hθ1) ∩ σd(Hθ0). (2.59)

e) Non-thresholds eigenvalues of H are isolated (respect to the eigenvalues
of H) and, in case they accumulate, they accumulate on the set of thresholds
or on ∞.

f) If the lowest threshold, γ0, is larger than 0, then σd(H) is a discrete
subset of [0, γ0). In this case, the unique possible accumulation point of
σd(H) is γ0. If γ0 = 0, then σd(H) = ∅, in other words all eigenvalues are
embedded in the continuous spectrum.
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At the moment we do not know if there is a compatible Laplacian that has
embedded eigenvalues. It seems that the natural conjecture is that, gener-
ically, there is not embedded eigenvalues. Similarly, we do not know if it
is possible to find a compatible Laplacian that has embedded eigenvalues
accumulating in one of the thresholds. We believe that it is possible to
prove that σpp(Hθ) can only accumulate by below on τ(H), and we hope
to show this in other paper. In particular, it would imply that 0 is not an
accumulation point of σpp(Hθ).

The next proposition pretends to give a little more information about σpp(Hθ)
for arbitrary θ ∈ Γ. It is easy to prove from the definition of essential spec-
trum and from the form of σess(Hθ) (see section 1.4).

Proposition 35 i) If λ ∈ σpp(Hθ) and λ /∈ σess(Hθ), then λ an isolated
eigenvalue of finite multiplicity.

ii) For Re(θ) > 0, the accumulation points of σpp(Hθ) are contained in
σess(Hθ). In particular, the real part of the pure point spectrum of Hθ can
only accumulate in τ(H).

As an application of analytic dilation we define generalized eigenfunctions
associated to L2-eigenvectors of H(k), for k = 1, 2, 3. As we said in the
introduction, we will prove in a forthcoming paper that these generalized
eigenfunctions express the wave operatorsW (H,Hk,pp) (see (11)) for k = 1, 2
and the wave operator Ω± (see (12)).
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Chapter 3

Generalized eigenfunctions

In this section we define generalized eigenfunctions for H associated to L2-
eigenfunctions of H(k) for k = 1, 2, 3. Using the method of analytic dilation
we meromorphically extend the domain where they are defined.

3.1 The generalized eigenfunctions associated to

H(k) for k = 1, 2

In this subsection we define the generalized eigenfunctions associated to ele-
ments in the pure point part of L2(Zk, Ek), that we denote by L2

pp(Zk, Ek),
for k = 1, 2. Along this subsection k ∈ {1, 2}. We begin by establishing
some notation.

We define:

σ0 := min

(

σ(H(3)) ∪
2
⋃

k=1

σpp(H
(k))

)

. (3.1)

Denote by C+ the cone {λ ∈ IC : 0 ≤ arg(λ − σ0) ≤ π/4} and by C− the
cone {λ ∈ IC : −π/4 ≤ arg(λ− σ0) ≤ 0}. Define:

S±π/4 :=
(

C± − σ(Hθ±)
)

. (3.2)

Observe that S±π/4 is a manifold with boundary [σ0,∞). We think IC −
[σ0,∞) as an open subset of the 2-covering of IC where

√· − σ0 is defined.
Observe that the boundary points of IC− [σ0,∞) is naturally identified with
the union of two copies of [σ0,∞) identified only in the point σ0. We denote
S0 the union of IC− [σ0,∞) and its boundary points. See the graphic below.
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[σ 0
,∞

)

[σ
0 ,∞

)

Figure 4. S0

Let i : [σ0,∞) → [σ0,∞) be the identity in [σ0,∞). We define the surface
S in two steps. First we joint to S0 the set S−π/4 identifying the copy
[σ0,∞) of S0 corresponding to the boundary points of the set [σ0,∞)× IR+

with [σ0,∞) ⊂ S−π/4. The next graphic describes this first step:

Figure 5. S0 ∪ S−π/4

Observe that S0∪iS−π/4 is a connected topological space that has a natural
structure of complex manifold. In the second step we joint to the surface
S0 ∪i S−π/4 the set Sπ/4 identifying the copy [σ0,∞) corresponding to the
boundary points of the set [σ0,∞) × (−∞, 0] of S0, with [σ0,∞) ⊂ S−π/4.
We have defined:

S := S0 ∪i Sπ/4 ∪i S−π/4, (3.3)

The next figure is a sketch of S :
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Figure 6. S := S0 ∪ S−π/4 ∪ Sπ/4

Observe that S has a natural complex structure. Recall that Λ := {λ ∈
IC : Re(λ) < 0} and observe that it is included naturally in S . Denote by
πS : S → IC the natural function induced by the inclusions of S±π/4 and
S0 in IC.

The following equation shows that there are infinite θ± in Γ (see (1.81))
that arg( 1

(θ±+1)2 ) = ±π/4:

arg

(

1

(θ± + 1)2

)

= −2 arg(θ± + 1) = ±π
4
. (3.4)

As a consequence of this fact, we have the next theorem whose proof is
similar to the proof of theorem 26:

Theorem 12 Let f, g ∈ V , the the function λ 7→ 〈R(λ)f, g〉L2(X,E) extends
meromorphically from Λ to S .

Let ϕ ∈ L2(Zk, Ek) be such that H(k)ϕ = γϕ and let λ ∈ IC. Our next goal
is to associate with ϕ a generalized eigenfunction of the operator H. Define
hk(ϕ, λ) by:

hk(ϕ, λ, uk, zk) := e−
√
γ−λukϕ(zk), (3.5)

where we are taking the branch of
√
. such that, if s ∈ IR+, then

√
s > 0.

This
√
. induces the function λ 7→ √

γ − λ that has a natural extension to
S . Hence hk(ϕ, λ) is defined for λ ∈ S . Note that hk(ϕ, λ) satisfies the
equation:

(

− ∂2

∂u2
k

+H(k)
)

hk(ϕ, λ) = πS (λ)hk(ϕ, λ), (3.6)
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for all λ ∈ S . Let κ be such that κ(u) = 0 for u ≤ 1 and κ(u) = 1 for u ≥ 2.
Define κk ∈ C∞( IR+ ×Zk) by κk(zk, uk) := κ(uk) (for (zk, uk) ∈ Zk× IR+),
and extend it naturally to all X. Recall that we denote by S (X,E) the
intersection of all the Sobolev spaces (see (E.4)). We denote ∆ the Laplacian
acting on distributional sections of E. Observe that

Lk(ϕ, λ) := (∆−λ)(κkhk(ϕ, λ)) = {−∂2
uk

(κk)−2−
√

γ − λ∂uk
(κk)}hk(ϕ, λ)

(3.7)
belongs to S (X,E) (because ϕ ∈ L2(Zk, Ek)). Hence, for λ ∈ IC − IR+, we
can apply the resolvent (H − λ)−1 to Lk(ϕ, λ). For λ ∈ IC − IR+ define:

Fk(ϕ, λ) := κkhk(ϕ, λ) − (H − λ)−1((∆ − λ)(κkhk(ϕ, λ))). (3.8)

Fk(ϕ, λ) satisfies:
∆(Fk(ϕ, λ)) = λFk(ϕ, λ), (3.9)

for λ ∈ IC − IR+.

The following lemma can be proved in the same way that proposition 5.

Lemma 6 For θ ∈ Γ, Hθ is uniformly elliptic.

In order to show that λ 7→ Fk(ϕ, λ) extends to λ ∈ S , we need the following
lemma.

Lemma 7 Let ϕ ∈ L2(Zk, Ek) be an eigenfunction of H(k) with eigenvalue
γ, k = 1, 2. Then:

i) The function θ 7→ Uk,θϕ is defined for θ ∈ IR+ and extends meromor-
phically to all θ ∈ Γ.

ii) (H
(k)
θ )mUk,θϕ = γmUk,θϕ for all θ ∈ Γ.

iii) Uk,θϕ ∈ S (Zk, Ek) (the intersection of all the Sobolev spaces, defined
in (E.4)).

Proof:

Part i) is proved in lemma 5. For (y, u) ∈ Y× IR+, ϕ(y, u) =
∑∞

j=0 fj(u)φj(y),

where {(φj , µj)}∞j=0 is an spectral resolution of H(3). Then, since H(k)ϕ =
γϕ:

ϕ(y, u) =

∞
∑

µj>γ

aje
−
√
µj−γuφj(y).
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For θ ∈ Γ, we define:

Uk,θϕ(y, u) :=

{

ϕ(z) z ∈Mk.

ψ′
θ(u)

1/2
∑∞

µj>γ
aje

−
√
µj−γψθ(u)φj(y) z = (y, u) ∈ Y × IR+.

(3.10)

For θ ∈ IR+ and for all z ∈ Z, we have: H
(k)
θ Uk,θϕ(z) = γUk,θϕ(z). Since

the function θ 7→ H
(k)
θ Uk,θϕ(z) is an holomorphic function in θ, then we

have that H
(k)
θ Uk,θϕ(z) = γUk,θϕ(z) for all θ ∈ Γ. Similarly one can prove

(H
(k)
θ )mUk,θϕ = γmUk,θϕ ∈ L2(Zk, Ek)for all θ ∈ γ. (3.11)

Since H
(k)
θ is uniformly elliptic (proposition 5), then, by the theorem 39,

we have the equivalence of the norms f 7→ ||H(k)
θ f ||L2(Zk,Ek) + ||f ||L2(Zk,Ek)

and f 7→ ||H(k)f ||L2(Zk,Ek)+||f ||L2(Zk ,Ek); this together with equation (3.11)
imply that Uk,θϕ ∈ W2m(Zk, Ek) for θ ∈ Γ. Hence Uk,θϕ ∈ S (Zk, Ek).⊔⊓

Denote:

Lk(ϕ, λ) := (∆ − λ)(κkhk(ϕ, λ)). (3.12)

Corollary 7 Let ϕ ∈ L2(Zk, Ek) be an eigenfunction of H(k) with eigen-
value γ. Let λ ∈ S fixed. Then:

i) The function θ 7→ UθLk(ϕ, λ) is defined for θ ∈ IR+ and extends
meromorphically to all θ ∈ Γ.

ii) UθLk(ϕ, λ) ∈ S (X,E).

Proof:

Observe that:

Lk(ϕ, λ) = (∆ − λ)(κkhk(ϕ, λ))

= (− ∂2

∂u2
k

+H(k)(κkhk(ϕ, λ))

= − ∂2

∂u2
k

(κk)hk(ϕ, λ) − 2
∂

∂uk
(κk)

∂

∂uk
hk(ϕ, λ).

(3.13)
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Then we can define:

Uθ ((∆ − λ)(κkhk(ϕ, λ))) (zk, uk) :=

ψ′
θ(uk)

1/2
( ∂2

∂u2
k

(κk)(ψθ(uk))Uk,θhk(ϕ, λ)(zk , ψθ(uk))

+ 2
∂

∂uk
(κk)(ψθ(uk))

∂

∂uk
Uk,θhk(ϕ, λ)(zk , ψθ(uk))

)

,

(3.14)

for θ ∈ IR+. But,

∂2

∂u2
k

(κk)(ψθ(uk)) =
∂2

∂u2
k

(κk)(uk), (3.15)

for θ ∈ IR+. Hence the equality (3.15) holds for all θ ∈ Γ. Similarly
∂
∂uk

(κk)(ψθ(uk)) = ∂
∂uk

(κk)(uk). We have

Uθhk(ϕ, λ)(zk , ψθ(uk)) = e−
√
γ−λψθ(uk)Uk,θϕ(zk). (3.16)

We have seen in lemma 5 that θ 7→ Uk,θϕ has an analytic extension to θ ∈ Γ.
These remarks prove that we can use (3.14) for defining UθLk(ϕ, λ).

That UθLk(ϕ, λ) ∈ S (X,E), for θ ∈ Γ, follows from equation (3.13) and
part iii) of lemma 7. ⊔⊓

For T > 1 and θ ∈ IR+, we introduce the operator TUθ acting on L2(X,E)
rescaling Uθ in such a way that TUθ is the identity in XT . We define analytic
vectors VT in such a way that if S ≤ T , then VS ⊂ VT . We suppose also
that VT contains the C∞-sections of E whose support is inside XT .

The following theorem generalizes theorem 6.5 in [30], because in our case
Ker(H(3)) can be different to 0.

Theorem 13 Let ϕ be an L2-eigenfunction of H(k) with eigenvalue γ. Then:

1) For λ ∈ IC− IR+ the function λ 7→ Fk(ϕ, λ), taking values on C∞
c (X,E)′,

extends meromorphically to a function on S with values on C∞
c (X,E)′.

2) For λ ∈ S , the distribution Fk(ϕ, λ) is smooth in x ∈ X and is a solution
of the equation:

(∆ − πS (λ))Fk(ϕ, λ) = 0. (3.17)
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Proof:

Let g ∈ C∞
c (X,E). Then,

〈Fk(ϕ, λ), g〉dist = 〈κkhk(ϕ, λ)−(H−λ)−1((∆−λ)κkhk(ϕ, λ)), g〉dist. (3.18)

Observe that the function λ 7→ 〈κkhk(ϕ, λ), g〉dist extends holomorphically
to S . Then we have to analyze the second term. Choose T > 1 in such a
way that supp(g) ⊂ XT . Using that UTθ is unitary for θ ∈ IR+, and that
g ∈ VT (for T large enough), we have for λ ∈ IC − IR+, and θ ∈ IR+:

〈R(λ)(∆ − λ)(κkhk(ϕ, λ)), g〉dist =

〈(TUθ)R(λ)(TUθ)
−1(TUθ)((∆ − λ)(κkhk(ϕ, λ))),T Uθg〉L2(X,E)

= 〈R(λ, θ, T )(TUθ)((∆ − λ)κkhk(ϕ, λ)), (TUθ)g〉L2(X,E)

(3.19)

Corollary 7 implies that we can take the analytic vectors AT associated
to UTθ in such a way that (∆ − λ)(κkhk(ϕ, λ)) ∈ AT . Recall also that, if
T1 ≤ T2 we suppose that AT1 ⊂ AT2. Using the general Aguilar-Balslev-
Combes theory (see theorem 30) for θ ∈ Γ fixed, this choice of AT implies
that the analytic extension of the function

λ 7→ 〈R(λ, θ)UTθ ((∆ − λ)κkhk(ϕ, λ)), UTθ g〉L2(X,E)

is independent of T (for T large enough) and that the functional is contin-
uous respect the Frechet structure of C∞

0 (X,E). This proves that Fk(ϕ, λ)
is a well defined distribution for λ ∈ S .

For proving that Fk(ϕ, λ) ∈ C∞(X,E), observe that it is a solution of
equation (3.17) and H is a uniformly elliptic operator. ⊔⊓

3.2 The generalized eigenfunctions associated to

H(3)

Let φ ∈ L2(Y, S) be an eigenfunction of H(3) with eigenvalue µ and such
that ||φ||L2(Y,S) = 1. In this section, for k = 1, 2, we consider the generalized

eigenfunctions Ek(φ, λ) of H(k) parametrized in such a way that

H(k)Ek(φ, λ) = λEk(φ, λ). (3.20)

We observe that, from the results of [21], it follows that the functions
Ek(φ, λ) are defined for λ ∈ S (see (3.3) for a definition of S ). We have
the following theorem:
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Theorem 14 [21] Let bi be the self-adjoint extension of − ∂2

∂u2
i

, acting on

L2( IR+) with Von Neumann boundary conditions, for i = 1, 2. Suppose that
j, k ∈ {1, 2} and j 6= k, then:

i) The wave operators Wk,±(H(k), bj ⊗ 1 + 1⊗H(3)) exists and are com-
plete.

ii) Wk,±(H(k), bj⊗1+1⊗H(3))f(zk) =
∑∞

l=0

∫∞
µl
Ek(φl, λ)(zk)f(λ) dλ√

λ−µl
,

where {φl, µl}∞l=0 is a spectral resolution of H(3).

In the next definitions and calculations we often use the index j, k in such a
way that j, k ∈ {1, 2} and j 6= k. We use this notation because on Zj × IR+

the variable that belongs to IR+ is denoted by uj , and the real variable in
the cylinder Y × IR+, by uk. Observe that the term

P (φ, λ1, λ2) :=(∆ − πS (λ1) − πS (λ2) − µ){
2
∑

k=1

(

κke
−i
√
λjukEk(φ, λk + µ)

)

− κ1κ2e
−i

√
λ1u2e−i

√
λ2u1φ},

makes sense for S , since the functions λ 7→
√
λ and λk 7→ Ek(φ, λk +µ) can

be extended from IC− IR+ to S . We show that P (φ, λ1, λ2) ∈ L2(X,E) for
Re(λk) < −µ. We have:

P (φ, λ1, λ2) = −
2
∑

k=1

e−i
√
λjuk{∂kk(κk) + 2

√

λj∂k(κk)} (Ek(φ, λk + µ)

−κje−i
√
λkujφ

)

.

(3.21)

Observe that Ek(φ, λk + µ) − κje
−i

√
λkujφ ∈ L2(Zk, Ek) for Re(λk) < −µ,

k = 1, 2. Hence

∂kk(κk)
(

Ek(φ, λk + µ) − κje
−i

√
λkujφ

)

and

∂k(κk)
(

Ek(φ, λk + µ) − κje
−i

√
λkujφ

)

are in L2(X,E).

What proves P (φ, λ1, λ2) ∈ L2(X,E) for Re(λk) < −µ, k = 1, 2.
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For Re(λk) < −µ, k = 1, 2, define:

F (φ,λ1, λ2) :=

2
∑

k=1

(

κke
−i
√
λjukEk(φ, λk + µ)

−κkκje−i
√
λk+µuje−i

√
λjukφ

)

− (H − λ1 − λ2 − µ)−1 ((∆ − λ1 − λ2 − µ)

{
(

2
∑

k=1

κke
−i
√
λjukEk(φ, λk + µ)

)

− κ1κ2e
−i

√
λ1+µu2e−i

√
λ2u1φ}

)

.

(3.22)

Now we prove that F (φ, λ1, λ2) is well defined. For that, we observe that
λ1 + λ2 +µ is in the resolvent set of H, because Re(λ1 + λ2 +µ) < 0. Then
(H − λ1 − λ2 − µ)−1 makes sense. Since:

F (φ,λ1, λ2) =

(

2
∑

k=1

κke
−i
√
λjukEk(φ, λk + µ)

)

− κ1κ2e
−i

√
λ1u2e−i

√
λ2u1φ

− (H − λ1 − λ2 − µ)−1 (P (φ, λ1, λ2)) ,

(3.23)

and above we proved that P (φ, λ1, λ2) ∈ L2(X,E). Then, we can conclude
that F (φ, λ1, λ2) is in fact well defined for Re(λk) < −µ, k = 1, 2.

It is easy to see that F (φ, λ1, λ2) is a generalized eigenfunction of H, more
explicitly:

∆(F (φ, λ1, λ2)) = (λ1 + λ2 + µ)F (φ, λ1, λ2), (3.24)

for Re(λk) < −µ, k = 1, 2.

Denote by θ− the complex number such that 1
(θ−+1)2

= −π/8. Define the
set

Λ− := +−1
(

IC − σ(Hθ−)
)

∩ {(λ1, λ2) ∈ IC2 : λk /∈ σ(Hθ−)}. (3.25)

where we are denoting by + : IC × IC → IC the function (λ1, λ2) 7→ λ1 + λ2.

We will extend (λ1, λ2) 7→ F (φ, λ1, λ2) from the domain

{(λ1, λ2) ∈ IC : π/4 < arg(λk) < π/2 for k = 1, 2}

to Λ−. The following proposition shows that Λ− is a domain.
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Proposition 36 Λ− is an open path-connected set.

Proof:

Λ− is the intersection of the inverse, under the continuous function +, of
the open set IC − σ(Hθ−), and the open set {(λ1, λ2) ∈ IC2 : λk /∈ σ(Hθ−)};
hence, it is open.

The proof that Λ− is path connected is based in the three following ob-
servations. The first one is that the product of upper half-planes, IH× IH, is
contained in Λ−. The second one is that IH× IH is path connected. The last
observation is that all elements of Λ− are path connected to an element of
IH × IH. Now we prove the third observation.

Take (λ1, λ2) ∈ Λ−. Let z0 ∈ IH be such that λ1 + z0 /∈ σ(Hθ−) and
λ2 + z0 /∈ σ(Hθ−). Let f : [0, 1] → IC be a path joining λ2 and z0 in such a
way that z0 + λ1 + λ2 − f(t) /∈ IC − σ(Hθ−) and z0 + λ2 − f(t) /∈ σ(Hθ−).
Such a path exists because we know σ(Hθ−), see equation (2.5). Define the
path α1(t) := (λ1, z0 +λ2 − f(t)) for t ∈ [0, 1]; α1 joins (λ1, λ2) and (λ1, z0).
α1(t) ∈ Λ− by the way we chose f(t).

Choose g : [0, 1] → IC, path joining z0 and λ1, in such a way that z0 +
λ1 + λ2 − g(t) /∈ IC − σ(Hθ−) and z0 + λ1 − g(t) /∈ σ(Hθ−). Define α2(t) :=
(z0 + λ1 − g(t), z0), α2 joins (λ1, z0) and (z0, z0). Concatenating α1 and α2,
we prove the third observation and with it the proposition. ⊔⊓

We will apply the analytic dilation method for extending F (φ, λ1, λ2). The
following proposition is necesary for taking that approach.

Proposition 37 Suppose (λ1, λ2) ∈ Λ− and k = 1, 2. Then

Uk,θ

(

Ek(φ, λk + µ) − κje
i
√
λkujφ

)

∈ L2(Zk, Ek) (3.26)

for all θ such that −π/8 < arg( 1
(θ+1)2 ) < 3π/16.

Proof:

Observe that for θ ∈ IR+ and Re(λk) < −µ, we have:

Uk,θ

(

Ek(φ, λk + µ) − κje
i
√
λkujφ

)

= Uk,θ

(

(H(k) − λk − µ)−1{(∆Zk
− λk − µ)(κje

i
√
λkujφ)}

)

= Rk(λk + µ, θ))−1{Uk,θ(∆Zk
− λk − µ)(κje

i
√
λkujφ)},

(3.27)
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where Rk(λk+µ, θ) denotes the operator Uk,θ((H
(k) −λk−µ)−1U−1

k,θ , that is

the resolvent of H
(k)
θ = Uk,θH

(k)U−1
k,θ . Equations (3.27) hold for all −π/8 <

arg( 1
(θ+1)2 ) < 3π/16 and Re(λk) < −µ. In particular they hold for Re(λk) <

−µ and θ−, i.e.

Uk,θ−

(

Ek(φ, λk + µ) − κje
i
√
λkujφ

)

= Rk(λk + µ, θ−))Uk,θ−{(∆Zk
− λk − µ)(κje

i
√
λkujφ)}.

(3.28)

Observe that

Uk,θ{(∆Zk
−λk−µ)(κje

i
√
λkujφ)} = (∆Zk

−λk−µ)(κje
i
√
λkujφ) ∈ L2(Zk, Ek),

(3.29)
taking Uk,θ =T Uk,θ, for T large enough. Hence, the last term of (3.28) is
well defined and, it is in L2(Zk, Ek) for (λ1, λ2) ∈ Λ−. ⊔⊓

From the equation (3.21) and the above proposition we deduce the following
corollary.

Corollary 8 Suppose (λ1, λ2) ∈ Λ−. Then

UθP (φ, λ1, λ2) ∈ L2(X,E) (3.30)

for all θ such that −π/8 < arg( 1
(θ+1)2 ) < 3π/16.

The next theorem provides the meromorphic extension of the function (λ1, λ2) 7→
F (φ, λ1, λ2).

Theorem 15 Let φ be an eigenfunction of H(3) with eigenvalue µ.

1) The function (λ1, λ2) 7→ F (φ, λ1, λ2), taking values on C∞
c (X,E)′, ex-

tends meromorphically from Re(λi) < −µ for i = 1, 2 to a function with
domain Λ− with values on C∞

c (X,E)′.

2) For (λ1, λ2) ∈ Λ−, the distribution F (φ, λ1, λ2) is smooth in x ∈ X
and satisfies the equation:

(∆ − λ1 − λ2 − µ)F (φ, λ1, λ2) = 0. (3.31)
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Proof:

Let g ∈ C∞
c (X,E)′. Then,

〈F (φ, λ1, λ2), g〉dist =<

(

2
∑

k=1

κke
−i
√
λjukEk(φ, λk + µ)

)

− κ1κ2e
−i

√
λ1u2e−i

√
λ2u1φ

− (H − λ1 − λ2 − µ)−1 (P (φ, λ1, λ2)) , g〉dist.

(3.32)

For Re(λi) < −µ, i = 1, 2, consider the function h:

h(λ1, λ2) :=〈
(

2
∑

k=1

κke
−i
√
λjukEk(φ, λk + µ)

)

− κ1κ2e
−i

√
λ1u2e−i

√
λ2u1φ, g〉dist

(3.33)

In [21], λk 7→ Ek(φ, λk) is extended meromorphically to a Riemann surface
Σ. With this result we can prove that (λ1, λ2) 7→ Ek(φ, λk) is meromorphic
in Λ−. Since the square roots are also defined on Λ−, we have proved that
h is meromorphic in Λ−.

Our next goal is to prove that the function

(λ1, λ2) 7→ 〈(H − λ1 − λ2 − µ)−1 (P (φ, λ1, λ2)) , g〉L2(X,E) (3.34)

extends meromorphically to Λ−. For simplifying the notation we denote
(TUθ), considering T large enough, by Uθ. Observe that for θ ∈ IR+,
Re(λi) < −µ for i = 1, 2 and T large enough, the following calculation
holds:

〈(H − λ1 − λ2 − µ)−1 (P (φ, λ1, λ2)) , g〉L2(X,E)

= 〈Uθ(H − λ1 − λ2 − µ)−1 (P (φ, λ1, λ2)) , Uθg〉L2(X,E)

= 〈Uθ(H − λ1 − λ2 − µ)−1U−1
θ Uθ (P (φ, λ1, λ2)) , Uθg〉L2(X,E)

= 〈R(λ1 + λ2 + µ, θ)Uθ (P (φ, λ1, λ2)) , Uθg〉L2(X,E).

(3.35)

For θ ∈ IR+ and Re(λi) < −µ, for i = 1, 2, corollary 8 proves that
Uθ (P (φ, λ1, λ2)) ∈ L2(X,E). Hence the above calculation holds for −3π/8 <
arg( 1

(θ+1)2
) < 3π/8 and Re(λi) < −µ for i = 1, 2. In particular it holds for

θ−. The last term of (3.35) evaluated in θ = θ− is defined for (λ1, λ2) ∈ Λ−.
Hence, it provides the meromorphic extension of (3.34). The uniqueness
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of the meromorphic extension implies that we can use (3.35) for defining
F (ϕ, λ1, λ2) ∈ C∞

c (X,E)′ for λ1, λ2 ∈ Λ−. We have proved part 1 of the
theorem.

For proving that F (φ, λ1, λ2) ∈ C∞(X,E), we observe that F (φ, λ1, λ2)
satisfies the equation

(∆ − λ1 − λ2 − µ)F (φ, λ1, λ2) = 0

for Re(λi) < −µ, and by analyticity, for (λ1, λ2) ∈ Λ−. The ellipticity of ∆
proves that F (φ, λ1, λ2) is in C∞(X,E). ⊔⊓

Let θ+ be the complex number such that 1
(θ++1)2

= −π/8. Define:

Λ+ := +−1
(

IC − σ(Hθ+)
)

∩ {(λ1, λ2) ∈ IC2 : λk /∈ σ(Hθ+)}. (3.36)

Compare the above set with the set defined in 3.25. The following theorem
is similar to theorem 15 but it rotates the essential spectrum in the opposite
direction. It is proved in the same way.

Theorem 16 Let φ be an eigenfunction of H(3) with eigenvalue µ.

1) The function (λ1, λ2) 7→ F (φ, λ1, λ2), taking values on Γc(E)′, extends
meromorphically from λi < −µ for i = 1, 2 to a function with domain Λ+

with values on Γc(E)′.

2) For (λ1, λ2) ∈ Λ+, the distribution F (φ, λ1, λ2) is smooth in x ∈ X
and satisfies the equation:

(∆ − λ1 − λ2 − µ)F (φ, λ1, λ2) = 0. (3.37)
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Appendix A

The essential spectrum of

closed operators

In this appendix we collect some facts about the essential spectrum of a
closed operators. Let A : Dom(A) ⊂ H → H be a closed operator in a
Hilbert space H . In the case that A is not self-adjoint, there are different
versions of what should be considered the essential spectrum. According
to [11] pag 415, there are 5 different types of essential spectrum. They are
defined by σek(T ) := IC − ∆k where:

• ∆1(T ) := {λ ∈ IC : T − λ is semifredholm}.

• ∆2(T ) := {λ ∈ IC : T − λ is semifredholm and dimKer(T − λ) <∞}.

• ∆3(T ) := {λ ∈ IC : T − λ is semifredholm and its rank is finite
codimensional }.

• ∆4(T ) := {λ ∈ IC : T − λ is a Fredholm operator}.

• ∆5(T ) := union of all the components of ∆1(T ) which intersect the
resolvent ρ(T ) of T .

Apart of this appendix, in this thesis we denote by Ness(T ) the set σe2(T ).
The sets σek(T ) are essential in the sense that they remain unchanged under
the perturbation of a compact operator, more precisely:

Theorem 17 ([11],page 418)Let T be a closed operator densely defined.
Suppose that K is T -compact operator then:

σek(T +K) = σek(T ), (A.1)

for k = 1, 2, 3, 4, 5.
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Given a closed operator A, we recall the definitions of pure point, discrete,
and essential spectrum:

σpp(A) := {λ ∈ IC : is the set of eigenvalues of A}.
σd(A) := {λ ∈ IC : λ is an isolated eigenvalue of A of finite algebraic multiplicity}.
σess(A) := σ(A) − σd(A).

(A.2)

Let λ0 ∈ IC be an isolated point of the spectrum σ(A). Let Γ be a closed
curve enclosing λ but no other point of σ(A); we called such a contour
admissible. Denote:

P0 :=

∫

Γ
RA(z)dz. (A.3)

In [17], the operators P0 are called Riez projections. We collect, without
a proof, some properties of Riez projection in the following theorem some:

Theorem 18 ([17], section 6.1) Let λ0 ∈ σ(A) be an isolated point of the
spectrum σ(A) of a closed operator A, and P0 as in (A.3). Then:

a) P0 is independent of the admissible contour Γ i.e. Γ is a subset of
ρ(A), the resolvent of A, and Γ does not contain other point of σ(A)
but λ.

b) P 2
0 = P0.

c) If E0 denotes the space of eigenfunctions with eigenvalue λ0, then

E0 is a subspace of P0(H ). (A.4)

d) If A is self-adjoint E0 = P0(H ).

We recall that the algebraic multiplicity of λ is the dimension of the
space X0(λ) := Pλ(H ). The following expression of the projection on the
space of eigenvectors of a given eigenvalue is important in appendix B; it
plays a role similar to the role that play the Riez projections in that ap-
pendix.

Theorem 19 ([17], page 67) Let A be a self-adjoint operator on the Hilbert
space H with an embedded eigenvalue λ. The projection onto the eigenspace
Eλ is given by:

Pλ = s− lim
ǫ→0±

(−iǫ)(A − λ− iǫ)−1. (A.5)
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We observe that Pλ in the above theorem does not depends on how we ap-
proach 0.

In sections 1.4 and 2.5 we calculate σe2(∆θ) and σe2(Hθ). We find σess(∆θ)
and σess(∆θ) using the methods described in D, and the calculations of
σe2(∆θ) and σe2(Hθ). In this appendix we described the relation between
σe2(A) and σess(A) for A a closed operator.

We begin by proving that σe2(A) is the spectrum associated to singular
sequences, that we define now:

Definition 2 A sequence (fn)n∈ IN ⊂ Dom(A) is a singular sequence for

A associated to the value λ ∈ IC if and only if

i) ||fn|| = 1 and (fn)n∈ IN has no convergent subsequence.

ii) limn→∞ ||(A− λ)fn|| = 0.

The singular sequences are also called Weyl sequences.

The following theorems and lemmas are classic; they contain information
about closed operators that we will use in the characterization of the es-
sential spectrum in terms of the singular sequences. The next lemma is
implicitly proved in [22].

Lemma 8 ([22], page 231) Let B : Dom(B) ⊂ H → H be a closed oper-
ator, then
i) Ker(B) is closed.

ii)Let H̃ := H /ker(B). Define

Dom(B̃) := {ũ ∈ H̃ : if u ∈ ũ then u ∈ Dom(B)}.

Then: B̃ : Dom(B̃) ⊂ H̃ → H is a closed operator.

We have the following corollary.

Corollary 9 Suppose that A is a closed operator with Im(A) not closed.
Then for all n ∈ IN there exists ϕ such that ||Aϕ|| = 1 and ||ϕ|| > n.

Proof:

Suppose that Im(A) is not closed, then there exists a sequence un ∈ Dom(A)
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such that Aun is Cauchy but limn→∞Aun /∈ Im(A). Then, the Ã−1 :
Im(A) → H̃ is not bounded. It is so because, if Ã−1 were continuous, then:

|un − um| = |Ã−1A(un − um)| = |A(un − um)|, (A.6)

that proves that un is Cauchy, and hence limn→∞ un = u exists. Since A is a
closed operator, this would imply Au = limn→∞Aun, that is a contradiction.

Since Ã−1 is not bounded, there exists ψ ∈ H such that ||ψ|| = 1 and
Ã−1ψ =: [ϕ] with ||[ϕ]|| > n. Since

n < ||[ϕ]|| = inf
z∈KerA

||ϕ− z|| ≤ ||ϕ||,

we have proved the corollary. ⊔⊓

The restriction of a a closed operator to a closed subspace is closed, as
is proved in the next proposition.

Proposition 38 Let B : H → H be a closed operator. If Γ ⊂ H is a
closed subspace of H , then B|Γ is a closed operator from Γ to H .

Proof:

Graph(B|Γ) = Graph(B) ∩ (Γ × H ). ⊔⊓

Let M,N be closed subspaces of H . For M * N , we define (see [22]
page 219):

γ(M,N) := inf
u∈M,u/∈N

dist(u,N)

dist(u,M ∩N)
. (A.7)

If M ⊂ N we define γ(M,N) := 1. γ(M,N) determines when the sum of
two closed subspaces, M +N , is closed.

Theorem 20 ([22] page 219) M +N is closed if and only if γ(M,N) > 0

As a consequence of the above theorem we have:

Corollary 10 Let Γ be a finite dimensional subspace of H and Λ be a
closed subspaces of H . Then Γ + Λ is closed.

Proof:

Let {ϕi}∞i=0 be an orthonormal basis of H with {ϕ}mi=0 basis of Λ ∩ Γ
and {ϕi}Ni=0 basis of Γ. Let u ∈ Λ, u /∈ Γ. Denote by PΛ the orthogo-
nal projection of H over Λ. Then, PΛu =

∑N
i=0 < u,ϕi > ϕi. Then:
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dist(u,Γ) =
√

∑∞
i=N+1 | < u,ϕi > |2. Similarly, we can prove dist(u,Γ ∩

Λ) =
√

∑∞
i=m+1 | < u,ϕi > |2. Hence:

γ(Λ,Γ) = inf
u∈Λ,u/∈Γ

dist(u,Γ)

dist(u,Γ ∩ Λ)
=

inf
u∈Λ,u/∈Γ

√

∑N
i=m+1 | < u,ϕi > |2 +

∑∞
i=N+1 | < u,ϕi > |2

∑∞
i=N+1 | < u,ϕi >2 | ≥ 1,

and one can see γ(Λ,Γ) = 1 > 0. ⊔⊓

Theorem 21 Suppose dimKer(A) <∞. Then there exists an orthonormal
sequence ϕn such that limn→∞||Aϕn|| = 0 if and only if ImA is not closed.

Proof:

Suppose that ImA is not closed. By corollary 9 there exists ψ1 such that
||ψ1|| > 1 and ||Aψ1|| = 1. Suppose we have constructed ψ1, ..., ψN orthog-
onal with the properties (ψi, ψj) = 0 if i 6= j, ||ψi|| > i and ||Tψ|| = 1. We
construct ψN+1 such that ψN+1 is orthogonal to ψ1, ..., ψN and ||ψN+1|| >
N + 1 and ||AψN+1|| = 1. Observe that A|<ψ1,...,ψN>⊥ is a closed op-

erator from < ψ1, ..., ψN >⊥ to H by proposition 38. Since Im(A) =
Im(A|<ψ1,...,ψN>⊥) + Im(A|<ψ1,...,ψN>), by corollary 10, Im(A|<ψ1,...,ψN>⊥)

is not closed. Hence we can find ψN+1 ∈< ψ1, ..., ψN >⊥ with the mentioned
properties. Taking ϕn := ψn

||ψn|| , we have ||ϕn|| = 1 and ||Aϕn|| ≤ 1
n = 0.

Suppose that there exists an orthonormal sequence such that limn→∞||Aϕn|| =
0. By the closed graph theorem is enough to prove Ã−1 is not bounded. For
n big enough, ϕn ⊥ Ker(A)

||Ã
−1(Aϕn)

||Aϕn||
|| = ||[ ϕn

||Aϕn||
]|| = inf

z∈Ker(A)
|| ϕn
||Aϕn||

+ z|| ≥ ||Aϕn||−1.⊔⊓

We have the following criterion for σe2(A). It is an easy corollary of the
above theorem.

Theorem 22 ([11] page 415) (Weyl criterion) Let A be a closed operator.
Then λ ∈ σe2(A) if and only if there exists (ψn)n∈ IN ⊂ Dom(A) singular
sequence. Moreover, the singular sequence can be taken orthonormal.

Proof:

Suppose λ ∈ σess(A) then dim(Ker(A− λ)) is infinite or Im(A− λ) is not
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closed. If dim(Ker(A − λ)) is infinite we can find an orthogonal basis ϕi
of Ker(A − λ), this sequence satisfies obviously limn→∞||(A − λ)ϕn|| = 0.
If dim(Ker(A − λ)) is finite, then we can apply theorem 21 for finding a
orthonormal singular sequence.

Suppose, there exists an orthonormal singular sequence associated to λ.
If dim(Ker(A − λ)) is infinite we have that by definition λ ∈ σess(A). If
dim(Ker(A− λ)) is finite we can apply again theorem 21. ⊔⊓

Following [42], page 18, we define the ascendant, descent, nullity and
defect of a closed operator A : H → H . These numbers will be im-
portant for identifying the isolated elements of the spectrum that belong
to the discrete spectrum (see theorems 24 and ). In particular, for prov-
ing that σe2(A) is a subset of σess(A). The nullity of A is the dimen-
sion of Ker(A) and it shall be denote n(A); the dimension H /Im(A) is
the defect of A and it shall be denoted by d(A). For defining the de-
scent of of A consider the sequence A,A2, An, · · · . Given n ∈ IN define
Dom(An) := {x : Ax, · · · , Anx ∈ Dom(A)}. We can consider the image
and kernel of these operator. According to [42], page 18, it is a known fact:

Ker(An) ⊂ Ker(An+1) and Im(An+1) ⊂ Im(An), (A.8)

for n ≥ 0. The smallest non-negative integer m such that Ker(Am) =
Ker(Am+1) is called the ascent of A and it shall be denoted α(A), if such
smallest m does not exist we define α(A) = ∞. Similarly the smallest
non-negative integer such that Im(Am+1) = Im(Am) is called descent and
it shall be denoted δ(A). The following theorem characterizes poles of the
resolvent of A in terms of the numbers ascendant, descent, nullity and defect.

Theorem 23 ([42], theorem 9.1, page 44) Let A be a closed operator. Sup-
pose λ0 is an isolated point of σ(A) and let m be a positive integer. Then
λ0 is a pole of order m if and only if

α(A− λ0) = δ(A − λ0) = m, (A.9)

and Im((A− λ0)
m) is closed.

The next theorem characterizes poles of A in terms of the Riez projections
and the ascendant, descent, nullity and defect.
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Theorem 24 ([42], theorem 9.2, page 46) Suppose that λ0 is an isolated
point of σ(A). Let P0 be the projection associated to λ0 as in (A.3). Suppose
dimP0(H ) <∞. Then:

α(λ0 −A) = δ(λ0 −A) <∞ (A.10)

and
n(λ0 −A) = d(λ0 −A) <∞. (A.11)

Also Im
(

(λ0 −A)k
)

is closed for k = 1, 2, 3.... It then follows that λ0 is a
pole of λ 7→ (λ−A)−1.

As a corollary of the above theorem, we have:

Corollary 11 σe2(A) ⊂ σess(A).

Proof:

We prove σess(A)c ⊂ σe2(A)c. Suppose λ ∈ σess(A)c, then λ ∈ σd(A). Hence
λ is an isolated point of σ(A) and λ has finite algebraic multiplicity. Then,
we can apply theorem 24 for proving that A−λ is semi-Fredholm, and hence
λ /∈ σe2(A)c.⊔⊓

In appendix D we give conditions for having σe2(A) = σess(A).
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Appendix B

Aguilar-Balslev-Combes

theory

In this appendix we adapt the method of analytic dilation to the setting on
which it is applied in the thesis, i.e for describing the essential and pure point
spectrum of compatible generalized Laplacians on manifolds with cylindri-
cal ends and manifolds with corners of codimension two. Our main result is
theorem 25.

In [2], the method of analytic dilation was adapted for describing the spec-
trum of the Laplacian on surfaces with cusps. In [27], the method was
adapted for describing the spectrum of the Laplacian on SL(3)/SO(3). Our
results are analogous to those described in theorem 1.1 of [2] and to certain
results of [3] and [27]. See also [17] for an explanation of the analytic dilation
method similar to the given here.

Now we abstract the common properties of the analytic dilation of the
operators Hθ, for H a generalized Laplacian on compatible structures on
manifolds with cylindrical end, described in section 1, or on complete man-
ifolds with corner of codimension 2, described in section 2. Before to give
the main properties that the analytic dilations of these operators share, we
establish some notation. Denote the set:

Γ := {(x, y) ∈ IC : x > 0 and |y| < x}. (B.1)

We recall that, for θ ∈ IC−(−∞, 0], we define the parameter θ′ := 1
(θ+1)2

. We

remark that taking the parameters θ in the set Γ guarantees that the essen-
tial spectrum of the operator ∆θ (see section 1.4) and the essential spectrum
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Hθ (see section 2.5) are included in the right half plane. In fact, the essential
spectrum of these operators is given by a discrete union of positive transla-

tions of the half line θ′ IR+, and Re(θ′) = Re( 1
(θ+1)2

) = Re(θ+1)2−Im(θ)2

|(θ+1)2| > 0.

Let A ≥ 0 be a self-adjoint operator with a dense domain Dom(A) ⊂ H ,
H a Hilbert space. In the following hypothesis about the operator A, one
should have in mind the properties of the analytic dilations of the opera-
tors ∆ and H of the sections 1 and 2. Suppose A satisfies the following
assumptions:

1) There exists a family of linear operators Uθ, θ ∈ Γ such that for θ ∈
IR+, Uθ is unitary and the family extends continuously to 0 with
U0 = Id. Furthermore there exists a dense set of vectors V ⊂ H such
that:

1.1) For ψ ∈ V the map θ 7→ Uθψ is analytic on Γ with values in H .

1.2) For θ ∈ Γ, Uθ(V ) is dense in H .

2) For θ ∈ IR+, the family of operators Aθ := UθAU
−1
θ extends analyti-

cally to a family of type A on Γ (see definition 1).

3) There exists an increasing sequence (γi)i∈ IN in IR+, limi→∞ γi = ∞,
such that, for θ ∈ Γ,

σess(Aθ) = ∪∞
i=0

(

γi + θ′ IR+

)

. (B.2)

where θ′ := 1
(θ+1)2

. We call the set (γi)i∈ IN, the set of thresholds of

A. We denote it by τ(A).

Observe that, as a consequence of 3), σess(A0) = [γ0,∞). All the results
that we derive from 1), 2), and 3) hold if we allow complex numbers z, in
the discrete sequence (γi)i∈ IN of 3), with imaginary part positive or negative
depending of 0 < arg(θ′) < π/2 or −π/2 < arg(θ′) < 0.

Definition 3 The family Uθ satisfying 1) and 2) above is called analytic

dilation family for A. The dense set of vectors V is called analytic

vectors for Uθ.

In chapters 1 and 2 we construct analytic dilation families for the compati-
ble generalized Laplacians of manifolds with cylindrical ends and complete
manifolds with corner of codimension 2. For a compatible generalized Lapla-
cian on a manifold with cylindrical end, 1) and 3) follow from (1.44). In
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particular, in this case, γ0 > 0 if and only if the Laplacian on the boundary,
∆Y , is invertible, i.e. Ker(∆Y ) = {0}. Properties 2.1) and 2.2) are proved
in section 1.5. 3) is proved in section 1.3.

Similarly, for a compatible generalized Laplacian on a complete manifold
with corners of codimension 2, 1) and 4) follow from theorem 10. In partic-
ular, γ0 > 0 if and only if the Laplacians on the manifolds with cylindrical
ends, denoted by H(1) and H(2), and the Laplacian on the corner, denoted
by H(3), satisfy Ker(H(k)) = {0} for k = 1, 2, 3. Properties 2.1) and 2.2)
are proved in section 2.6. 3) is proved in section 2.2.

We observe that the parameter θ′ appears naturally in the description of
Hθ for the Laplacian H on both manifolds with cylindrical ends and mani-
folds with corners of codimension two, see propositions 2 and 20.

Define
Λ := {(x, y) ∈ IC : x < 0}. (B.3)

Recall that Γ := {θ := θ0 + iθ1 ∈ IC : θ0 > 0, θ0 ≥ |θ1| and θ2
1 <

1
2}. The

next theory can be deduced taking the parameter θ in different Γ’s, however
we use the set Γ defined before because it is the set used in section 1.7.

In this appendix we give the implications on the spectrum of A of prop-
erties 1), 2) and 3). The main result of this appendix is the next theorem.

Theorem 25 Let Uθ and V be an analytic dilation family for A and its
analytic vectors. Suppose Uθ,V satisfies 1), 2), 3). Then

a) The set of non-threshold eigenvalues, σpp(A)∩(τ(A)c), is equal to σpp(Aθ)∩
IR, for all θ ∈ Γ; moreover, if Im(θ′) 6= 0, then σpp(A) ∩ (τ(A)c) =
σd(Aθ)∩ IR, and, given λ0 non-threshold eigenvalue, the eigenspace Eλ0(A)
associated to A and λ0 has finite dimension bounded by the algebraic multi-
plicity of the pole λ0 of λ 7→ R(λ, θ). This algebraic multiplicity is indepen-
dent of θ ∈ Γ − IR+.

b) Fix θ ∈ Γ. For f, g ∈ V the function

λ 7→ 〈RA(λ)f, g〉

has a meromorphic continuation from Λ to IC−
(
⋃

(γi + θ′ IR+)∪ σpp(Aθ)
)

.
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c) A has no singular spectrum.

d) Let θ1, θ2 ∈ Γ be such that arg(θ′1) ≥ arg(θ′0) for 0 < arg(θ′i) < π/2,
we have:

σpp(Aθ0) = σpp(Aθ1) ∩ σpp(Aθ0). (B.4)

e) If λ ∈ σpp(A) and λ /∈ τ(A), i.e. if λ is an L2-eigenvalue that is not
threshold, then λ is isolated (respect to the eigenvalues of A). In case that
non-threshold eigenvalues of A accumulate, they accumulate on the set of
thresholds or on ∞.

f) If γ0 > 0 then σd(A) is a discrete subset of [0, γ0) and its unique pos-
sible accumulation point is γ0. If γ0 = 0, σd(A) = ∅.

We remark that the set σpp(A) could be empty, finite or infinite.

The following propositions, lemmas and corollaries prove the above theorem,
and give more information about the relations between different analytic di-
lation families associated to the same operator.

B.1 Meromorphic extension of the resolvent, res-

onances and absence of sing. spec.

Denote by R(λ) the resolvent of A. We will denote R(λ, θ) the resolvent of
Aθ.

Lemma 9 Suppose that f, g ∈ V and denote r(λ) := 〈R(λ)f, g〉 and sθ(λ) :=
〈UθR(λ, θ)Uθf, g〉. Then: ∀(θ, λ) ∈ Γ × Λ, sθ(λ) = r(λ).

Proof:

θ ∈ Γ implies that Re(θ′) ≥ 0. Then, property 3) implies that all σ(Aθ),
but the discrete subset σd(Aθ), is contained on IC−Λ. Then, sθ(λ) is mero-
morphic on (θ, λ) in Γ×Λ. This and the fact that r(λ) = sθ(λ) on IR+ ×Λ
finish the proof. ⊔⊓

The following theorem is a corollary of the above lemma and the uniqueness
of the meromorphic extensions. We recall that σess(Aθ0) is given in (B.2).

Theorem 26 Suppose f1, f2 ∈ V and θ0, θ1 ∈ Γ. We have:

i) If θ0 ∈ Γ, 0 < θ′0 < π/2, then the map λ 7→ 〈R(λ)f1, g1〉 has a mero-
morphic extension from Λ to IC−σess(Aθ0) whose poles are contained in
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{λ ∈ IC−σess(Aθ0) : Im(z) > 0}. Similarly, if θ0 ∈ Γ, −π/2 < θ′0 < 0,
then λ 7→ 〈R(λ)f1, f2〉 has a meromorphic extension to IC − σess(Aθ0)
whose poles are contained in {λ ∈ IC − σess(Aθ0) : Im(z) < 0}.

iii) Suppose 0 < θ0 ≤ θ1 < π/2. Denote by R1 the meromorphic extension
of λ 7→ 〈R(λ)f1, f2〉 to IC − σess(Aθ0); denote by R2 the meromorphic
extension of λ 7→ 〈R(λ)f1, f2〉 to IC − σess(Aθ1). Then R1(λ) = R2(λ)
for λ ∈ IC − σess(Aθ0) not a pole.

In the next corollary we express i) of theorem 26 in terms of the Riemann
surface S defined in (3.3).

Corollary 12 If f, g ∈ V , then map λ 7→ 〈R(λ)f, g〉 has a meromorphic
extension from Λ to S with poles contained in Sπ/4 ∪ S−π/4, where S ,
Sπ/4 and S−π/4 were defined in (3.3).

Proof:

The corollary follows from taking θ0 = ±π/4 in i) of theorem 26.⊔⊓

In order to show that A has no singular spectrum we make use of the fol-
lowing theorems:

Theorem 27 ([33],page 407) Let H be a self-adjoint operator with resolvent
R(λ) := (H − λ)−1. Let (a, b) be a bounded interval and ϕ ∈ H . Suppose
that there exists p > 1 for which:

sup0<ǫ<1

∫ b

a
|Im(ϕ,R(x + iǫ)ϕ)|pdx <∞. (B.5)

Then E(a,b)ϕ ∈ Hac.

Theorem 28 ([33],page 408) Let H be a self-adjoint operator with resolvent
R(λ) := (H −λ)−1. Let (a, b) be a bounded interval. Suppose that there is a
dense subset D in H so that for ϕ ∈ D the inequality (B.5) holds for some
p > 1. Then H has purely absolutely continuous spectrum on (a, b).

We obtain:

Theorem 29 A has no singular spectrum. We have σ(A) = σac(A)∪σpp(A)
where σac(A) = σess(A) = [γ0,∞).

Proof:

Let {γ̃i}i∈ IN := {γi} ∪ ⋂θ∈U σpp(Aθ) and consider (a, b) a subinterval of
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(γ̃i, γ̃i+1). Observe that theorem 26 guarantees that for all f ∈ V there
exists a p > 1 for which:

sup0<ǫ<1

∫ b

a
|Im(f,R(x+ iǫ)f)|pdx <∞.

Now we can use theorem 28 and conclude that A has no singular spectrum
in (a, b). Hence, A has no singular spectrum. ⊔⊓

From the assumption 3), we can deduce:

Corollary 13 Aθ is Fredholm if and only if 0 /∈ {γi}.

Corollary 14 If λ ∈ σpp(A), λ > γ0 then A− λ is not Fredholm.

Proof:

Because σess(A) = [γ0,∞). ⊔⊓

B.2 Eigenvalues and poles of Aθ for θ ∈ Γ

The following proposition is a consequence of the definition of the essential
spectrum in (A.2)

Proposition 39 Suppose that θ ∈ Γ. Then, the eigenvalues of Aθ can
accumulate only at σess(Aθ).

The next proposition describes the real pure point spectrum of Aθ for θ ∈ Γ.

Proposition 40 Let θ ∈ Γ − IR+. Then,

{non-threshold eigenvalues of A} = σ(Aθ) ∩ ( IR+ − τ(A)) = σpp(Aθ) ∩ IR.
(B.6)

Moreover, for λ0 non-threshold eigenvalue of A, dimKer(Aθ−λ) is smaller
than the degree of the pole λ0 of the map λ 7→ 〈R(λ, θ)Uθf, Uθg〉 for f, g ∈ V

such that 〈Pλf, g〉 6= 0 (Pλ the projection on the eigenspace associated to λ
and H).

Proof:

The proof that we give here is adapted from [17], page 170. Suppose that
λ ∈ σpp(A) and λ /∈ τ(A). Then, we can find a a contour Γ around λ that
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does not intersect σ(Aθ) and such that the unique element of σ(Aθ) enclosed
by Γ is λ.

According to theorem 19, the orthogonal projection Pλ over the eigenspace
associated to λ satisfies:

Pλ = s− lim
ǫ→0±

(−iǫ)(A − λ− iǫ)−1. (B.7)

Let f, g ∈ V , observe that

〈Pλf, g〉 = lim
ǫ→0−

〈(−iǫ)R(λ+ iǫ)f, g〉 = lim
ǫ→0−

〈(−iǫ)R(λ+ iǫ, θ)Uθf, Uθg〉,
(B.8)

for λ ∈ Λ and θ ∈ Γ. Then, the Riez projection
∫

ΓR(z, θ)dz is different than
0, since we can find f, g ∈ V such that the left limit in (B.8) is different
than 0 (because V and UθV are dense). Hence, λ ∈ σpp(Aθ) ∩ ( IR − τ(A)).
We have proved {non-threshold eigenvalues of A} ⊂ σpp(Aθ)∩( IR+−τ(A)).

From (B.8) we can deduce also that, for λ0 non-threshold eigenvalue of
A, if θ is such that (−π/2, π/2) ∋ arg(θ′) 6= 0, then dimKer(A − λ0) is
smaller than the degree of the pole λ0 of the map λ 7→ R(λ, θ).

Now suppose that λ0 ∈ σd(Aθ) ∩ ( IR+ − τ(A)), and take θ ∈ Γ such that
(−π/2, π/2) ∋ arg(θ′) 6= 0. Then we can find f, g ∈ V such that the right
side of (B.8) is not 0. Then the projector Pλ is different than 0, hence
λ ∈ σpp(A). ⊔⊓

By the previous proposition, σpp(A) ⊂ τ(A) ∪ σpp(Aθ) for all θ ∈ Γ. Then,
we define the set of resonances of A at an angle θ0 ∈ Γ, (−π/2, π/2) ∋
arg(θ′0) 6= 0:

Rθ0(A) := {λ ∈ σd(Aθ0) : λ /∈ σpp(A)}. (B.9)

By part iii) of theorem 26, the resonances of A are independent of θ0.

We finish this section pointing out that theorem 19 plays a fundamental
role in the proof that non-threshold eigenvalues of A have finite multiplic-
ity. We do not find an argument for proving that eigenvalues embedded
in the essential spectrum of Aθ, for (−π/2, π/2) ∋ arg(θ) 6= 0, have finite
multiplicity.
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B.3 Relations between different analytic dilation

families

The following theorem gives information about the uniqueness of the mero-
morphic extension of the resolvent associated to two different analytic dila-
tion families. Let Uθ,V1 and Vθ,V2 be two analytic dilation families for A
with their respective sets of analytic vectors. Denote by A1,θ the analytic ex-
tension of UθAU

−1
θ and A2,θ the analytic extension of VθAV

−1
θ . respectively.

Theorem 30 Suppose that V1∩V2 is dense in H . Let f, g ∈ V1∩V2. Then,
we have:

i) If τ1(A) and τ2(A) are the set of thresholds associated to the analytic
dilation families Uθ and Vθ. Then:

τ1(A) = τ2(A). (B.10)

ii) Let f, g ∈ V1 ∩ V2 using i) of theorem 26, let λ 7→ 〈R1(λ)f, g〉 and
λ 7→ 〈R2(λ)f, g〉 be the meromorphic extension of λ 7→ 〈R(λ)f, g〉 obtained
from Uθ,V1 and Vθ,V2. Then: 〈R1(λ)f, g〉 = 〈R2(λ)f, g〉 on IC − σ(Aθ)

Proof:

For λ ∈ Λ, we have:

〈R1(λ)f, g) = 〈R2(λ)f, g〉 = 〈R1(λ, θ)Uθf, Uθg〉 = 〈R2(λ, θ)f, g〉. (B.11)

By uniqueness of the analytic extension and assumption 3), i) and ii) follow
from (B.11).⊔⊓
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Appendix C

Ichinose lemma

In this appendix we recall some definitions and we formulate the Ichinose
lemma (theorem 35). The following definitions follow [31] and [22], we refer
there for a deeper study of the topic. Let q be a bilinear form on a Hilbert
space H with domain Q(q).

Definition 4 q is closed if for sequence (ϕn)n∈ IN in Q(q), if limn→∞ ϕn =
ϕ in norm, and

limn,m→∞q(ϕn − ϕm, ϕn − ϕm) = 0

imply ϕ ∈ Q(q) and q(ϕn − ϕ,ϕn − ϕ) → 0.

Definition 5 A quadratic form q is sectorial if there exists a θ, 0 < θ <
π/2 with |arg(q(ϕ,ϕ))| ≤ θ for all ϕ ∈ Q(q).

Definition 6 A quadratic form q is called strictly m-accretive if it is
closed and sectorial.

Definition 7 A form q is called strictly m-sectorial if there are complex
numbers z and eiα, with α real, so that eiαq+ z is strictly m-accretive. The
operator T associated to q is also called strictly m-sectorial.

Observe that in order to prove that q is strictly m-sectorial it is enough to
show that there exists γ ∈ IR and k ∈ IR+ such that for all f ∈ Q(q)

kRe(q(f)) − |Im(q(f))| ≥ γ(f, f). (C.1)

Every closed operator T defines a dense form q(T ) by

q(t)(ϕ,ψ) := (ϕ, Tψ), (C.2)

for ϕ,ψ ∈ D(T ).
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Definition 8 An operator T is sectorial if there is a θ, 0 < θ < π/2 such
that its numerical range, Θ(T ), is a subset of a sector {z ∈ IC : |arg(z)| ≤ θ}.
The following theorems are important in section 1.7.

Theorem 31 ([22], page 318) A sectorial operator T is form closable, that
is, the form q(T ) defined by (C.2) has an extension that is closed in the
sense of definition 4.

Theorem 32 ([22],page 316) Let q̃ be the closure of a densely defined form
q. The numerical range Θ(q) of q is a dense subset of the numerical range
Θ(q̃) of q̃.

The next theorem is also used in section 1.7.

Theorem 33 ([22], page 319) Let q1, ...qs be sectorial forms in H and let
q := q1 + ... + qs [with D(q) := D(q1) ∩ ... ∩D(qs)]. Then q is sectorial. If
all qj are closed, so is q. If all the qj are closable so is q and

q̃ ⊂ q̃1 + ...+ q̃s.

The following theorem naturally associates to strictly m-accretive quadratic
forms a unique operator T .

Theorem 34 ([31], page 281) Let q be a strictly m-accretive quadratic form
with domain Q(q). Then there is a unique operator T on H such that:

a) T is closed.

b) D(T ) ⊂ Q(q) and if ϕ,ψ ∈ D(T ), then q(ϕ,ψ) = (ϕ, Tψ). Further,
D(T ) is a form core for q.

c) D(T ∗) ⊂ Q(q) and if ϕ,ψ ∈ D(T ), then q(ϕ,ψ) = (T ∗ϕ,ψ).Further,
D(T ∗) is a form core for q.

From this theorem we can define.

Definition 9 A closed operator T is called strictly m-sectorial operator

if there exists q strictly m-sectorial such that q and T satisfy properties a),b)
c) of the above theorem.

Now we can formulate the Ichinose lemma.

Theorem 35 ([32],page 183) (Ichinose’s lemma) Let Sω,ϕ,θ denote the sec-
tor {z|ϕ − θ ≤ arg(z − ω) ≤ ϕ + θ; θ > π/2}. Let A and B be strictly
m-sectorial operators on Hilbert spaces H1 and H2 with sectors Sω1,ϕ,θ1 and
Sω2,ϕ,θ2 (same ϕ!). Let C denote the closure of A⊗I+I⊗B on D(A)⊗D(B).
Then C is a strictly m-sectorial operator with sector Sω1+ω2,ϕ,min{θ1,θ2} and
σ(C) = σ(A) + σ(B).
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Appendix D

Geometric spectral analysis

of σess

In this appendix we generalize the definitions and results of section 3 of
the paper [7] in order to apply them in our context. Most of the proofs
and theorems in this appendix are essentially the same that those of [7].
However, we transcript them for making this text more understandable,
and also for remarking that the generalization that we need holds.

D.1 Geometric spectral methods

In this section we distinguish between different types of singular sequences
of a geometric operator and we describe some relations between them. They
define different subsets of the essential spectrum defined in definition ??.

Let A : Dom(A) ⊂ L2(X) → L2(X) be a closed operator.

Definition 10 Define the set Ness(A) of λ ∈ IC such that there exists a
sequence (un)n∈ IN ⊂ Dom(A) such that ||un|| = 1, un → 0 (weakly) and
||(λ−A)un|| → 0.

Observe that if λ ∈ Ness(A), then the sequence (un)n∈ IN associated to λ is
a singular sequence in the sense of definition 2. Then, corollary 11 implies
Ness(A) ⊂ σe2(A) ⊂ σess(A), where σe2 is defined in appendix A. In fact,
we have:

Proposition 41 [7] Let A be a closed operator. Then, Ness(A) = σe2(A).
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Proof:

We proved above Ness(A) ⊂ σe2(A). Suppose that λ ∈ σe2(A), then, by
theorem 22, there exists an orthonormal singular sequence, ϕn in L2(X),
associated to the value λ and the operator A. For all γ ∈ L2(X), we have:

lim
n→∞

〈γ, ϕn〉L2(X) = 0, and ||ϕn|| = 1. (D.1)

The above equation proves that λ ∈ Ness(A). ⊔⊓

We remark that the above proposition holds for A a closed operator in
an arbitrary Hilbert space H , not necessarily L2(X). Now we define other
important class of singular sequences N∞(A).

Definition 11 ([7], page 10) Let N∞(A) be the set of λ ∈ IC such that there
exists a sequence (un)n∈ IN ⊂ C∞

c (X)

• ||un|| = 1.

• ||(A− λ)un|| → 0

• For every K compact subset of M there exists a N such that for n > N ,
suppun ∩K = ∅.

We will call the sequence un a boundary Weyl sequence (abbr. bWs).

Observe that if λ ∈ N∞(A) and (un)n∈ IN is a sequence as in definition 11,
then (un)n∈ IN is a singular sequence associated to A and the value λ. From
corollary 11, we deduce N∞(A) ⊂ σe2(A) ⊂ σess(A). We have the next
proposition:

Proposition 42 ([7], page 9) i) Ness(A) ⊂ σess(A).

ii) Ness(A) is closed.

The following theorem gives conditions for the equality of σess(A) andNess(A).

Theorem 36 ([7], theorem 3.1)(Weyl’s criterion for σess(A)) Let A be a
closed operator on a Hilbert space H with non-empty resolvent set. Then:

i) Ness(A) ⊂ σess(A).

ii) The boundary of σess(A) is contained in Ness(A).
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iii) Ness(A) = σess(A) if and only if each connected component of the
complement of Ness(A) contains a point of ρ(A).

The next theorem gives conditions for the equality of N∞(A) and Ness(A).
We will use the notation X0 and Xd for the manifolds defined in (2.6) for
T = 0 and T = d respectively.

Theorem 37 ([7], theorem 3.2) Let A be a closed operator on L2(X) with
non-empty resolvent set, having C∞

c (X) as a core. Let η0 ∈ C∞
c (X) such

that η0(x) = 1 for x ∈ X0. Let ηd0 ∈ C∞
c (X) such that ηd0(x) = 1 for x ∈ Xd,

and 0 ≤ ηd0(x) ≤ 1 for x ∈ X. Suppose ∀d ηd0(z −A)−1 is compact for some
z ∈ ρ(A) and that for all u ∈ C∞

c (X),

||[A, ηd0 ]u|| ≤ ǫ(d)(||Au|| + ||u||), (D.2)

with ǫ(d) → 0 as d→ ∞. Then N∞(A) = Ness(A).

Proof:

Let λ ∈ Ness(A), then, by definition, there exists un ∈ Dom(A), ||un|| = 1,
un → 0 (weakly) ||(λ−A)un|| → 0. Since C∞

c (X) is a core of A we can even
choose un ∈ C∞

c (X). We divide the proof in three steps.

Step 1: For z ∈ ρ(A), limn→∞ ||ηd0un|| = limn→∞ ||ηd0(z−A)−1(z−A)un|| =
0.

Observe that for all v ∈ L2(X),

|〈(z −A)un, v〉| ≤ |z − λ|.|〈un, v〉| + |〈(λ−A)un, v〉|. (D.3)

This implies that (z − A)un → 0 (weakly). Since weakly convergent se-
quences are bounded and ηd0(z − A)−1 is compact, then there exists a L2-
norm convergent subsequence of vn := ηd0(z−A)−1(z−A)un. Without loss of
generality, we assume that vn is L2-norm convergent. Since vn → 0 (weakly)
and converges in norm then vn → 0 in norm. We have proved step 1.

Step 2: ||(λ −A)(1 − ηd0)un|| ≤ C||(λ−A)un|| + ǫ(d)(||Aun|| + 1).

Observe:

||(λ−A)(1 − ηd0)un|| ≤ ||(λ−A)un|| + ||(ληd0 −Aηd0)un||,
and, by (D.2),

||(ληd0 −Aηd0)un|| = ||(ληd0 −Aηd0 + ηd0A− ηd0A)un|| = ||ηd0(λ−A)un + [ηd0 , A]un||
≤ C||(λ−A)un|| + ǫ(d)(||Aun|| + ||un||),
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that proves step 2.

Step 3: There exists a subsequence (n(d))d∈ IN of IN such that there exists
k > 0 such that ||(1 − ηd0)un(d)|| ≥ k > 0 for all d ∈ IN. Observe that:

||(1 − ηd0)un(d)||L2(X) ≥ 1 − ||ηd0un(d)||L2(X). (D.4)

Step 1 and (D.4) prove step 3.

Steps 1,2 and 3 imply that there exists a subsequence (n(d))d∈ IN of IN
such that ||(1 − ηd0)un(d)||−1(1 − ηd0)un(d) is a b.W.s associated to the value
λ and the operator A.⊔⊓
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Appendix E

Elliptic differential operators

on manifolds with bounded

geometry

In this appendix we describe results of the global analysis on manifolds of
bounded geometry that we use in the thesis. We are based mainly in [37]
and [12] and we refer to them for details.

Definition 12 Let (M,g) be a Riemannian manifold. M,g is a manifold
with Ck-bounded geometry if and only if:

a) The injectivity radius, rinj, is strictly positive.

b) If R denotes the curvature associated to the Levi-Civita connection,
|∇iR|g ≤ Ci for i ≤ k.

We fix the following set of charts in M . Let 0 < r < rinj. Then there exists
an open set Ux,r ⊂ M such that exp : Br(0) ⊂ TxM → Ux,r is a diffeomor-
phism. b) in the above definition can be reformulated in the following way:

b’) If Ux,r ∩ Ux′,r 6= ∅ and y denotes the coordinates associated to Ux,r and
y′ denotes the coordinates associated to Ux′,r then:

∂α

∂yα (y′−1 ◦ y) ≤ C for all |α| ≤ k and all Ux,r, Ux′,r satisfiyng
Ux,r ∩ Ux′,r 6= ∅.

The following definitions are straightforward:
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Definition 13 ([37], appendix 1) f : M → IC is Ck-bounded if and only if

| ∂
α

∂yα
f(y)| ≤ Cα, for |α| ≤ k, (E.1)

in any of the charts exp : Br(0) → Ux,r where r is shorter than the injectivity
radius of M .

The above local definition is equivalent to the following global version:

|∇if(x)|gx ≤ C for i ≤ k and all x ∈M. (E.2)

If M,g is a manifold with Ck-bounded geometry for all k ∈ IN, then we will
call it simply manifold with bounded geometry. Observe that the complete
manifolds with cylindrical end and the complete manifolds with corner of
codimension 2, described in sections 1.1 and 2.1, are manifolds with bounded
geometry. The following theorem provides nice charts and partition of unity
for manifolds with bounded geometry.

Theorem 38 ([37], appendix 1, lemmas 1.2 and 1.3) Let M,g be a manifold
with bounded geometry.

1) There exists ǫ0 such that if ǫ ∈ (0, ǫ0) then there exists a countable
covering of M by balls of radius ǫ: M = Bǫ(xi) such that the covering
of M by the balls B2ǫ(xi) has finite multiplicity (the maximal number
of balls with non-empty intersection is finite).

2) For every ǫ ∈ (0, ǫ0) there exists a partition of unity {ϕi}Ni=1 on M ,
1 =

∑N
i=1 ϕi such that:

– suppϕi ⊂ B2ǫ(xi).

– | ∂α

∂yαϕi(y)| ≤ Cα in any chart exp : Br(xi) ⊂ Txi
M → B2ǫ(xi),

where r is shorter than the injectivity radius of M .

Natural vector bundles over M are vector bundles of bounded geometry that
we define next.

Definition 14 ([37], appendix 1) Let E be a vector bundle on M . We
shall say that E is a vector bundle of bounded geometry if and only
if on any canonical coordinate neighborhoods Br(xi) and Br(x

′
i) the tran-

sitions functions g|Br(xi)∩Br(x′i)
are C∞-bounded i.e. all their derivatives

∂αy g|Br(xi)∩Br(x′i) are bounded with bound Cα independent of the pair Br(xi),
Br(x

′
i).
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Consider a partition of unity, {ϕi}Ni=1, as 2) of theorem 38 and an associated
trivialization of E i. e. ψi : E|exp(Br(xi)) → ICd (d := dimExi

). Define the
following Sobolev norm for u ∈ C∞

c (M,E):

||u||2s :=

N
∑

i=1

||ψi ◦ (ϕiu) ◦ exp ||2s,xi
, (E.3)

where || · ||2s,xi,r denotes the s-Sobolev norm on (Txi
M,gxi

) (observe that

ψi ◦ ((ϕiu) ◦ exp) is a function from Br(xi) ⊂ Txi
M to ICd). We define the

s-Sobolev space by:

Ws(M,E) := completion of C∞
c (M,E) with respect to the norm || · ||s.

(E.4)

Definition 15 Let A : C∞(M,E) → C∞(M,E) be a differential operator
or order m with C∞-coefficients:

1) A is C∞-bounded if and only if in any of the charts exp : Br(0) → Ux,r:

A =
∑

|α|≤m
aα(y)

∂α

∂yα
and | ∂

β

∂yβ
(aα)(y)| ≤ Cβ. (E.5)

2) A is called uniformly elliptic if it is elliptic and there exists C > 0 such
that:

|(a−1
m (y, ξ)| ≤ C|ξ|−m, (y, ξ) ∈ T ∗M, ξ 6= 0, (E.6)

where am(y, ξ) is the principal symbol of A.

We have the following lemma:

Lemma 10 ([37], lemma 1.4, appendix 1) Let A be a C∞-bounded uni-
formly elliptic differential operator of order m. Then for any s, t ∈ IR there
exists C > 0 such that:

||u||s ≤ C(||Au||s−m + ||u||t) for u ∈ C∞
c (M,E). (E.7)

We denote

||f ||2 :=

∫

M
|f |2dvol(x). (E.8)

The above lemma implies the following theorem

Theorem 39 The following norms on C∞
c (M,E) are equivalent:
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• ||.||m as defined above.

• f 7→ ||f ||+||Af || where A is C∞-bounded uniformly elliptic differential
operator of order m.

• f 7→∑m
i=0 ||∇if ||.

The next theorem gives sufficient conditions for essentially self-adjointness
of C∞-differential operators.

Theorem 40 ([37],corollary 4.2) Let M be a manifold of bounded geometry,
E a vector bundle of bounded geometry. Let A : C∞(M,E) → C∞(M,E)
be a C∞-bounded uniformly elliptic differential operator and suppose that A
is formally self-adjoint. Then, the operator A : C∞

c (M,E) → L2(M,E) is
essentially self-adjoint.
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Zusammenfassung

Analytic dilation on complete manifolds with

corners of codimension 2

Leonardo A. Cano Garćıa

The method of analytic dilation was originally applied to N -particle
Schrödinger operators and a classic reference in that setting is [4]. Also it
has been applied to the black-box perturbations of the Euclidean Lapla-
cian in the series of papers [12], [13], [14], [15]. In the paper [1] is used
for studying Laplacians on hyperbolic manifolds. The analytic dilation has
also been applied to the study of the spectral and scattering theory of quan-
tum wave guides and Dirichlet boundary domains, some references in this
setting are [3], [8]. It has also been applied to arbitrary symmetric spaces
of noncompact types in the papers [9], [10], [11]. In each of these settings
new ideas and new methods carry out. In this thesis we develop the analytic
method for Laplacians on complete manifolds with corners of codimension 2.

Let X0 be a compact manifold with boundary M . X0 has a corner of
codimension 2 if:

i) There exists a hypersurface Y of M that divides M in two manifolds
with boundary M1 and M2. More explicitly, M = M1 ∪ M2 and
Y = M1 ∩ M2.

ii) X0 is endowed with a Riemannian metric g that is a product metric
on small neighborhoods of the Mi’s and the corner Y .

The following is a figure of X0:

M1

M2

Y

Figure 1. compact mfld with corner of cod. 2
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We construct from X0 a complete manifold X by attaching ( IR+ × M1),
( IR+ × M2) and filling the rest with ( IR+ × IR+ × Y ). As a set,

X := X0 ∪ ( IR+ × M1) ∪ ( IR+ × M2) ∪ ( IR+ × IR+ × Y ), (1)

and it has the natural differential structure and Riemannian metric that are
compatible with the product structures at the boundary of X0 . For each
T ∈ IR+, X has two submanifolds with cylindrical ends namely Mi ×{T} ∪
(Y × {T}) × [0,∞), i = 1, 2. We denote these manifolds by Zi. The next
figure is a sketch of a complete manifold with one corner of codimension
two, Y , and its submanifolds Zi:

X0

IR2
+ × Y

Z1

Z2

Figure 2. Complete mfld with corner of cod. 2

We consider the operator ∆ := d∗d : C∞
c (X) → L2(X). It is well known

that ∆ is essentially self-adjoint and we denote by H its self-adjoint exten-
sion.

For i = 1, 2, since Zi is a complete manifold, the Laplacian ∆ : C∞
c (Zi) →

L2(Zi) is essentially self-adjoint; we denote by H(i) its self-adjoint exten-
sion. Similarly ∆ : C∞(Y ) → L2(Y ) is also essentially self-adjoint, and we
denote its self-adjoint extension by H(3). The analytic dilation of a many-
body Schrödinger operator depends on the analytic dilation of its clusters
operators. In a similar way the analytic dilation of H is described in terms
of the spectral theory of the operators H(1), H(2) and H(3).

For θ > 0, Ui,θ : L2(Zi) → L2(Zi) essentially is the dilation operator by
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θ + 1 up to a compact set. More precisely:

Ui,θf(x) =











f(x) for x ∈ Mi.

(θ + 1)1/2f((θ + 1)u, y) for x = (u, y) ∈ IR+ × Y

for u big enough,

(2)

and Ui,θf is extended to the whole Zi in such a way that it sends C∞
c (Zi)

into C∞
c (Zi), and it becomes a unitary operator on L2(Zi). Similarly, the

operators Uθ : L2(X) → L2(X) are defined by

Uθf(x) =











f(x) for x ∈ X0.

(θ + 1)1/2Ui,θf((θ + 1)ui, zi) for x = (ui, zi) ∈ IR+ × Zi

for ui big enough.

(3)

Uθf is extended to the whole X in such a way that, for f ∈ C∞
c (X),

Uθf ∈ C∞
c (X), and that Uθ becomes a unitary operator in L2(X).

For θ ∈ IR+, define Hθ := UθHU−1
θ an unbounded operator with domain

W2(X) := {f ∈ L2(X) : ∆distf ∈ L2(X)}. (4)

the second Sobolev space associated to (X, g). This definition of Sobolev
space is a good definition because (X, g) is a manifold with bounded geom-
etry and its Laplacian is a uniformly elliptic operator (see [16]). Our first
result is:

Theorem 1 (cs. [1], [10],[7]) The family (Hθ)θ∈ IR+ extends to an holo-
morphic family for θ ∈ IC, Re(θ) > 0, which satisfies:

1) Hθ is a closed operator in W2(X) for all Re(θ) > 0.

2) For ϕ ∈ W2(X) the map θ 7→ Hθϕ is holomorphic in Re(θ) > 0.

An holomorphic family of operators satisfying (1) and (2) will be called a
holomorphic family of type A. This theorem is proved using the correspond-
ing version for H(i),θ, the operator Ui,θ∆Zi

U−1
i,θ with domain

W2(Zi) := {f ∈ L2(Zi) : ∆dist(f) ∈ L2(Zi)}, (5)

the second Sobolev space associated to (Zi, gi).

We define

θ′ :=
1

(θ + 1)2
. (6)
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The parameter θ′ is very important in the description of the essential spec-
trum of Hθ as we can see in the next theorem that is our second result:

Theorem 2 (cs. [1], [10],[7]) For Re(θ) ≥ 0,

σess(Hθ) =
⋃

µ∈σ(H(3))

(µ + θ′[0,∞))

∪
⋃

λ1∈σpp(H(1),θ)

(

λ1 + θ′[0,∞)
)

∪
⋃

λ2∈σpp(H(2,θ))

(

λ2 + θ′[0,∞)
)

.

(7)

We associate to (Uθ)θ∈ IR+ a set V ⊂ W2(X) that satisfies:

i) V is dense in L2(X);

ii) for ϕ ∈ V , Uθϕ is defined for all Re(θ) > 0 and iii) UθV is dense in
L2(X).

The elements of a subset of W2(X) that satisfies i) and ii) will be called
analytic vectors. We define

Λ := {(x, y) ∈ IC : x < 0}. (8)

Using the analytic vectors, the next theorem describes more carefully the
spectrum of H; it is a consequence of theorem 2 and the general analytic
dilation theory of Aguilar-Balslev-Combes (see [1]).

Theorem 3 (cs. [1], [10],[7]) 1) For f, g ∈ A the function λ 7→ 〈R(λ)f, g〉L2(X)

extends for IC to the surface IC − σ(Hθ).

2) For all θ with Re(θ) ≥ 0, Hθ has not singular spectrum.

3) The accumulation points of σpp(H) are contained in {∞} ∪ σ(H(3)) ∪
∪2

i=1σpp(H
(i)).

The meromorphic extension of the resolvent entries is used by us for ex-
tending generalized eigenfunctions associated to L2-eigenfunctions of H(i)

for i = 1, 2, 3. It is part of a work in progress to prove that these generalized
eigenfunctions describe natural wave operators whose image is the complete
set of absolute continuous states associated to H.
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In order to prove theorem 2, we based on [2]. In [2] the notion of singular
spectrum is refined geometrically introducing the notion of what we called
boundary Weyl sequences. In our work we observe that the methods of [2]
apply for compatible Laplacians on manifolds with corners of codimension 2.

Finally we include the bibliography used in this summary. The bibliog-
raphy on which we based our research is larger and is included in the thesis.
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