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Chapter 1

Introduction
Particle physics aims at describing the structure of matter.

It explains many things, but not everything so far, and I like it because it is beautiful.

The widely accepted modern view of the origin and history of the Universe is based
on the Big Bang hypothesis. According to this hypothesis, our Universe was born about
13.7± 0.1 billion years ago.
From 300,000 to 400,000 years after the Big Bang, the Universe was finally cold enough

such that stable atoms could form. To get information of what existed before we have to
find traces of the expansion in time back to the very beginning. With this, we want to ex-
plain the innermost structure of matter by discovering what the fundamental constituents
of matter are, and which forces interact amongst them. To answer these questions, we
build high energy accelerators, a kind of super-microscope, since high energy investigates
small structures.
The achievement that human beings managed to reach so far is to go down to 10−18−

10−19m and find out that the matter particles are leptons and quarks. There are six
leptons and six quarks, and we needed more than 100 years (since the discovery of the
electron in 1897) to build this picture, one-by-one experimentally observing them. The
theory that describes interactions between elementary particles is called the Standard
Model. There is one important piece missing within this model which is the so-called
Higgs boson. It is not experimentally observed yet, but it is a very important part of
this model, since its existence would give answers to the question of what is the origin of
mass of the elementary particles.
Within the Standard Model the leptons and quarks are grouped into three generations

and the interactions between them are mediated by gauge bosons. The Standard Model
in more details will be discussed in the next chapter. This thesis is about one of the
six quarks, so-called top quark. The top quark is the heaviest elementary particle. It
is as massive as a gold atom, nonetheless it is an elementary particle with the size of
less than 10−18 m . It was found in 1995 at the Tevatron proton-antiproton collider
at a center-of-mass energy (

√
s) of ∼2 TeV. The top quark production cross section

measurement, which is the subject of the work presented in this dissertation, provides a
benchmark test of perturbative QCD and the Standard Model, and plays an important
role in the searches for new physics. Moreover, top quark pair production is an important
background in searches for the Higgs boson and physics beyond the Standard Model.
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Chapter 1 Introduction

The top pair (tt̄) production cross section (σtt̄) requires a good understanding of the
reconstruction and identification efficiencies, as well as a careful evaluation of the back-
ground processes that mimic the signal. It can be measured either using an event counting
method or by fitting a discriminant variable that separates signal and background. In
this work, the cross section is evaluated by a counting method, determined from the
observed number of top candidates, estimated background, tt̄ acceptance, and integrated
luminosity. The theoretical expectation for tt̄ production cross section in pp collisions at√
s = 7 TeV is 165+11

−16pb for a top quark mass of 172.5 GeV.
The analysis is performed using data samples with an integrated luminosity of 35 pb−1

collected at pp collisions recorded by the ATLAS detector at
√
s = 7 TeV in 2010. The

result is documented in a publication submitted to Phys. Lett. B [1].
The thesis is organised as follows. Chapter 2 gives a brief introduction to the Standard

Model of particle physics and the physics of top quarks. Chapter 3 describes the LHC
accelerator and the ATLAS experiment. In Chapter 4 some details about data and Monte-
Carlo samples used for this analysis are presented. Chapter 5 describes reconstruction,
identification and selection of objects. Cut optimisation, event selection criteria and
background determination are presented in Chapter 6 and Chapter 7, respectively. The
counting method with observed and expected yields are discussed in Chapter 8. Chapter 9
describes relevant systematic uncertainties from different sources that are assigned to
the measurement. The final results are presented in Chapter 10 where the cross section
measurements in different sub-channels are combined with a likelihood method. The
results are compared with other analyses in Chapter 11 and discussed in Chapter 12.

Bonn, January 2012
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Chapter 2

Theory

2.1 Standard model of particle physics
The Standard Model (SM) [2, 3] provides a theoretical framework which describes phe-
nomena of elementary particles and their fundamental interactions. Elementary particles
are the point-like constituents of matter with no known substructure down to the present
limits of 10−18−10−19m. These are of two types, the basic building blocks of matter them-
selves known as matter constituents, called “fermions”, and the intermediate interaction
particles, called “bosons”.
The first ones are particles with spin 1

2 and classified in leptons and quarks. In the
SM there are twelve elementary fermions, six quarks and six leptons, each arranged into
three generations. The three generations have identical properties except for mass. The
quarks, up (u), charm (c), and top (t), have electric charge +2

3 while the other three
quarks, down (d), strange (s), and bottom (b), have electric charge −1

3 . The neutrinos,
νe, νµ, and ντ are the electric-charge-neutral leptons and partners to the electron (e),
muon (µ), and tau (τ) “flavor” leptons, respectively. The e, µ, and τ all carry electric
charge -1. Leptons and quarks have their anti-particles with the same mass and spin,
but opposite signs of some characteristics of the interaction (charges, such as electric and
color charge, baryon and lepton quantum numbers).
Bosons are particles with integer spin which mediate interaction between fermions.

The diversity of Nature is governed and organized by four forces - carriers of the strong,
electromagnetic, weak, and gravitational interactions. In the SM the first three funda-
mental interactions are described to be mediated by the gauge bosons with spin 1. There
are 8 gluons (g) for the strong interactions, W±- and Z-bosons for the weak interaction
and the photon (γ) for the electromagnetic interaction. The strengths of these interac-
tions are characterized by coupling constants with these approximate relative strengths
αs : αem : αweak ≈ 1

10 : 1
100 : 1

10000 . While the gluon and photon are massless, the
W - and Z-bosons are massive and have been measured to be mW = 80.4 GeV and
mZ = 91.2 GeV [4]. Gravitation is not successfully formulated in terms of a quantum
field theory, therefore it is not part of SM yet. An overview of elementary particles as
well as some of their properties is given in Table 2.1.
The six quarks possess an additional quantum number, called color (for antiquarks, an-

ticolor). The color has three components, which are traditionally denoted by red, green,
and blue. Each quark can be in any of these three color states. Quarks are interacting

3



Chapter 2 Theory

Generation Particle Mass Charge Flavor Strong Weak El.mag.
Leptons

I νe (1953) < 2.2 eV 0
Le = 1 - X

-
e (1897) 0.511 MeV -1 X

II νµ (1962) < 0.17 eV 0
Lµ = 1 - X

-
µ (1936) 106 MeV -1 X

III ντ (2000) < 18.2 MeV 0
Lτ = 1 - X

-
τ (1975) 1777 MeV -1 X

Quarks

I u (1968) 1.7–3.1 MeV +2
3 -

X X X
d (1968) 4.1–5.7 MeV −1

3 -

II c (1974) 1.29 GeV +2
3 C = 1

X X X
s (1968) 100 MeV −1

3 S = −1

III t (1995) 173.2 GeV +2
3 T = 1

X X X
b (1977) 4.2 GeV −1

3 B = −1
Bosons

g (1979) 0 0 X - -
W± (1983) 80.4 GeV ±1 - X -
Z0 (1983) 91.2 GeV 0 - X -
γ (1900) < 10−18 eV 0 - - X

Table 2.1 Overview of elementary particles in the SM with some of their properties and
corresponding interactions to which they participate. Leptons and quarks are arranged in
three generations. Bosons are the interaction mediating particles for three fundamental forces
(gravitation is not included). In parentheses the years of discoveries are given. For gluon the
theoretical value is given (a mass as large as a few MeV may not be precluded) [4].

with each other by means of gluons which also carry color. The theory which describes
the interaction of quarks and gluons is called Quantum Chromodynamics (QCD). Gluons
have no mass and they do not carry electric charge, isospin or any flavor number. At
first glance, the gluons seem to be very similar to photons, which carry the electromag-
netic interaction between the electrically charged particles and one could think about
similarity of QCD and Quantum Electrodynamics (QED), the quantum theory of the
electromagnetic interactions. Indeed, at small distances between quarks their interaction
can be described by the Coulomb–like potential, with a very small interaction constant,
similarly to the interaction between the electrically charged particles in QED. This situa-
tion is called “ultraviolet”, or “asymptotic freedom” of QCD. However, at large distances
the behavior of the color interaction potential differs drastically from the electric one.
The electric interaction potential continues to follow the 1/r law (where r is the distance

4



2.1 Standard model of particle physics

between the electric charges), while the color interaction potential changes its behav-
ior and grows linearly with the distance between quarks and antiquarks. This peculiar
behavior of the chromoelectric forces at large distances is due to the selfinteraction of
gluons. This is the origin of the difference between QCD and QED since the photons do
not interact with each other.

The linear increase of the chromoelectric interactions potential at large distances leads
to the so-called confinement of quarks and gluons, which means that neither quarks nor
gluons can exist as free states and they are necessarily confined to colorless hadrons. The
hadrons can be divided in two groups – baryons and mesons. All baryons (for instance,
neutron or proton) are fermions, i.e. they have half-unit value of spin. The mesons
(pion, kaon, etc.) are bosons, i.e. particles with integer spin. In terms of QCD they are
classified as follows: mesons are composed of one quark and one antiquark and baryons
are constructed of three quarks.

From a theoretical point of view the SM is a quantum field theory based on the gauge
symmetry

SU(3)C × SU(2)L × U(1)Y . (2.1)

This gauge group includes the symmetry group of the strong interactions, SU(3)C,
and the symmetry group of the electroweak interactions, SU(2)L × U(1)Y. The group
symmetry of the electromagnetic interactions, U(1)em, appears in the SM as a subgroup
of SU(2)L ×U(1)Y and it is in this sense that the weak and electromagnetic interactions
are said to be unified [3]. U(1)Y is the only Abelian (commutative) gauge group in the
SM. The other two groups describe the interaction via non-Abelian gauge theory and the
selfinteraction of gluons, W - and Z-bosons are genuine of a non-abelian theory.

SU(3)C is generated by color transformations, where C refers to colors and 3 is the “di-
mension” of the group. SU(2)L and U(1)Y are weak isospin and hypercharge symmetries,
respectively.

The SU(2)L weak isospin group acts on left-handed fermions. The left-handed fermions
transform as doublets under SU(2)L whereas the right-handed fermions transform as
singlets, since right-handed neutrinos do not couple to any of the fundamental forces.
The left-handed and right-handed fields are defined by means of the chirality operator
γ5 as:

ψL = 1− γ5

2 ψ, ψR = 1 + γ5

2 ψ (2.2)

Following from here, the particle content in each family can be given as:

5



Chapter 2 Theory

leptons quarks

1stfamily :
(
νe
e−

)
L
, e−R

(
u
d′

)
L
, uR, dR

2ndfamily :
(
νµ
µ−

)
L
, µ−R

(
c
s′

)
L
, cR, sR

3rdfamily :
(
ντ
τ−

)
L
, τ−R

(
t
b′

)
L
, tR, bR

In the doublets, neutrinos and the up-type quarks (u, c, t) have the weak isospin
T3 = +1

2 , while the charged leptons and down-type quarks (d, s, b) carry the weak
isospin T3 = −1

2 . The weak hypercharge Y is then defined via electric charge and weak
isospin to be Y = 2Q − 2T3. Consequently, members within a doublet carry the same
hypercharge: Y = −1 for leptons and Y = 1

3 for quarks.
The primes on the lower components of the quark doublets signal that the weak eigen-

states are mixtures of the mass eigenstates:

d′

s′

b′

 = VCKM


d

s

b

 (2.3)

where

VCKM =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 =


0.97428 0.2253 0.00347
0.2252 0.97345 0.0410
0.00862 0.0403 0.999152

 (2.4)

The 3 × 3 unitary Cabibbo–Kobayashi–Maskawa (CKM) matrix expresses the quark
mixing [5, 4].
The scalar sector of the SM is not experimentally confirmed yet. The fact that the

weak gauge W - and Z-bosons are massive particles indicates that SU(2)L×U(1)Y is not
a symmetry of the vacuum. In contrast, the photon being massless reflects that U(1)em is
a good symmetry of the vacuum. Therefore, the spontaneous symmetry breaking pattern
in the SM must be:

SU(3)C × SU(2)L × U(1)Y −→ SU(3)C × U(1)em . (2.5)

The above pattern is implemented in the SM by means of the so-called Higgs mecha-
nism which provides the proper masses to theW and Z gauge bosons and to the fermions,
and leaves as a consequence the prediction of a new particle: the Higgs boson. It must
be scalar and electrically neutral. This particle has not been seen in experiments so far.

6



2.2 Top quark physics

2.2 Top quark physics
In recent years there have been several reviews of top quark physics which can be found
in [6, 7, 8, 9, 10, 11, 12, 13]. Here a brief overview of top quark physics is summarised.
The top quark is the weak-isospin partner to the b-quark, which together constitute

the third generation of quarks. The existence of three quark generations was postulated
as early as 1973 by Kobayashi and Maskawa since mixing among three generations (and
no fewer) could provide a mechanism for CP violation [14]. The b-quark was discovered
in 1977 [15] and the search for its weak-isospin partner began in earnest.
From the theoretical point of view the existence of a weak isospin partner of the b-quark

was anticipated for two main reasons: First it provides a natural way to suppress the
experimentally not observed flavor-changing neutral current. The argument on which the
Glashow-Iliopoulos-Maiani (GIM) mechanism [16] is based applies just as well for three
as for two quark doublets. The second reason is concerned with the desire to obtain a
renormalizable gauge theory of weak interactions. The SM of electroweak interactions can
be proven to be renormalisable under the condition that the sum of the weak hypercharges
of all left-handed fermions is zero.
The general proof that gauge theories can be renormalized, however, can only be

applied if the particular gauge theory is anomaly free. This requires a delicate cancellation
between different diagrams, relations which can easily be upset by “anomalies” due to
fermion loops. The couplings in such diagrams are related to the number of existing
leptons and quarks within a family. The couplings cancell out if the theory has the same
number of lepton and quark doublets.
The first direct measurements of top quark production, decay, mass and other prop-

erties have been done by the CDF [17] and DO [18] experiments in pp̄ collisions at the
Fermilab Tevatron collider. First studies were performed during Run I, at

√
s = 1.8 TeV,

which was completed in 1996. The measurements have been repeated in higher precision
in Run II, which started in 2001 at

√
s = 1.96 TeV.

2.2.1 Motivation for top quark physics
A massive top quark has several properties which make it quite interesting as a probe
of known strong and electroweak physics, as well as a sensitive window to potential new
physics. Perturbative QCD calculations of top pair production can be carried out with
significant precision. Electroweak production of single top quarks gives direct sensitivity
to the CKM matrix element |Vtb|. The value of the top quark mass places an important
constraint on the mass of the Higgs boson. It has been speculated that the resulting
top quark Yukawa coupling, yt ≈ 1, could point to new dynamics beyond the SM.
The extremely short predicted lifetime of the top quark of ∼ 5 × 10−25 s is an order
of magnitude smaller than hadronization timescales and this permits a glimpse of the
properties of a bare quark. The decay modes of the top quark may harbor evidence of
new physics if alternative models are correct. Measuring the charge of the top quark is
important to establish that the top quark is as expected. A direct determination of the
|Vtb| matrix element probes for potential new physics [9].

7



Chapter 2 Theory

2.2.2 Top quark pair production
In hadron collisions, like the pp̄ or pp collisions, top quarks can be produced singly or
in pairs. The pair production occurs via the strong interaction. In leading order the tt̄
production in the gluon fusion and quark anti-quark annihilation processes are shown in
Figure 2.6.

g

g

t

t̄

g

g

t

t̄

g

g

t

t̄

g
q

q̄

t

t̄

g

Figure 2.1 Leading-order Feynman diagrams for tt̄-pair production via gluon fusion processes
and the quark-antiquark annihilation process.

The relative contribution of these diagrams depend on the parton distribution functions
(PDF). The PDFs describe the momentum distribution of the quarks and gluons that
constitute the protons. Each parton i carries a different momentum fraction xi in the
hadron A and its momentum is given by pi = xipA. The cross sections are calculated as
a convolution of PDF’s fi/A(xi, µ2) and fj/B(xj, µ2) for the colliding hadrons (A, B) and
the factorized hard parton-parton cross section σ̂ij:

σAB→tt̄+X(s,mt) =
∑

i,j=q,q̄,g

∫
dxidxj fi/A(xi,µ2)fj/B(xj,µ2) σ̂ij→tt̄(ŝ,m2

t ,αs(µ2),µ2) . (2.6)

The variable ŝ denotes the square of the center-of-mass energy of the colliding partons:
ŝ = (pi+pj)2 = (xipA+xjpB)2. The sum runs over all pairs of partons (i, j) contributing
to the process. The PDF fi/A(xi, µ2) describes the probability density for finding a
parton i inside the hadron A carrying a momentum fraction xi. The PDFs and σ̂ij have a
residual dependence on the factorization and renormalization scale µ due to uncalculated
higher orders. The scale at which fi/A and fj/B PDFs are evaluated is the factorization
scale. The scale at which αs is evaluated is the renormalization scale, and accounts for
divergences coming from loop diagrams. Since both scales are to some extent arbitrary
parameters they are chosen to be equal and in the case of top quark production, one
typically evaluates the cross sections at µ = mt. The changes when varying µ between
mt/2 and 2mt are usually quoted as an indicative theoretical uncertainty [8].

8



2.2 Top quark physics

The PDFs are determined from fits to deep-inelastic-scattering (DIS) cross section
measurements performed by a variety of experiments. The fits to the DIS data are
performed by a number of different collaborations and are made available as software
packages. Common choices are the MRST [19] and CTEQ [20, 21] PDF fits.
The total cross section of top quark pair production has a significant dependence on the

top quark mass as shown in Figure 2.2 and on the center-of-mass energy of the colliding
hadrons. QCD predictions for hard-scattering cross sections at the Tevatron and the
LHC are shown in Figure 2.3. The calculations are done for pp̄ and pp, respectively, and
therefore the lines are not continuous.

Figure 2.2 tt̄ production cross sections as a function of top mass at NLO (blue band) and
NNLO (red band) at the LHC [22].

The theoretical prediction for the production rates at the Tevatron and LHC for differ-
ent center-of-mass energies1 for a top quark mass of 172.5 GeV and based on CTEQ6.6
are [22]:

σ(pp̄→ tt̄) = 7.34+0.23
−0.38 pb @ Tevatron ,

σ(pp→ tt̄) = 165+11
−16 pb @ LHC 7 TeV ,

σ(pp→ tt̄) = 874+14
−33 pb @ LHC 14 TeV .

(2.7)

The increase in rate in LHC can be understood from the structure of the proton.
The proton is composed of three valence quarks (two up quarks and one down quark)
bound together by gluons. The probability of finding a gluon with fraction x of the
proton momentum grows extremely rapidly with decreasing x. At threshold for the tt̄
production at Tevatron, each of the two initial partons must carry a large fraction x = 0.2

1Details are provided in the following chapters.
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Figure 2.3 Production cross sections for several processes as a function of the center-of-mass
energy. The expected cross sections are calculated for pp̄ and pp collisions for the Tevatron
and LHC energy ranges, respectively, therefore the lines are not continuous [23].

of the proton momentum, so tt̄ production is mostly (80-90%) from collisions between
valence quarks. At the LHC, the initial partons only need a small fraction x = 0.02
of the proton momentum, so tt̄ production is mostly (80-90%) from collisions between
gluons [7]. Figure 2.4 shows an overview of the CTEQ6.5 parton distribution functions
for quarks and gluons, where the gluon PDF increases quickly as the momentum fraction
x→ 0.
As we have mentioned in the discussion above the top quark production cross section

experimentally was measured at Tevaton by the CDF and D0 collaborations. In 2010
first rough measurement was done at LHC by the ATLAS and CMS collaborations us-
ing 2.9 pb−1 [24] and 3.1 pb−1 [25] data collected from 7 TeV pp collisions, respectively.
Figure 2.5 shows the measured cross sections as a function of the center-of-mass energy
for both colliders. The measurements agree with each other and with theoretical expec-
tations. ATLAS measured the cross section to be 145± 31 (stat) +42

−27 (syst) pb, combing
the single-lepton and dilepton channels (discussed later in this chapter), where the mea-
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PD
F(
x)

x

Figure 2.4 PDFs of some of the quarks and gluons inside the proton, using CTEQ6.5 param-
eterization.

surement is statistically limited. The measurement with 35 pb−1 in the dilepton channel
is the subject of this dissertation.

2.2.3 Top quark pair decay
Due to its very short life time only the top quark decay products can be measured by
the detectors. In the SM two-body decays of the top quark which are possible to lowest
order in the gauge couplings are t → bW , t → sW , and t → dW . Their rates are
proportional to the squares of the CKM matrix elements |Vtq|2, q = b, s, d, respectively.
The total decay width Γt of the top quark is given by the sum of the widths of these three
decay modes. The analysis of data from weak decays of hadrons yields 0.9990 < |Vtb| <
0.9992 at 95% C.L., using the unitarity of the CKM matrix [4]. The unitarity relation
|Vtb|2 + |Vts|2 + |Vtd|2 = 1 implies that the total decay rate is completely dominated by
t→ bW , therefore t→ sW and t→ dW are not considered in the following discussion.

Br (t→ bW ) = 0.998, Br (t→ sW ) ' 1.9× 10−3, Br (t→ dW ) ' 10−4 , (2.8)

In the SM, including first order QCD corrections and neglecting terms of order m2
b/m

2
t ,

α2
s and (α2

s/π)m2
W/m

2
t , the top quark total width is [6, 30]:

Γt = GFm
3
t

8π
√

2
|Vtb|2

(
1− m2

W

m2
t

)2 (
1 + 2m

2
W

m2
t

)[
1− 2αs

3π

(
2π2

3 −
5
2

)]
, (2.9)

where mW and mt are W -boson and top quark masses, respectively, and GF is the
Fermi constant (GF = 1.167× 10−5 GeV−2). The width taken at the world average value
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Figure 2.5 Top quark pair-production cross-section at hadron colliders as measured by
CDF [26, 27] and D0 [28, 29] at Tevatron, CMS and ATLAS. The theoretical predic-
tions for pp and pp̄ collisions include the scale and PDF uncertainties, obtained using the
HATHOR tool with the CTEQ6.6 PDFs and assume a top-quark mass of 172.5 GeV [24].

of mt = 173.2 GeV is Γt = 1.74 GeV ( using αs = 0.118) and increases with the top
mass. With its correspondingly short lifetime of ≈ 5× 10−25 s which is smaller than the
characteristic time of the hadron formation τhad ≈ 3× 10−24 , the top quark is expected
to decay before top-flavored hadrons states can form.
As top quark decays almost exclusively to a W -boson and a b-quark, for tt̄ events the

final state is determined by the decay of the two W -bosons from t and t̄, since b-quarks
hadronise into B-hadrons. In Figure 2.6 the Feynman diagrams of t- and t̄- quark decays
are drawn.

l+, q̄′

W+

t

b

ν, q

l−, q′

W−

t̄

b̄

ν̄, q̄

Figure 2.6 Decay of top and anti-top quarks.

W -bosons decay into a pair of quarks, or into a lepton and a neutrino. A W -boson
hadronically decays into ud̄ and cs̄ pairs and each have three color degrees of freedom.
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The final states with cd̄ and us̄ are Cabibbo-suppressed. As a result, there are six
hadronic final sates for W -boson decay. Furthermore, there are three additional final
states from leptonically decaying W -bosons, which decay into an electron, a muon or a
tau lepton with corresponding flavored neutrinos. Both decay modes together, there are
nine possible W -boson final states which are summarized in Table 2.2.

Mother Decay mode Fraction PDG value [4]
e±νe 1/9 10.75± 0.13
µ±νµ 1/9 10.57± 0.15
τ±ντ 1/9 11.25± 0.20
l±νl 3× 1/9 = 1/3 10.80± 0.09
qq̄ 6× 1/9 = 2/3 67.60± 0.27

Table 2.2 W -boson decay modes.

Thus for tt̄ events the experimental final state can be divided into thee classes depend-
ing on the decay modes of two W -bosons:

dilepton tt̄→ W+ b W− b̄→ l+ νl b l− ν̄l b̄ (10.3%)
single-lepton tt̄→ W+ b W− b̄→ q q̄′ b l− ν̄l b̄ + l+ νl b q q̄′ b̄ (43.5%)
all hadronic tt̄→ W+ b W− b̄→ q q̄′ b q′′ q̄′′′ b̄ (46.2%)

The three decay modes of tt̄ events are characterized as follows:

• Dilepton channel: In this channel both W -bosons decay leptonically and thus
events consist of two oppositely charged leptons, two b-quarks and large missing
transverse energy due to the presence of two neutrinos in the final state that leave
the detector without interactions. This is the cleanest channel from the back-
ground contamination point of view. There are not many processes with two high
transverse momentum leptons in the final state and significant missing transverse
momentum. However, the presence of two neutrinos make the full reconstruction
of the final state impossible and the branching ratio of the process is relatively
small compared with other channels. It is only 10.3% in total which is sliced more
finely into three channels with two like-flavor leptons, each with a 1.2% branching
fractions (ee, µµ, ττ) and three channels with two unlike-flavor leptons, each with
2.4% branching fraction (eµ, eτ , µτ). Experimentally only two leptons, electron
and muon, out of three can be directly observed. Due to the short life time and
high mass, only the decay products of the tau lepton can be observed. In case if tau
lepton decays into an electron or a muon the process is considered as dilepton. This
results in 6.5% branching ratio for the experimentally observable dilepton channel
which is used for the analysis presented in this work.

• Single-lepton channel: Here one W -boson decays into leptons and the other
decays into quarks. The final state is characterized by one lepton, two b-quarks,
two light quarks from the hadronic W decay and relatively large missing transverse
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energy. Compared to the dilepton channel the branching ratio of this channel is
quite high, however at the same time the signal to background ratio is not so high as
for the dilepton channel. In spite of the presence of one high transverse momentum
lepton the processes as QCD or W -boson production contribute to this channel.

• All hadronic: In this channel both W -bosons decay hadronically. The channel is
characterized by the presence of two high-pT b-quarks and four light quarks in the
final state. This is the only channel where all final state constituents are available
to be observed by the detector and the branching ratio is the highest in this channel,
but the lack of any high-pT lepton in the final state makes it difficult to suppress
the contribution from background processes such as QCD multi-jet production.

2.2.4 Single top quark
In contrast to tt̄ pair production which is mediated via strong interactions, top quarks
can also be produced singly via the weak interaction. There are three different channels
for single top quark production, s-channel, t-channel, and Wt-channel. The Feynman
diagrams of these processes are sketched in Figure 2.7.

q

q̄′

t

b̄

W ∗

(a) s-channel

q

b

q′

t

W

q

W

g

b

q′

t

b̄

(b) t-channel

g

b

t

W

b

g

b

t

W

t

(c) Wt-channel

Figure 2.7 Examples of Feynman diagrams for single top production.

The s-channel is characterized by an additional b-quark accompanying the top quark,
the t-channel by a forward light quark, and the Wt-channel by the decay products of the
W -boson in addition to those of the top quark. Due to the incoming b-quark and gluon,
the t-channel and Wt-channel rates are especially sensitive to the corresponding PDFs,
which are known with less precision than the PDFs for the valence quarks of the proton.
The measured cross sections will therefore provide further constraints on the b-quark and
gluon PDFs.
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The single top quark cross-section is proportional to |Vtb|2. The CDF and D0 exper-
iments have used this relation to convert their cross section measurements to determi-
nations of the CKM element combining the s- and t-channels. The combination of both
measurements (expectations) yields a cross section for single top quark production of
2.76+0.58

−0.47 pb (2.9 - 3.5 pb) [31] assuming a top quark mass of 170 GeV in modelling the
signal efficiencies. To extract the CKM matrix element it is assumed that |Vtb| is much
larger than |Vtd| and |Vts| and no assumption about the unitarity of the CKM matrix is
made. With these assumptions the analyses performed to determine the cross section
can remain unchanged for the determination of |Vtb|. Attributing the full deviations of
the experimental result from the SM prediction to the value of |Vtb| the combined CDF
and D0 single top quark production yields:

|Vtb| = 0.88± 0.07 |Vtb| > 0.77 95%C.L. . (2.10)
The searches of single top quark are successfully ongoing at LHC. The expected cross

sections for the different channels at
√
s = 7 TeV are listed in Table 2.3.

Channel Cross section
t-channel 64.6± 2.9

Wt-channel 15.7± 1.3
s-channel 4.6± 0.3

Table 2.3 Expected single top quark production cross sections in different channels at a center-
of-mass energy of 7 TeV [32, 33, 34].

The ATLAS experiment presented results for the three different channels using
0.70 fb−1 data. For the t-channel there are two analysis performed, using a neural network
the measured cross section is σt = 107+37

−31 and using cut based approach σt = 90+32
−22 [35].

For the Wt-channel the observed limit on production is: σ (pp→ Wt+X) < 39 pb at
95% C.L. [36]. For the s-channel the observed limit on production is: σ

(
pp→ tb̄+X

)
<

26.5 pb at 95% C.L. [37]. In 36 pb−1 of data, CMS uses a boosted decision tree and
kinematic observables to separate signal from background, and combines the two mea-
surements to find σt = 83.6 ± 30.0 pb for the t-channel [38]. For the Wt-channel, using
2.1 fb−1 data, CMS measured value of the cross section and 68% C.L. interval is 22+9

−7
pb [39].

2.2.5 Top quark mass
The top quark mass, mt, is a free parameter in the SM and must be determined exper-
imentally. A precise determination of mt is important since quantum loops including
top quarks induce large corrections to theory predictions for many precision electroweak
observables, including the mass of the Higgs boson.
All electroweak quantities (mass, width and couplings of the W - and the Z-boson)

depend in the SM only on five parameters. At leading order this dependence is reduced
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to only three parameters, two gauge couplings and the Higgs-field vacuum expectation
value. The three best-measured electroweak quantities can be used to determine these
three parameters: The electromagnetic coupling constant α, measured in low-energy
experiments, the Fermi constant, GF determined from the µ lifetime, and the mass of
the Z-boson, measured in e+e− annihilation at LEP and SLC. By defining the electroweak
mixing angle θW through sin2 θW ≡ 1−m2

W/m
2
Z , the W -boson mass can be expressed as:

m2
W = πα/

√
2GF

sin2 θW · (1−∆r) , (2.11)

where ∆r contains all the one-loop corrections. Contributions to ∆r originate from
the top quark by the one-loop diagrams shown in Figure 2.8, which contribute to the W
and Z masses via:

(∆r)top ' −
3GF

8
√

2π2 tan2 θW
m2
t . (2.12)

W W

b̄

t

Z Z

t̄

t

Figure 2.8 Virtual top quark loops contributing to the W - and Z-boson masses.

Also the Higgs boson contributes to ∆r via the one-loop diagrams, shown in Figure 2.9.

(∆r)Higgs w
3GFM

2
W

8
√

2π2

(
ln m2

H

MZ
2 −

5
6

)
. (2.13)

W,Z W,ZW,Z W,Z

H

H

+

Figure 2.9 Virtual Higgs boson loops contributing to the W - and Z-boson masses.

The top quark mass has been experimentally measured by the CDF and D0 collabo-
rations with 0.5% accuracy. The measured top mass is:

mt = 173.2± 0.9 GeV . (2.14)
The Figure 2.10 shows the most recent combination results of measurements from the
CDF and D0 collaborations [40]. The top quark mass is also measured at LHC by the AT-
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LAS and CMS collaborations and results in a mass of 175.9±0.9(stat)±2.7(syst) GeV [41]
and 173.4± 1.9(stat)± 2.7(syst) GeV [42], respectively.
Improvements in the precision of the measurement of the top quark or the W -boson

mass translate into better indirect limits on the Higgs boson mass. Figure 2.11 shows
the 68% C.L. contour in the (mt, mW ) plane from the global electroweak fit. It shows
the direct and indirect determination of mt and mW . Also displayed are the isolines of
SM Higgs boson mass between the lower limit of 114 GeV and the theoretical upper limit
of 1000 GeV. As can be seen from the figure, the direct and indirect measurements are
in good agreement, showing that the SM is not obviously wrong.

Figure 2.10 Summary of the input mea-
surements and resulting Tevatron average
mass of the top quark [40].
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Figure 2.11 Lines of constant Higgs mass
on a plot of mW vs. mt. The dotted ellipse
is the 68% C.L. direct measurement of mW

and mt. The solid ellipse is the 68% C.L.
indirect measurement from precision elec-
troweak data [8].

2.2.6 Other properties of the top quark
Spin correlations

Due to the fact that the life time of the top quark is shorter than the hadronization time
scale properties such as the spin correlation in the tt̄ system are transferred to the decay
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products and can be measured directly via their angular distributions. A measurement
of the spin correlation would test the predictions of QCD such as whether the decay of
the top quark occurs before its spin is flipped by the strong interaction. The apparent
spin correlation may differ from that expected in the SM if, for example, the top quark
decays into a scalar charged Higgs boson and a b-quark (t→ H+b). In addition, many
other beyond the SM scenarios predict different production and decay dynamics of the
top quark, which could be detected by measuring the spin correlation.
The measurements performed at Tevatron as well as at LHC so far are in agreement

with the SM prediction [43].

Charge

The top quark charge measurement is based on reconstructing the charges of the top
quark decay products. An exotic charge value of 4e/3 is in principle not excluded and
would decay as t∗ → bW−. To measure the top quark charge one needs to determine
the charge of both the W -boson and the b-quark. While the charge of the W -boson can
be determined through its leptonic decay, the b-quark charge is not directly measurable,
as the b-quark hadronization process results in a jet of hadronic particles (b-jet). It
is possible however to establish a correlation between the charge of the b-quark and a
weighted sum of the electric charges of the particles belonging to the b-jet. Semileptonic
B-hadron decays can also be used.
The possibility that an exotic quark with charge of −4e/3 is produced instead of a SM

top quark was excluded by the D0 Collaboration at the 92% C.L., by the CDF experiment
at the 95% C.L. and by ATLAS experiment the exotic scenario is excluded at more than
5σ [44].

Charge forward backward asymmetry

At leading order in perturbative QCD, tt̄ production is predicted to be symmetric under
charge conjugation. At next-to-leading order, the processes qq̄ → tt̄g and qg → tt̄q
exhibit a small asymmetry, due to interference between initial and final state gluon
emission. The qq̄ → tt̄ process also possesses an asymmetry due to the interference
between the Born and box diagrams. It is predicted that the top quark will be emitted
preferentially in the direction of the incoming quark and the antitop in the direction of
the antiquark. Several processes beyond the SM can alter this asymmetry, either with
abnormal vector or axial vector couplings or via interference with the SM.
Recent measurements by the CDF and D0 collaborations in pp̄ collisions at the Teva-

tron show a 2 − 3σ excess over the SM expectations. However, at LHC ATLAS [45]
and CMS [46] achieve preliminary results which are compatible with the SM prediction,
showing no evidence for an enhancement from physics beyond the SM.

W -boson helicity

The Wtb-vertex is defined by the electroweak interaction and has a (V − A)-structure
where V and A are the vector and axial vector contributions to the vertex. As the W -
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bosons are produced as real particles in top decays, their polarisation can be longitudinal,
left-handed or right-handed. The fractions of events with a particular polarisation, F0,
FL and FR, respectively, are referred to as helicity fractions and are predicted in NNLO
QCD calculations to be F0 = 0.687±0.005, FL = 0.311±0.005, FR = 0.0017±0.0001 [47].
These fractions can be extracted from measurements of the angular distribution of the
decay products of the top quark. Depending on theW -boson helicity (-, 0, +) the charged
lepton in the W -boson decay prefers to align with the b-quark direction, stay orthogonal
or escape in the opposite direction.
All previous measurements of the helicity fractions, performed by the CDF and D0 col-

laborations at the Tevatron, and the ATLAS collaboration at the LHC, are in agreement
with SM predictions [48].

Flavor changing neutral currents

According to the SM, flavor changing neutral currents (FCNC) are forbidden at tree level
and are much smaller than the dominant decay mode at one loop level. Several SM ex-
tensions predict higher branching fractions for the top quark FCNC decays. Examples of
such extensions are the quark-singlet model, the two-Higgs doublet model with or without
flavor-conservation, the minimal supersymmetric model, SUSY with R-parity violation,
the Topcolour-assisted Technicolour model or models with warped extra dimensions.
The present experimental limits on the branching fractions of the FCNC top quark

decay channels were established by experiments at LEP, HERA, Tevatron and LHC.
No evidence for such a signal was found. ATLAS observed a limit at 95% C.L. on the
(t→ qZ) FCNC top quark decay branching fraction was set at BR (t→ qZ) < 1.1%,
assuming BR (t→ bW ) + BR (t→ qZ) = 1. The observed limit is compatible with the
expected sensitivity, assuming that the SM describes correctly the data, BR (t→ qZ) <
1.3% [49].
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The LHC and the ATLAS experiment

3.1 Large Hadron Collider
The Large Hadron Collider (LHC) is a superconducting circular collider at CERN (Euro-
pean Organization for Nuclear Research). The LHC [50, 51] is installed into the existing
LEP (Large Electron Positron) collider tunnel which is a 27 km long tunnel and about
100 m beneath the Swiss/French border at Geneva. It is designed to collide proton-
proton (pp) and ion-ion (AA) pairs. For pp collisions the machine is designed to run at
a center-of-mass energy of 14 TeV with highest luminosity of 1034 cm−2s−1.
The LHC collider contains 1232 dipole magnets, which provide a magnetic dipole field

of 8.33 T and keep particles in their orbits, and 392 quadruple magnets for focusing
the beams. The operating temperature of the magnets is 1.9 K, cooled by super-fluid
helium. The proton beam is separated into bunches and each bunch contains ∼ 1011

protons. Bunches have a spacing of 25 ns which corresponds to a collision frequency of
40 MHz. There are 2808 bunches per beam at the designed luminosity.
Before entering the LHC main ring, protons are accelerated up to 450 GeV by sev-

eral pre-accelerators, which form the injector chain. Protons are created by an ion source
which injects them into a radio-frequency (RF) cavity which accelerates them to 750 keV.
After this, they are injected into the Linear Accelerator (LINAC) which brings their en-
ergy to 50 MeV. Next, protons are transmitted to the Proton Synchrotron Booster
(Booster) which increases the energy up to 1.4 GeV and sends then to the Proton Syn-
chrotron (PS). Protons leave the PS with 25 GeV energy and go to the Super Proton
Synchrotron (SPS) where their energy reaches 450 GeV. Afterwards, beams are directed
to the LHC tunnel, where two separate proton beams circulating in opposite directions
accelerate particles to the maximum value. Figure 3.1 shows an overview of the LHC
accelerator complex.
There are four multi-purpose experiments at LHC: ALICE, ATLAS, CMS, and LHCb,

and two small special-purpose experiments: LHCf and TOTEM. ATLAS and CMS are
designed for precision measurements of SM processes and potential discoveries of Higgs
boson, supersymmetry or exotic signatures. ALICE is designed to study the physics of
strongly interacting matter and the quark-gluon plasma formation in heavy ion (Pb-Pb)
collisions at 5.5 TeV. LHCb is investigating b-quark physics and CP-violation. TOTEM
aims at measuring the pp elastic and total cross section at the LHC. LHCf measures
neutral particles emitted in the very forward region in LHC collisions, which is motivated
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by the need to calibrate hadron interaction models used in the simulation of air showers
induced by ultra-high energy cosmic rays.

Figure 3.1 CERN accelerator complex [52].

The LHC had first beams injected in September 2008. However during the commis-
sioning an accident occurred, due to faulty electrical connection between two of the
accelerator magnets, resulting in a large helium leak into the tunnel. After one year the
LHC provided first collisions in November 2009 with a center-of-mass energy of 900 GeV.
In 2010 the LHC was successfully running, accelerating protons up to 3.5 TeV, result-
ing in a center-of-mass energy of 7 TeV. The LHC became the world’s highest energy
hadron collider. Details of the 2010 run are provided in Section 4.2. In 2011 the LHC
team has largely surpassed its operational objectives, steadily increasing the luminosity
up to 3.7× 1033 cm−2s−1 and delivering more than 5 fb−1 data to the ATLAS and CMS
experiments. Five times more than planned. LHC will continue to run until the end of
2012, possibly at a higher collision energy and, after that, it will go into a long shutdown
to upgrade detectors. It is planned to have beams back to LHC in the middle of 2014
with energy and luminosity close to the designed values.

3.2 The ATLAS detector
The ATLAS (A Toroidal LHC ApparatuS) detector is a multi-purpose particle detec-
tor [53, 54, 55] 25 m high, 44 m long and weighting 7000 tons. It is built around one
of the interaction points of the LHC and composed out of three main subdetectors: the
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inner detector (ID), the calorimeter and the muon spectrometer (MS). The detector is
divided into a barrel part and the two endcaps. The barrel is constructed from cylindrical
layers around the beam axis while endcaps are perpendicular to the beam axis. The bar-
rel and two endcaps cover almost the full solid angle around the interaction point, which
is defined as the origin of the coordinate system. The beam direction defines the z-axis
and the x − y plane is transverse to the beam direction. The positive x-axis is defined
as pointing from the interaction point to the center of the LHC ring and the positive
y-axis is defined as pointing upwards. The azimuthal angle φ is measured around the
beam axis, and the polar angle θ is the angle from the beam axis. The pseudorapidity
is defined as η = − ln tan(θ/2) and the rapidity as y = 1/2[(E + pz)/(E − pz)] (used for
massive objects such as jets). Distance between physics objects is usually measured in
the η − φ space as ∆R =

√
(∆η)2 + (∆φ)2 [55] .

Figure 3.2 A cut-away view of the ATLAS detector.

3.2.1 Inner detector
The ID is the closest detector to the beam pipe, placed inside a solenoid magnetic field
of 2T and measures the momenta of charged particles. It has a cylindrical shape with
5.5 m length and 1.15 m radius and contains from three subdetectors: the pixel detector,
the semiconductor tracker (SCT) and the transition radiation tracker (TRT). The layout
of the ID is illustrated in Figure 3.3 [56, 57].
The ATLAS pixel detector is the innermost tracking detector, which allows for very

good transverse impact parameter resolution and 3D-vertexing capability. It consists of
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three cylindrical barrel layers with radial range between 5 cm and 12 cm and two endcaps
with three discs on each side of the barrel with radial range between 9 cm and 15 cm.
With this configuration the pixel detector offers three hits for each track and covers the
pseudorapidity range up to |η| < 2.5. It is built from 1744 identical pixel modules. The
nominal pixel size is 50× 400 µm2 (about 90% of the pixels) and is dictated by the readout
pitch of the front-end electronics. The size of the remaining pixels is 50× 600 µm2 (long
pixels) in the regions at the front-end chips on a module. There are 47232 pixels on
each sensor, but for reasons of space there are four ganged pixels in each column of the
front-end chip, thus leading to a total of 46080 readout channels [55]. In total the pixel
detector has 80.4 million readout channels. The radius of the innermost layer is 50.5
mm and is called b-layer. It is an important part of the detector used for identification
and reconstruction of secondary vertices in the heavy flavor decay, for example particles
containing a b-quark or for b-tagging of jets [58]. Due to its proximity to the beam line the
lifetime of this layer is expected to be approximately 3 years at the designed luminosity
of 1034 cm−2s−1.

Figure 3.3 A cut-away view of the ATLAS inner detector.

The SCT has quite similar functionality to the pixel detector, but is much larger in
surface area than the pixel detector, which allows to measure tracks over longer distance.
It consists of four cylindrical barrel layers with radial range between 30 cm and 51 cm
and two endcaps with nine discs on each side of the barrel with radial range between 28
cm and 56 cm. There are 4088 modules made of four silicon microstrip sensors glued
back to back with 40 mrad stereo angle. The strip pitch is about 80 µm with an intrinsic
resolution of 17× 580 µm.
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The outermost subdetector of the ID is the TRTmade of 4 mm diameter straw tubes. It
provides typically 30 hits per track within |η| < 2.0. The TRT provides R−φ information,
for which it has an intrinsic accuracy of 130 µm per straw. In the barrel region, the straws
are parallel to the beam axis and are 144 cm long, with their wires divided into two halves,
approximately at η = 0. In the endcap region, the 37 cm long straws are arranged radially
in wheels. The total number of TRT readout channels is approximately 351000 [55].

3.2.2 Calorimeters

The purpose of calorimeters is to measure the energy of charged and neutral particles
with energy up to few TeV with high resolution and linearity. The calorimeter system
consists of an electromagnetic (EM) calorimeter and hadronic calorimeters. Calorimeters
cover the range of |η| < 4.9 which is very important for the precise measurement of
missing transverse energy. Figure 3.4 shows an overview of the ATLAS calorimeters.
Calorimeters must provide good containment for electromagnetic and hadronic showers,
and must also limit punch-through into the muon system [55].
The EM is a lead Liquid Argon (LAr) detector with accordion-shaped geometry, pro-

viding complete φ symmetry without azimuthal cracks. It is divided into a barrel part and
two endcap (EMEC) components each housed in their own cryostat. The barrel calorime-
ter consists of two identical half-barrels and covers the region of |η| < 1.475. Between the
two barrel components there is a small gap (4 mm) at z = 0. Each endcap calorimeter
is mechanically divided into two wheels which cover the regions 1.375 < |η| < 2.5 and
2.5 < |η| < 3.2, respectively. The total thickness of the EM calorimeter is greater than
22 radiation lengths in the barrel and 24 radiation lengths in the endcaps. The EM
calorimeter is highly segmented with a 3-fold granularity in depth and η × φ granularity
of 0.0003×0.1, 0.025×0.025, and 0.05×0.025, respectively in the front, middle and back
compartment [59, 60].
The hadronic calorimeter consists of three parts: tile barrel, endcap (HEC) and forward

calorimeters (FCal). The tile barrel is placed behind the EM calorimeter and is using
steel as the absorber and scintillator as the active medium. It consists of three parts:
the central barrel and two extended barrels, covering a range of |η| < 1.7. The thickness
of the tile calorimetry is designed to be at least nine interaction lengths [61]. The HEC
and FCal are Liquid Argon Calorimeters and cover the ranges 1.5 < |η| < 3.2 and
3.1 < |η| < 4.9, respectively. HEC shares the same cryostat with the EMEC and FCal in
both endcap regions. The HEC and FCal calorimeter thickness is about 10 interaction
lengths.
The transition region or gap between the barrel and end-cap calorimeters is filled

with cables and services for the inner detector as well as power supplies and services
for the barrel liquid-argon calorimeter. Therefore, the η-region between 1.37 and 1.52
corresponds to the difficult transition region between the barrel and end-cap cryostats,
where the energy resolution degrades significantly despite the presence of scintillators in
the crack between the barrel and end-cap cryostats to correct for the energy lost in the
barrel cryostat flange [55].
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Figure 3.4 A cut-away view of the ATLAS calorimeter.

3.2.3 The muon spectrometer
The layout of the muon spectrometer (MS) together with the toroid magnet system is
shown in Figure 3.5. The MS is the largest and outermost subdetector of ATLAS and
measures muon momenta within the |η| < 2.7 region. The MS consists of two types
of precision measurement chambers: Monitored Drift Tubes (MDT) and Cathode-Strip
Chambers (CSC), and two types of trigger chambers: Resistive Plate Chambers (RPC)
and Thin Gap Chambers (TGC).
The toroid magnets consists of a barrel and two endcaps parts, each consist of eight

coils placed symmetrically around the beam axis as shown in Figure 3.6. The end-cap
toroid coil system is rotated by 22.5 ◦ with respect to the barrel toroid coil system in order
to provide radial overlap and to optimise the bending power at the interface between the
two coil systems.
The performance in terms of bending power is characterised by the field integral

∫
BTdl,

where BT is the field component normal to the muon direction and the integral is com-
puted along an infinite momentum muon trajectory, between the innermost and outer-
most muon chamber planes. The barrel toroid provides 1.5 to 5.5 Tm bending power in
the pseudorapidity range |η| < 1.4, and the end-cap toroids approximately 1 to 7.5 Tm
in the region 1.6 < |η| < 2.7 [55]. The region 1.4 < |η| < 1.6 is covered by a combination
of barrel and endcap magnetic fields.
The precision momentum measurement MDT chambers cover the pseudorapidity range

of |η| < 2.7 and consist of three to eight layers of drift tubes, operated at pressures of 3
bar, and achieve an average resolution of 80 µm per tube, or about 35 µm per chamber.
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Figure 3.5 A cut-away view of the ATLAS muon system.

In the forward region, (2 < |η| < 2.7), CSC are used due to their higher rate capability
and time resolution. They are multiwire proportional chambers with cathode planes
segmented into strips in orthogonal directions. Two trigger chambers RPC and TGC,
are covering barrel (|η| < 1.05) and endcap (1.05 < |η| < 2.4) regions, respectively. The
RPCs are gaseous parallel electrode-plate detectors and TGCs are multi-wire proportional
chambers. The main parameters of the MS subsystems are summarized in Table 3.1. The
MS trigger chambers provide bunch crossing identification, well defined pT thresholds
and measure the muon coordinate in the direction orthogonal to that determined by the
precision tracking chambers [62].

Type Function δz/δR δφ Coverage Chambers Channels
MDT tracking 35 µm (z) - 0.0 < |η| < 2.7 1150 354k
CSC tracking 40 µm (R) 5 mm 2.0 < |η| < 2.7 32 30.7k
RPC trigger 10 mm (z) 10 mm 0.0 < |η| < 1.0 544 373k
TGC trigger 2-6 mm (R) 3-7 mm 1.0 < |η| < 2.4 3588 318k

Table 3.1 Parameters of the four sub-systems of the muon detector. The quoted spatial
resolution (columns 3, 4) does not include chamber-alignment uncertainties.
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Figure 3.6 The ATLAS toroid magnet system layout.

3.3 Trigger and data acquisition

At the LHC design luminosity 1034 cm−2 s−1 with 25 ns bunch spacing the crossing rate
is 40 MHz. The data writing to storage however is limited to 200 Hz. This means that
only 0.0005% of the total events can be saved. The trigger task of selecting and saving
interesting physics processes for future offline analysis is thus quite challenging.
The trigger system has three distinct levels: Level-1 (L1), Level-2 (L2), and the event

filter level (EF). Each trigger level refines the decisions made at the previous level and,
where necessary, applies additional selection criteria. The L2 and EF together form the
High-Level Trigger (HLT). The L1 trigger is implemented using custom-made electron-
ics, while the HLT is almost entirely based on commercially available computers and
networking hardware [55]. A block diagram of the trigger and data acquisition systems
is shown in Figure 3.7.
The L1 trigger searches for signatures from muons, electrons/photons, jets and τ -

leptons decaying into hadrons. It also selects events with large missing transverse energy
and large total transverse energy. The L1 trigger uses reduced-granularity information
from a subset of detectors: the RPC, TGC and calorimeter subsystems. It rejects the
main part of low-energy events, reducing the rate to 75 kHz and makes a decision within
2.5 µs after the bunch-crossing. Results from the L1 trigger are processed by the Central
Trigger Processor (CTP), which implements a trigger “menu” made of trigger items cor-
responding to different thresholds and signatures. Events passing the L1 trigger selection
are transferred to the next stages where all detector channels are read out to the Read
Out Drivers (RODs) and then into Read Out Buffers (ROBs). The L1 trigger uses only
the multiplicity of the triggered objects, the position information of the objects are not
used. In each event, the L1 trigger also defines one or more Regions-of-Interest (RoI’s),
i.e. the geographical coordinates in η and φ, of those regions where its selection process
has identified interesting features. This information is subsequently used by the HLT [55].
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Figure 3.7 ATLAS trigger and data acquisition system.

The L2 trigger uses RoI information on coordinates, energy, and type of signatures to
limit the amount of data which must be transferred from the detector readout. The L2
trigger reduces the event rate to below 3.5 kHz, with an average event processing time
of approximately 40 ms. The information is stored in the ROBs until the L2 processing
finishes. If the event is not rejected by the L2 trigger the events goes to the next trigger
level, i.e. EF where the event building process starts.
The EF uses offline analysis procedures and completes the event building procedure.

It reduces the event rate to approximately 200 Hz, with an average event processing
time of order four seconds. The HLT algorithms use the full granularity and precision
of calorimeter and muon chamber data, as well as the data from the inner detector, to
refine the trigger selections.
The EF, in addition to the selection, classifies the selected events according to the

ATLAS physics streams. The same event can be stored in more than one streams, if
several stream requirements are satisfied. The physics data streams are classified as
electrons, muons, jets, photons, missing transverse energy, τ -leptons and b-physics. For
this analysis data from the electron and muon trigger streams are used.
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Data and Monte-Carlo simulation

4.1 Luminosity
The precise measurement of the luminosity (L) is extremely important for the cross
section measurement. At present, ATLAS relies on event counting methods for the
determination of the absolute luminosity [63]. Luminosity is defined as:

L = µnbfr
σin

= µvisnbfr
εσin

= µvisnbfr
σvis

, (4.1)

where µ is the number of inelastic proton-proton (pp) collisions per bunch crossing,
nb is the number of bunch pairs colliding at the interaction point, fr is the revolution
frequency (11245.5 Hz) and σin is the total inelastic pp collision cross section. µvis ≡ εµ
is the measured average number of events per bunch crossing, where ε is the efficiency for
one inelastic pp collision to satisfy the event selection criteria. The visible cross section
σvis ≡ εσin is the calibration constant that relates the measurable quantity µvis to the L.
ATLAS determines the relative and absolute luminosity using several detectors and

multiple algorithms, each having different acceptances, systematic uncertainties and sen-
sitivity to background, as described in detail in [63, 64]. Currently, ATLAS luminos-
ity scale is calibrated using van der Meer (vdM) scans of the beam (also called beam
parameter scans) [65], where the absolute luminosity can be inferred from the direct
measurements of accelerator parameters:

L = nbfrn1n2

2πΣxΣy

, (4.2)

where n1 and n2 are the number of protons in the beams, Σx and Σy characterise the
horizontal and vertical profiles of the colliding beams. In a vdM scan, the observed event
rate is recorded while scanning the two beams across each other first in the horizontal
(x), then in the vertical (y) direction. This measurement yields two bell-shaped curves,
with the maximum rate at zero separation, from which one extracts the values of Σx and
Σy. The luminosity at zero separation can then be computed using Equation 4.2, and
σvis extracted from Equation 4.1 using the measured values of L and µvis.
The luminosity is measured and stored for small time intervals called luminosity blocks

(LB), for which the integrated, dead-time and prescale-corrected luminosity can be de-
termined [64]. The duration of one LB is typically from 1 to 2 minutes of data taking,
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which depends from run conditions and operational issues. The duration is chosen such
that the statistical uncertainty is smaller than the systematic uncertainty which is 100%
correlated between the LBs.
The integrated luminosity Lint. is the luminosity integrated over time, i.e. over LBs.

The delivered luminosity is the integrated luminosity over LBs at the interaction region
and recorded luminosity is the integrated luminosity over LBs for bunch-crossings where
the trigger chain was active.

4.2 2010 ATLAS data
From March 30th to October 31th of 2010, 48.1 pb−1 data was delivered and 45.0 pb−1

was recorded by ATLAS from pp collisions at
√
s = 7 TeV. The ratio of the recorded to

delivered luminosity gives ATLAS data taking efficiency of 93.6% [66]. Figure 4.1 shows
the delivered and recorded integrated luminosities as a function of time.
Over time LHC luminosity was rapidly increasing. The peak luminosity was 2.07×1032

cm−2s−1 which was obtained with a LHC bunch structure of 348 collision bunches in 46
bunch trains, with bunch separation of 150 ns.
The systematic uncertainty of the luminosity measurement is estimated to be 3.4%,

dominated by the uncertainty in the beam current product of 2.9%.

Figure 4.1 Cumulative luminosity versus day delivered to (green), and recorded by (yellow)
ATLAS during stable beams and for pp collisions at

√
s = 7 TeV [66].

The data taking was separated into periods in which trigger conditions remained stable.
The data taking periods are labeled A-I. Table 4.1 lists periods with run numbers and
delivered luminosities for each period. Periods A-D and half of period E are not used for
the analysis to simplify the trigger selection and because of the small amount of data.
Problems with detector hardware or the reconstruction software can lead to the recon-

struction of unphysical objects [68]. In order to reject events with unphysical objects,
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Period Runs Lint.
A 152166-153200 0.4 nb−1

B 153565-155160 9.0 nb−1

C 155228-156682 9.5 nb−1

D 158045-159224 0.3 pb−1

E 160387-161948 1.1 pb−1

F 162347-162882 2.0 pb−1

G 165591-166383 9.1 pb−1

H 166466-166964 9.3 pb−1

I 167575-167844 23.0 pb−1

Table 4.1 2010 data taking periods with corresponding run numbers and luminosities [67].

runs and their segments, i.e. LBs, are flagged with three colors as traffic lights depending
on the performance of detectors, combined performance objects and triggers. These are
so called Data Quality (DQ) flags which are used to create the Good Run Lists (GRL).
GRL specify the list of good LBs for each run. The GRL used for this analysis contains
35.3 pb−1 filtered data (referred to as 35 pb−1 in the rest of this thesis) and includes
events passing electron or muon trigger defined in the trigger menu [69].

4.3 Monte-Carlo simulation
The purpose of Monte-Carlo (MC) generators is the simulation of processes resulting from
inelastic scattering processes, hard interactions, which we call events. Events in MC are
generated according to the theoretical probability distributions. Simulated MC samples
can be used to test theoretical models against the detector response, develop analysis
strategy, estimate efficiencies, acceptance, resolution of the reconstructed objects, vali-
date reconstruction algorithms, evaluate statistical and systematic uncertainties and so
on.
The event simulation process is generally divided into two steps:

• Generation of the event by calculating the production process originating from an
inelastic pp scattering and immediate decays into a final state of stable particles.

• Simulation of the detector geometry and digitisation of the energy deposited in the
sensitive regions of the detector into voltages and currents for comparison to the
readout of the detector.

Generation The generation starts with the calculation of the matrix element (ME) at
the leading order (LO) of the strong coupling constant αs, such as hard scattering that
produces hard partons in inelastic pp scattering. LO matrix element generators are also
called tree-level MC generators, which describe final states to lowest order in perturbation
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theory, in other words virtual loops are not included in the matrix elements. This implies
that all complications involving the regularisation of matrix elements are avoided, and
the codes are based either on the direct computation of the relevant Feynman diagrams
or on the solutions of the underlying classical field theory [70]. Tree-level matrix element
generators can be used for generation of arbitrary or specific processes.
The initial partons are chosen by parton distribution functions (PDF) which parametrise

the fraction of momentum carried by a parton in a hadron [20, 21, 71, 19]. The generation
procedure itself does not include any form of hadronisation, thus the final states consist
of bare quarks, leptons and bosons. Therefore, generators are interfaced to additional
programs which are responsible for showering and hadronisation. Higher order effects
are added using the parton shower (PS), which allows partons to split into pairs of other
partons. The resulting partons are then grouped together or hadronised into color-singlet
hadrons and resonances are decayed. Figure 4.2 illustrates the general structure of a hard
hadronic scattering event simulated by MC generators.
The underlying structure of the event, beam remnants, multi-parton interactions, ini-

tial and final state radiations (ISR/FSR), and pile-up, are superimposed additionally.
Beam remnants are the parts of hadrons which did not participate in the hard scattering
process. Multi-parton interactions happen when more that two partons participate in
a hard interaction. ISR/FSR are the emissions associated with incoming and outgoing
particles, respectively. Lastly, due to the large number of particles per bunch, more than
one collision can occur simultaneously. The presence of more than one interaction in the
same bunch crossing is called pile-up. Pile-up includes also such effects as beam halo,
beam gas, cavern background events detector responses to long-lived particles, as well as
overlapping detector responses from interactions of neighboring bunch crossings, called
out-of-time pile-up.
The generated events can be filtered so that only events with a certain property (e.g.

leptonic decay or missing energy above a certain value) are kept. The generation is
responsible for any prompt decay (e.g. t-quark, Z-, W -bosons) but stores all “stable”
particles expected to propagate through a part of the detector.
The major part of the generators are designed for LO calculations. Among these are the

AcerMC [73, 74] and Alpgen [75]. There are matrix element generators designed for
next-to-leading order (NLO) calculations such as MC@NLO [76, 77] and Powheg [78].
For parton showering and hadronisation of single quarks and gluons Pythia [79, 80] and
Herwig [81] and for multiple interactions Herwig by the interface to Jimmy [82, 83]
can be used. There are many other generators available [84], but only those which are
used for this analysis have been included in this discossion.

Simulation The detector response is simulated by transporting generated events through
the detector using the simulation toolkit Geant4 [85]. It provides models for physics
and infrastructure for particle propagation through a detector geometry. The energies
deposited in the sensitive portions of the detector are recorded as “hits” containing the
energy deposition, position, and time [86].
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Figure 4.2 Hard hadronic scattering event in the MC generation [72, 70].

At the event generation and detector simulation stages the stored information is called
“truth”. And the origin of the objects, requiring an association between generated and
reconstructed object, can be checked.
The digitization takes the hit output from simulated events; hard scattering signal,

underlying event, pile-up, and converts it into detector responses. The information of
each subdetector can be presented in either an object-based format or in a format identical
to the output of the ATLAS data acquisition system, i.e. similar to the real detector
output (raw data). Thus, both the simulated and real data from the detector can then
be run through the same ATLAS trigger and reconstruction packages [86].

4.3.1 Monte-Carlo samples
The generation of tt̄ signal and single top events uses the MC@NLO v3.41 MC pro-
gram [76, 87, 77] with PDF set CTEQ6.6 [21] and assuming a top quark mass of
172.5 GeV. The tt̄ cross section is normalised using the Hathor [88] code to 164.57 pb
at approximate next-to-next-to leading order (NNLO) in QCD. On the truth level the
sample is filtered for single-lepton and dilepton decay final states, which means at least
on of the W -bosons from top quark should decay to a neutrino and an electron, a muon
or a tau. Single top quark production includes the t,Wt and s channels and the cross sec-
tion is normalized to the MC@NLO predicted cross section using the “diagram removal
scheme” [89] for the Wt process to remove overlaps with the tt̄ final state.
Z+jets samples used for the analysis include also the full Drell-Yan contribution from

the γ∗ → ll process and take the Z/γ∗ interference into account. The generation of
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Parameter ISR ↓ value ISR ↑ value Baseline FSR ↓ value FSR ↑ value
PARP(64) 4.0 0.25 1.0 1.0 1.0
PARP(67) 0.5 6.0 1.0 1.0 1.0

PARP(72) [GeV] 0.192 0.192 0.192 0.092 0.384
PARJ(82) [GeV] 1.0 1.0 1.0 2.0 0.5

Table 4.2 Parameter variations in Pythia used for ISR and FSR samples.

Z/γ∗+jets events uses the Alpgen v2.13 MC, using the MLM matching scheme [75]
and PDF set CTEQ6L1 [20]. The Z/γ∗+jets samples are normalized with an NLO/LO
k-factor of 1.25. For these samples the phase space has been restricted to 10 < mll <
40 GeV and 40 < mll < 2000 GeV regions. Here, so called k-factors are used to scale
the cross section from LO simulations to higher order.
Diboson WW ,WZ and ZZ events are modelled using the Alpgen generator, nor-

malized with appropriate k-factors of 1.26 (WW ), 1.28 (WZ) and 1.30 (ZZ) to match
the total cross section from NLO QCD predictions using calculations with the MCFM
program [90]. Events are hadronised with Herwig [81], using the Jimmy underlying
event model [82, 83]. Both hadronisation programs are tuned to data using the ATLAS
MC10 tune [91].
For evaluation of generator, parton shower and hadronisation systematic uncertain-

ties of tt̄ both Pythia and Herwig are used to hadronise Powheg samples, in order
to assess the possible differences in acceptane. For ISR/FSR systematic uncertainty
estimation nominal and varied samples are generated with AcerMC+Pythia. The
ISR/FSR samples are produced with increased and decreased initial/final state radia-
tion. The parameters varied to increase and decrease the ISR and FSR are given in
Table 4.2. The variation of PARP(64) corresponds to a variation in 1/(ΛISR

QCD)2, PARP(67)
controls the maximum parton virtuality in space-like parton showers, PARP(72) is ΛFSR

QCD
and PARJ(82) is the FSR infra-red cutoff [92]. The evaluation of systematic uncertainties
related to MC is discussed in the Chapter 9.
The details of the MC samples are listed in Table 4.3-Table 4.6 [93]. A more detailed

descriptions on the MC samples used for signal and background are given elsewhere [92].
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ID Description ME+PS σ [pb] k-factor
105200 No a.h.d. MC@NLO+ Herwig/Jimmy 80.11 1.12
105205 No a.h.d. AcerMC+Pythia 58.23 1.53
105860 No a.h.d. Powheg+Herwig 79.12 1.13
105861 No a.h.d. Powheg+Pythia 79.12 1.13
117255 No a.h.d. ISR min AcerMC+Pythia 58.23 1.53
117256 No a.h.d. ISR max AcerMC+Pythia 58.23 1.53
117257 No a.h.d. FSR min AcerMC+Pythia 58.23 1.53
117258 No a.h.d. FSR max AcerMC+Pythia 58.23 1.53

Table 4.3 tt̄ samples which do not include all hadronic decays (No a.h.d.). The 105200 sample
is used for the nominal analysis, the others are used for systematic evaluation.

ID Description ME+PS σ [pb] k-factor
108340 tchan → eν MC@NLO +Herwig/Jimmy 7.12 1
108341 tchan → µν MC@NLO +Herwig/Jimmy 7.12 1
108342 tchan → τν MC@NLO +Herwig/Jimmy 7.10 1
108343 schan → eν MC@NLO +Herwig/Jimmy 0.47 1
108344 schan → µν MC@NLO +Herwig/Jimmy 0.47 1
108345 schan → τν MC@NLO +Herwig/Jimmy 0.47 1
108346 Wt→ incl. MC@NLO +Herwig/Jimmy 14.59 1

Table 4.4 Single top samples.
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ID Description ME+PS σ [pb] k-factor
116250/107650 Z(→ ee) + 0p Alpgen+Herwig 3055.2 / 668.3 1.25
116251/107651 Z(→ ee) + 1p Alpgen+Herwig 84.9 / 134.4 1.25
116252/107652 Z(→ ee) + 2p Alpgen+Herwig 41.4 / 40.5 1.25
116253/107653 Z(→ ee) + 3p Alpgen+Herwig 8.4 / 11.2 1.25
116254/107654 Z(→ ee) + 4p Alpgen+Herwig 1.9 / 2.9 1.25
116255/107655 Z(→ ee) + 5p Alpgen+Herwig 0.5 / 0.8 1.25
116260/107660 Z(→ µµ) + 0p Alpgen+Herwig 3054.9 / 668.7 1.25
116261/107661 Z(→ µµ) + 1p Alpgen+Herwig 84.9 / 134.1 1.25
116262/107662 Z(→ µµ) + 2p Alpgen+Herwig 41.5 / 40.3 1.25
116263/107663 Z(→ µµ) + 3p Alpgen+Herwig 8.4 / 11.2 1.25
116264/107664 Z(→ µµ) + 4p Alpgen+Herwig 1.9 / 2.8 1.25
116265/107665 Z(→ µµ) + 5p Alpgen+Herwig 0.5 / 0.8 1.25
116270/107670 Z(→ ττ) + 0p Alpgen+Herwig 3055.1 / 668.4 1.25
116271/107671 Z(→ ττ) + 1p Alpgen+Herwig 84.9 / 134.8 1.25
116272/107672 Z(→ ττ) + 2p Alpgen+Herwig 41.5 / 40.4 1.25
116273/107673 Z(→ ττ) + 3p Alpgen+Herwig 8.4 / 11.3 1.25
116274/107674 Z(→ ττ) + 4p Alpgen+Herwig 1.9 / 2.8 1.25
116275/107675 Z(→ ττ) + 5p Alpgen+Herwig 0.5 / 0.8 1.25

Table 4.5 Z/γ∗+jets (Drell-Yan) samples with phase space cuts 10 GeV < mll < 40 GeV(left)
and mll > 40 GeV(right).

ID Description ME+PS σ [pb] k-factor
107100 WW (→ lνlν) + 0p Alpgen+Herwig 2.10 1.26
107101 WW (→ lνlν) + 1p Alpgen+Herwig 1.00 1.26
107102 WW (→ lνlν) + 2p Alpgen+Herwig 0.45 1.26
107103 WW (→ lνlν) + 3p Alpgen+Herwig 0.18 1.26
107104 W (→ incl.)Z(→ ll) + 0p Alpgen+Herwig 0.67 1.28
107102 W (→ incl.)Z(→ ll) + 1p Alpgen+Herwig 0.41 1.28
107106 W (→ incl.)Z(→ ll) + 2p Alpgen+Herwig 0.22 1.28
107107 W (→ incl.)Z(→ ll) + 3p Alpgen+Herwig 0.10 1.28
107108 Z(→ incl.)Z(→ ll) + 0p Alpgen+Herwig 0.51 1.30
107109 Z(→ incl.)Z(→ ll) + 1p Alpgen+Herwig 0.23 1.30
107110 Z(→ incl.)Z(→ ll) + 2p Alpgen+Herwig 0.09 1.30
107111 Z(→ incl.)Z(→ ll) + 3p Alpgen+Herwig 0.03 1.30

Table 4.6 Diboson samples.
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Reconstruction, identification and
selection of objects

5.1 Electrons
5.1.1 Reconstruction of electrons
Electrons, being charged particles, leave tracks in the inner detector (ID) and produce
showers in the electromagnetic (EM) calorimeter. Photons are neutral particles and do
not leave tracks in the ID (as long as they do not convert in the material of the ID)
and the EM showers induced by photons are very similar with the showers induced by
electrons. In order to separate electrons from photons, electrons are reconstructed from
ID tracks in association with EM calorimeter clusters.
There are three offline algorithms for electron reconstruction in ATLAS [94, 95, 96].

• egammaBuilder is the standard algorithm at ATLAS, designed for reconstruction
of high-pT, isolated electrons. This algorithm is also used for isolated photon recon-
struction. It starts from the reconstruction of clusters with transverse energy above
2.5 GeV in the EM calorimeter, using a sliding window algorithm [97] among (lon-
gitudinal) towers of 3× 5 cells of size 0.025× 0.025 in η × φ space, corresponding
to the granularity of the calorimeter middle layer [98].
A cluster is formed from a fixed size rectangular window and its position is choosen
such so the amount of energy within the cluster is maximum. The size of the
cluster is different for different particles. For instance electrons produce larger
clusters than photons, since for electrons the sign-corrected ∆φ window is larger
on the side where the extrapolated track bends as it traverses the tracker magnetic
field.
The egammaBuilder algorithm matches a track to the cluster in the middle layer
in a ∆η × ∆φ window of 0.05 × 0.10. The electron candidates are obtained by
matching EM clusters with energy E to tracks in the ID with momentum p, without
applying any special requirement for E/p [94, 95]. For true isolated electrons with
ET > 20 GeV and |η| < 2.5 the selection efficiency is above 90%. Here, ET =
Ecluster/ cosh(ηtrack), which means ET is constructed from the calorimeter cluster
energy Ecluster and the direction of the electron track, ηtrack.
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• softeBuilder is seeded from the ID tracks. This algorithm is optimised for low pT
electrons and selects good-quality tracks matching a relatively isolated deposition
of energy in the EM calorimeters [95].

• The egammaForwardBuilder algorithm is dedicated for reconstruction of elec-
trons in the forward region of the detector, i.e. 2.5 < |η| < 4.9. Contrary to
egammaBuilder and softeBuilder algorithms this algorithm does not require track
matching because of the limited coverage of the ID (|η| < 2.5). It uses the infor-
mation from the calorimeters and the topological clusters based on connecting
neighboring cells.

In this analysis electron candidates reconstructed by egammaBuilder algorithm or by
egammaBuilder and softeBuilder algorithms at the same time are used [99, 100].

5.1.2 Identification of electrons

The baseline electron identification in the central region (|η| < 2.47) relies on a cut-based
selection using calorimeter, tracking and combined variables that provide good separation
between signal electrons, background electrons (primarily from photon conversions and
Dalitz decays) and jets faking electrons. The cuts can be applied independently. Three
reference sets of cuts have been defined in ATLAS with increasing background rejection
power: loose, medium and tight with an expected jet rejection of about 500, 5000 and
50000, respectively, as estimated from MC simulation [98].
For loose selection hadronic leakage variables and shower shape variables of the EM

calorimeter middle layer are used. These variables efficently help to reject high energy
jets with wide showers, since with respect to jets electrons and photons produce narrower
showers and they deposit energy in the electromagnetic calorimeter, while jets deposit
most part of thier energy in the hadronic calorimeter. The loose selection cuts provide
excellent identification efficieny, but low background rejection. Variables from the EM
calorimeter strip layer, track quality requirements and track-cluster matching are added
at medium selection. The medium selection increases the jet rejection by a factor of
3-4 with respect to the loose selection, but at the same time it reduces the identification
effciency by 10%. The tight selection adds E/p, particle identification using the TRT, and
discrimination against photon conversions via a b-layer hit requirement and information
about reconstructed conversion vertices [98]. Table 5.1 gives the list of all variables used
in the loose, medium and tight selections. The cuts are optimised in 10 bins of cluster η
(defined by calorimeter geometry, detector acceptances and regions of increasing material
in the ID) and 11 bins of cluster ET from 5 GeV to above 80 GeV [101, 98].
For data collected during 2010 we use the “ElectronTight_WithTrackMatch" defini-

tion [99] of electrons. It belongs to the tight classification in Table 5.1, including an
additional requirement of matching between a track to the electron cluster.
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Type Description Variable
Loose selection

Acceptance of the detector ? |η| < 2.47

Hadronic leakage ? Ratio of ET in the first layer of the Rhad1
hadronic calorimeter to ET of the EM cluster
(used over the range |η| < 0.8 and |η| > 1.37)

? Ratio of ET in the hadronic calorimeter to ET Rhad
of the EM cluster (used over the range |η| > 0.8
and |η| < 1.37)

Second layer ? Ratio in η of cell energies in 3×7 versus 7×7 cells Rη
of EM calorimeter ? Lateral width of the shower wη2

Medium selection (includes loose)

First layer ? Total shower width wstot
of EM calorimeter ? Ratio of the energy difference associated with Eratio

the largest and second largest energy deposit
over the sum of these energies

Track quality ? Number of hits in the pixel detector (≥ 1)
? Number of hits in the pixels and SCT (≥ 7)
? Transverse impact parameter (<5 mm) d0

Track matching ? ∆η between the cluster and the track (< 0.01) ∆η1

Tight selection (includes medium)

b-layer ? Number of hits in the b-layer (≥ 1)

Track matching ? ∆φ between the cluster position in the track (< 0.02) ∆φ2
? Ratio of the cluster energy to the track momentum E/p
? Tighter ∆η cut (< 0.005) ∆η1

Track quality ? Tighter transverse impact parameter cut (<1 mm) d0

TRT ? Total number of hits in the TRT
? Ratio of the number of high-threshold

hits to the total number of hits in the TRT

Conversions ? Electron candidates matched to reconstructed
photon conversions are rejected

Table 5.1 Definition of variables used for loose, medium and tight electron identification cuts
for the central region of the detector with |η| < 2.47 [101].
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5.1.3 Electron isolation
The cuts listed in the Table 5.1 do not include a dedicated cut for isolation as the
requirements are different for various analyses. Therefore isolation cuts are applied after
the electron identification, which are based on calorimeter and track variables.
A calorimeter isolation discriminator is computed from the reconstructed energy in a

cone of half opening angle R0 around the electron candidate direction, where the energy
of the electron itself is excluded. While a larger cone will contain more energy in case of
misidentified jets, a smaller cone is more robust against energy depositions from pile-up
events [101].
A second, tracking based discriminator uses the summed scalar pT of tracks in a cone

around the electron. In contrast to the calorimetric isolation, neutral particles do not
contribute to this quantity. The advantage, however, is that track quality criteria can be
applied in order to reject tracks from secondary vertices [101].
Currently there are four sets of cuts defined that exploit calorimetric and tracking

isolation variables, allowing to retain 99%, 98%, 95% or 90% of isolated electrons, re-
spectively. The default isolation criteria based on tracking and calorimeter variables have
been optimised to keep 95% of isolated electrons from Z-boson decays.
For top quark analyses we use the calorimeter based isolation with a cone R0 = 0.2,

EtCone20. Figure 5.1 shows the mean of the EtCone distributions for three cone sizes
of 0.2, 0.3 and 0.4 as a function of the electron ET for electrons from W -bosons in tt̄
decays [102, 103]. As it can be seen from the plot the surrounding energy as measured
by EtCone20 does not tend to zero as ET → 0 GeV. This is caused by calorimeter noise
and the offset increases with the size of the isolation cone.
We apply an electron isolation requirement of EtCone20 < 4 GeV [99].

Figure 5.1 The EtCone20, EtCone30 and EtCone40 distribution mean values as a function of
the electron ET in MC simulation of electrons from W -bosons in tt̄ decays [102].
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5.1.4 Electron energy scale offset and resolution smearing
Measurements of the electron energy scale and resolution have been derived from the
measurement of the Z → ee invariant mass distribution [104, 102]. The electron energy
scale is quantified by a dimensionless scaling parameter α:

Ecorr = E

1 + α
, (5.1)

where E is the electron energy and Ecorr is its energy after the offset correction. α is
determined by constraining the peak position of the dielectron invariant mass distribution
from Z-boson in data as a function of the electron pseudorapidity.
An offset of less than 2% in the central region (|η| < 2.5) is observed. Systematic

uncertainties are within 2–3% (except for crack region of 1.37 < |η| < 1.52 where it is
±5%), dominated by uncertainties from the the detector material and the presampler
energy scale, but also include the event selection, pile-up, and hardware modelling. A
software tool is provided to correct the energy for electrons in data [105], including
systematic uncertainties.
Also the energy resolution in the calorimeter is measured using the di-electron invariant

mass from Z-bosons. A simultaneous analysis of Z events from MC simulation and data
is used to extract the energy resolution parameters, in particular the constant term,
which is dominant for high energy electrons [102]. The energy resolution function is
given by [104]:

σE
E

= a√
E
⊕ b

E
⊕ c , (5.2)

where parameters a and c have to be determined. b is the noise term which has a
significant contribution only at low-energies. The difference of resolution between data
and MC is measured in terms of the constant c, which includes both, the calorimeter
constant term and the inhomogeneities from possible extra-material. Table 5.2 shows
the constant terms needed in MC simulation to correctly reproduce the lineshape of the
Z-boson peak measured in data [102].

5.1.5 Electron efficiency scale factors
Simulations were made to agree with the data by applying efficiency scale factors as mul-
tiplicative event weights. The weights are multiplicative scale factors for reconstruction,

Constant term
Barrel 1.1% ± 0.1(stat) ± 0.2(sys)

EMEC outer-wheel 1.8% ± 0.4(stat) ± 0.2(sys)
EMEC inner-wheel 4.0% ± 0.3(stat) ± 2.0(syst)

Table 5.2 The measured constant term of the electron energy resolution.
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identification and trigger efficiencies [106]. The efficiencies are measured separately by
tag-and-probe methods using Z → ee and/or W → eν decays [107]. The ratios of the
data to MC efficiencies (εdata/εMC) are the scale factors (SF).

• The reconstruction efficiency is defined as the probability for an electron depositing
its energy in a calorimeter cluster to be reconstructed as an electron candidate by
the egammaBuilder algorithm. For 2010 data the electron reconstruction SF is
estimated to be SFreco = 1.000 ± 0.015 [106]. The uncertainty includes statistical
and systematic uncertainties.

• The identification efficiency has been defined with respect to electron candidates
passing the track quality requirements. Independent measurements have been done
on Z → ee and W → eν samples, using several ET and η bins. Results from two
measurements are combined, with largely uncorrelated systematic uncertainties,
and the total uncertainty is significantly reduced. The table with SFid’s together
with their uncertainties is shown in Table A.1.

• The trigger efficiency is defined as the fraction of offline identified probes “firing”
the trigger: offline selection criteria for which the trigger implementation is designed
to be almost 100% efficient in the plateau region are considered [107]. The analysis
has shown that data-MC differences have little dependence on electron ET and η
and thus an integrated value of the scale factor have been considered in physics
analyses. For the e15_medium trigger, used in this analysis, the plateau efficiency
normalized to offline cuts is above 99% with an associated systematic uncertainty
of less than 1% [108]. The estimated data/MC scale factor is SFtrig = 0.995±0.005.

The trigger scale factor is derived from a single-lepton scale factor if only one lepton
was found to match the trigger objects. In case both leptons can be matched to trigger
objects the scale factor is (1− (1−SFtrig

1 )(1−SFtrig
2 )), which accounts for the probability

that either of the two selected leptons in a given event can pass the trigger requirements.
For events with one or two selected muons, the corresponding muon trigger scale factors
are used from Table 5.5.

5.1.6 Selection of electrons

Electrons are selected among candidates in the ElecronAODCollection with ET >
20 GeV. The candidates are required to be reconstructed in the central part of the
detector with |η| < 2.47, excluding the calorimeter crack region from 1.37 to 1.52. The
last quality cut used for electron selection is designed for rejection of electrons built from
clusters affected by some detector problems [109].
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5.2 Muons
5.2.1 Reconstruction and identification of muons
The ATLAS detector has excellent muon identification capabilities, with an efficiency
greater than 95% and a fractional momentum resolution better than 3% over a wide
transverse momentum range. There are four types of muon candidates with different
reconstruction procedures, standalone muon, combined muon, segment tagged muon and
calorimeter tagged muon, which are using information from the muon spectrometer, the
calorimeter and the inner detector [110, 111, 112, 95]. Below short descriptions of the
reconstruction and identification of muon candidates are listed [112]:

• Standalone muon: The muon trajectory is reconstructed in the muon spectrometer
only. The muon momentum measured in the spectrometer is corrected for the
parameterized energy loss of the muon in the calorimeter, to obtain the momentum
at the interaction point. The average muon energy loss in the calorimeter is 3 GeV.
The direction of flight and the impact parameter of the muon at the interaction
point are determined by extrapolating the spectrometer track back to the beam
line.

• Combined muon: The momentum of the standalone muon is combined with the mo-
mentum measured in the inner detector. The muon trajectory in the inner detector
also provides information about the impact parameter of the muon trajectory with
respect to the primary vertex.

• Segment tagged muon: A trajectory in the inner detector is identified as a muon
if the trajectory extrapolated to the muon spectrometer can be associated with
straight track segments in the precision muon chambers.

• Calorimeter tagged muon: A trajectory in the inner detector is identified as a
muon if the associated energy depositions in the calorimeters is compatible with
the hypothesis of a minimum ionizing particle.

Standalone muons are reconstructed in the whole acceptance range of the muon spec-
trometer |η| < 2.7. Combined and segment tagged muons are restricted to the acceptance
of the inner detector of |η| < 2.5. The calorimeter tagged muons cover the acceptance
gap of the muon spectrometer at |η| ∼0.
For each strategy there are at least two reconstruction algorithms in Athena [113, 114]

software. These algorithms are grouped into two families, such that each family includes
at least one algorithm for each strategy. These families are named Staco and Muid.
Staco family uses MuonBoy, STACO and MuTag algorithms for standalone, combined
and tagged muons, respectively [115]. Muid family has Moore and MuidStandalone
algorithms for standalone muons, MuidCombined for combined muons, MuGirl and Mu-
TagIMO for tagged muons [116].
The difference of the two families comes from the combination approach of the informa-

tion from subdetectors. Muons from the Staco family are reconstructed by statistically
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combining the track extrapolated to the interaction point with the matching inner de-
tector track [111]. In contrast, Muid does not merge statistically the two independently
found tracks, but it performs a global fit of all hits associated with the tracks, tak-
ing into account the calorimeter mass profile which is approximated by two scattering
planes [117].
For top quark analysis we are using muons from Muid collection, which are recon-

structed by the MuidCombined algorithm. In order to facilitate analysis a set of criteria
have been made that categorize the muons as loose, medium or tight [118]. Unlike the
electron case muon qualification does not rely on a cut-based selection, instead it checks
which reconstruction and identification algorithm has found the muon. For the Muid
collection the qualification is performed as follows:

• tight: MuidCombined or MuidStandalone at |eta|>2.5 or MuGirl with extended
track

• medium: Tight or MuidStandalone or MuGirl with extended track

• loose: Medium or MuGirl or MuTagIMO

For this analysis combined Muid muons within the tight category are used.

5.2.2 Muon isolation
Similar to electrons there are calorimeter and track isolation categories for muons to
reject background muons coming from heavy and light flavour decays, such as baryon
and meson decays formed by b- and c-quarks.
Muons in the minimum bias data are predominantly produced from meson decays

with high energy deposit in the calorimeter. Figure 5.2 shows the transverse energy
deposited in the calorimeters in a cone with radius R0 = 0.3 normalized to the transverse
momentum of the muon as a function of the distance of the muon to the closest jet with
pT > 5 GeV. It is obvious from the distribution that the isolated muons at ∆R > 0.4 have
deposited only very little energy while muons in jets show much larger energy around
them in the calorimeter [111].
For this analysis both calorimeter and track based isolations are used with a cone of

R0 = 0.3, requiring that both the transverse energy deposit and transverse momentum
of the tracks should be below 4 GeV.

5.2.3 Muon momentum resolution scale and smearing
The momentum resolution is measured from the width of the dimuon invariant mass
distribution in Z → µµ decays and from comparisons of the individual inner detector
and muon spectrometer momentum determination for combined muons from W → µν
decays [119].
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Figure 5.2 The transverse energy deposited in the calorimeters in a cone of ∆R = 0.3 normal-
ized to the transverse momentum of the muon as a function of the distance to the closest
jet. No overlap removal between muons and jets is performed [111].

The relative resolution on the momentum measurement, σ(pT )
pT

, is dictated by different
effects related to the amount of material that the muon traverses, the spatial resolution
of the individual track points and the degree of internal alignment of the two subsystems.
The muon spectrometer (MS) is designed to provide a uniform momentum resolution

as a function of the pseudorapidity. The resolution can be parameterized in the following
way as a function of the transverse component pT [119, 120]:

σ(pT )
pT

= pMS
0
pT
⊕ pMS

1 ⊕ pMS
2 × pT , (5.3)

where pMS
0 , pMS

1 and pMS
2 are coefficients related to the energy loss in the calorimeters

material, to multiple scattering and to intrinsic resolution, respectively.
For the inner detector (ID) a similar parameterization is used assuming uniform re-

sponse in the central part and a rapidly worsening resolution beyond the central region.
The following approximate parameterization is used:

σ(pT )
pT

= pID1 ⊕ pID2 × pT (|η| < 1.9) , (5.4)

σ(pT )
pT

= pID1 ⊕ pID2 × pT ×
1

tan2(θ) (|η| > 1.9) , (5.5)

where θ is the muon polar angle [119].
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The results from Z → µµ and W → µν studies are merged using a combined fit for
four different pseudorapidity regions.
For the MS and ID the transformation is the following:

p′T (MS,ID) = pT (MS,ID) (1 + ∆(MS,ID)) , (5.6)

where

∆(MS) = f(0,1) ∆MS
p1 + f(0,1) ∆MS

p2 pT , (5.7a)

∆(ID) = f(0,1) ∆ID
p2 pT (|η| < 1.9) , (5.7b)

∆(ID) = f(0,1) ∆ID
p2 pT/ tan2(θ) (|η| > 1.9) , (5.7c)

where p′T (MS,ID) indicates the simulated muon pT after applying corrections and
f(0,1) is a normally distributed random number with mean 0 and width 1. The values of
the additional smearing ∆(ID) and ∆(MS) are obtained from a χ2 minimization fit to
the overall spectrum. The variation of the pID,MS

i parameters is performed by rescaling
the simulated muon pT [119]. The fitted correction parameters are provided in Table A.2
together with their statistical and systematic uncertainties.
The values of the correction parameters quantify the increase in momentum resolution

in data when compared to simulation. The full parameterization of the experimental
momentum resolution is obtained by adding quadratically the uncorrected simulated res-
olution terms of Equation (5.3)-(5.5) and the corresponding corrections from Table A.2.
The uncertainties are directly propagated from those of the correction parameters and
the statistical errors on the uncorrected MC simulated resolution. The results for the
full parameterization are listed in Table 5.3.
The combined muon momentum measurement is determined by the relative weights

of the ID and MS momentum measurements in the track fit. Due to the large amount
of calorimeter material between ID and MS, the two measurements can be treated as
uncorrelated. Therefore, starting from the corrected ID and MS pT measurements in

MS ID
η region pMS

0 ( TeV) pMS
1 (%) pMS

2 ( GeV−1) pID1 (%) pID2 ( TeV−1)
0 < |η| < 1.05 0.23 ± 0.01 3.75 ± 0.10 0.24 ± 0.04 1.60 ± 0.32 0.49 ± 0.04

1.05 < |η| < 1.7 0 8.80 ± 0.46 0.30 ± 0.16 2.60 ± 0.54 0.95 ± 0.10
1.7 < |η| < 2.0 0 4.77 ± 0.35 0.23 ± 0.12 3.40 ± 0.58 1.39 ± 0.05
2.0 < |η| < 2.5 0.17 ± 0.02 4.87 ± 0.65 0.90 ± 0.25 4.10 ± 0.50 0.140 ± 0.004

Table 5.3 Resolution parameterization as defined in Equation (5.3)-(5.5) in the MS and ID.
The measurements are obtained by adding the correction parameters in quadrature to the
uncorrected momentum resolution from simulation [119].
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MC, the combined muon pT (CB) can be corrected in the simulation, obtaining a new
measurement, p′T (CB). The new MC simulated measurement is the linear combination
of the MS and ID contributions, weighted by the MS and ID resolutions:

p′T (CB) = pT (CB)[1 + ∆(MS)wMS + ∆(ID)wID
wMS + wID

] , (5.8)

where

wMS,ID = 1
σ2(MS,ID) . (5.9)

∆(MS,ID) is the overall correction to the simulated MS and ID pT , from Equa-
tion (5.6), and σ(MS,ID) are the values for the resolution at that pT (MS,ID), taken
from Table 5.3.

5.2.4 Muon efficiency scale factors
Similar to the electron case there are reconstruction, identification and trigger multi-
plicative scale factors for muons determined by the tag-and-probe method using Z → µµ
events. Muon efficiency scale factors are listed below:

• The trigger efficiency in data and MC simulation and resulting scale factors are
studied as a function of η and φ since disagreement between data and MC for
these variables is observed [102]. Binned muon trigger scale factors are shown in
Table 5.4. No data/MC disagreements which depend on pT and ∆R(µ, closest jet)
are found.

• Reconstruction and identification efficiencies do not show any dependence on geo-
metric, kinematic or isolation quantities [102]. The estimated scale factors for muon
reconstruction, identification and reconstruction+identification with their statisti-
cal and systematic uncertainties are given in the Table 5.5.

5.2.5 Selection of muons
For this analysis muons are selected from combined Muid candidates qualified as tight
with transverse momentum pT > 20 GeV and from the central part of the detector
|η| < 2.5 [121]. Muons overlapping with any jet (with pT > 20 GeV) within ∆R < 0.4 are
removed in order to suppress muon candidates from heavy flavor decays. The following
ID hit requirements are used as well for muon selection:

• Number of B-Layer hits > 0, if the expectBLayerHit returns true

• Number of pixel hits + number of crossed dead pixel sensors > 1

• Number of SCT hits + number of crossed dead SCT sensors ≥ 6
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Regions
η range φ range SF value
|η| > 1.05 any φ 0.987 ± 0.003 +0.001

−0.001

[-1.05, 0.6] [-π, 5π/16] ⋃ [11π/16, π] 1.026 ± 0.010 +0.003
−0.002

[-1.05, 0.6] ⋃ [-0.6, -0.5]⋃ [-0.4, 0.2] ⋃ [0.3, 0.6] [5π/16, π/2] 0.919 ± 0.017 +0.007
−0.000

[-1.05, 0.6] [π/2, 11π/16] 0.952 ± 0.030 +0.002
−0.003

[-0.6, 0.6] [-π, 5π/16] ⋃ [11π/16, π] 1.009 ± 0.006 +0.001
−0.002

[-0.5, -0.4] ⋃ [0.2, 0.3] [5π/16, π/2] 0.657 ± 0.050 +0.010
−0.000

[-0.6, 0.6] [π/2, 11π/16] 0.906 ± 0.019 +0.000
−0.004

[0.6, 1.05] [-π, 5/16π] ⋃ [11π/16, π] 1.005 ± 0.010 +0.002
−0.003

[0.6, 1.05] [5π/16, π/2] 0.843 ± 0.053 +0.000
−0.013

[0.6, 1.05] [π/2, 11π/16] 1.046 ± 0.029 +0.011
−0.009

Table 5.4 Muon trigger scale factors from Z → µµ data and MC events, using the tag-and-
probe method. The results correspond to an integrated luminosity of 37 pb−1 [102].

Scale factors
Reconstruction Identification Reco+Id

0.997± 0.001 ±0.003 1.002± 0.001 ±0.001 0.999± 0.002 ±0.003

Table 5.5 Offline scale factors, using the tag-and-probe method. The results correspond to an
integrated luminosity of 37 pb−1. The uncertainties are statistical and systematic [102].
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• Number of pixel holes + number of SCT holes < 2

• TRT: denote n = number of TRT hits + number of TRT outliers

– for |η| < 1.9 and n > 5 and number of TRT outliers/n < 0.9

– for |η| ≥ 1.9 and n > 5: number of TRT outliers/n < 0.9

Finally, for dilepton analysis we reject muons arising from cosmic rays by removing
muon candidate pairs that are back-to-back in the r − ϕ plane and that have transverse
impact parameter relative to the beam axis |d0| > 0.5 mm.

5.3 Jets

5.3.1 Jet reconstruction algorithms
All jets are composed from constituents, be they particles, calorimeter cells or other
objects. In ATLAS several jet finding algorithms have been implemented since there is
no universal way for reconstruction of jets.
The obvious way to combine energy and momenta of the constituents into four-

momenta of the final jet is to simply add the four-vectors:

pk =
∑
i

pi . (5.10)

For all algorithms this four-vector recombination scheme is used as base [122].
The major goals of the jet finding algorithm are infrared and collinear safety and

order independence [95]. Infrared safety means any soft particle not coming from the
fragmentation of a hard scattered parton should not effect the number of jets produced.
Collinear safety means that jet reconstruction should be independent of the fact that a
certain amount of transverse momentum is carried by one particle, or if a particle is split
into two collinear particles. Order independence means that the same hard scattering
should be reconstructed independently at parton-, particle- or detector level.

Cone algorithms aim to maximize energy in a geometric cone where the radius of the
cone is a key parameter. Most frequently used cone algorithms are “iterative” seeded,
which means a candidate cone is identified, its momentum vector is calculated and the
cone is redrawn around the new center [122]. The seed is usually a calorimeter tower or
cluster, parton or particle with a pT above some threshold. The seeded algorithms have
been shown to be not infrared nor collinear safe [123]. Therefore, the Seedless Infrared
Safe Cone algorithm (SISCone) has been developed [124] which is infrared and collinear
safe at all orders of αs, and suitable for use at parton level, hadron level and detector
level.
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Cluster algorithms are based on pair-wise clustering of the initial constituents of the
input calorimeter towers and clusters. A distance measure between objects and some
conditions on which clustering should be terminated are defined. The distance between
two objects i and j and between object i and beam are defined as:

dij = min(k2p
T i, k

2p
Tj)

(∆R)2
ij

R2 , (5.11a)

diB = k2p
T i , (5.11b)

where
(∆R)2

ij = (yi + yj)2 + (φi − φj)2 , (5.12)

where kT i,T j, yi,j and φi,j are the transverse momentum, rapidity and azimuth of the
objects i and j, respectively. R is a parameter of the algorithm, setting the resolution at
which jets are resolved from each other as compared to the beam.
There are three algorithms and for each of them the variable p takes different values

in Equation (5.11). For the kT algorithm p = 1, which means objects with low relative
kT are merged first [125, 126, 127, 128]. For the Cambridge/Aachen algorithm p = 0,
where objects near to each other in ∆R are merged first [129]. Finally, for the anti-kT

algorithm p = −1 [130]. In this case soft particles will tend to cluster with hard ones long
before they cluster among themselves. If a hard particle has no hard neighbors within
a distance 2R, then it will simply accumulate all the soft particles within a circle of
radius R, resulting in a perfectly conical jet. If two comparably hard objects are within
R < ∆R < 2R of each other, energy will be shared between them depending on their
relative kT and distance.
The main advantage of the anti-kT algorithm is that it is infrared safe. Moreover, it

is very cone-like and therefore it is experimentally easier to handle [131]. This algorithm
is used for jets in this analysis.

5.3.2 Jet energy scale
Reconstructed jets are calibrated as a baseline to the energy scale measured by the
electromagnetic and hadronic calorimeters called the electromagnetic (EM) scale. The
electromagnetic energy scale is established using test-beam measurements for electrons
and muons in the electromagnetic and hadronic calorimeters [132]. It gives the correct
response for the energy deposited in electromagnetic showers for photons and electrons,
while it does not correct for the hadron response due to some energy losses (like binding
energy losses in post-collision nuclear break-up), dead material, imperfect energy collec-
tion of the clustering algorithm and so on [133]. The goal of the jet energy scale (JES)
calibration is to correct the energy and momentum of the jets measured in the calorimeter
to those of the jet at the hadronic scale [134, 135].
In ATLAS several calibration schemes have been developed [95, 136, 135]. For the first

data the simpler jet-by-jet correction is applied as a function of jet transverse momentum
and pseudorapidity, denoted as EM+JES calibration which allows for direct evaluation of
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the systematic uncertainty. The calibration scheme consists of the following subsequent
steps [134]:

• The average additional energy due to pile-up is subtracted from the energy mea-
sured in the calorimeters using correction constants extracted from an in-situ mea-
surement [137].

• The position of the jet is corrected such that the jet direction points to the primary
vertex of the interaction instead of the geometrical center of the ATLAS detector.

• The jet energy and position as reconstructed in the calorimeters are corrected using
constants derived from the comparison of the kinematics of reconstructed jets and
corresponding truth jets in MC simulation.

The calibration restores the jet energy scale within 2% for the full kinematic range.
The EM+JES calibration is validated in-situ up to the TeV scale [138] by exploiting the
conservation of transverse momentum in events which contain a photon and a hadronic
jet in the central region of the detector. The EM scale is validated as a function of pγT
and ηjet and the data/MC agreement is within 5% [135].
The uncertainty on the JES is the largest source of systematic uncertainty for many

analyses. It is determined for jets reconstructed from topological clusters with anti-kT

for R = 0.4 and R = 0.6. In the early stage the JES uncertainty has been derived from
inclusive di-jet events by convolving the uncertainty on the single particle response with
the jet particle composition [139].
Now, the JES uncertainty is significantly reduced since it is derived for 16 pseudorapid-

ity bins for isolated jets by combining information from in-situ and single pion test-beam
measurements, uncertainties on the material budget of the ATLAS detector, the descrip-
tion of the electronic noise, and the MC modeling used in the event generation [134]. The
jet energy scale uncertainty is found to be similar for R = 0.4 and R = 0.6 jets. In the
central region |η| < 0.8 the uncertainty is 4.6% and 2.5% for jets with pT > 20 GeV and
60 < pT < 800 GeV, respectively. In the endcap and forward regions the JES uncertainty
is about 14% for the most forward pseudorapidities up to |η| = 4.5.
However, jets are produced with nearby jets in a busy environment such as found in

QCD multi-jets or top quark pair production, and thus a separate study was done to
determine the additional JES uncertainty for jets with nearby jet activity. The studies
have shown that the close-by jet systematic uncertainty on the JES is 1.7-2.7% and
2.3-2.8% for R = 0.4 jets with 20 < pT < 30 GeV and pT > 30 GeV, respectively [140].
The JES uncertainty due to pile-up is also estimated separately as a function of the

number of primary vertices. In the case of two primary vertices per event, the uncertainty
for jets with pT = 20 GeV and pseudorapidity 0.3 ≤ |η| < 0.8 is about 1% while it
amounts to about 2% for jets with pseudorapidity 2.1 ≤ |η| < 2.8. For jets with transverse
momentum above 200 GeV, the uncertainty due to pile-up is negligible (< 1%) in the
full pseudorapidity range (|η| < 4.5) [134].
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5.3.3 Jet energy resolution

The jet resolution is measured with two different data-driven methods for anti-kT jets
calibrated by EM+JES scheme. They are the di-jet balance method which is based on
momentum conservation in the transverse plane and the bi-sector method which is based
on the definition of an imbalance (transverse) vector, defined as the vector sum of the
two leading jets in the di-jet event [141, 142].
The fractional jet energy resolution, σpT

/pT is parameterized as:

σpT

pT
= N

pT
⊕ S
√
pT
⊕ C , (5.13)

where N , S and C are the noise, stochastic and constant terms. The typical values
of N , S and C are 2.5, 0.7 and 0.05, respectively [143]. In order to get the final jet
pT resolution for both methods, the MC simulation result is fitted using Equation 5.13.
The MC simulation reproduces the resolutions measured on the data within statistical
fluctuations of ±10% for jets in different rapidity regions, up to |y| < 2.8.
For each of the two methods, the results from applying them to data and MC are found

to agree within 2% [144].

5.3.4 Jet reconstruction efficiency

The jet reconstruction efficiency was studied by matching calorimeter jets to track
jets [141, 145]. It is determined applying the tag-and-probe method which is based
on a di-jet back-to-back event topology. The highest pT track jet in the event is defined
as the tag object (pT > 15 GeV), and a second track jet is considered the probe object.
The probe has to balance the tag jet by requiring a |∆φ| ≤ 2.8. Events with additional
track-jets reconstructed in the |∆φ| window are rejected. The matching calorimeter re-
construction efficiency with respect to track jets is defined as the fraction of probe jets
which are matched to a calorimeter jets in ∆R(probe, calo− jet) < 0.4.
MC simulation and data efficiencies agree within 5% for calorimeter jets with pT ≥

15 GeV and within 2% for calorimeter jets with pT ≥ 20 GeV. The systematic uncertainty
on the jet reconstruction efficiency is 2%.

5.3.5 Selection of jets

Jets are selected form the AntiKt4TopoEMJets collection reconstructed from topological
clusters using the anti-kT algorithm with R0 = 0.4 and calibrated by the EM+JES
scheme [146]. Jets are required to be high transverse momentum objects pT > 20 GeV
with positive energy and |η| < 2.5 (using pseudorapidity at EM scale).
In order to avoid double-counting of objects, jets overlapping with accepted electrons

within ∆R < 0.2 are removed.
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5.4 Missing transverse energy

5.4 Missing transverse energy
A precise measurement capability of the missing transverse energy (Emiss

T ) is crucial for
many analyses, including this one, since there are two neutrinos in the final state. Apart
from the hard scattering processes of interest, where neutrinos are produced, many other
source may generate additional Emiss

T . For instance underlying events, multiple interac-
tions, pile-up and coherent electronics noise, lead to energy deposits and/or muon tracks,
dead regions or readout channels. There are two algorithms for Emiss

T reconstruction in
ATLAS, the cell-based and object-based algorithms, that emphasize different aspects of
energy classification and calibration [95].
The cell-based algorithm starts from the energy deposits in calorimeter cells that sur-

vive a noise suppression procedure. The cells can be calibrated using global calibration
weights depending on their energy density. Corrections are applied for the muon energy
and for the energy lost in the cryostat [95].
The object-based algorithm starts from the reconstructed, calibrated and classified

objects in the event. For the analysis a MET_RefFinal_em_tightewtm object is used
which is calculated from topological clusters calibrated at the EM scale and corrected
according to the energy scale of the associated object. Muons, which are not primarily
measured by the calorimeter, are included using their momentummeasured from the track
and muon spectrometer systems. The topological clusters are associated to electrons,
photons, taus, high pT jets (pT > 20 GeV) and low pT jets (SoftJets, 7 GeV < pT <
20 GeV). The ordering of these objects indicates the order of association of the clusters
to the objects, where the clusters are associated with the first object used. The remaining
clusters not associated with the high pT objects are included at the EM scale in a so called
CellOut term [147, 148].
The missing transverse energy is calculated using the following equations

Emiss
x,y = ERefElec

x,y +ERefPhoton
x,y +ERefTau

x,y +ERefJet
x,y +ERefSoftJet

x,y +ERefMuon
x,y +ECellOut

x,y , (5.14)

where
Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2 . (5.15)

There are data/MC discrepancies in the low Emiss
T region coming from pile-up. These

effects are observed in the RefJet, RefSoftJet and CellOut terms. For the RefJet term
this effect is already included in the JES uncertainty. For the RefSoftJet and CellOut
terms, 10.5% and 13.2% as systematic uncertainties are considered, respectively.
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Chapter 6

Cut optimisation and event selection
The inclusive production cross section ratio of Z-boson to tt̄ is very large. The predicted
cross section of tt̄ and Z-boson, at approximately NNLO in perturbative QCD in pp
collisions at

√
s = 7 TeV, are 165 pb [22] and 989 pb [149, 150], respectively. This means

6 times more Z-bosons are produced at LHC than tt̄. The kinematic characteristics of
an event like Emiss

T and invariant mass of two leptons are good handles for the separation
of signal from Z-boson background.
In this chapter, first the performed multidimensional cut optimisation is presented and

then the final event selection criteria.

6.1 Cut optimisation
Typically Z-boson events have small amounts of true Emiss

T , since there are no prompt
neutrinos involved in Z-boson decay, and two leptons invariant mass (mll) distribution
has a Breit-Wigner shape around the PDG value of the Z-boson pole mass 91.2 GeV [4].
With respect to Z-boson events, tt̄ events in dilepton channel are characterized by a large
Emiss

T , due to the presence of two neutrinos in the final state, and the invariant mass of
two leptons has no peak.
A 3-D cut optimisation is performed, using Emiss

T ,mll, andHT as discriminant variables,
for ee, µµ, and eµ channels separately. The cut on mll is applied as a veto on events in a
symmetric mass window around the Z-boson mass pole and referred to as the “Z mass
window” cut. Here, HT is defined as the scalar sum of transverse momenta of the two
selected leptons and all selected jets in the event.

HT =
∑

plep
T +

∑
pjet

T . (6.1)

In Figure 6.1 Emiss
T , HT, and mll distributions are shown applying all event selection

requirements listed in Table 6.2, but relaxing the cuts on these variables. Since the ee
and µµ channels have similar behaviour, their distributions are merged together. As
Figure 6.1 (a) and (c) indicate the low Emiss

T region (0 < Emiss
T < 40 GeV) is largely

dominated by Drell-Yan events and those invariant mass distribution peaks at the Z-
boson mass. However, as Figure 6.1 (e) shows, HT is not a good discriminant variable
for the event selection of the same flavor channels, since it does not help to suppress the
contribution from Z/γ∗ → ee an Z/γ∗ → µµ, which are dominating in these channels.
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Therefore, for ee and µµ channels, a 2-D grid optimization is performed for Emiss
T and

the Z mass window.
For the eµ channel, a 2-D grid optimization is performed as well, using Emiss

T and HT
variables. mll is not considered for this channel, since the Z-boson does not decay to
an electron and a muon directly. The way the Z-boson contributes to the eµ channel is
mainly from the following decay process Z/γ∗ → ττ → eννµνν. Due to the presence of
neutrinos, the invariant mass distribution of the reconstructed electron and muon does
not have Breit-Wigner structure around Z-boson mass pole, as we see from Figure 6.1
(f).
The cuts are optimised using MC simulated samples for highest significance, which

includes statistical and systematic uncertainties in the definition:

Significance = NS√
NS +NB + Σ(δN i

B,stat)2 + Σ(δN i
syst)2

, (6.2)

where NS and NB are the expected number of signal and background events, respec-
tively. In the denominator the δN i

B,stat term is for the statistical uncertainty on the
background prediction for each background i and is defined as

δNB,stat =
√
Nselected

Ntotal
× σ × Lint. , (6.3)

where Nselected is the number of events passing selection criteria, Ntotal is the number
of events before selection, σ is the production cross section of the given process and Lint.
is the total integrated luminosity.
The systematic uncertainties δN i

syst include all object related uncertainties, described
in Chapter 9.

Optimization for the ee and µµ channels A 2-D grid optimisation is performed using
Emiss

T and the invariant mass of two leptons. Both channels have similar behavior and
an optimum value of Emiss

T > 40 GeV is found, together with ±10 GeV for the Z mass
window, i.e. |m(ll) − mZ | > 10 GeV. The significance as a function of Emiss

T versus the
Z mass window is shown in Figure 6.2 (a) and (b) for ee and µµ channels respectively.
Figure 6.2 middle row shows the projection of the significance as a function of Emiss

T
with the Z mass window cut fixed to its optimised value and the bottom row shows the
projection of the significance as a function of Z the mass window with Emiss

T cut also
fixed to its optimised value. From the projected distributions, the optimal cut values
where the significance is maximum can be seen better.

Optimization for the eµ channel For this channel, a 2-D grid optimisation is performed
using the Emiss

T and HT variables. The highest significance is obtained at HT > 130 GeV.
In Figure 6.3 (a), the significance as a function of HT versus Emiss

T is shown. As it can
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(a) (b)

(c) (d)

(e) (f)

Figure 6.1 ee+µµ channels (left) and eµ channel (right): top row Emiss
T , middle row dilepton

invariant mass and bottom row HT distributions. All object and event selection (listed in
the Table 6.2) requirements are applied, relaxing cuts on Emiss

T , dilepton invariant mass
and HT. Contributions from diboson and single top events are summarized as “other EW”.
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be seen from this distribution, the significance is slightly decreasing from no Emiss
T cut

to higher values. Therefore, we chose to keep this channel free from a Emiss
T cut and

avoid a dependence on the Emiss
T scale systematic uncertainty. Figure 6.3 (b) shows the

significance as a function of HT where the distribution is almost flat up to 160 GeV, with
a maximum at 130 GeV.

6.2 Event selection
The event selection criteria, with their descriptions, used for this analysis are listed below.
The cut flow is summarised in Table 6.2.

• Trigger: We require events selected online by a single lepton trigger (e or µ). The
electron trigger is required for the ee channel, the muon trigger is required for the µµ
channel, and for the eµ channel, at least one of the triggers is required to be present.
The detailed trigger requirements vary through the data-taking period, due to the
rapidly increasing LHC luminosity and the commissioning of the trigger system,
but with a threshold which is fully efficient for leptons satisfying pT > 20 GeV.
Table 6.1 summarizes the trigger requirements during the different data periods
for the electron and muon trigger. For electrons, a level-1 electromagnetic trigger
object with a transverse energy threshold of 15 GeV is required. A more refined
electromagnetic cluster selection is required in the level-2 trigger. Subsequently,
a match between the selected calorimeter electromagnetic cluster and an inner
detector track is imposed in the event filter. Muon candidates are selected by
requiring a level-1 muon trigger, which are subsequently confirmed at level-2 and
event filter by using the precision chambers of the muon spectrometer. In the later
part of the data-taking period, the level-2 and event filter also required that the
muon spectrometer track be matched to a track found in the inner detector in order
to reduce the trigger rate in the face of increasing accelerator luminosity. The pT
threshold used by the event filter varied between 10 and 13 GeV.

Data period Muon Trigger Electron Trigger
E4-E7 EF_mu10_MSonly EF_e15_medium
F EF_mu10_MSonly EF_e15_medium
G1-G5 EF_mu13 EF_e15_medium
G6 EF_mu13_tight EF_e15_medium
H EF_mu13_tight EF_e15_medium
I EF_mu13_tight EF_e15_medium

Table 6.1 Trigger used for the different data periods and their luminosities, for MC
EF_mu13_tight and EF_e15_medium were used.

For MC, only the triggers EF_mu13_tight and EF_e15_medium were used. The
difference in the trigger efficiencies between data and MC are taken into account
by scale factors described in Chapter 5.
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Figure 6.2 ee channel (left) and µµ channel (right): top row significance as a function of Emiss
T

versus the Z mass window, middle row projection of significance versus Emiss
T when the Z

mass window cut is applied to its optimised value, bottom row projection of significance
versus Z mass window when Emiss

T cut is applied to its optimised value.
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Figure 6.3 eµ channel: (a) significance as a function of HT versus Emiss
T , (b) projection of

significance versus HT when no Emiss
T cut is applied.

• Bad jet cleaning: After the trigger selections, events are discarded if any jet with
pT > 20 GeV and positive energy fails jet quality cuts designed to reject jets arising
from out-of-time activity or calorimeter noise. These are called LooseBad jets [151].
Jets failing the electron-jet overlap requirement and other selection criteria as de-
scribed in Section 5.3 are not considered for the jet cleaning requirement.

• Non-collision background rejection: Events must have an offline-reconstructed pri-
mary vertex with at least five tracks.

• e and µ overlap removal: To avoid inconsistencies and double counting, events in
which a selected electron and a muon, before being rejected by a jet overlap, share
the same track, are not considered in the rest of the analysis.

• Emiss
T and Z mass window: Events in the ee and µµ channels must satisfy Emiss

T >
40 GeV and |mll − mZ | > 10 GeV requirements. Optimisation of these cuts is
described in Section 6.1.

• HT: Events in the eµ channel must satisfy HT > 130 GeV requirement; see Sec-
tion 6.1.

• Jets requirement: Events must have at least two jets, no b-tagged jets are required.

• Leptons requirement: Exactly two oppositely-charged selected leptons (ee, µµ, or
eµ). The lepton requirement criteria are divided into multiple steps in order to have
a chance to see hints of new physics if it exists. As can be seen from Table 6.2, first
the presence of at least two leptons in an event is checked. This provides a chance
to study trilepton (or multilepton) events. The charge of leptons is checked after
the requirement of exactly two leptons. In this case, we can look at the properties
of events with same-sign leptons.
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6.2 Event selection

• Low mass region: The Z/γ∗+jets MC samples are generated with a phase space cuts
on the invariant mass of two leptonsmll > 10 GeV, see Section 4.3 Due to resolution
effects, a cut on the reconstructed invariant dilepton mass of mll > 15 GeV is used
on both MC and data events. At the same time, this removes contamination of the
low-mass resonances (e.g. Υ or J/ψ).

• Trigger matching: To ensure that the event was actually triggered by the leptons
used in the analysis, a match between one of the reconstructed leptons and the
trigger object is required. The offline lepton and trigger object are required to be
within ∆R < 0.15.

• Truth matching: Important background contributions to the dilepton events are
misidentified leptons (fakes) in the event. Event with misidentified leptons are also
present in the MC samples, but they must be removed if data-driven background
estimations for misidentified leptons are used. In MC, such an overlap is removed
by requiring that the reconstructed leptons originate from a simulated leptonic
W - or Z-boson decay (or subsequent tau decay). This can be checked with the
MCTruthClassifier tool officially provided by the ATLAS Collaboration [152].

• MC truth: This cut is applied only for the tt̄ sample for real dilepton event selection
and for the acceptance calculation. On the generator level, we check the presence
of two leptons (e or µ), which are originating from top quarks by following the com-
plete decay chain. Events with t → Wb → τνb → lνννb processes are considered
as signal events as well.

In order to better understand the effect of each cut, Table 6.3, Table 6.4, and Table 6.5
are provided. They show the cut flow and the corresponding relative efficiencies (ε) for
the ee, µµ, and eµ channel selection, scaled to an integrated luminosity of 35 pb−1. The
relative efficiency is calculated as the ratio of the number of events passing a cut to the
number of events before the cut. In the tables e and µ overlap cut is not included due
to 100% efficiency almost everywhere.
We provide the cut flow for data, tt̄ and MC modeled background samples. Numbers

for other backgrounds, which are estimated from data (Z/γ∗ → ee, Z/γ∗ → µµ and
mis-identified leptons), we provide in the next chapter.
As can be seen from the cut flow tables, the trigger selection is very efficient for signal

events. The relative efficiency is ∼ 90% for all channels. At the same time, it is worth
mentioning that trigger matching cut efficiency is ∼ 100% as well, which means almost
all selected events were triggered by the selected leptons.
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cut ee µµ eµ

MC truth only for tt̄ sample: two truth leptons from t- and t̄-quarks
trigger (MC) EF_e15_medium EF_mu_13tight EF_e15_medium

or EF_mu_13tight
trigger (data) see Table 6.1
bad jet cleaning reject events with bad jets
nun coll. BG rejection reject events with Ntrk ≤ 4
lepton req. at least 2 leptons
e and µ overlap reject event, if e and µ share a track
Emiss

T or HT Emiss
T > 40 GeV HT > 130 GeV

jet req. at least 2 jets
lepton req. exactly 2 leptons
sign req. opposite signed leptons
low-mass req. mll > 15 GeV
Z mass window |mll −mZ | > 10 GeV
trigger matching match lepton trigger ∆R < 0.15
truth matching match reconstructed lepton to truth lepton from W or Z

Table 6.2 List of cuts that is used for the Table 6.3, Table 6.4 and Table 6.4. e and µ overlap
cut is not included in the tables, since its efficiency is 100% for most of the cases.

64



6.2 Event selection

Data tt̄ single top diboson Z/γ∗ → ττ

cut events ε% events ε% events ε% events ε% events ε%
before cuts 2×107 - 3×103 - 1×103 - 4×104 - 251.3 -
MC truth - - 96.4 3.2 - - - - - -
trigger 7×106 34.6 87.1 91.4 314.7 23.9 3×103 7.5 106.3 42.3

bad jet cleaning 7×106 99.9 87.1 100.0 314.7 100.0 3×103100.0 106.3 100.0
non coll. BG reject 7×106100.0 87.1 100.0 314.6 100.0 3×103 99.9 106.2 99.9

Nl ≥ 2 7×103 0.1 20.3 23.3 2.2 0.7 14.3 0.5 13.3 12.6
Emiss

T > 40 GeV 58 0.8 15.3 75.3 1.5 70.2 0.9 6.1 4.2 31.2
Njet ≥ 2 24 41.4 13.4 88.0 0.8 50.7 0.4 42.3 1.2 29.4
Nl = 2 24 100.0 13.3 99.8 0.8 100.0 0.4 100.0 1.1 91.4
OS req 23 95.8 13.3 99.3 0.8 97.6 0.4 100.0 1.0 90.7

mll > 15 GeV 22 95.7 13.2 99.3 0.8 99.5 0.4 100.0 1.0 99.9
Z mass window 17 77.3 11.1 84.6 0.7 86.8 0.4 100.0 0.5 50.8
trigger matching 17 100.0 11.1 100.0 0.7 100.0 0.4 100.0 0.5 100.0
truth matching 17 100.0 10.9 98.3 0.6 95.6 0.4 100.0 0.5 97.3

Table 6.3 Cut flow table with number of selected events and relative efficiencies for ee channel
selection for an integrated luminosity of 35 pb−1. The relative efficiency ε, the ratio of the
number of events passing a cut to the number of events before the cut, is also shown. The
"MC truth" cut is applied only for the tt̄ sample, it checks the existence of two truth leptons
originating from t- and t̄-quarks in the event.
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Data tt̄ single top diboson Z/γ∗ → ττ

cut events ε% events ε% events ε% events ε% events ε%
before cuts 1×107 - 3×103 - 1×103 - 4×104 - 250.5 -
MC truth - - 95.0 3.1 - - - - - -
trigger 4×106 38.3 83.7 88.2 319.8 24.3 3×103 8.0 99.9 39.9

bad jet cleaning 4×106 99.9 83.7 100.0 319.8 100.0 3×103100.0 99.9 100.0
non coll. BG reject 4×106 97.2 83.7 100.0 319.7 100.0 3×103 99.9 99.9 99.9

Nl ≥ 2 1×104 0.3 34.9 41.7 4.0 1.3 34.2 1.1 23.9 24.0
Emiss

T > 40 GeV 69 0.5 26.6 76.2 3.0 73.4 2.2 6.5 8.0 33.2
Njet ≥ 2 45 65.2 23.2 87.3 1.5 49.8 1.2 54.6 2.0 25.1
Nl = 2 44 97.8 23.2 99.9 1.5 100.0 1.2 100.0 1.8 92.2
OS req 44 100.0 23.2 100.0 1.5 99.6 1.2 100.0 1.7 93.5

mll > 15 GeV 43 97.7 23.1 99.6 1.5 99.3 1.2 100.0 1.7 99.6
Z mass window 30 69.8 19.4 84.1 1.2 84.7 1.2 100.0 0.9 51.2
trigger matching 30 100.0 19.4 99.8 1.2 100.0 1.2 100.0 0.9 100.0
truth matching 30 100.0 19.4 100.0 1.2 99.8 1.2 100.0 0.9 100.0

Table 6.4 Cut flow table with number of selected events and relative efficiencies for µµ channel
selection for an integrated luminosity of 35 pb−1. The relative efficiency ε, the ratio of the
number of events passing a cut to the number of events before the cut, is also shown. The
"MC truth" cut is applied only for the tt̄ sample, it checks the existence of two truth leptons
originating from t- and t̄-quarks in the event.
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Data tt̄ single top diboson Z/γ∗ → ττ

cut events ε% events ε% events ε% events ε% events ε%
before cuts 1×107 - 3×103 - 611.2 - 6×103 - 182.5 -
MC truth - - 188.8 6.2 - - - - - -
trigger 1×107 36.0 170.7 90.4 611.2 100.0 6×103100.0 182.5 100.0

bad jet cleaning 1×107 99.9 170.7 100.0 611.2 100.0 6×103100.0 182.5 100.0
non coll. BG reject 1×107 98.9 170.7 100.0 611.1 100.0 6×103 99.9 182.3 99.9

Nl ≥ 2 160 0.0 53.3 31.2 5.4 0.9 39.5 0.7 14.9 8.2
HT > 130 GeV 70 43.8 52.2 96.0 4.5 83.4 4.5 11.3 6.8 45.9

Njet ≥ 2 60 85.7 46.1 90.2 2.5 56.6 3.1 70.0 2.8 40.4
Nl = 2 60 100.0 46.1 100.0 2.5 100.0 3.1 100.0 2.5 89.0
OS req 57 95.0 45.8 99.4 2.5 97.9 3.1 100.0 2.1 83.7

mll > 15 GeV 57 100.0 45.8 100.0 2.5 100.0 3.1 100.0 2.1 100.0
trigger matching 57 100.0 45.8 100.0 2.5 100.0 3.1 100.0 2.1 100.0
truth matching 57 100.0 45.7 99.8 2.4 97.8 3.0 97.2 2.0 99.1

Table 6.5 Cut flow table with number of selected events and relative efficiencies for eµ channel
selection for an integrated luminosity of 35 pb−1. The relative efficiency ε, the ratio of the
number of events passing a cut to the number of events before the cut, is also shown. The
"MC truth" cut is applied only for the tt̄ sample, it checks the existence of two truth leptons
originating from t- and t̄-quarks in the event.
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Chapter 7

Background determination
Several processes can mimic the tt̄ dilepton signal by producing a similar signature in
the detector, i.e. two leptons, Emiss

T , and two and more jet. There are three categories of
background sources:
• The background from Drell-Yan processes (Z/γ∗ → ll) produced with associated

jets and with large Emiss
T , due to resolution effects and measurement errors. Z/γ∗ →

ll (here ` = e, µ) is the main background source for the same-flavor lepton channels
(i.e. ee and µµ channels), while Z/γ∗ → ττ is the main background source for the
eµ channel.

• Processes that contain hadrons misidentified as leptons or non-prompt leptons
(i.e. leptons that do not originate from W -boson decay). Both the misidentified
hadrons and the non-prompt leptons are referred to as “fake leptons”, or “fakes”.
Fakes enter the sample in events with W -boson produced in association with jets,
and QCD multi-jet events. For instance in W+jets, tt̄ in single lepton channel
or t-channel single top events one lepton can be real (from the W -boson decay),
and the second is a fake lepton produced by one of the jets. In the case of QCD
multi-jet events, both leptons must be fakes in order to contribute as background.
Fakes are an important background in the ee and eµ channels, but relatively small
in µµ channel, since there are more sources for electron misidentification (jets,
photons, Dalitz decays, heavy flavor decays) than for muons (mainly heavy flavor
decays).

• Other background sources are electroweak processes including two leptons in the
decay, such as single top and diboson (WW , ZZ, and WZ) production processes.

The background contribution is evaluated using data whenever possible in order to
minimize the reliance on MC simulations. The Drell-Yan and fake lepton backgrounds
are determined using data. Z/γ∗ → ττ and the backgrounds from electroweak processes
are evaluated purely from MC simulation.

7.1 Data-driven backgrounds
A data-driven approach is preferred to be used for background estimation since it is
difficult in MC simulation to predict instrumental effects and backgrounds involving the
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tails of distributions. Data-driven procedures for estimation of backgrounds from Drell-
Yan and mis-identified leptons are described in the following two subsections.

7.1.1 Drell-Yan background
The event selection described in Section 6.2 includes cuts to reject Drell-Yan (DY) back-
ground, dominating in ee and µµ channels. Requiring large Emiss

T and the dilepton invari-
ant mass to be outside of the Z mass window significantly reduces this background, but
does not completely eliminate it. The Drell-Yan events in the tail of the Emiss

T distribution
and away from the Z mass peak still pass event selection criteria.

q

q̄

ℓ

ℓ̄

Z/γ∗

(a) Z-boson production and leptonic decay

q Z

g q

(b) Z-boson plus one parton

q Z

g

q

g

g

(c) Z-boson plus two partons

q Z

g
q

q

q̄

g

(d) Z-boson plus three partons

Figure 7.1 Examples of Feynman diagrams for Z-boson production and decay.

Due to large theoretical uncertainties regarding the Z-boson production cross-section
in association with high jet multiplicities (see Section 9.3), as well as the difficulty of
modelling the non-Gaussian nature of missing transverse momentum distribution tails
in the simulation, a direct calculation of this background from MC is not feasible for
analysis.
The Feynman diagrams of the Z/γ∗-boson production and decay process is shown in

Figure 7.1 (a). Some examples for Z-boson production in association with jets are shown
in Figure 7.1 (b) - (d).
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7.1 Data-driven backgrounds

In order to estimate the contribution of Drell-Yan background in the ee and µµ chan-
nels, the Emiss

T versus dilepton invariant mass plane is divided into regions that are
expected to be dominated by signal (referred to as signal region) or by the Drell-Yan
background (referred to as control region).
The division of the events can be seen in Figure 7.2. The bins contain different physical

processes. For instance, bins A and C are dominated by tt̄ events and the admixture of
Z/γ∗ → ee and Z/γ∗ → µµ events needs to be estimated there, whereas Drell-Yan events
fall largely in bin H. The contents in the bins G, I, B, and H are measured in data,
and they are dominated by Drell-Yan events. Bins D, E and F are excluded to avoid
correlation between Emiss

T and dilepton invariant mass.
In order to have a data sample that contains only Drell-Yan events, the contaminations

from other non-Drell-Yan processes are subtracted from data yields in each bin relying
on the MC prediction.

Figure 7.2 Diagram of Emiss
T versus dilepton invariant mass (mll) with labelled areas for Drell-

Yan data-driven background estimates using the “ABCD” method. Regions A and C are
the signal region, dominated by tt̄ with ≥ 2 jets.

Using the formulae in Equation 7.1 and Equation 7.2, the amount of Drell-Yan back-
ground in the signal regions is estimated by scaling the data to MC in signal and control
regions.

ADY = Gdata

(
AMC

GMC

)(
HMC

BMC

)(
Bdata

Hdata

)
, (7.1)

CDY = Idata

(
CMC

IMC

)(
HMC

BMC

)(
Bdata

Hdata

)
, (7.2)
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where A− I denote the number of events in the corresponding bins of Figure 7.2 and
the subscript MC or data denote the number of Z events in MC and data (subtracting
non-Drell-Yan components), respectively.
The total Drell-Yan estimate is then:

Drell−Yan background estimates = ADY + CDY . (7.3)

For the 35 pb−1 data sample used for this analysis, the method described above turned
out to be not applicable due to the lack of statistics in the bin B. This affects mainly the
ee channel, since electrons are selected using tight criteria (see Section 5.1.6). In bin B,
there are only 5 selected events, which cause a large statistical uncertainty with resulting
large systematic fluctuations.
Therefore, a slightly different approach is used simplifying this method by changing

the grid bands in Figure 7.2 for control regions. In this approach, the Z mass window
columns are left unchanged, but the control region is formed by events with an invariant
dilepton mass inside the Z mass window and with Emiss

T > 30 GeV, see Figure 7.3. With
this approach, there are 19 ee selected events in bin B. The Emiss

T cut is obtained using
the same cut optimisation method described in Chapter 6.

Figure 7.3 Diagram of Emiss
T versus dilepton invariant mass (mll) for Drell-Yan data-driven

background estimates using a simplified version of the “ABCD” method. Regions SR1 and
SR2 are the signal regions, dominated by tt̄ with ≥ 2 jets.

Here, a scale factor is derived using Drell-Yan simulations to extrapolate from the
control region into the signal region:

Drell−Yan background estimates = MCDY(SR)
MCDY(CR) × (data(CR)−MCother(CR)) , (7.4)
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where MCDY(SR) and MCDY(CR) represent the number of events in the signal and
control region, respectively. MCother is the number of events from other processes that
contaminate the control region. data(CR) represents the observed number of events in
the control region in 35 pb−1 of collision data. The observed and expected numbers in
the control and signal region are summarized in Table 7.1 for the ee and µµ channels.

DY sources other sources (CR)
channel data(CR) MC(CR) MC(SR) tt̄ Zττ W diboson single top total
ee 19 31.0 2.2 2.3 0.0 0.0 1.0 0.1 3.5
µµ 60 45.3 2.9 4.1 0.0 0.0 1.6 0.2 6.0

Table 7.1 Number of observed events in data in the control region (data(CR)), the number
of MC events in the signal (MC(R)) and control (MC(CR)) regions and the number of events
from other sources contaminating the control region.

The number of Drell-Yan background events, with statistical and systematic uncer-
tainties, derived from the described is compared to MC expectation in Table 7.2 for the
ee and µµ channel, respectively.
The uncertainties on this estimate are shown in Table 7.3. The systematic uncertainty

of the method is tested by varying the Emiss
T cut in the control region by ±5 GeV. The

other uncertainties include the statistical uncertainty of data and MC (data stat., MC
stat.) and systematic uncertainties such as the jet energy scale, resolution, and efficiency
(JES, JER, JEF), on the lepton identification and trigger scale factor (ID SF, Trig. SF),
the lepton energy scale and resolution (ES, ER), on the theoretical cross section for MC
backgrounds (MC cross section) and the uncertainty due to pile-up (Pile-up). Details
concerning systematic uncertainties and their evaluation are provided in the Chapter 9.
The comparison of the uncertainties between the data-driven method and the MC

prediction shows that they are larger on the MC prediction. The uncertainties, except
for the statistical uncertainties for the data-driven method, largely cancel out in the ratio
between the MC signal and control region in Equation 7.4. The statistical uncertainties
are similar in size, and despite the additional statistical uncertainty from the number of
selected data events, the total uncertainty is smaller for the data-driven method.

ee µµ

DD 1.1± 0.5 3.5± 1.4
MC 2.2+1.3

−1.0 2.9+1.8
−1.6

Table 7.2 Estimates of the contamination from Drell-Yan processes in the signal region of the
tt̄ analysis from both the data-driven (DD) method and from MC simulations.
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Uncertainty(%) ee (DD) ee (MC) µµ (DD) µµ (MC)
Luminosity ±0.8 ±3.4 ±0.4 ±3.4
Data stat +35.1/-27.9 - +16.3/-14.3 -
JES -1.3/+12.8 +42.7/-21.8 -5.5/+16.7 +26.8/-0.7
JER ±0.5 ±5.6 ±12.4 ±34.5
JEF ±0.7 ±0.0 ±0.2 ±0.0
Emiss

T CellOut +3.0/+0.3 +4.2/+0.2 -5.2/+2.4 -5.9/+6.2
El ID SF ±− 1.6 ±7.6 ±0.0 ±0.0
El Trig SF ±0.0 ±0.0 ±0.0 ±0.0
Mu ID SF ±0.0 ±0.0 ±0.1 ±1.4
Mu Trig SF ±0.0 ±0.0 ±0.0 +0.3/-0.3
MC cross section -3.8/+6.4 ±30.0 +2.5/-5.3 ±35.1
MC stat ±20.3 ±19.5 ±16.7 ±16.1
Pile-up ±0.3 ±14.7 ±5.2 ±6.9
El ES +8.6/+1.2 +4.9/+0.4 +0.2/+0.1 +0.0/+0.1
El ER +1.0/+10.1 +0.2/+9.3 ±0.0 ±0.0
Mu ES ±0.0 ±0.0 +4.0/-5.7 +3.1/-5.3
Mu ER (MS) ±0.0 ±0.0 +9.7/-4.7 +9.3/-6.6
Mu ER (ID) ±0.0 ±0.0 +2.6/-5.9 +3.3/-6.1
Method ±34.6 - ±19.2 -
total (syst + lumi + stat) ±51.1 +59.6/-45.5 +37.9/-34.8 +60.1/-53.7

Table 7.3 Uncertainties on the predicted number of Drell-Yan events in the signal region. The
uncertainties are compared between the data-driven (DD) determination and the determination
from MC simulations. The uncertainty due to the method is evaluated from the variation of
the prediction when the Emiss

T cut in the control region is varied by ±5 GeV. The uncertainties
of the prediction are presented as +1σ/− 1σ variation of the systematic source.

7.1.2 Mis-identified leptons
True tt̄ dilepton events contain two leptons from the two W -boson decays. The back-
ground comes predominantly from W+jets events and single lepton tt̄ production with
a real and a fake lepton, though there is a smaller contribution with two fake leptons
coming from QCD multi-jet production. For muons the dominant fake lepton mechanism
is a semi-leptonic decay of a heavy-flavor hadron, where a muon survives the isolation
requirement. In the case of electrons, the three mechanisms are heavy flavor decay, light
flavor jets, and conversion of photons.
A method called “matrix method” is used [153, 154] to estimate the fraction of the

dilepton sample that contains fake leptons. The basic idea of the method is to define two
sets for loose (L) and tight (T) selections and estimate the mis-identification probability
(f) of a loose fake (F) lepton to pass tight selection and the real efficiency (r) for real
(R) loose lepton to be reconstructed as tight. From the loose and tight definitions, the
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number of observed dilepton events with zero, one or two tight leptons together with
two, one or zero loose leptons, respectively (NLL, NTL, NLT , NTT ), can be counted. The
loose and tight definitions are provided later in this chapter. NTL is different from NLT

since leptons are ordered by highest transverse momentum, which means in NTL the tight
lepton has higher transverse momentum than loose lepton and the opposite for NLT .
The ensemble with tight leptons is a subset of the loose leptons, and r and f proba-

bilities are defined as:

r = NT
R

NL
R

f = NT
F

NL
F

(7.5)

Using r and f , linear expressions can be obtained for the observed yields as a function
of the number of events with zero, one, and two real leptons together with two, one, and
zero fake leptons, respectively (NFF , NFR, and NRF , NRR, respectively). These linear
expressions form a matrix can be inverted in order to extract the real and fake content
of the observed dilepton event sample.


NTT

NTL

NLT

NLL

 = M


NRR

NRF

NFR

NFF

 (7.6)

M =



r1r2 r1f2 f1r2 f1f2

r1 (1− r2) r1 (1− f2) f1 (1− r2) f1 (1− f2)

(1− r1) r2 (1− r1) f2 (1− f1) r2 (1− f1) f2

(1− r1) (1− r2) (1− r1) (1− f2) (1− f1) (1− r2) (1− f1) (1− f2)

 (7.7)

The NLL, NLT , and NTL and NTT events contain exactly two leptons. They are not
subsets of each other, which means there is no double counting of objects.
The matrix (7.7) can be inverted to solve for the unknown real and fake lepton events:


NRR

NRF

NFR

NFF

 = M−1


NTT

NTL

NLT

NLL

 (7.8)

M−1 = 1
(r1 − f1)(r2 − f2)



(1− f1) (1− f2) (f1 − 1) f2 f1 (f2 − 1) f1f2

(f1 − 1) (1− r2) (1− f1) r2 f1 (1− r2) −f1r2

(r1 − 1) (1− f2) (1− r1) f2 r1 (1− f2) −r1f2

(1− r1) (1− r2) (r1 − 1) r2 r1 (r2 − 1) r1r2

 (7.9)
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The inverse matrix in (7.9) solves for the expected number of fake events in the loose
signal sample. Changing the definition to tight selection according to (7.5) and summing
up the fake lepton contribution gives:

Nf = r1f2NRF + f1r2NFR + f1f2NFF (7.10)
= αr1f2 [(f1 − 1) (1− r2)NTT + (1− f1) r2NTL + f1 (1− r2)NLT − f1r2NLL]

+αf1r2 [(r1 − 1) (1− f2)NTT + (1− r1) f2NTL + r1 (1− f2)NLT − r1f2NLL]
+αf1f2 [(1− r1) (1− r2)NTT + (r1 − 1) r2NTL + r1 (r2 − 1)NLT + r1r2NLL]

where

α = 1
(r1 − f1)(r2 − f2) .

The relation (7.10) is exact in a statistical sense as long as f and r are correctly
estimated. If f is defined to be very loose with respect to r (f ' O(1%)), then terms
quadratic in f can be neglected. A further approximation is to neglect NLL. This results
in the following approximation valid for small f ’s

Nf '
[
f1(r1 − 1)

r1
+ f2(r2 − 1)

r2

]
NTT + f2NTL + f1NLT . (7.11)

The tight criteria are always the lepton definitions used in the analysis, see Chapter 5.
The loose lepton selection is chosen such that it is kinematically similar to the tight
lepton selection, but some cuts are relaxed.
The loose lepton selection criteria are:

• Loose muons are defined in the same way as tight muons, except that the calorime-
ter and track isolation requirements are not applied.

• Loose electrons must fulfil the tight electron cuts, except for the “tight” ID cut,
which is replaced by the “medium” plus b-layer hit requirement. The isolation
requirement is loosened from 4 GeV to 6 + 0.3× pT GeV.

The fake and tight lepton efficiencies are measured directly from the same lepton trigger
stream as the final data selection and using the same integrated luminosity.
The real efficiency is estimated using tag-and-probe where tight and loose pairs are

selected within the Z mass window as a function of pT and η. Background is subtracted
using same-sign dilepton events. Both loose leptons are exposed to the same tight criteria
test. The measured efficiencies are shown in Figures 7.4-7.5 [153].
The mis-identification probabilities are measured in a control region defined as Emiss

T <
10(20) GeV for muons (electrons), where the selection is exactly one loose lepton, and at
least one jet with the requirement ∆R(jet, lepton) > 0.7.
The dominant systematic uncertainty on the fake lepton background estimation, as

determined by the matrix method, is from the possible difference in the mixture of
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(a) Efficiency vs. η (b) Efficiency vs. number of jets

Figure 7.4 Reconstruction efficiency for loose electrons [153].

(a) Efficiency vs. η (b) Efficiency vs. number of jets

Figure 7.5 Reconstruction efficiency for loose muons [153].
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processes where the efficiency for fake leptons f is measured (dijet events) and where
it is applied (the signal region). A larger contribution is expected from heavy flavor
events in the signal region due to tt̄ → `νbjjb events. This effect is accounted for by
measuring the dependence of the efficiency for fake leptons on the heavy-flavor fraction
and calculating a corrected efficiency for fake leptons based on the expected heavy-flavor
fraction in the signal region in simulation studies.
The results of the matrix method for the fake lepton background with statistical and

systematic uncertainties are summarised in Table 7.4 for 0,1 and ≥ 2 jet bins.

Njets ee µµ eµ

0 1.6± 0.8± 0.8 0.5± 0.5± 0.3 0.0± 0.7± 0.4

1 0.6± 0.5± 0.6 0.0± 0.5± 0.2 1.1± 0.9± 0.3

≥ 2 1.0± 0.7± 0.6 0.4± 0.4± 0.3 1.9± 1.5± 0.7

Table 7.4 Overview of the estimated fake lepton background yields in the signal (Njets ≥ 2)
and control regions using the matrix method for each sub-channel. Statistical and systematic
uncertainties are shown as well.

7.2 Other MC simulated background
The contributions from other electroweak background processes such as single top, di-
bosons and Z/γ∗ → ττ are estimated directly from the MC.
The Feynman diagrams for the single top and diboson productions are shown in Fig-

ure 2.7 and Figure 7.6, respectively. Z/γ∗ → ττ cannot be derived using Equation 7.4
because the neutrinos from the τ decay preclude a straightforward reconstruction of the
Z peak. Therefore, this background is evaluated using MC as well.
The contribution from single top, dibosons, and Z/γ∗ → ττ backgrounds are estimated

using their theoretical cross sections. The calculated number of expected background
events from a process is given by:

Nexpected = Lint. × σ ×
Nselected

Ntotal
, (7.12)

where acceptance A = Nselected
Ntotal

is a ratio of events which pass selection criteria and Lint.

is the total integrated luminosity used for the analysis 35 pb−1.
The full set of systematic uncertainties are included for the MC simulated backgrounds

(JES, JER, etc.), as well as the uncertainty on the theoretical production cross sections,
see Chapter 9. Event yields together with statistical and systematic uncertainties for
these background sources can be found in Table 9.2, Table 9.4, and Table 9.6. The
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largest uncertainty for these backgrounds is from the uncertainty on their production
cross sections.

q

q̄

W

W

Z/γ∗

(a)

q

q′

W

W

(b)

Figure 7.6 Examples of Feynman diagrams for WW pair production. ZZ and WZ pairs can
be produced similarly.
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Cut and count analysis

8.1 Counting method
The production cross section of tt̄ is extracted by using a counting method, which is
based on the following formula:

σ = Nobs −Nbkg

A× ε× Lint.
, (8.1)

where Nobs is the number of observed events from data, Nbkg is the number of expected
background events. In the denominator, A is the geometrical acceptance of the selection,
ε is the selection efficiency for signal, and Lint. is the integrated luminosity. Experimental
uncertainties are ∆σstat., ∆σsyst. and ∆σL, which represent statistical, systematic and
luminosity uncertainties correspondingly.
The number of observed events is obtained from the selection of a candidate sample

from the data. The number of expected background events is either calculated from MC
simulations or estimated with data-driven methods in order to reduce the dependence
on the simulation or on theoretical uncertainties of the background cross sections. The
geometrical acceptance A is taken from MC simulations of the detector. The efficiency
ε contains the selection efficiency of signal events, which includes trigger and lepton
reconstruction and identification efficiencies.

8.2 Control regions
The modeled acceptances and efficiencies are validated by comparing MC simulations
with data in control regions which are depleted of tt̄ events, but have similar kinematics.
In general, a good agreement between the background model and the data is observed.

Same-flavor control sample

The Z mass window, defined as |mll −mZ | < 10 GeV, and low Emiss
T region, defined as

Emiss
T < 40 GeV, are used for the same-flavor control sample consideration. These are the

kinematic regions, which are expected to be largely dominated by Z → ee and Z → µµ
events. All other event selection criteria, listed in Section 6.2, are used. Figure 8.1 (a)
and (b) show Emiss

T for events with the dilepton invariant mass inside the Z mass window
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and examine the jet energy scale and resolution. Figure 8.1 (c) and (d) show the jet
multiplicity for events where the dilepton invariant mass lies inside the Z mass window
and low Emiss

T region. The agreement in the jet multiplicity plots shows that there is no
problem in the modeling with ISR/FSR and Drell-Yan processes. Finally, Figure 8.1 (e)
and (f) show the dilepton invariant mass distribution in the low Emiss

T region and probe
the lepton energy scale and resolution.

“Same-sign” control sample

The understanding of conversions can be tested by using same-sign events. Additional
control regions are events passing event selection requirements, but instead of having two
opposite-sign leptons we require to have same-sign lepton pairs.
There are three observed events in the eµ channel. Figure 8.2 shows the invariant

mass distribution of an electron and a muon same-sign pairs and the jet multiplicity
distribution in eµ channel. As distributions indicate the observed three events match
with expectations, where there are three expected events from data-driven fake estimation
and 0.4 events from diboson simulation in ≥ 2 jets signal region. The total uncertainty
on the expectation is approximately 100% as shown in the plot. There are no observed
same-sign events with ≥ 2 jets and dilepton invariant mass outside Z mass window for
ee and µµ channels. Figure 8.3 shows the same distributions for ee channel. There is
one observed event in the dielectron invariant mass distribution, which is lying inside the
Z mass window, and two events in the jet multiplicity distribution, which are in the 1
jet bin. Similar plots for µµ channel are not provided since there are no observed events
anywhere.

eµ control sample

The probability that tau leptons decay to an electron or a muon, with correspondingly
flavored neutrinos, is ∼17.5% [4] and some of their momentum is carried off by neutrinos,
so the Z → ττ process lacks the large and easily identifiable peak in the dilepton invariant
mass distribution.
However, a signature can be found in which Z → ττ is the largest contribution, which

allows us to check its normalization and kinematics. After the selection of eµ channel
events, with exactly zero jets, there is no contribution from Z → ee and Z → µµ, making
the Z → ττ → eµνννν visible, see Figure 8.4.

8.3 Signal region and event yields
Observed tt̄ candidate event yields

The expected and measured numbers of events in the signal region after applying all
selection cuts, as described in Chapter 6, for each of the individual dilepton channels are
shown in Table 8.1. In a data set of 35 pb−1 a total of 104 candidate events are observed,
17 in the ee-channel, 30 in the µµ-channel and 57 in the eµ-channel. The number of
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(a) Emiss
T (ee) (b) Emiss

T (µµ)

(c) Njets (ee) (d) Njets (µµ)

(e) OS mass (ee) (f) OS mass (µµ)

Figure 8.1 Top row Emiss
T in events with a dilepton mass inside the Z mass window, middle row

the number of jets in events with a dilepton mass inside the Z mass window and Emiss
T <

40 GeV, bottom row the invariant mass in events with Emiss
T < 40 GeV. Contributions

from diboson and single top events are summarized as “other EW”. The uncertainty on
the data points are statistical uncertainties only, whereas the uncertainty bands include
statistical and systematic uncertainties. 83
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(a) (b)

Figure 8.2 Invariant mass of same-sign eµ pairs and jet multiplicity distribution. Contributions
from diboson and single top events are summarized as “other EW”. The uncertainty on
the data points are statistical uncertainties only, whereas the uncertainty bands include
statistical and systematic uncertainties.

(a) (b)

Figure 8.3 Invariant mass of same-sign ee and µµ pairs and jet multiplicity distribution.
Contributions from diboson and single top events are summarized as “other EW”. The
uncertainty on the data points are statistical uncertainties only, whereas the uncertainty
bands include statistical and systematic uncertainties.
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Figure 8.4 Data and backgrounds in the eµ channel with exactly zero reconstructed jets, where
Z → ττ is the largest expected source. Contributions from diboson and single top events are
summarized as “other EW”. The uncertainty on the data points are statistical uncertainties
only, whereas the uncertainty bands include statistical and systematic uncertainties.

total expected events is 98.9 ± 5.3, where the Z(→ ee, µµ)+jets (see Section 7.1.1) and
fake lepton (see Section 7.1.2) backgrounds are extracted from data. The rest of the
backgrounds, as well as the signal, are estimated from simulation. Details with cut flow
of selected events and relative ε can be found in the Table 6.3, Table 6.4, and Table 6.5
for ee, µµ and eµ channels, respectively.
The estimation shows that almost 80% of observed events are tt̄ events, and in all

channels the Z+jets events are the largest background. The estimated signal region
acceptances are 11.5± 1.2% (ee), 20.5± 1.3% (µµ), and 24.2± 1.5% (eµ).

From Figure 8.5 to Figure 8.8, kinematic distributions of selected events, with the ex-
pectation of 35 pb−1, are shown, where in each of the plots, the selection has been relaxed
to omit the cut on the shown observable. In Figure 8.5 and Figure 8.6, the number of
selected jets and b-tagged jets are shown for ee, µµ, and eµ channels. In Figure 8.7 the
same distributions are shown for three dilepton channels combined together. From the
number of jets distributions, it can be seen that for the required multiplicity of at least
two jets, the selection is dominated by the signal, whereas for lower jet multiplicities
background dominates. In these distributions, jets are considered b-tagged, if the sec-
ondary vertex-based tagger SV0 [155] returns a value above a threshold that is defined
by a 50% tagging efficiency, obtained from studies of simulated tt̄ events [156]. b-tagged
jet multiplicity distributions show that a majority of the selected events have at least
one b-tagged jet and are consistent with the hypothesis that the excess of events over the
estimated background originates from tt̄ decay.
The variables Emiss

T for the same-flavor channels and HT for the eµ channel are shown
in Figure 8.8, and again, as it can be seen the selection is dominated by signal above cut
values.
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ee µµ eµ

Z+jets (DD) 1.1 ± 0.5 3.5 ± 1.4 -

Z(→ ττ)+jets (MC) 0.4 ± 0.3 1.2 ± 0.6 3.0 ± 1.3

Mis-identified lep. (DD) 1.0 ± 0.9 0.4 ± 0.5 1.9 ± 1.7

Single top (MC) 0.6 ± 0.1 1.2 ± 0.2 2.4 ± 0.3

Dibosons (MC) 0.5 ± 0.1 0.9 ± 0.1 2.0 ± 0.3

Total (non tt̄) 3.6 ± 1.2 7.2 ± 1.6 9.4 ± 2.5

tt̄ (MC) 10.9 ± 1.2 19.4 ± 1.5 45.7 ± 3.7

Total expected events 14.5 ± 1.7 26.6 ± 2.1 55.1 ± 4.4

Observed events 17 30 57

Table 8.1 The full breakdown of the expected tt̄-signal and background in the signal region
compared to the observed event yields, for each of the dilepton channels (MC is simulation based,
DD is data-driven). All systematic uncertainties are included and the correlation between the
different background sources are taken into account.

Kinematic properties of selected events

From the measured missing transverse energy, and the transverse momenta of the leptons
and jets, the so-called stransverse mass mT2 is constructed for each selected event [157].
It is defined as

m2
T2 = min

/p
(1)
T +/p(2)

T =Emiss
T

max
{
m2
T

(
p(1),/p

(1)
)
,m2

T

(
p(2),/p

(2)
)}

m2
T

(
p(n),/p

(n)
)

= m2
(n) + /m2 + 2

(
E

(n)
T
/ET − ~p

(n)
T · ~/pT

)
where:

• p(n) is the four-momentum of the visible particle

• ~p(n)
T is the transverse momentum of the visible particle

• /p(n) is the four-momentum of the invisible particle

• ~/p
(n)
T

is the trial transverse momentum of the invisible particle

• (n) indicates from which parent particle the particle is coming
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8.3 Signal region and event yields

(a) (b) (c)

Figure 8.5 Jet multiplicities for the signal region omitting the Njets ≥ 2 requirement in (a)
the ee channel, (b) the µµ channel and (c) the eµ channel. Contributions from diboson
and single top events are summarized as “other EW”. The uncertainty on the data points
are statistical uncertainties only, whereas the uncertainty bands include statistical and
systematic uncertainties.

(a) (b) (c)

Figure 8.6 b-tagged jet multiplicities for the signal region in (a) the ee channel, (b) the
µµ channel and (c) the eµ channel. Contributions from diboson and single top events are
summarized as “other EW”. The uncertainty on the data points are statistical uncertainties
only, whereas the uncertainty bands include statistical and systematic uncertainties.
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(a) (b)

Figure 8.7 (a) Jet multiplicity in the signal region without the Njets ≥ 2 requirement and (b)
the b-tagged jet multiplicity in the signal region, both for the combined dilepton channels.
Contributions from diboson and single top events are summarized as “other EW”. The
uncertainty on the data points are statistical uncertainties only, whereas the uncertainty
bands include statistical and systematic uncertainties.

(a) (b) (c)

Figure 8.8 The Emiss
T distribution in the signal region for (a) the ee channel and for (b) the

µµ channel without the Emiss
T > 40 GeV requirement, and (c) the distribution of the HT,

defined as the scalar sum of the transverse energies of the two leptons and all selected jets,
in the signal region without the HT > 130 GeV requirement. Contributions from diboson
and single top events are summarized as “other EW”. The uncertainty on the data points
are statistical uncertainties only, whereas the uncertainty bands include statistical and
systematic uncertainties.
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8.3 Signal region and event yields

ee µµ eµ

Z+jets (DD) 1.1 ± 0.5 3.5 ± 1.4 -

Z(→ ττ)+jets (MC) 0.4 ± 0.3 1.2 ± 0.6 3.0 ± 1.3

Non-Z leptons (DD) 1.0 ± 0.9 0.4 ± 0.5 1.9 ± 1.7

Single top (MC) 0.6 ± 0.1 1.2 ± 0.2 2.4 ± 0.3

Dibosons (MC) 0.5 ± 0.1 0.9 ± 0.1 2.0 ± 0.3

Total (non tt̄) 3.6 ± 1.2 7.2 ± 1.6 9.4 ± 2.5

tt̄ (MC) 10.9 ± 1.2 19.4 ± 1.5 45.7 ± 3.7

Total expected events 14.5 ± 1.7 26.6 ± 2.1 55.1 ± 4.4

Observed events 17 30 57

Table 8.2 The full breakdown of the expected tt̄-signal and background in the signal region
compared to the observed event yields, for each of the dilepton channels (MC is simulation based,
DD is data-driven). All systematic uncertainties are included and the correlation between the
different background sources are taken into account.

The minimization uses trial momenta for the neutrinos which only have to satisfy the
measured Emiss

T . From the two possible combinations of leptons and highest-pT jets the
combination with the smallest mT2 is chosen.
The distribution shown in Figure 8.9 is consistent with the hypothesis of a pair-

produced heavy particle with mass around 170 − 175 GeV that decays in final states
with invisible particles.
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Figure 8.9 The mT2 distributions for events that pass the selection criteria for selected data
events in the three dilepton channels overlayed over the expected distribution from MC
simulation from signal and background events. Contributions from diboson and single top
events are summarized as “other EW”. The uncertainty on the data points are statisti-
cal uncertainties only, whereas the uncertainty bands include statistical and systematic
uncertainties.
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Systematic uncertainties

Systematic uncertainties arise from uncertainties associated with the nature of the mea-
surement apparatus, assumptions made by the experimenter, or the model used to make
inferences based on the observed data. Common examples of systematic uncertainty
include uncertainties that arise from the calibration of the measurement device, the
probability for the detection of a given type of interaction (acceptance), and parameters
of the model used to make inferences that themselves are not precisely known [158].
In Equation 8.1, used for the cross section measurement, we quote the luminosity un-

certainty (∆σL) separately from other systematic uncertainties, which are included in the
∆σsyst term. In the ∆σsyst term uncertainties associated with the jet energy scale, the
resolution and efficiency, lepton reconstruction, identification and trigger scale factors,
lepton energy scale and resolution, Emiss

T , theoretical cross sections for MC simulated
backgrounds, data-driven background estimations, pile-up and tt̄ production modelling
are included. Each systematic uncertainty is described below, closely following prescrip-
tions developed by the ATLAS top physics working group [159].
The impact of systematic uncertainties are estimated by redoing the full analysis chain

after each variation and comparing with the nominal analysis.

∆σ
σ

= σvariated − σnominal

σnominal
, (9.1)

The largest uncertainties are the jet energy scale uncertainty and the theoretical cross
sections for MC simulated backgrounds. Channels with electrons have large contribu-
tions from the uncertainty on the background with fake leptons and on the electron
identification efficiency. The MC modeling of the parton shower, the ISR/FSR and the
limited statistics of background MC in the same lepton channels also contribute to the
total uncertainty.
The results with statistical and systematic uncertainties are summarized in Table 9.1,

Table 9.3, and Table 9.5 for ee, µµ, and eµ channels, respectively. The uncertainties
for the backgrounds estimated with MC simulations are shown in Table 9.2, Table 9.4,
and Table 9.6. In the tables quoted “total” uncertainty includes quadratically added all
uncertainties. The cross section is calculated for each channel using the selected data
events and the estimated acceptance. The total systematic uncertainty is smaller than
the statistical uncertainty.

91



Chapter 9 Systematic uncertainties

9.1 Luminosity

As mentioned in Chapter 4 for this analysis 35 pb−1 data sample is used taken under
stable pp beam conditions during the 2010 LHC run at

√
s = 7 TeV. The luminosity

measurement has a relative uncertainty of 3.4% [160].

9.1.1 Pile-up

The simulation includes effects from pile-up by overlaying randomly minimum bias events
to achieve a certain average number of vertices. Pile-up effects result in additional energy
deposits that affect not only the jet reconstruction, but also the Emiss

T in an event, which
is an important discrimination variable for the analysis.
Figure 9.1 shows the number of reconstructed vertices in events with an invariant

dilepton mass around the Z-boson mass. The vertices are required to have more than 4
tracks and must be identified as a primary or pile-up vertex [154]. It can be seen that
in both ee and µµ channels, the MC has pile-up events with a higher average number of
vertices.
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Figure 9.1 Number of reconstructed vertices with more than 4 tracks and selected as primary
or pile-up vertices in the ee channel (left) and the µµ channel (right) in the Z-boson
enhanced region [154].

A reweighting method according to the number of vertices in the event has been
adopted for MC events. The weights are consistent between ee and µµ events. The
effect of the reweighting can be seen in Figure 9.2.
A comparison of Emiss

T of events, within the Z mass window and with at least 2 jets,
shows that the agreement between data and MC is nevertheless good, as it can be seen
in Figure 9.3, regardless of the reweighting. A similar behaviour has been seen for µµ
events. Hence, the samples are used are not reweighted and the change of the analysis
with pile-up reweighting can the used as a systematic uncertainty.

92



9.1 Luminosity

 [GeV]
0 10 20 30 40 50 60 70 80

Ev
en

t /
2G

eV

0
100
200
300
400
500
600
700
800
900 data (35/pb)

tt
, ee)+jetsμμDY(

)+jetsττDY(

W+jets

DiBoson
single-t

0 10 20 30 40 50 60 70 80-1
-0.8
-0.6
-0.4
-0.2

0
0.2
0.4
0.6
0.8

1

(d
at
a-
M
C)
/M

C

miss
T E

[GeV]miss
T E

0 10 20 30 40 50 60 70 80

Ev
en

t /
2G

eV

0
100
200
300
400
500
600
700
800
900 data (35/pb)

tt
, ee)+jetsμμDY(

)+jetsττDY(

W+jets

DiBoson
single-t

0 10 20 30 40 50 60 70 80-1
-0.8
-0.6
-0.4
-0.2

0
0.2
0.4
0.6
0.8

1

[GeV]miss
T E

[GeV]miss
T E

(d
at
a-
M
C)
/M

C

Figure 9.2 Emiss
T distribution for Z → ee enhanced events and 0-jets before (left) and after

(right) reweighting [154].
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Figure 9.3 Emiss
T distribution for Z → ee enhanced events with 2 or more jets before (left) and

after (right) reweighting in the ee channel [154].
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9.2 Systematics on data-driven backgrounds

9.2.1 Data-driven Drell-Yan estimation
The uncertainty due to the data-driven method used for Drell-Yan background estima-
tion is tested by varying the Emiss

T cut in the control region is varied by ±5 GeV, see
Section 7.1.1.

9.2.2 Mis-identified leptons
Uncertainty from the fake background estimate [153] is derived from the difference in the
observed and predicted number of fake events in control regions, defined as opposite sign
events with zero or one jet without HT cut or same sign events with more than one jet.
The matrix method used for fake background estimations is described in Section 7.1.2
and the systematic uncertainties on the estimation are provided in Table 7.4.

9.3 Theoretical cross section
For Z/γ∗+jets background events, the normalization uncertainty is modelled by sepa-
rately considering events with a given jet multiplicity. While the cross section in the
0-jet multiplicity sample has 4% uncertainty, the extrapolation to each following jet mul-
tiplicity increases the uncertainty by an additional 24% [161].
Overall, normalization uncertainties on the backgrounds from single top quark and

diboson production are 10 % [162, 163] and 5 % [164, 149], respectively.

9.4 Jets

9.4.1 Jet energy scale (JES)
The jet energy scale and its uncertainty was discussed in Section 5.3. JES uncertainty
has been derived combining information from test-beam data, LHC collision data and
simulation [165] and varies as a function of jet pT and η. As it was discussed, JES
includes several terms. To account for effects from nearby jets, a conservative approach
is used by adding an additional 5% term to the jet energy scale uncertainty if a jet with
pT > 10 GeV is found in the vicinity of ∆R < 0.6.
The MultijetJESUncertaintyProvider tool [145, 166], provided by the ATLAS col-

laboration, was used to access specific uncertainty values. JES uncertainty value is used
to vary the jet energy by ±1σ.
Each of the objects included in the Emiss

T calculation (see Equation 5.14) has an
uncertainty related to its energy scale and energy resolution. Therefore, calculated
energy scale and resolution uncertainty scale factors on the objects should be propa-
gated into the Emiss

T [167]. This is done by using Emiss
T weights calculated from the
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MissingETComposition tool [168]. The Emiss
T weights contain the information on whether

or not the object has been included in the Emiss
T calculation.

9.4.2 Jet energy resolution (JER)
The jet energy resolution and its uncertainty have been measured using two different
methods, as described in Section 5.3. It is estimated that resolution in data and simula-
tion agree within 10%. The goal of JER is to smear MC jet resolution to match to the
data and consider the difference with respect to nominal MC sample as systematic uncer-
tainty. The nominal samples are smeared according to the quadratic difference between
the data uncertainty and the MC resolution as provided by the JERProvider tool [169].
The effect due to JER systematic variation has been propagated to Emiss

T in the same
way as for JES, described in the previous subsection.

9.4.3 Jet reconstruction efficiency (JEF)
The jet reconstruction efficiency accounts for the difference between data and MC in the
reconstruction efficiency of calorimeter jets with respect to track jets, measured with a
tag-and-probe method in QCD dijet events. The effects of the jet reconstruction efficiency
uncertainty are studied by randomly removing about 2% of jets from the events [142].
The effect due to the JEF systematic variation has been propagated to Emiss

T .

9.5 Missing transverse energy
The Emiss

T is calculated using Equation 5.14 and Equation 5.15 as it was discussed in Sec-
tion 5.4. The systematic uncertainty on the CellOut term (Emiss,CellOut

T ), which is built
from topoclusters with a correction based on tracks, is calculated from the topoclusters
energy scale uncertainties. These uncertainties can be estimated from comparisons be-
tween data and MC simulation, for example using the E/p response from single tracks.
The overall systematic uncertainty on Emiss,CellOut

T is about 13.2%, which results in a
systematic uncertainty of less than 1% on Emiss

T [170].
The systematic uncertainty on the RefSoftJet term is 10.5%, which has quite small

effect on the cross section, as it is expected, since for the analysis high pT jets are used.
This systematic uncertainty is not considered separately in the analysis and its small
effect is covered by including a special treatment for soft jets in the jet energy scale and
resolution uncertainties estimation tools.

9.6 Leptons

9.6.1 Lepton identification and trigger (ID SF, Trig SF)
The uncertainties due to MC simulation modeling of the lepton trigger, reconstruc-
tion and identification efficiencies have been assessed using tag-and-probe techniques
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on Z → ll and W → lν events selected from the same data sample as used for the tt̄
analysis [102]. Lepton trigger, reconstruction and identification efficiencies in simula-
tion were found to be consistent with data. For muons this agreement is within 0.2%
(statistical uncertainty) for the reconstruction and identification efficiencies, however, on
average the trigger efficiencies disagree by a few percent in specific η and φ bins. The
disagreements between data and MC can be associated to local residual miscalibrations
of the Level-1 barrel trigger [102].
The uncertainties on efficiency scale factor weights, provided in Section 5.1 and Sec-

tion 5.2 for electrons and muons, respectively, are taken as systematic uncertainty. The
identification scale factors for electrons are η and pT dependent, while the muon trigger
scale factors are η and φ dependent.

9.6.2 Lepton energy scale and resolution (ES, ER)
The accuracy of lepton momentum scale and resolution in simulation was checked using
reconstructed distributions of the dilepton invariant mass. To correct for a few percent
discrepancy in the Z → µµ mass distributions between data and simulation, the pT
of a simulated muon was corrected and smeared at the analysis level to reproduce the
width and position of the Z → µµ peak as observed in data. The residual systematic
uncertainty on the cross section taking into account the uncertainties of the ID and the
MS smearing parameters was also studied. A similar smearing procedure is applied to
electrons.
The effect due to systematic variation has been propagated to Emiss

T .

9.7 tt̄ production modelling

9.7.1 Monte-Carlo generators
Two types of NLO matrix element generators are used to estimate the systematic un-
certainty due to the choice of the signal MC generator. The tt̄ sample that is used for
nominal analysis is generated by MC@NLO and it is compared with a sample generated
with Powheg, see Section 4.3. Both generators are interfaced to Herwig/Jimmy for
hadronization.

9.7.2 Parton shower
The effect of changing the hadronization model in the signal MC is estimated by hadroniz-
ing the same Powheg NLO events once with Herwig/Jimmy and once with Pythia.

9.7.3 Initial and final state radiation
Initial (ISR) and final state (FSR) radiation can affect the jet multiplicity of both signal
and background events. The effects of variations in the amount of ISR and FSR were
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studied using the LO AcerMC generator [171] interfaced to Pythia, and varying the
parameters controlling ISR and FSR in a range consistent with experimental data, see
Section 4.3. Two samples with more and less ISR and two samples with more and less
FSR are compared with an optimal AcerMC sample.

9.7.4 PDF uncertainties
The effect of uncertainties in the PDF used to generate tt̄ and single top events
was evaluated using the envelope of error bands from CTEQ6.6, MSTW08 [172] and
NNPDF 2.0 [173] sets at NLO [154]. The reweighting method is used to estimate the
uncertainty due to the PDF. As the PDF uncertainty, the envelope of all PDF bands is
taken and the central value is the center of the envelope [174].
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Background Acceptance (%) Cross Section
3.6 events 11.5 202.0 pb

∆ Background % ∆ Acceptance ∆ Cross Section %
Luminosity ±1.2 - ±3.7
Data stat +10.9/-8.6 - +38.8/-30.5
MC stat ±8.2 ±2.2 ±3.1
Pile-up ±0.6 ±0.3 ±0.1

Mis-identified lep. ±26.2 - ±7.0
Drell-Yan method ±10.7 - ±2.6
MC cross section +5.6/-4.8 - -1.6/+1.4

JES +5.3/-1.2 +4.0/-2.8 -5.2/+2.6
JER ±3.0 ±0.9 ±1.7
JEF ±0.2 ±0.1 ∼ 0.0

Emiss
T CellOut +3.8/-0.1 +0.1/-0.5 +1.1/-0.5
Mu ID SF - - -
Mu Trig SF - - -
El ID SF ±2.7 ±7.4 -7.6/+8.5
El Trig SF ∼ 0.0 ∼ 0.0 ∼ 0.0
Mu ES - - -

Mu ER (MS) - - -
Mu ER (ID) - - -

El ES +2.9/-0.0 +0.5/-0.2 -1.2/+0.2
El ER -0.3/+3.2 +0.0/-0.1 -0.1/+1.0

Parton shower - ±1.7 ±1.7
Generator - ±0.3 ±0.3

ISR - +3.4/-0.0 -3.4/+0.0
FSR - +6.2/-1.3 -6.2/+1.3
PDF - ±2.5 ±2.5

Syst total ±30.7 +11.7/-8.8 +12.6/-14.8

Cross Section (observed) 202.0+78.5
−61.5

+25.6
−29.9 ± 7.6 pb

Table 9.1 Uncertainties on the background estimation, acceptance and cross section in the ee
channel. The uncertainties are presented as +1σ/− 1σ variation of the systematic source.
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single top diboson Zττ

Yield (events) 0.6 0.5 0.4
Uncertainty(%)

Lumi ±3.4 ±3.4 ±3.4
JES +9.1/-3.6 +10.6/-5.6 +25.9/-13.0
JER ±1.6 ±1.5 ±25.9
JEF ∼ 0.0 ∼ 0.0 ∼ 0.0

Emiss
T CellOut +0.6/-0.3 +0.7/-0.2 +25.9/+0.0
El ID SF ±7.4 ±7.4 ±7.8
El Trig SF ∼ 0.0 ∼ 0.0 ∼ 0.0
Mu ID SF - - -
Mu Trig SF - - -

MC cross section ±10.0 ±5.0 +41.9/-41.9
MC stat ±6.0 ±5.1 ±50.1
Pile-up ±2.6 ±2.1 ±12.4
El ES +0.6/-1.3 +0.9/-0.8 ∼ 0.0
El ER ±0.3 ±0.1 ∼ 0.0
Mu ES - - -

Mu ER (MS) - - -
Mu ER (ID) - - -

total (syst + lumi) +17.2/-15.0 +15.5/-12.4 +80.7/-73.0

Table 9.2 Uncertainties on the MC background contributions in the ee channel. The uncer-
tainties are presented as +1σ/− 1σ variation of the systematic source.
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Background Acceptance (%) Cross Section
7.2 events 20.5 192.3 pb

∆ Background % ∆ Acceptance ∆ Cross Section %
Luminosity ±1.4 - ±3.9
Data stat +7.8/-6.9 - +28.8/-24.0
MC stat ±9.2 ±1.6 ±3.4
Pile-up ∼ 0.0 ±1.2 ±1.2

Mis-identified lep. ±7.1 - ±2.3
Drell-Yan method ±9.2 - ±0.8
MC cross section +9.1/-10.5 - -2.8/+3.3

JES -3.1/+4.2 +1.6/-2.4 -2.6/+1.1
JER ±7.7 ±0.1 ±2.4
JEF ±0.1 ∼ 0.0 ∼ 0.0

Emiss
T CellOut -1.4/+1.2 -0.1/+0.0 +0.5/-0.3
Mu ID SF ±0.6 ±1.4 ±1.6
Mu Trig SF ±0.1 ±0.3 ±0.3
El ID SF - - -
El Trig SF - - -
Mu ES +1.9/-2.8 ±0.2 -0.8/+1.1

Mu ER (MS) +4.7/-2.2 ∼ 0.0 -1.5/+0.7
Mu ER (ID) +1.4/-1.9 -0.2/+0.0 -0.3/+0.6

El ES - - -
El RS - - -

Parton shower - ±3.3 ±3.3
Generator - ±0.1 ±0.1

ISR - +1.3/-1.4 -1.3/+1.4
FSR - +6.0/-0.0 -6.0/+0.0
PDF - ±1.9 ±1.9

Syst. total ±20.3 +7.8/-5.3 +7.6/-9.9

Cross Section (observed) 192.3+55.4
−46.2

+14.6
−18.9 ± 7.6 pb

Table 9.3 Uncertainties on the background estimation, acceptance and cross section in the µµ
channel. The uncertainties are presented as +1σ/− 1σ variation of the systematic source.
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single top diboson Zττ

Yield (events) 1.2 0.9 1.2
Uncertainty(%)

Lumi ±3.4 ±3.4 ±3.4
JES ±5.3 ±9.0 +21.7/-10.9
JER ±0.3 ±0.7 ±9.7
JEF ±0.3 ±0.1 ∼ 0.0

Emiss
T CellOut -0.6/+0.3 +0.5/-0.4 +6.7/+0.0
El ID SF - - -
El Trig SF - - -
Mu ID SF ±1.4 ±1.4 ±1.4
Mu Trig SF ±0.3 +0.2/-0.3 ±0.2

MC cross section ±10.0 ±5.0 ±33.3
MC stat ±4.3 ±3.8 ±26.9
Pile-up ±2.3 ±3.7 ±9.8
El ES - - -
El ER - - -
Mu ES +0.0/-0.2 ±0.1 ∼ 0.0

Mu ER (MS) -0.2/+0.5 +0.5/-0.1 ∼ 0.0
Mu ER (ID) -0.3/+0.5 +1.0/-0.4 -0.0/+5.5

total (syst + lumi) ±12.9 ±12.2 +50.8/-46.4

Table 9.4 Uncertainties on the MC background contributions in the µµ channel. The uncer-
tainties are presented as +1σ/− 1σ variation of the systematic source.
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Background Acceptance (%) Cross Section
9.4 events 24.2 171.6 pb

∆ Background % ∆ Acceptance ∆ Cross Section %
Luminosity ± 2.7 - ± 4.0
Data stat - - +18.0/-15.8
MC stat ± 5.7 ± 1.1 ± 1.6
Pile-up ± 5.4 ± 0.3 ± 1.4

Mis-identified lep. ± 18.0 - ± 3.5
Drell-Yan method - - -
MC cross section ± 15.1 - ± 3.0

JES +7.3/-5.8 +1.3/-1.5 ± 2.7
JER ± 1.0 ∼ 0.0 ± 0.2
JEF ± 0.1 ∼ 0.0 ± 0.1

Emiss
T CellOut ∼ 0.0 ∼ 0.0 ∼ 0.0
Mu ID SF ± 0.6 ± 0.7 ± 0.8
Mu Trig SF ∼ 0.0 ∼ 0.0 ∼ 0.0
El ID SF ± 3.0 ± 3.7 ± 4.3
El Trig SF ± 0.1 ± 0.1 ± 0.1
Mu ES +0.1/-0.0 +0.0/-0.1 -0.0/+0.1

Mu ER (MS) ∼ 0.0 ∼ 0.0 ∼ 0.0
Mu ER (ID) ∼ 0.0 ∼ 0.0 ∼ 0.0

El ES +1.1/-0.0 +0.1/-0.3 ± 0.3
El ER -0.0/+1.1 ∼ 0.0 +0.0/-0.2

Parton shower - ± 1.2 ± 1.2
Generator - ± 1.3 ± 1.3

ISR - +3.6/-0.0 -3.6/+0.0
FSR - +3.1/-0.0 -3.1/+0.0
PDF - ± 2.2 ± 2.2

Syst. total ± 25.9 +6.9/-5.1 +7.8/-9.0

Cross Section (observed) 171.6+30.9
−27.1

+13.4
−15.5 ± 6.8 pb

Table 9.5 Uncertainties on the background estimation, acceptance and cross section in the eµ
channel. The uncertainties are presented as +1σ/− 1σ variation of the systematic source.
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single top diboson Zττ

Yield (events) 2.4 2.0 3.0
Uncertainty(%)

Lumi ±3.4 ±3.4 ±3.4
JES ± 5.5 +9.0/-6.5 +12.3/-9.2
JER ±0.2 ±4.4 ±0.1
JEF ±0.3 ±0.1 ∼ 0.0

Emiss
T CellOut ∼ 0.0 ∼ 0.0 ∼ 0.0
El ID SF ± 3.7 ± 3.7 ± 3.8
El Trig SF ± 0.1 ± 0.1 ± 0.1
Mu ID SF ± 0.7 ± 0.7 ± 0.7
Mu Trig SF ∼ 0.0 ∼ 0.0 ∼ 0.0

MC cross section ± 10.0 ± 5.0 ± 35.5
MC stat. ±3.1 ±2.5 ±17.4
Pile-up ±2.3 ±2.4 ±13.2
El ES +0.2/-0.0 +0.0/-0.2 +3.1/+0.0
El ER -0.0/+0.1 -0.0/+0.1 +0.0/+3.1
Mu ES +0.2/-0.1 +0.1/-0.0 ∼ 0.0

Mu ER (MS) -0.0/+0.2 ±0.1 ∼ 0.0
Mu ER (ID) -0.2/+0.1 ±0.1 ∼ 0.0

total (syst + lumi) ±13.1 +12.8/-11.1 ± 43.5

Table 9.6 Uncertainties on the MC background contributions in the eµ channel. The uncer-
tainties are presented as +1σ/− 1σ variation of the systematic source.
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Results

The measurement of the top quark pair production cross section with the ATLAS detector
at LHC, using a data sample corresponding to 35 pb−1 collected in 2010, in pp collisions
at
√
s = 7 TeV in dilepton final states have been analyzed. The analysis in this thesis

is based on a cut-based counting experiment where the Drell-Yan and mis-identified
lepton backgrounds are extracted from data, while the rest of the backgrounds and signal
contributions are estimated from simulation.

Cross section extraction and the combination of channels

The observed event count for each channel Nobs is modeled as being Poisson distributed
about some expectation N exp

tot , which is the sum of several contributions from signal and
background processes. The variation in the expected number of events from each process
due to systematic uncertainties is parametrized and additional terms are included into
a likelihood function that summarizes the uncertainty in the corresponding nuisance
parameters. The signal expectation is scaled according to the luminosity, and the signal
cross section σsig the parameter of interest, is a free parameter in the fit.
The various sources of systematic uncertainties are organized such that they are con-

sidered either totally uncorrelated or totally correlated. For each source of uncertainty
(indexed by j), a nuisance parameter αj is introduced, such that αj = 0 represents the
nominal estimate and αj = ±1 represents a ±1σ variation of that source. The sources of
the systematics are varied (e.g. jet energy scale, trigger efficiencies, etc.) and a piecewise-
linear interpolation is used to parametrize the expected number of events N exp

i (~α) for
each signal and background using the RooFit/RooStats software package [175, 176]. A
change in the source of the jth systematic introduces a totally correlated variation among
the contributions.
Additional Gaussian (G) terms are added to the likelihood function to summarize

our knowledge of the αj derived from auxiliary measurements or assumptions about
the uncertainty in the MC modeling. This leads to the final form of the likelihood
function [177]:

L(σsig,L, αj) =
∏

i∈ channel
Pois

(
Nobs
i |N

exp
i,tot(~α)

)
×G(L0|L, σL) ×

∏
j∈syst

G(0|αj, 1) . (10.1)
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The uncertainty on the luminosity is added to the likelihood by multiplying a Gaussian
distribution of the luminosity around the nominal estimate L0 with its uncertainty σL
given the true luminosity L.
The maximum of the function in (10.1) gives the best estimates σ̂sig, L̂, and α̂(j). The

likelihood ratio r at this point is defined as

r(σsig) = L(σsig,L̂,α̂(j))
L(σ̂sig,L̂,α̂(j))

, (10.2)

and the profile likelihood λ is defined as

λ(σsig) = L(σsig,
ˆ̂L, ˆ̂α(j))

L(σ̂sig,L̂,α̂(j))
. (10.3)

where ˆ̂L and ˆ̂αj represent the conditional maximum likelihood estimates of L and αj
holding σsig fixed. The best fit value of the cross section is σ̂sig and the 68% confidence
interval is derived from the values of σsig, which give −2 lnλ(σsig) = 1, since −2 lnλ(σsig)
is disrtibuted as χ2(1), see [178].
The profile likelihood is always greater than the likelihood ratio, except at the maxi-

mum likelihood estimate where they are equal. This means that the curve of −2 lnλ is
broader than −2 ln r, and the difference in the intervals is attributed to systematics.
Table 10.1 summarizes the cross sections extracted from the profile likelihood ratio for

the individual channels and for the combination of all three channels. The cross section
that corresponds to the minimum position of the likelihood agrees very well with the
calculated cross section in the previous section.
Table 10.2 provides the systematic uncertainties for each systematic contribution. The

dominant systematic uncertainties are from luminosity, from the electron identification
efficiency scale factor, jet energy scale, initial and final state radiation, the background
estimation methods and the uncertainties on the simulated samples.
The result of fitting to the observed data, combining all channels together, gives a σ̂tt̄

of 181 ± 27 pb, with the 68% confidence interval inferred from the asymptotic properties
of the profile likelihood ratio, which is shown in Figure 10.1. This interval includes the
effect of all systematic and statistical uncertainties, with their correlated effects on the
signal and backgrounds. The statistical uncertainty is obtained by fixing all the nuisance
parameters associated with underlying sources of systematics to their best fit values. The
component of the total uncertainty attributed to the effect of systematics is obtained
by subtracting in quadrature the statistical contribution from the uncertainty obtained
by including all sources of systematics, except for the luminosity uncertainty. Finally,
the uncertainty attributed to the luminosity is obtained by subtracting in quadrature
the combined systematic and statistical uncertainty from the total uncertainty, ensuring
that the quadratic sum of all three components is consistent with the uncertainty from
all contributions.
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The combined result agrees well with the weighted average of the individual cross
sections. The uncertainties of the combined result show smaller uncertainties.

Channel σtt̄ (pb)

ee 202 +67
−57(stat.) +30

−26(syst.) +11
−1 (lumi.)

µµ 192 +49
−44(stat.) ± 17(syst.) +10

−5 (lumi.)

eµ 172 ± 27(stat.) ± 14(syst.) +8
−6(lumi.)

combined 181± 22(stat.) ± 14(syst.)+8
−7(lumi.)

Table 10.1 Measured cross sections in each individual dilepton channel, and all three channels
combined. The uncertainties are obtained from the likelihood minimization.
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ee µµ eµ combined
Uncertainties (%)

Data Stat -28.3 / 33.3 -22.6 / 25.6 -15.2 / 16.6 -11.8 / 12.6
Luminosity -0.7 / 5.6 -2.4 / 5.2 -3.5 / 4.4 -3.6 / 4.2
MC Stat -0.7 / 4.6 -2.6 / 4.1 -1.4 / 1.6 -1.9 / 0.5
El/Mu ES -0.0 / 1.8 -1.1 / 0.7 -0.0 / 0.0 -1.0 / 0.0
El/Mu ER -0.0 / 1.8 -0.0 / 2.3 -0.0 / 0.0 -1.2 / 0.0
El/Mu SF -5.0 / 10.9 -0.0 / 3.0 -3.8 / 4.9 -3.6 / 4.1

JES -3.3 / 4.5 -0.6 / 2.8 -2.7 / 2.8 -3.5 / 2.3
JER -0.0 / 2.9 -1.6 / 3.0 -0.0 / 0.0 -1.8 / 0.0
JEF -0.0 / 0.7 -0.0 / 0.0 -0.0 / 0.0 -0.8 / 0.0

Emiss
T CellOut -0.0 / 1.8 -0.9 / 0.0 -0.0 / 0.0 -0.7 / 0.0

Drell-Yan method -3.7 / 4.0 -3.9 / 3.6 -0.0 / 0.0 -1.4 / 1.1
Mis-identified lep. -6.3 / 7.7 -1.4 / 3.0 -3.6 / 3.4 -2.8 / 2.0

Generator -0.0 / 1.0 -0.0 / 0.0 -1.1 / 1.5 -1.6 / 0.0
Parton shower -0.0 / 3.1 -1.6 / 4.6 -0.9 / 1.4 -1.9 / 1.7

ISR -1.0 / 2.4 -1.9 / 0.0 -3.1 / 0.0 -2.5 / 0.0
FSR -3.0 / 4.0 -3.9 / 2.9 -2.7 / 0.0 -3.7 / 2.4
PDF -0.0 / 4.1 -0.0 / 3.0 -1.9 / 2.5 -2.0 / 2.4

Pile-up -0.0 / 1.5 -0.0 / 2.1 -0.8 / 0.6 -0.8 / 0.0
MC cross section -0.0 / 2.3 -0.9 / 2.7 -2.4 / 2.3 -2.5 / 1.5
All Syst. but Lumi -12.9 / 14.7 -9.2 / 8.7 -7.9 / 8.1 -7.6 / 7.6

All Syst. -13.2 / 15.5 -8.6 / 9.9 -8.6 / 9.3 -9.1 / 8.1
Syst+Stat -31.2 / 36.7 -24.2 / 27.4 -17.4 / 19.0 -14.9 / 15.0

Table 10.2 Overview of the tt̄ cross section uncertainties for each channel and each systematic
variation obtained from the combination.
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Figure 10.1 Plots of − log λ(σtt̄) vs. σtt̄/σSM with (blue, solid) and without (red, dashed)
systematics for the ee (top, left), µµ (top, right), eµ (bottom, left), and three-channel
combined fit (bottom, right). The horizontal lines indicate likelihood values for the 68%,
90% and 95% confidence intervals, respectively.
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Cross-checks with other analyses
Cut and count analysis with b-tagging

The presence of two b-quarks in tt̄ decay hints that a requirement of having at least a
b-tagged jet in events would help to improve the signal to background ratio. Hence, as
an alternative a counting method is used with additional requirement of at least one b-
tagged jet in event, using the JetProb algorithm [179] at 70% tagging efficiency operating
point. The effectiveness of this strategy is limited by the efficiency (εb) of the b-tagging
algorithms and the uncertainties on the b-tagging efficiency and rejection.
Because of the b-tagging application, requirements on Emiss

T , HT and invariant mass of
two leptons are loosened. Backgrounds are determined in the same way as described in
Chapter 7.
The analysis has some of the same sources of systematic uncertainty as the analysis

without b-tagging, see Chapter 9, and these have been estimated in the same way. The
only additional source of systematic uncertainty arises from the uncertainty in the effi-
ciencies of the JetProb tagging algorithm. This has been estimated to be 6% for b-quark
jets, based on b-tagging calibration studies using inclusive lepton and multijet final states.
The uncertainties on the tagging efficiencies for light and charm quarks are several times
higher, but are not a large source of uncertainty due to the intrinsically high S/B ratio
in the dilepton final state.
These estimates result in ∼14 background and ∼71 signal events, which is consistent

with the observed yield of 98 candidate events. The measured cross section is [1]:

σtt̄ = 194± 23(stat.)+18
−14(syst.)± 7(lumi.) pb . (11.1)

An inclusive dilepton analysis (AIDA)

A further method is using an inclusive dilepton analysis technique to measure simul-
taneously the production cross sections of tt̄, WW and Z(→ ττ) in the dilepton final
state [180, 181]. This analysis is similar to the dilepton counting analysis without using
b-tagging, except that a template shape fit is used instead of counting events, and the se-
lection is relaxed with respect to the number of jets and HT. For the ee and µµ channels
which suffer from an overwhelming Drell-Yan contribution, the cuts on Emiss

T and mll are
retained.
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The dominant processes with real leptons contributing to the eµ final state are tt̄,
WW and Z(→ ττ), each of which has distinct Emiss

T and Njets characteristics. Typical tt̄
events have large Emiss

T and large Njets. WW events usually have large Emiss
T and relatively

low Njets, while Z(→ ττ) events tend to have low Emiss
T and smaller Njets. Therefore, a

two-dimensional parameter space defined by Emiss
T and Njets is used to naturally separate

these contributions, and fit the observed data to MC generated templates of all expected
processes. The normalizations of the main processes described vary as parameters in the
fit, allowing a simultaneous measurement of their cross sections. The other “background”
contributions are included with fixed normalizations, also considering data-driven back-
grounds from Drell-Yan and fake leptons. The eµ channel is fitted first, and then the eµ,
ee and µµ channels are combined in a single fit, using knowledge from eµ fit.
The measured tt̄ cross section is:

σtt̄ = 171± 22(stat.)± 14(syst.)± 5(lumi.) pb . (11.2)

WW and Z(→ ττ) cross sections are estimated to be 59±21(stat.)±12(syst.)±2(lumi.) pb
and 1400±290(stat.)±160(syst.)±40(lumi.) pb, respectively, where the theoretical expec-
tations are 46.2±2.3 pb and 1076±54 pb [181].

Cross section measurement with Z normalization

The standard method to extract the cross section uses the luminosity measurement as a
normalization. An alternative method is to normalize the measured σtt̄ to a theoretically
well understood high energy process, such as Z-boson production [154, 181]. This can
be achieved by performing an inclusive Z-boson analysis. For the inclusive Z selection
MC@NLO is used as the MC generator because the Alpgen samples were found to give
a poor description of the lepton η distributions. The MC is normalized to the NNLO
cross section of 989 pb with 5% uncertainty [150].
σtt̄ can be extracted by performing a combined fit to the five analysis channels

(tt̄ → ee,eµ,µµ;Z → ee,µµ), where the free parameters are σtt̄ and L. In this way
the luminosity (and its uncertainty) used in the standard analysis is replaced with the
theoretical prediction and the associated uncertainty on the Z-boson production cross
section.
In order to derive σtt̄, the likelihood function described in Chapter 10 is extended by

adding terms to describe the Z-boson analysis. The top-pair production cross section
and integrated luminosity are simultaneously measured from the fit.

σtt̄ = 178± 22(stat.)± 20(syst.) pb , (11.3a)

Lint = 34.5+2.4
−2.1 pb−1 . (11.3b)
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Simultaneous measurement of the b-tagging efficiency and σtt̄
The tt̄ candidate events are used directly to measure the fraction of jets that are success-
fully tagged as b-jets and simultaneously to measure the tt̄ production cross section.
In the case that two b-jets are tagged, the expected number of events is Nsig · ε2b , and

with one b-tagged is 2Nsig · εb(1−εb), whereNsig is the number of tt̄ signal events. However,
the number of b-jets varies since b-jets from top quark decays can be out of acceptance
or additional b-jets are produced through gluon radiation and gluon splitting. Moreover,
c-jets and light jets in the event can also be tagged. These effects are taken into account
by defining fractions of events containing b-jets, c-jets and light jets after applying the
event selection requirements.
The selection of dilepton candidate events in this analysis is identical to the cut and

count analysis without b-tagging. The SV0 b-tagging algorithm [155] is used to b-tag the
jets using an operating point that has a nominal b-tagging efficiency of about 50%.
The number of tagged jets distribution is used to simultaneously determine the b-

tagging efficiency and the tt̄ cross section form a likelihood fit [156, 181]. The measured
cross section is:

σtt̄ = 176± 22(stat.)± 22(syst.)± 6(lumi.) pb . (11.4)

Figure 11.1 The σtt̄ cross section measurements from different methods. The yellow bar reflects
the uncertainty on the theoretical prediction, which includes some of the NNLO correc-
tions supplemented by soft gluon resummation at the next-to-next-to-leading-logarithm
accuracy.
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Conclusion
A measurement of tt̄ production cross section with the ATLAS detector at the LHC in
pp collisions at

√
s = 7 TeV in final states with two oppositely-charged leptons (ee, µµ

and eµ), significant missing transverse energy and two or more jets is presented. In a
data set corresponding to an integrated luminosity of 35 pb−1, using a counting method,
we observe 104 candidate events, 17 events in the ee channel, 30 events in the µµ channel
and 57 events in the eµ channel. Two background sources, Drell-Yan background and
events with one or two mis-identified leptons, are estimated using data-driven techniques.
The other processes, tt̄ signal, single top, dibosons and Z/γ∗ → ττ are considered using
MC simulation. The estimated number of signal and background events is 98.9 ± 5.3,
with a signal fraction of ∼ 80%. The measured cross sections are:

ee channel: 202 +67
−57(stat.) +30

−26(syst.) +11
−1 (lumi.) pb,

µµ channel: 192 +49
−44(stat.) ± 17(syst.) +10

−5 (lumi.) pb,

eµ channel: 172 ± 27(stat.) ± 14(syst.) +8
−6(lumi.) pb,

Combined: 181± 22(stat.) ± 14(syst.)+8
−7(lumi.) pb.

To the measured cross section we assign three sources of uncertainties: statistical, sys-
tematic, and luminosity uncertainty. As can be seen for all channels, as well as for the
combination of three channels, statistical uncertainty dominates. The dominant sources
of the systematic uncertainty on the measurement are uncertainties on the luminosity,
electron identification efficiency scale factor, jet energy scale, initial and final state radia-
tion, the background estimation methods and the uncertainties on the simulated samples.
The cross sections measured in each of the three sub-channels and for the combina-

tion are consistent with each other and kinematic properties of the selected events are
consistent with SM tt̄ production. The measured tt̄ cross section is in good agreement
with the SM prediction of 165+11

−16 pb, and with other analyses performed in the dilepton
channel using alternative methods. The measured cross sections also are in good agree-
ment with a similar measurement by the CMS collaboration of 168±18±14±7 pb [182],
using approximately the same amount of data. Figure 12.1 shows the ATLAS and CMS
measurements together with previous Tevatron measurements.
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Figure 12.1 Top quark pair-production cross-section at hadron colliders as measured by CDF
and D0 at Tevatron, CMS and ATLAS. The theoretical predictions for pp and pp̄ colli-
sions include the scale and PDF uncertainties, obtained using the HATHOR tool with the
CTEQ6.6 PDFs and assume a top-quark mass of 172.5 GeV.

The analysis presented in this work supersedes the dilepton analysis that was used
for the first observation of top quark pairs in ATLAS at the LHC using 2.9 pb−1 data
sample [24]. The result was 151 +78

−62(stat.) +37
−24 (syst.)pb [24] (the systematic uncertainty

includes the uncertainty from the luminosity). With respect to the previous analysis the
number of dilepton candidate events is increased from 9 to 104 events and the statistical
uncertainty has decreased to the level of the systematic uncertainty.
With the prospect of accumulation of larger data samples, the statistical and system-

atic uncertainty on the tt̄ cross section can be decreased. Using 0.70 fb−1 data collected
by ATLAS detector in 2011, a similar measurement has been performed. The measured
cross section is 177± 6(stat.) +17

−14(syst.)± 8(lumi.) pb [183], where the systematic uncer-
tainty dominates in the analysis. Precise measurement can challenge the SM prediction
based on QCD calculations and constrain the parton distribution functions. Even though
ATLAS has reached a point where the systematic uncertainty dominates the analysis
many systematic uncertainties are of statistical nature. The systematic uncertainty can
be reduced more by using kinematic fits, which also require high statistics. Thus, with
a larger sample of tt̄ events precision studies can be performed of the production, mass,
decay properties of top quarks, and be essential in new physics searches.
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Appendix A

Useful information

(a)

ET/ηclus [−2.47,− 2.01] [−2.01,− 1.52] [−1.37,− 0.8] [−0.8,0]
[20, 25] 0.917 ± 0.082 0.946 ± 0.084 0.968 ± 0.083 0.907 ± 0.082
[25, 30] 0.960 ± 0.028 0.990 ± 0.032 1.013 ± 0.029 0.949 ± 0.027
[30, 35] 0.998 ± 0.027 1.029 ± 0.030 1.053 ± 0.027 0.987 ± 0.025
[35, 40] 0.996 ± 0.024 1.027 ± 0.028 1.051 ± 0.025 0.985 ± 0.023
[40, 45] 0.998 ± 0.025 1.029 ± 0.029 1.053 ± 0.026 0.987 ± 0.024
[45, inf] 1.007 ± 0.033 1.038 ± 0.037 1.062 ± 0.034 0.995 ± 0.032

(b)

ET/ηclus [0, 0.8] [0.8, 1.37] [1.52, 2.01] [2.01, 2.47]
[20, 25] 0.912 ± 0.082 0.970 ± 0.082 0.961 ± 0.086 0.953 ± 0.086
[25, 30] 0.955 ± 0.027 1.016 ± 0.028 1.006 ± 0.038 0.998 ± 0.036
[30, 35] 0.993 ± 0.025 1.056 ± 0.026 1.046 ± 0.037 1.037 ± 0.035
[35, 40] 0.991 ± 0.023 1.054 ± 0.024 1.044 ± 0.035 1.035 ± 0.034
[40, 45] 0.993 ± 0.024 1.056 ± 0.024 1.046 ± 0.036 1.037 ± 0.034
[45, inf] 1.002 ± 0.032 1.065 ± 0.033 1.055 ± 0.042 1.046 ± 0.041

Table A.1 The efficiency scale factors in different ET and ηclus bins for electron identification
ElectronT ight_WithTrackMatch.
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(a)

MS
η region ∆MS

p1 (%) ∆MS
p2 ( TeV−1)

barrel 2.60 ± 0.10 ± 0.04 0.21 ± 0.05 ± 0.01
transition 6.95 ± 0.23 +0.80

−0.00 0.193 ± 0.09 +0.06
−0.15

end-caps 3.45 ± 0.35 ± 0.05 0.21 ± 0.12 ± 0.01
CSC/no TRT 4.05 ± 0.61 ± 0.22 0.90 ± 0.19 ± 0.16

(b)

ID
η region ∆ID

p1 (%) ∆ID
p2 ( TeV−1)

barrel 0.03 ± 0.32 0.396 ± 0.044 ± 0.008
transition 0.03 ± 0.54 +0.10

−0.00 0.900 ± 0.091 +0.05
−0.00

end-caps 0.04 ± 0.58 1.324 ± 0.045 ± 0.013
CSC/no TRT 0.07 ± 0.50 0.129 ± 0.004 ± 0.001

Table A.2 Set of corrections to be applied to the pT parameterization of the simulated reso-
lution in the MS and ID to reproduce the one in data [119].
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