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6.1 A correlation between the time series of AOD over Africa and global 2m temper-
ature of aerosol ensemble is investigated to see either both of these quantities
have any connection with each others or not. This plot is made by using four
different methods: (1) An area with Kinne AOD over Africa is selected and the
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model are computed for both the AOD Africa and the global 2m temperature.
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time series and global 2m temperature is estimated. (3) The sum of square and
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Abstract

The influence of aerosols on climate is an important but still highly uncertain aspect in climate
research. Using the atmospheric general circulation model ECHAM6-HAM the objective of this
study is to quantify the aerosol effect over the decadal time scale in comparison to variability
induced by varying sea surface temperature (SST) concentration taken from the atmospheric
model inter-comparison project (AMIP) data base and the inevitable internal climate noise.
This specific modeling setup allows for a quantitative estimation and separation of the station-
ary aerosol induced variability (AIV), transient SST induced variability (SIV) and the internal
variability due to the large scale atmospheric instabilities and non-linearities using the meth-
ods of one-way and two-way analysis of variance (ANOVA). The ensemble data of aerosol
optical depth (AOD) is analyzed with the help of one-way ANOVA. Furthermore, the two-way
ANOVA is implemented on the data of the atmosphere radiative energy balance (AREB), tem-
perature and large scale circulation like velocity potential (VP) and stream function (SF). The
correlation coefficients method is used to determine a connection for the AIV and SIV with the
2m temperature.

The four ensemble model runs in this study are: no-aerosol, aerosol, HAM-full and HAM-dir.
The model ECHAM6 without the HAM model estimated the no-aerosol and aerosol ensemble,
where no-aerosol has no transient aerosol influence and aerosol utilized the aerosol climato-
logical data. The HAM-full and HAM-dir ensemble both are simulated by utilizing the aerosol
comparisons between observations and models (AEROCOM), they differ in the integration
techniques used in HAM model. The HAM-full ensemble integrated the direct and indirect
scheme, whereas the HAM-dir integrated only the direct effect of aerosols. A comparison
is made between ECHAM6 and ECHAM6-HAM ensemble data of AOD. The dust burden of
African aerosol particles and the industrial plume of the west China is well captured by the
ECHAM6. Using the interactive aerosol scheme in HAM-dir ensemble, an additional anthro-
pogenic aerosol plume towards the north of India is simulated in ECHAM6-HAM. The differ-
ence between these model realizations is due to the different aerosol micro-physics processes
used in the HAM-model.

The satellite products like surface radiation budget (SRB), global precipitation climatology
project (GPCP) are used for the validation of the model data. The model emission data is
compared against the ERA-Interim. The model realizations for the global mean of planetary
albedo (PA) is in good agreement with the SRB except for the HAM-model ensemble. However,
the errors and uncertainties in global mean PA are propagating further into the global mean
of TOA radiative energy balance (TREB) and surface radiative energy balance (SREB). Despite
of this, the global mean of AREB for all model realizations is estimated with a reasonable
accuracy. The imbalances in the global mean of PA, TREB and SREB is further investigated with
the global mean of fresh water using GPCP and ERA-Interim data. However, the imbalances in
radiative energy balance did not show any link with the latent heat flux but they are associated
with the sensible heat flux. The zonal mean of radiative energy balance results explained how
the errors or uncertainties are transferred from global to zonal mean scale.

The statistical technique ANOVA is used for the estimation of the local AIV, SIV and cli-
matic noise variability. Reasonable SST signals are captured by all model runs for the AREB,
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temperature and large scale circulation model data and the results of those signals are justi-
fied when analyzed by the correlation coefficients method. Therefore, it is concluded on the
basis of these results that the real time forecast is only possible for the SIV and not for the
AIV. It is recommended that the decadal climate forecast of SIV over the Pacific is possible by
ECHAM6-HAM but with the same experiment setup as it has been done in this study.
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1 Introduction

Recent reports published by the Intergovernmental Panel on Climate Change (IPCC) emphasize
that atmospheric aerosol particles (AP) have a strong impact on the global climate by affect-
ing the radiative energy balance (Houghton et al. 1996; IPCC 2013; Solomon et al. 2007).
Compared to the pre-industrial time, during the last century the AP concentration increased
dramatically. However, even nowadays quantitative estimates regarding the impact of aerosol
particles on the global climate remain widely uncertain (Houghton et al. 1996). AP may either
cool or warm the climate system by directly absorbing and scattering the solar and terrestrial
radiation which is called the direct aerosol effect (Charlson et al. 1992). Moreover, AP may
indirectly affect the climate since the formation of clouds is strongly controlled by the avail-
ability of AP serving as cloud condensation nuclei (CCN), thus modifying the optical properties
of the clouds (Twomey 1977). The impact of this so-called indirect aerosol effect on the global
climate is even less known than the direct aerosol effect.

One of the main reasons for our limited understanding of the impact of AP on the climate is
given by the lack of our understanding regarding the major physico-chemical processes yield-
ing the spatio-temporal heterogeneities of the AP distribution, such as AP formation processes
(e.g. emission by soil dust, volcanoes, evaporation of sea spray, erosion, gas to particle conver-
sion), micro-physical aerosol processes (e.g. collision-coalescence of aerosol, the interaction of
aerosol with clouds) and AP sedimentation. While the physical properties of AP may be modi-
fied by changes of temperature, precipitation, wind speed or changes of the soil moisture, their
chemical and biological properties are strongly linked to the concentration of atmospheric ox-
idants and the change in the vegetation cover (Chang, Park 2004). Hence, it is to be expected
that atmospheric AP concentrations are characterized by strong spatio-temporal variations
yielding the present large data uncertainties on different spatial (e.g. local, regional, global)
and temporal (e.g. daily, seasonal, decadal) scales. However, in the last decades a distinct
scientific progress has been made regarding our understanding of atmospheric AP so that in
the IPCC fifth assessment report (AR5) the AP impact on the climate could distinctly better
be described as compared to the fourth assessment report (AR4) (IPCC 2013; Solomon et al.
2007).

The aerosol size distribution is represented by the superposition of log-normal modes. These
modes are divided into nucleation, aitken, accumulation and coarse modes. Nucleation mode
has particles with radii less than 0.005 µm, aikten mode with radii 0.005 to 0.05 µm, accu-
mulation mode with radii 0.05 to 0.5 µm and the coarse mode with radii greater than 0.5 µm
(Whitby 1978). Among these size ranges, aerosol exist either as a separate particle or as in
mixed composition. The mixed composition belongs to internal mixture or external mixture.
The internal mixture contains the uniform mixture of the individual solute. And the external
mixture is made of solely one solute. In the atmosphere, internal aerosol mixture plays a more
dominant role as compared to external aerosol mixture. For example, biomass burning and
soot can mix with the other aerosol species (McFiggans et al. 2006). The cloud albedo indirect
effect is estimated negative for the internally mixed sea-salt, mineral dust, black carbon (BC),
organic carbon (OC) and sulfates (Chuang et al. 2002; Lohmann et al. 2000). The size distri-
bution, composition and mixing state of aerosol are determined by their moment of emission
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1 Introduction

or formation and combination of subsequent micro-physical and chemical transformation pro-
cesses (Brasseur et al. 2006). In accumulation mode, the dry aerosol have diameter 0.1 to 1
µm and the hydrate aerosol have diameter 0.1 to 2 µm. Extinction due to hydrate aerosol is
larger than the dry aerosol (IPCC 2001; Schwartz 1996).

Aerosol nucleation in the atmosphere is a complex and important process. Several kinds of
nucleation processes are involved, but it is harder to find which one is dominating in the at-
mosphere. The size of local-aerosol grow continuously from 1 to 20 nmh−1 and the nucleation
rate varies between the 0.01 to 10 particles cm−3s−1. Atmospheric aerosol nucleation strongly
depends on the chemistry (e.g. sulfuric acid and some low volatility gases), organic species
and iodide compounds over the coastal areas. This nucleation process can be affected by solar
radiation and mixing processes within the boundary layer. Scientists categorized four main
kinds of atmospheric nucleation processes (i) Homogenous nucleation (e.g. binary mixture of
water and sulfuric acid from the industrial plume) (ii) Homogenous ternary nucleation (e.g.
mixture of water, sulfuric acid and ammonia from the continental boundary layer areas) (iii)
Ion induced nucleation (e.g. from binary, ternary and organic vapors in the upper troposphere
and lower stratosphere) (iv) Homogenous nucleation due to Iodide (e.g. In the coastal areas)
(Kulmala et al. 2004).

In climate models, aerosol particles are usually treated in five lumped groups, i.e. sea
salt particles, mineral dust, sulfate, BC and OC. Certainly, over oceanic remote areas sea salt
aerosol are dominant yielding 55 to 75 % of the total aerosol mass. Over continental regions,
mineral dust is the most important aerosol component having total aerosol mass up to 30 %
of the continental atmosphere. For sulfate, the mass fraction is around 10 to 30 %, except for
the urban regions of Oceania, rural African regions and the south America. OC contributes to
the total aerosol mass by around 20 %, having its highest concentrations in north and south
America. The smallest contribution of about 5 % to the total aerosol mass is due to BC, how-
ever, in the last decades this value increased up to 13 % in the urban African regions, Europe,
Asia and the south America (Jimenez et al. 2009; Zhang et al. 2012).

Depending on their formation mechanisms one speaks either of anthropogenic or natural AP.
Sea salt and mineral dust particles belong to natural aerosol whereas sulfate and carbonaceous
aerosol are mainly of anthropogenic origin. Owing to their strong hygroscopicity, sea salt
particles are relatively large (Textor et al. 2006). Since they absorb almost no solar or infrared
radiation, their impact on the global climate is mainly given by a cooling effect, resulting
from the back-scattering of the incoming solar radiation into space. Global estimates of the
annual sea salt emission are around 1000 to 35000 Tgyr−1 (Granier et al. 2004; Raes et al.
2000). Mineral dust particles scatter the solar radiation and absorb infrared radiation. The
global annual dust emission rates are in the order of 1100 to 3000 Tgyr−1 (Penner et al. 2001;
Raes et al. 2000; Zender et al. 2004). Similar to sea salt particles, sulfate aerosol do almost
not absorb atmospheric radiation, but they scatter the incoming solar radiation back to space.
Natural sources of sulfate are volcanic emissions while anthropogenic sources are the emission
of sulfur dioxide with subsequent oxidation to sulfate. Total sulfur dioxide emission rates are
estimated to range between 92 to 144 Tgyr−1 (Forster et al. 2007; Granat et al. 1976). OC
particles scatter and absorb solar radiation. Their global annual budget is about 6 to 22 Tgyr−1

(Bond et al. 2004). BC particles strongly absorb solar radiation, yielding a clear warming
impact for the global climate. The currently estimated global annual budget for BC is about 8
Tgyr−1. The main sources for BC and OC are fossil fuel and bio-fuel burning (Bond et al. 2004;
Huang et al. 2013). AP can be removed from the atmosphere by sedimentation, wet and dry
deposition (IPCC 2013). Sea salt and mineral dust particles have much shorter atmospheric
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lifetimes than BC and OC. Since the impact of AP on the radiation budget is strongly controlled
by the AP concentration, in climate models the numerical parametrization of aerosol source
and sink processes is of crucial importance (Feng 2008; Kerkweg et al. 2006; Petroff, Zhang
2010).

Figure 1.1: A comparison between the greenhouse gases and aerosol radiative forcing with aggregated
uncertainties. The values are estimated for the global average radiative forcing in 2011
relative to 1750. The numerical values are shown on the right side of this plot with a
confidence level in net forcing (VH–very high, H–high, M–medium , L–low). The black
carbon aerosol bar contains the information about the albedo forcing due to black carbon
on snow and ice. The bottom portion of the plot provides the information about the total
anthropogenic radiative forcing for the three different years relative to the 1750. This Figure
is the part of IPCC-fifth assessment report AR5 (2013).

Aerosol affect the balance of visible and infrared radiation in the land-atmosphere system.
This is known as aerosol radiative forcing (RF). It can be defined in different ways: first, it
is the changed in the net flux at the tropopause; second, it is the changed in energy balance
of earth-atmosphere due to the greenhouse gases and aerosol and third, It is also defined as
the change in energy per unit area of the globe as measured from the top of the atmosphere
(Forster et al. 2007; WMO 1986). The RF is also categorized for the direct and indirect effect
of aerosol. In Figure 1.1, a comparison between the aerosol RF and the greenhouse gases
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(GHG) is estimated in 2011 relative to 1750. The climate forcing of anthropogenic AP can
offset the warming caused by the GHG, such as carbon dioxide and methane. The RF due to
anthropogenic AP is estimated to be in the order of −2.5 to 0.1 W·m−2, thus approximately
offsetting the present greenhouse gas radiative forcing, which is estimated as 0.5 to 3.0 W·m−2.
However, in contrast to the greenhouse gas RF the AP radiative forcing has a medium to low
level of scientific understanding.

For shortwave radiation the so-called aerosol radiation interaction (ARI) is typically negative
varying between −4 to −6 W·m−2 at the top of the atmosphere (TOA), but it becomes positive
with absorbing aerosol (Chand et al. 2009). While at the earth’s surface ARI is negative as
well (Li et al. 2010), at the TOA it is positive only over the Arctic ice surfaces (Stone et al.
2008). In contrast to this, the longwave radiation interaction of AP is positive at the TOA.
This phenomenon is mainly caused by sea-salt, desert dust and stratospheric AP (McCormick
et al. 1995; Reddy et al. 2005). Within the troposphere, absorbing aerosol modify the static–
stability (Babu et al. 2011; Wendisch et al. 2008). For individual aerosol species the direct
RF is less certain than the total or combined aerosol effect. The direct RF is estimated to be
−0.65 W·m−2 for sea salt particles, −0.08 W·m−2 for mineral dust, −0.4 W·m−2 for sulfate,
−0.02 W·m−2 for OC and 0.43 W·m−2 for BC (Ma et al. 2008; Stier 2004). Owing to rather
poor instrument calibration and data development techniques, the data concerning the optical
properties and size distribution of AP show significant uncertainties (Baumgardner et al. 2012;
Moosmüller et al. 2009). For the radiative properties of the AP these uncertainties are for the
single scattering albedo ±0.07 over ocean and ±0.02 over land, for the aerosol optical depth
0.05 and for the asymmetry factor −0.61 to −0.08. Combined with the uncertainties of the
aerosol size distributions and of the AP vertical profiles this yields an overall uncertainty in
ARI of up to 0.5 – 1.0 W·m−2 (Loeb, Su 2010; McComiskey et al. 2008; Zarzycki, Bond 2010).

Presently there exist only few General Circulation Model (GCM) studies on the aerosol ra-
diative effects. Takemura et al. 2005 pointed out a negative global mean direct and indirect
radiative forcing of AP. Oldenborgh et al. 2012 analyzed multi-model ensemble runs for the
decadal climate prediction. Their study mainly focused the stratospheric aerosol predictability
comparing to the sea surface temperature (SST) variability over the north Atlantic and Pacific
ocean. Stier 2004 developed a aerosol micro-physics model (HAM) and coupled it to the at-
mospheric component of the ECHAM6 (GCM). His major findings are related to the aerosol
interaction with the clouds (i.e. semi-direct effect) and he investigated the behavior of differ-
ent aerosol species using the HAM-model. Koch et al. 2009 utilized the Goddard Institute for
Space Studies GCM and conducted the experiments with and without changing greenhouse
gas (GHG) concentration and they also estimated the aerosol direct and indirect effect. In
their model simulation with fixed GHG concentration, they observed that the surface air tem-
perature was changed by −0.2 ◦C to −1.0 ◦C and for the direct and indirect aerosol effect the
temperature was changed by 0.2 ◦C. They assumed that an increase in GHG concentration had
no influence on the indirect aerosol effect, but it reduced the aerosol to climate effect on the
surface air temperature by 20 % and for the snow or ice cover by 50 %. Ayash et al. 2007 used
the Canadian aerosol module and estimated the direct and indirect shortwave radiative effect
of sea salt aerosol. They found that over the southern ocean the sea salt aerosol have a sig-
nificant direct radiative effect. Adams, Seinfeld 2002 coupled a two-moment aerosol sectional
model in a GCM. They found an increase of atmospheric aerosol number concentrations with
height and a distinct land to sea contrasts in the aerosol mass and size distributions. Feichter
et al. 2004 integrated the ECHAM4 with a thermodynamic sea ice model and they found that
the combined effect of aerosol and GHG was weaker than the sum of the individual effects.
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1.1 Decadal climate prediction

Most of these research papers focus on the numerical treatment of aerosol radiative effects, the
focal point of this study is to evaluate the global aerosol direct and indirect effect, statistically.
For this purpose the ECHAM6-HAM model extended with the land vegetation model JSBACH
(Jena Scheme for Biosphere-Atmosphere Coupling in Hamburg) is integrated with prescribed
SST data.

IPCC (AR5) report deals with different carbon and bio-geochemical processes, aerosol di-
rect and indirect effects, changes in anthropogenic and natural radiative forcing as well as the
evaluation of climate models and climate predictions, but on time scales of 50 to 100 years
(IPCC 2013). In contrast to this, the main goal of the German climate project (Medium range
climate prediction) MiKlip is to develop and provide a model system that produces reliable
decadal climate forecasts, including extreme weather events. MiKlip was started in late 2011.
It evolves the statistical properties of the global and regional climate from the output of numer-
ical models, mainly from the Max Planck Institute of Earth System Model (MPI-ESM). These
models can assimilate the observations and can be integrated either for a single or multiple
ensemble on the time scale of ten years. The decadal predictions by these models are based
on accurate initial conditions, a detailed modeling of different cryosphere and biosphere pro-
cesses, an increase in the spatial model resolution, statistical post-processing and a validation
of all model systems (MiKlip 2011). Within the MiKlip project, this study will participate for
the quantification of the aerosol climatic effects over the ten years time scale.

There are certain limitations associated within the global aerosol models. For example, their
sink and radiative properties, chemical reactivity, water uptake depends on the aerosol size dis-
tribution, composition and mixing state. However, aerosol size distribution is not a prognostic
parameter and therefore has to be prescribed. The aerosol mixing state is not constant quantity
for different emission levels. Violation of these justification no matter under any climatic and
environmental condition affect the aerosol radiative effect. In fact, the indirect effect of these
bulk aerosol models is highly sensitive to changes in the size distribution. Aerosol mixing state
is not a prognostic variable, therefore the global radiative effect gives an additive radiative ef-
fect of externally mixed aerosol populations. Aerosol water uptake is mainly used to calculate
the aerosol radiative properties in most of aerosol models. However, it significantly affects the
aerosol mass, sink processes and global aerosol distribution (Stier 2004).

1.1 Decadal climate prediction

The term forecast was introduced by Fitzroy in 1863 when he started to investigate the loss
of a ship in a storm in 1859. And the word prediction was used by Richardson 1922. He first
discussed how to do weather forecast by solving the differential equations numerically. The
term prediction refers to estimate the scenarios of the future climate and it depends on the ex-
ternally forced climatic response (e.g. greenhouse gas and aerosol variability) to a particular
emission scenario. In case, when the climate scenarios are predicted over the ten or twenty
years then this represents the decadal climate prediction or the short term climate system.
Technically, the decadal prediction is considered as an expensive technique, because it mainly
involves the high resolution models for the improved simulation results of both regional and
climate extremes, such as tropical cyclones and extreme precipitation (Gualdi et al. 2008; Ki-
moto et al. 2005). Similarly, when the climate scenarios are studied for more than 50 years
then these scenarios are known as the long term climate system. The results of long term cli-
mate prediction of different physical objects (e.g. radiation energy balance and temperature)
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are presented in the IPCC reports (IPCC 2013).
Climate change scientists raised the concern among the policy makers regarding an increase

in hurricane activity over the tropical Atlantic, prolonged drought in southwest America, ex-
treme events (European heatwave in 2003), changes in the fisheries regimes and the rise of
temperature since the 1990s. These physical quantities are quite well assessed on the decadal
time scale. They also affect the economic growth and environmental scenarios, and they are
consistent with the climatic simulation of the twentieth and twenty-first century of some mod-
els (Seager et al. 2007). Meaningful decadal prediction was started in 2007, when many
scientists started to use the coupled models and focused on the forced response of the climate
system to the external forcing, such as greenhouse gases and aerosol (Keenlyside et al. 2008;
Meehl et al. 2009; Pohlmann et al. 2009; Smith et al. 2007).

The main objective of this study is to quantify the global tropospheric aerosol variability as
the basis for the higher accuracy estimates of the aerosol effect. The approach to solve this
problem is threefold. First, the model data will be validated against the different observational
data. Second, the model data will be analyzed by using a statistical scheme (i.e. ANOVA).
Third, a theoretical background will be established for the decadal aerosol climate variability.

1.1.1 Outline

This study is organized around seven main sections. The overall outline of the study is given
below; Chapter-1 mainly contains the information about the aerosol micro-physics, aerosol
processes, aerosol chemistry. Models description, data, experiment design is briefly discussed
in Chapter-2. Model data is validated against the observations in Chapter-3. Statistical theo-
ries are reviewed in Chapter-4. Results are examined and interpreted in Chapter-5. Physical
reasoning of the results are investigated in Chapter-6. This study is concluded in Chapter-7.
The sketch of all these chapters are shown in Figure 1.2.
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2 Model description, data and experiment design

This chapter consists of four sections: (2.1) model description (2.2) data for model initializa-
tion (2.3) data for model validation and (2.4) experiment design. The ECHAM6 includes the
land surface model JSBACH, aerosol model HAM and aerosol micro-physics model M7. The
model is initialized with the Hadley center sea surface temperature (SST), greenhouse gases
(GHG), solar irradiance and aerosol climatological data. The surface radiation budget (SRB)
data is used for making a comparison against the model radiative energy balance data. The
model water cycle is validated against the global precipitation climatology project (GPCP) data
and the model evaporation data is analyzed against the ERA-Interim data. The experiment de-
sign is based on the four different ensemble which will be discussed later in this chapter. Each
of these ensemble utilized a different aerosol scheme.

2.1 Model description

The MPI-ESM couples the ocean model with an atmospheric and land surface model. It has
been mainly used for the coupled model intercomparison project phase–5 and it constituted
the German contribution for the IPCC fifth assessment report (IPCC 2013).

The recent MPI-ESM setup contains an atmospheric general circulation model. The atmo-
spheric component of the ECHAM6 was explained in Stevens et al. 2013. For this research,
ECHAM6 is integrated with the land vegetation model JSBACH and the aerosol model HAM.
The HAM model was briefly explained in Zhang et al. 2012.

2.1.1 ECHAM6

The model ECHAM6 is a general circulation model (GCM) and it belongs to the sixth genera-
tion of Echam. It has been developed by the Max Planck Institute for Meteorology in Hamburg,
Germany. The original model code belongs to the European Center for Medium Range Weather
Forecasts (ECMWF) (Roeckner et al. 1996). ECHAM6 is a large scale circulation model based
on the diabatic processes which are derived by the radiative forcing. The model solves the
primitive equations for the divergence, vorticity, temperature and surface pressure. The dy-
namical core of ECHAM6 is expanded in the spherical harmonics. The vertical coordinates of
the model used the usual terrain following the sigma levels in the lower troposphere and the
pressure levels in the middle and the upper atmosphere (Giorgetta et al. 2006; Manzini et al.
2006; Phillips 1957; Simmons, Burridge 1981).

The flux of the trace components like water vapour, cloud liquid water and cloud ice is
transported by a semi-Lagrangian scheme onto the regular Gaussian grid (Eliasen et al. 1970;
Lin, Rood 1996; Machenhauer, Rasmussen 1972; Orszag 1970). The turbulent kinetic energy
in ECHAM6 separates the full flow into resolved mean-flow and unresolved turbulent eddies
by Reynolds averaging. The turbulent kinetic energy causes the exchange of momentum be-
tween the atmosphere, ocean and land (Brinkop, Roeckner 1995). The cloud cover is obtained
from a function of grid-mean relative humidity (Sundqvist et al. 1989). Tiedtke 1989 mass
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flux scheme is applied for the calculation of the convective cloud scheme and the convective
transport. It was modified by Nordeng 1994.

The radiative transfer model used in ECHAM6 is an updated version of the rapid and the
accurate radiative transfer model (RRTM). It contains the shortwave (SW) and longwave (LW)
radiative schemes. The RRTM-SW is based on 14 spectral bands and RRTM-LW has 16 spectral
bands (Giorgetta et al. 2012).

2.1.2 Land vegetation model (JSBACH)

The JSBACH is a land vegetation model, which is integrated in the ECHAM6. The land model
helps the exchange of energy and water from surface to the atmosphere. It is a dynamical
vegetation model with 12 plant types. The JSBACH computes the land-surface albedo and
includes a consideration of the snow on soil, bare surfaces, the canopy effect and the forest
masking. In addition to this, it also includes the carbon storage in the plants, photosynthetic
activity of the plants, and the soil respiration. A hydrological discharge model is a part of
JSBACH. It provides the river runoff to the oceans (Giorgetta et al. 2012; Stevens et al. 2013).

2.1.3 Aerosol model (HAM)

The ECHAM6 setup used for this research has an aerosol model HAM version 2.1. Table 2.1 is
showing that the HAM model has seven aerosol modes based on less or no water solubility and
it is denoted as an insoluble mode. The internal mixture of soluble and insoluble compounds
is representing the soluble mode. It contains the five internally and externally mixed compo-
nents: sulfate, black carbon, particulate organic matter, mineral dust and sea salt aerosol. The
size distribution of aerosol has seven log-normal modes with a prescribed variance (Vignati
et al. 2004). Several emission inventories of these aerosol are briefly described in Zhang et al.
2012. The insoluble BC aerosol are emitted by the aircraft, ships, vegetation fire, fossil-fuel
and bio-fuel. The POA both in soluble and insoluble states are emitted through the biomass
burning and fossil fuel emission. The Sulfate (SO4) particles are emitted by the ships, public
transport, industrial waste and by the volcanic eruption. It is further categorized into the sol-
uble aitken, soluble accumulation and the soluble coarse modes. The SOA is emitted through
the biogenic emission and it is divided into the soluble and the insoluble aitken modes. Some
SOA emission is distributed into the soluble accumulation mode.

The chemistry module of HAM is based on the sulfur cycle model. The dimethyl sulfide
(DMS), sulfur dioxide (SO2) and sulfate (SO4) are the prognostic quantities of the chemistry
module. The HAM deposition module investigated the dry and wet deposition and sedimen-
tation processes. The aerosol dry deposition velocity is a function of turbulence and particle
radius. The aerosol wet deposition prescribed a scavenging parameter R, which depends on
the size and the composition of aerosol. The scavenging parameter represents the cloudy part
of the grid-box which is ingrained in the cloud liquid water. The calculation of sedimentation
for the aerosol particle is based on the Stokes velocity (Stier 2004).

The general differences of aerosol micro-physics between HAM1 and HAM2.1 is listed in
Table 2.2. It refers to the specific HAM1 configuration explained in Stier 2004. A modified
configuration of HAM2.1 model is described in Zhang et al. 2012.
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2.1 Model description

Aerosols size distribution Soluble/mixed Insoluble

Nucleation mode

  (r < 0.005 μm)

              Aerosols mode-1 
                    Sulfur      
          Nuceleation soluble (NS)            

Aitken mode

(0.005 μm < r <0.05 μm)

              Aerosols mode-2
Sulfur (SU), Black carbon (BC), Primary 
organic aerosols (POA), Secondary 
organic aerosols with Isoprene oxidation 
(SOA-I1 and SOA-I2), SOA with 
Monoterpene oxidation (SOA-M1 and 
SOA-M2), SOA with anthropogenic 
precursors (SOA-AT).  
              Aitken soluble (KS)                  

Accumulation mode

(0.05 μm < r < 0.5 μm)

Coarse mode

 (r > 0.5 μm)

              Aerosols mode-3
SU, Dust (DU), POA, BC, Sea salt (SS), 
SOA-I1, SOA-I2, SOA-M1, SOA-M2, 
SOA-AT.  
        Accumulation soluble (AS)             
     
              Aerosols mode-4
SU, DU, POA, BC, SS, SOA-I1, SOA-I2, 
SOA-M1, SOA-M2, SOA-AT.  
             Coarse soluble (CS)                  

              Aerosols mode-5
BC, POA, SOA-I1, SOA-I2, SOA-M1, 
SOA-M2, SOA-AT.  
             Aitken insoluble (KI)                 
 

              Aerosols mode-6
                    Dust     
          Accumulation insoluble (AI)          
  

              Aerosols mode-7
                    Dust     
          Coarse insoluble (CI)            

Table 2.1: HAM2.1 modal components 

Aerosol microphysics HAM1 setup HAM2.1 setup

Aerosol nucleation The Vehkamäki et al. (2002) is used as a 
default scheme.                       

The new  scheme of aerosol nucleation is 
included by Kazil et al. (2010). 
Vehkamäki et al. (2002) can still
be used as an optional scheme.

Sulfuric acid gas The sulfuric acid gas can not distinguish 
between cloudy and cloud free part of 
model grid box.                       

Analytical solution for the condensation 
is included   by Kokkola et al. (2009). 
The complete removal of  sulfuric acid 
gas from the cloudy part of model grid  
box is described in Kazil et al. (2010). 

Dust emission The dust particles is interactively 
calculated by the Tegen et al. (2002).        
              

East Asia soil properties are updated by 
the Cheng et al. (2008). 

Sea salt emission The emission of the sea salt particles with 
the radius range of 2 to 4 µm is included 
by Stier et al. 2004.                  

The particle radius between the size 
range 2 to 4 µm are included by the 
Monahan et al. (1986). 

Atmospheric dynamics The microphysics of the stratiform cloud 
is included by the Lohmann and 
Roeckner (1996) scheme. And the solar 
radiation scheme is calculated by 
Fouquart (1980).                 

Two-moment stratiform cloud microphysics  
scheme of Lohmann et al. (2007) is used 
here and the solar radiation scheme is 
updated by the Cagnazzo et al. (2007). 

Aerosol water uptake The aerosol water uptake considers only 
the non-organic aerosols by Zeleznik 
(1991); Stokes and Robinson (1996).       
          

For HAM2, it considers the non-organic and 
the organic aerosols scheme, based on the k-
Köhler theory (Peters and Kreidenweis, 
2007; O'Donnell et al. 2011).

Table 2.2: An overview of the aerosol microphysics in HAM1 and HAM2.1 setup (Zhang et al. 2012) 
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2 Model description, data and experiment design

2.1.4 micro-physics model-M7

The aerosol microphysical core M7 is an aerosol module of the HAM model (Vignati et al.
2004). It calculates the coagulation coefficients and condensation processes following Fuchs
1959, 1964. The nucleation in M7 accounts the effect of the hydratisation and the number
of nucleated sulfate particles which are parametrized by Vehkamäki et al. 2002. The sea salt
particles grow spontaneously with increasing ambient relative humidity (RH) and they do not
release the water until the RH falls below the 45 % level (Tang et al. 1997). This is known as
the Efflorescence Relative Humidity in M7.

2.2 Data for the model initialization

This section is divided into the three sub-sections: (2.2.1) data for the boundary conditions
(2.2.2) aerosol climatological data and (2.2.3) aerosol emission in HAM model.

2.2.1 Data for the boundary conditions

The historic SST and SI data is taken from the program for the climate model diagnosis and
intercomparison archive and remapped to the ECHAM6 grid. The basic SST data is based on
monthly means and it is obtained from Hadley center (Hurrell et al. 2008). The parameters
for the surface orography are the slope σ , the orientation θ , the standard deviation µ, the
anisotropy γ and the minimum, maximum and mean elevation Z. These parameters (σ , θ ,
µ, γ) are calculated offline and the elevation Z is formulated from the US Navy (10×10)
topographic dataset (Baines, Palmer 1990).

The concentration of the well-mixed GHG has been provided by the international institute
for applied systems analysis (i.e. IIASA) as a global mean time series. The CO2 concentration
is assumed to be constant in the model atmosphere. The water concentration of the middle
atmosphere is influenced by the photo-dissociation and oxidation of the methane (Schmidt
et al. 2012). A three dimensional ozone climatological data is taken from Cionni et al. 2011
and Eyring et al. 2010. The satellite data of moderate resolution imaging spectroradiometer
is used for the calculation of soil albedo (Hurtt et al. 2011; Ramankutty, Foley 1999). The
plant functional type of JSBACH is explained in Pongratz et al. 2008 and the field capacity in
Hagemann 2002. The total solar irradiance variation is reconstructed by Fröhlich, Judith 2004
and it is based on the time series of sunspots. The spectral dependence on the solar irradiance
is described in detail by Lean 2000.

2.2.2 Aerosol climatological data

The climatological data of aerosol in ECHAM6 is categorized as tropospheric and stratospheric
aerosol. The ECHAM6 utilizes a built in aerosol scheme of Kinne et al. 2006. The explanation
of HAM-model aerosol in Sections 2.1.3 and 2.1.4 is linked with the interactive aerosol and
aerosol microphysical processes. In ECHAM6, the tropospheric aerosol are separated into
fine and coarse modes, with a distinct radius difference of 0.5 µm. The coarse mode aerosol
particles (AP) are normally emitted from the natural sources and they are further divided into
the dust and sea salt aerosol family. The fine mode AP are assumed to be emitted by natural
and anthropogenic sources. The ECHAM6 consists on the sulfate, organic and black carbon
aerosol. The tropospheric aerosol data is taken from the Kinne et al. 2006. This aerosol data
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2.3 Data for the model validation

is based on the climatology of aerosol optical depth, single scattering albedo and Angström
exponent in the vertically integrated column. The fine and the coarse mode aerosol are splitted
by ground based aerosol robotic network data and calibrated to climatology as a whole. The
stratospheric aerosol data set includes the extension of the Pinatubo dataset and it covers the
entire period between 1850 and 1999 (Stenchikov et al. 1998).

The previous model versions of Echam utilized the aerosol optical properties developed
by Tanre et al. 1984 and GADS climatology by Koepke et al. 1997. However, these aerosol
climatologies had some limitations. The Tanre climatology neglects the Saharan dust seasonal
variations which is associated with relatively strong absorption. The GADS climatology was
based on the in situ dried sample analysis. This introduced uncertainties, because aerosol are
assumed to uptake the water. Another GADS limitation was linked with the data coverage. It
had simulated the data just over 2 months, which was inadequate to capture the seasonality.

The Max-Planck-Institute climatology (MAC-v1) attempted to overcome these shortcomings
by offering the maps with a longitudinal and latitudinal resolution of (1× 1)◦. The MAC-v1
calculated the aerosol optical properties by using the sun or sky photometer robots. It also
included the complementary data of the aerosol extinction, aerosol back-scattering profiles
and the aerosol vertical distribution by the co-located LiDAR (Aoki 2006; Sugimoto et al.
2008; Welton et al. 2001). The sun or sky photometer led to more mature satellite retrieval
and reduced the diversity of the simulated aerosol optical depth (AOD) in the global models.
During the last 15 years, new satellite sensors offer global maps for the AOD. Despite of the
sun or sky photometer, the data used from the satellite sensors was usually derived from the
changes in the solar reflectance. The MAC-v1 aerosol climatology was based on the monthly
mean ensemble and it was also used as an input for the global aerosol emission (Dentener
et al. 2006; Kinne et al. 2006).

2.2.3 Emission inventory of HAM

The emission in ECHAM6-HAM is assumed to mix homogeneously across the model grid box
with typical scale of around 100 km. The emission of sea salt and dust is interactively com-
puted by using the techniques of Tegen et al. 2002 and Guelle et al. 2001, respectively. In HAM-
model, the SO2, SO4, black carbon and primary organic aerosol is prescribed by the aerosol
comparisons between observations and models (AEROCOM) project. The natural emission of
dimethyl sulfide is computed online (Kloster et al. 2006). The terrestrial emission of dimethyl
sulfide is taken from Pham et al. 1995.

2.3 Data for the model validation

The model atmospheric radiative energy balance (AREB) data will be validated against the SRB
data. The model water cycle will be compared with the GPCP data and the model evaporation
data will be with the ERA-Interim data.

2.3.1 Surface radiation budget data (SRB)

The SRB data is available between 1983 to 2007 and the data is downloaded from this website
htt ps : //eosweb.larc.nasa.gov/pro ject/srb/srbtable. The model estimated shortwave and long-
wave radiation budgets are within the time frame of SRB data. The SRB cloud parameter data
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is derived by the international satellite cloud climatology project. The ozone column dataset
is obtained from the archive of the total ozone mapping spectrometer and it is calculated be-
tween 1983 to 2004. The temperature and moisture data is taken from the Goddard EOS data
assimilation system (Bloom et al. 2005). The surface emissivity data is obtained by the NASA-
LaRc project (Wilber et al. 1999). The SRB data identified some known data irregularities like
the Indian ocean gap artifacts and satellite calibration shifts.

The uncertainty of the downward shortwave radiative flux of the Indian ocean region is
estimated as 60 W m−2. The uncertainty range for the longwave radiative flux is computed
between 20 W m−2 for top of atmosphere (TOA) and 5 W m−2 for the surface flux. The satellite
calibration affected the calculation of the SRB data from 2006 to onwards, and it caused a
strong gradient in the surface albedo over the planet. However, the surface downward flux are
less affected due to this. The satellite calibration error may persist when the long time series
are computed by the SRB data.

For the model data validation, the SRB data is averaged over the time period of 1995 and
2004. The data resolution is 1.0 ◦ latitude and 1.0 ◦ longitude. In all sky conditions, the root
mean square value for the monthly averaged shortwave flux is estimated between −5.2 W m−2

to 23.3 W m−2 (Zhang et al. 2013).

2.3.2 Global precipitation climatology project data (GPCP)

The model data is analyzed against the GPCP data for the water cycle estimation. The data
of the total precipitation is obtained by the GPCP. This data is based on the monthly estimate
of the precipitation at (2.5× 2.5)◦ latitude-longitude resolution from 1979 to present. Over
the tropical and sub-tropical range, the precipitation estimate is calibrated using a lower orbit
satellite special sensor microwave imager data and the geosynchronous-orbit-satellite data. At
the higher latitudes, special sensor microwave imager data is combined with the atmospheric
infrared sounder. A complete global satellite precipitation is estimated this way.

The GPCP data became available from the world data center of national oceanic and atmo-
spheric administration (i.e. NOAA) and online at htt p : //precip.gs f c.nasa.gov. The absolute
magnitude of the GPCP products is reliable and the inter-annual changes are robust. However,
due to data inhomogeneity, the trends and other small signals should be interpreted cautiously.
Especially the precipitation might be underestimated in the mountainous regions (Adler et al.
2003; Huffman et al. 2009).

2.3.3 ERA-Interim data

The evaporation data is taken from the ERA-Interim archive of the ECMWF. The data for the
evaporation is downloaded via the ECWF data server htt p : //data.ecmw f .int/data.

This work does not account aerosol indirect effect. It only considers the global aerosol direct
and full aerosol effect (i.e. direct and indirect). The indirect effect (e.g. clouds micro-physics,
aerosol chemistry) is proved to be important in IPPC reports. Although the IPCC fourth assess-
ment report predicted that the first global aerosol indirect effect is large in the magnitude, but
the uncertainties associated to this are even larger (Lohmann, Feichter 2005). The ECHAM6-
HAM does not completely conserve the energy therefore model identified persistent error in
the cloud scheme, which eventually affects the energy balance of the atmosphere. These er-
rors or biases can be extended over the larger scale and they can be associated with a poor
representation of aerosol effects (Stevens et al. 2013).
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2.4 Experiment design

2.4 Experiment design

By using atmospheric general circulation model ECHAM6-HAM, the objective of this study is
to quantify the aerosol impact over decadal time scale in comparison to the variability induced
by the varying sea surface temperatures (SST) concentration taken by the AMIP data base and
the inevitable internal climate noise.

As it has been discussed already in the Introduction part of Chapter-1, the aerosol response
to climatic variability is as an important factor. The IPPC fifth assessment report pointed out
the uncertainty in estimating the aerosol response for the climate variability. Both the direct
and indirect effect of aerosol in IPPC report are evaluated from low to medium scientific un-
derstanding compared to GHG concentration. However, IPCC roughly determines the aerosol
climatic effect over 50 to 100 years. In MiKlip, the main concept is to develop a system for
decadal climate prediction over 10 to 20 years by the climate models. The contribution of this
study for the MiKlip is to the quantify aerosol effect over the decadal time scale.

The spatial resolution of the model is set to T63 in spectral space and model one grid box has
more than 100 km in length and breadth (i.e. 1.89 ◦). Overall, model has 192 longitudinal and
96 latitudinal grid points. The model vertical resolution is set to 47 levels from the surface
up to 0.01 hPa. Four ensemble of sample size ten, each have been created by starting the
integration on January 01, 1995 until December 31, 2004 with ten different initial conditions
derived from the four control runs over 14 years.

The experiment setup is presented in Table 2.3. The Model initial state is not perturbed for
the control experiment but it is perturbed for the ensemble run. The first two ensemble no-
aerosol and aerosol simulated the data, when the HAM-model is switched off. The remaining
two ensemble HAM-full and HAM-dir are taken into account the aerosol physics of HAM-
model. The details of these four ensemble for the ten year time period 1995-2004 is given
below:

• A ten member no-aerosol ensemble is based on the observed monthly mean sea surface
temperature for 1995-2004 without any aerosol influence. This ensemble served as the
background ensemble to characterize the SST effect or the ideal ocean verses the internal
climatic noise.

• A ten member aerosol ensemble is based on the observed monthly mean sea surface
temperature and it additionally utilized the time varying data sets of the aerosol optical
properties like aerosol optical depth, single scattering albedo and extinction coefficient as
the input into the solar part of ECHAM6 radiation code (Kinne et al. 2006). The aerosol
direct effect is estimated when the aerosol climatological data is used in ECHAM6 (i.e.
without HAM-model).

• A ten member HAM-full ensemble is based on the observed monthly mean sea sur-
face temperature but now using the aerosol module HAM2.1 coupled with the ECHAM6
(Kinne et al. 2006; Stevens et al. 2013), HAM2.1 predicts the evolution of the five dif-
ferent internally or externally mixed aerosol modes: sulfate, black carbon, particulate
organize matter (POM), sea salt and mineral dust. Moreover, the computation of aerosol
processes in HAM-full ensemble is based on the two moment scheme, used for the cal-
culation of the cloud droplet and ice crystals (i.e. hydro-meteors). The HAM-model cal-
culates the prognostic equations for the cloud droplet concentration and the ice crystal
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number concentration. It incorporates much more complex cloud micro-physical pro-
cesses which in return have some influence on temperature, precipitation, cloud cover
and most important on the aerosol concentration. The HAM-full scheme includes the
direct and indirect effect of the aerosol forcing.

• A ten member HAM-dir ensemble is based on the observed monthly mean sea surface
temperature using again the aerosol module HAM2.1 coupled with ECHAM6 but now
taking into account the direct aerosol effect using one-way cloud droplet and ice crystal
scheme.

This type of experimental setup allows by analysis of variance (ANOVA), the separation
of the unpredictable internal climate variability from the potentially predictable aerosol and
SST induced variability. In this study, the ensemble data will be analyzed using one-way and
two-way ANOVA for the model variables of radiative energy balance (i.e. top, surface and
atmosphere), aerosol optical depth (AOD), the hydrological cycle components like fresh water
fluxes, temperature at 2m and 850 hPa levels and finally the velocity potential (VP) and stream
function (SF) both at different pressure levels in the atmosphere to characterize the tropical
dynamical changes.

Cases Echam6 and Echam6-HAM 
          control runs

1.             Echam6 no-aerosol case  
               (1995-2008)                     

2.

3.

4. 

Table 2.3: A brief description about the experiment design

Echam6 and Echam6-HAM     
          ensemble runs

               Echam6 aerosol case
               (1995-2008)                      
 

        Echam6-HAM full effect
                (1995-2008)
                       

       Echam6-HAM direct effect
                 (1995-2008)
                       

Comments

            Echam6 no-aerosol case  
               (1995-2004)
        10 ensemble members             
    

               Echam6 aerosol case
               (1995-2004)
        10 ensemble members             
          

        Echam6-HAM full effect
                (1995-2004)
        10 ensemble members
                       

       Echam6-HAM direct effect
                 (1995-2004)
         10 ensemble members
                       

For this case, control and 
ensemble run is without 
any aerosols concentration 
at all in the Echam6 
radiation code.                    
 Aerosols optical properties 
data by Kinne et al. (2006) 
is used in the Echam6 
radiation code both for 
control and ensemble runs.   
                 
In this case, the 
AEROCOM data is utilized 
by the HAM-model. The 
model computed the aerosol 
microphysics interactively 
and the aerosol sources and 
sinks are present here.          
        
The same setup is used but 
this time the aerosol direct 
effect is estimated here.        
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2.4 Experiment design

2.4.1 A simple comparison between the ECHAM6 and ECHAM6-HAM AOD data

The AOD is an estimation of the extinction of solar radiation by atmospheric aerosol. The
knowledge of the AOD is essential because it can affect the climate patterns by altering the
radiation budget (Sarkar et al. 2005). The interactive aerosol scheme is used in ECHAM6-
HAM and the ECHAM6 without HAM is integrated with the aerosol climatological data. The
AOD of ECHAM6 and ECHAM6-HAM is shown in Figures 2.1 and 2.2. The model estimated a
reasonable pattern of dust aerosol burden over the western Africa, the sea salt aerosol burden
over the southern ocean and anthropogenic aerosol burden over the eastern China, as shown
in Figure 2.1. The patterns of aerosol load became more pronounced when the AOD data is
analyzed with the ECHAM6-HAM, it can be seen in Figure 2.2. The anthropogenic aerosol
over north India is well captured by ECHAM6-HAM. The transformation of west African dust
towards the Atlantic is also simulated in a good way by the ECHAM6-HAM. A plain difference
between HAM interactive aerosol and Kinne aerosol climatology is plotted and shown in Figure
2.3. The maxima in this case are mainly captured for the west of Africa, Atlantic, south Asia
and middle East regions.

Echam6 AOD (Kinne data) 9504
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Figure 2.1: The AOD of ECHAM6 is shown here after taking the mean over the number of years and en-
semble members. Aerosol direct effect is estimated using the climatological data of aerosol.
The data values > 0.05 are plotted as an image over the map. The large values in color bar
are associated with a good aerosol burden and vice versa. The data is analyzed between
1995 to 2004.

Zhao et al. 2011 studied the radiative effect of west African dust and its impact on the
precipitation. The dust over the west Africa has a cooling effect for the surface and has a
warming effect in the atmosphere. They also mentioned in their study that the dust aerosol
burden changes the surface energy balance and the atmospheric diabatic heating which affects
the atmospheric stability. The east China aerosol plume is associated with the heavy urban and
industrial emission of aerosol particles, it is investigated by He et al. 2011 using the satellite
data. Their study further associated the aerosol size distribution with the seasonal cycle. In
summer, they found the dominance of fine mode aerosol in east China and during winter the
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Echam6−HAM AOD (HAM−model) 9504
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Figure 2.2: Same as Figure 2.1 but for direct aerosol effect estimated by the ECHAM6-HAM (HAM-dir).
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Figure 2.3: Plain difference between the HAM aerosol and Kinne aerosol climatology.

coarse mode aerosol has a dominant role over there. Sarkar et al. 2005 suggested that the
anthropogenic aerosol and dust aerosol in the north of India play an important role for the
aerosol burden.
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3 Model validation

The main goal of this chapter is to estimate the global and zonal mean uncertainties of the
radiative energy balance and the subsequent comparison between the model realizations and
the observation data. The global means will be investigated for the planetary albedo (PA),
radiative energy balance and the water balance. The zonal means will be estimated for the
top of the atmosphere (TOA)-radiative energy balance (TREB), the surface radiative energy
balance (SREB) and the atmospheric radiative energy balance (AREB). Two basic questions
will be addressed:

• To which extent, the global mean radiative energy balance (REB) differs between the
model realizations and observation?

• How the errors or uncertainties of REB are propagating from global to zonal mean scale?

The experiment setup has been discussed in the Section 2.4. The data for the REB and the
water balance has been explained in Section 2.3.

3.1 What is the validation?

The word “valid” means able to generate the desired results or closer to the evidences and
the “validation” means the confirmation of the validity of something. In climate sciences, the
“validation” word is used to determine the fitness of the intended results. Normally, these
results can be compared with observations, field data analysis and sometimes with the results
of the other sophisticated models. The strengths and weaknesses of the climate model can be
judged through it. In recent years, validation of the model data gained significant importance
and it gives the detail overview about the findings of the intended results (Hollingsworth
1993).

The performance deficiencies of the different components of the model can be pointed out
by the model validation. The output of ECHAM6-HAM will be evaluated for the global climate
characteristics.

3.2 Global mean

The gridded model data is compared for the global mean of PA with the surface radiative
budget (SRB) data, the global mean of REB with the SRB data and the global mean of the
water balance with the GPCP and ERA-Interim data. For these cases, the uncertainties are
estimated over the global scale.

3.2.1 Planetary albedo

The ratio between the reflected and incident shortwave at the TOA represents the PA. The
meridional gradient of PA controls the dynamics of the atmosphere from the equator to poles.
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It also changes the climate states and exhibits the changes in the meridional heat transport
(Enderton, Marshall 2009). Therefore, PA profoundly influences the earth’s climate. The
changes in the PA are associated with the changes in the atmospheric and surface processes.
This represents the important feedback phenomena of PA in response of the climate system to
anthropogenic forcing. The climate sensitivity in the global climate model is linked directly
with the changes in the PA feedback processes (Bender et al. 2006; Bony et al. 2006).

The PA mainly depends on the optical properties of clouds, aerosol and water vapor in the
atmosphere and it also depends on the characteristics of the ice, ocean, vegetation and earth’s
surface. It has been found that most of the observed global average PA is influenced by the
atmospheric reflection. The clouds and aerosol in the atmosphere can attenuate the surface
contribution to the PA by a factor of 3 (Aaron, Battisti 2011). The changes of less than 0.02
units in global average PA could cause the global glaciation of the climate system (Budyko
1969). The PA could surely be affected when the snow and ice sheet of the planet earth is
dramatically changed from “no snow cover” to the total glaciation. The cryosphere could melt
when the PA will change from 0.30 to 0.20. In contrast to this, cryosphere could be frozen by
changing the PA from 0.30 to 0.34 (Aaron, Battisti 2011). The surface reflection is accounted
as 25 % of the climatological PA in the ice and the snow covered regions of the planet, the
other 75 % of PA is assessed by the clouds and aerosol (Qu, Hall 2005).

There are few studies which are pointing towards the different values of the PA. For example,
the satellite observations from Nimbus-7 computed the PA equal to 0.30 (Kiehl, Trenberth
1997). The global and annual mean of PA is estimated between 0.26 to 0.33 by Li et al.
1997. The PA is estimated 0.22 by Gorodetskaya et al. 2006. They used the satellite shortwave
and sea ice cover data. They believe that the value of 0.22 can potentially change the sea
ice cover. Rossow, Zhang 1995 indicated the global glaciation with PA value equal to 0.33.
Aaron, Battisti 2011 found that the uncertainty range of global mean PA albedo is 0.016, they
estimated this value by using different climate models of the coupled model inter-comparison
project–3.

Figure 3.1 depicts the relative contribution of atmosphere and surface flux to the PA and its
quantification by the model and observations. The 1-σ uncertainty limit for SRB is estimated
as ±0.02. The models no-aerosol and aerosol ensemble overestimate the PA. However, both
of these cases are statistically significant because the difference between the SRB and model
ensemble are within the uncertainty range of observations. On the other hand, the model
HAM-full ensemble overestimates the PA which means that the incoming SW radiations are
reflected back to space and cooled the earth’s surface. The HAM-dir ensemble underestimates
the PA. In this case, the incoming SW radiation is absorbed by the earth’s surface compared to
observations, resulting in a warming of the planet. The variation among the model realizations
compared to observations is due to the current experiment setup. As described earlier that the
ECHAM6-HAM is not coupled to the ocean model but it is integrated with the prescribed SST
data. Due to this, the imbalances in HAM-model ensemble are more pronounced compared to
the ECHAM6 ensemble. Other reason might belong to the tuning of the model code for the
cloud micro-physics processes. Model code is tuned for three ensemble named as no-aerosol,
aerosol and HAM-full. The data in case of HAM-dir is simulated with a non-tuned code. Mau-
ritsen et al. 2012 explained that climate models poorly formulate the clouds and convective
processes. They also described that the adjustment or tuning of the cloud parameters in the
global models helps to improve the representation of the earth’s energy budget.
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Figure 3.1: The difference between the global mean PA of SRB and model realizations. The text values
near the box plots represents the overall mean of PA. The green dotted line highlights the no
difference between the model data and observations. The SRB uncertainty limit represents
the 1-σ standard deviation over ten years. The variability in the box plots depend on
temporal scale (i.e. 10 years and 10 ensemble members) and the PA data is averaged
over the spatial scale (i.e. longitude and latitude). The uncertainty limit of observations
is considered as a reference range against which the model values are validated. In case
the boxes fall onto the green line or within the uncertainty limit of observations then it
means that model realization agrees with the satellite data. The x-axis has four different
model ensemble like no-aerosol, aerosol, HAM-full and HAM-dir and one observation. The
uncertainty range of satellite data is plotted over the mean value of the SRB (i.e. aqua
marine diamond) and it varies along the y-axis. The data is analyzed between 1995-2004.

3.2.2 Radiative energy balance

The TREB is the difference between the incoming solar radiation and outgoing solar and ther-
mal radiation at the top of atmosphere (TOA). The SREB is obtained by the difference of solar
energy balance and thermal energy balance at the surface. The AREB is the residual between
the TOA and surface radiative balances. Mathematically, these three quantities are expressed
by the Equations 3.1, 3.2 and 3.2, respectively. The downwards arrow (↓) is for the incom-
ing shortwave (SW) and longwave (LW) radiation. The upwards arrow (↑) represents the
outgoing SW and LW radiation.

T REB = ( SWTOA ↓ )− ( SWTOA ↑ - LWTOA ↑ ) (3.1)

SREB = ( SWsur f ↓ - SWsur f ↑ )− ( LWsur f ↓ - LWsur f ↑ ) (3.2)

AREB = (T REB−SREB) (3.3)
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3.2.2.1 TOA radiative energy balance

For the TREB, the part of the incident SW that is reflected back to the space by clouds and
aerosol represent the outgoing SW radiation at the TOA. The portion of surface LW radiation
which is transmitted through clouds and atmosphere into the space corresponds to the emitted
LW radiation at the TOA. For the radiative equilibrium at the TOA, the emitted LW radiation
balances the net inflow of SW radiation (see Equation 3.1). The LW radiation which reaches
the TOA is affected by gases and aerosol in the atmosphere. The small fraction of the LW which
escapes to space comes directly from the surface. The atmosphere acts for it as a “blanket”.
At TOA, the LW radiative forcing is represented as the difference between the TOA LW flux
with and without absorption of the atmospheric gases (Kiehl, Trenberth 1997). The satellite

●●●

●

●●

●
●●●●

TOA radiative energy balance (TREB)

S
R

B
−

m
od

el

−10

−8

−6

−4

−2

0

2

4

6

8

10

−0.23

32.7

0.69

SRB mean

S
R

B
−

m
od

el

−22

−20

−18

0

22.1

no−aerosol aerosol observations Ham−full Ham−dir

Figure 3.2: Same as in Figure 3.1 but for the TOA radiative energy balance (TREB). The difference
between the model ensemble and observation is plotted in W·m−2. The range of difference
for the blue box plot is shown on the right side of y-axis.

instruments quite efficiently estimate the TOA incoming solar radiation and the reflected solar
radiation but it is not easy for these instruments to measure the longwave or thermal radiation.
For this purpose, the radiosondes and LiDAR instruments are used for the assessment of the
LW radiation (Rossow, Zhang 1995). Stephens et al. 2012 estimated the uncertainty limit for
the net TREB as ±4 W·m−2. They used the cloud and earth’s radiant energy system (CERES)
satellite data and associated this uncertainty limit with the instruments calibration errors.

Upon comparing the values of the different model realizations used in this study with the
SRB satellite data, a good agreement is observed between the model ensemble and observa-
tions, as shown in Figure 3.2. Approximately 2 W·m−2 variability in TREB is recorded due
ten ensemble members. For the satellite TREB data, the estimated standard deviation is ±7
W·m−2. Three out of four model realizations are within the observational error range, only the
HAM-dir case overestimates the TREB. In this case, the system receives more energy compared
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3.2 Global mean

to the other three cases. This large discrepancy for HAM-dir case has already been detected
for the PA in Figure 3.1.

In another study, the satellite Nimbus-7 and the models estimated an imbalance of 3 W·m−2

for the radiative energy balance at the TOA. They associated the lack of proportion with a
net radiative heating of the planet (Ardanuy et al. 1992; Yu et al. 1999). Fasullo, Trenberth
2008 showed a much larger imbalance of 7 W·m−2 at the TOA using the CERES satellite data
and they linked this increase in radiative energy balance with the increase in concentration
of carbon dioxide and other greenhouse gases in the atmosphere. The results of global mean
TOA radiative energy balance in this study are in agreement with the results of Wild, Roeckner
2006, except the HAM-dir case.

3.2.2.2 Surface radiative energy balance

As stated earlier in Equation 3.2 that the balance of the incident and scattered SW radiation at
the surface is equal to the balance of reflected (i.e. incoming) and emitted LW radiation. The
incident SW radiation is the portion of incoming solar radiation that reaches directly to earth’s
surface without any modification in the lower troposphere and the reflected SW radiation
arrives after some changes by the atmospheric processes. The LW incoming radiation is the
part of radiation which is emitted from the earth’s surface and it is trapped in the earth’s
atmosphere by the greenhouse gases and reflected back to the earth’s surface. This phenomena
is known as the greenhouse effect of the atmosphere. The emitted LW radiation represents the
loss of the energy from the earth’s surface (Kiehl, Trenberth 1997; Wild et al. 2013).
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Figure 3.3: Same as in Figure 3.1 but for the surface radiative energy balance (SREB).

Unlike the TREB flux, the SREB flux is estimated mainly for the land areas and cannot be
directly computed from the satellites instruments. Most of the uncertainties are originated due
to the poor data coverage over the ocean by the ground based instruments (Trenberth et al.
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3 Model validation

2009). The SREB flux can only be calculated from the TREB flux by using the empirical and
physical climate models. These models also assessed the atmospheric variability and emission
processes and introduces additional uncertainties. A few studies estimated larger uncertainties
in SREB than TREB (Stephens et al. 2012; Wild et al. 2013).

Zhang et al. 2004 used the earth radiation budget experiment data and they estimated the
uncertainty limit for surface energy balance between ±10 to ±15 W·m−2 and associated these
errors with the change in near surface temperature. Stephens et al. 2012 computed the net
surface energy balance and their estimated uncertainty value is ±17 W·m−2. The model used
in their study underestimated the low level clouds and absorbing aerosol in the atmosphere.
Li et al. 1997 assessed the regional net surface flux uncertainty as ±20 W·m−2 and reported
the large errors due to the inadequate discrepancies in the spectral and angular correction of
the satellite radiance.

The standard deviation for the SREB is ±14 W·m−2, as shown in Figure 3.3. Large biases up
to ±10 W·m−2 are detected for the HAM-model ensemble. However, all of the model ensemble
are within the uncertainty range. Three model cases underestimated the SREB which means
less energy is radiated in these cases from earth’s surface to the atmosphere. However, the
HAM-dir overestimated the SREB, because it receives more energy in TREB case, so it has to
radiate more energy in SREB case. Wild et al. 2013 assessed the value of 106 W·m−2 for the
global mean net surface flux which is closer to the aerosol case of this study.

3.2.2.3 Atmospheric radiative energy balance

The atmospheric fluxes are obtained as the residual of the TOA radiative energy balance and
surface radiative energy balance. The standard deviation for the AREB is estimated as ±10
W·m−2m, it can be seen in Figure 3.4. The AREB data has some biases while assessing the
HAM-model ensemble and these biases might come from Equation 3.2. The model realiza-
tions overestimate the AREB but they are within the uncertainty range of the observations in
particular for the no-aerosol and aerosol ensemble. The overall mean values shows the less
loss of radiative energy for HAM-model cases. For the HAM-dir ensemble, the atmosphere
absorbs more energy compared to other cases.

The atmospheric processes are driven by the AREB. In the atmosphere, the radiative energy
is balanced by the convective sensible fluxes and latent energy fluxes. The smaller AREB in
absolute values therefore requires the smaller convective fluxes and this will imply a higher
stability in the atmosphere. Even a non-tuned HAM-dir ensemble of this study exhibited a
stable atmosphere. However, the best estimate of radiative fluxes are possible with the tuned
model code. Wild et al. 2013 assessed the global mean AREB as -105 W·m−2 and it is quite
similar to AREB aerosol, AREB HAM-full and AREB HAM-dir cases of this work. The major
part of this energy surplus at the surface or the deficit in the atmosphere depends on the
hydrological cycle.
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Figure 3.4: Same as in Figure 3.1 but for the atmospheric radiative energy balance (AREB).

3.2.3 Water balance

The global and annual mean water cycle will be analyzed in response of TREB and SREB flux.
The TREB of HAM-dir ensemble showed an imbalance of order -19.2 W·m−2 compared to
observations and the SREB of HAM-dir ensemble assessed a discrepancy of order -10.6 W·m−2.
These inconsistencies in the radiative energy balance further turned this research towards the
analysis of the water balance.

Solar heating plays an important role in the evaporation of the water from the ocean and
land surface. The evaporated water is transported by the winds and form the clouds and pre-
cipitation falls over land and oceans. The excessive precipitation joins streams and rivers and
through it the oceans get fresh water (Trenberth et al. 2007a). Thus water plays an important
role in earth’s climate. The global water or hydrological balance is recognized as the ratio
between the water inflow and outflow over the spatial and temporal scales. The water balance
determines specific climate features from the land use, water management and landscape of
any territory. The water circulation in the atmosphere-hydrosphere-lithosphere can be influ-
enced by the natural factors and the human activities. Precipitation, evaporation and fresh
water are considered as the basic quantities in determining the water balance. Besides the ba-
sic quantities, the water loss or the water gain can also be observed through the smaller water
bodies. For example, water processes in the atmosphere and surface can lead to such losses
or gains. However, these minor processes did not play a significant role when one considered
them over the global scale. Fresh water is mainly used for the different human needs and it is
taken as an important factor for the life on earth. Some of the fresh water is returned in the
atmosphere due to the evaporation (i.e. water loss) from the surface and sub-surface runoff
(e.g. irrigation lands and water reservoirs). For the appropriate water balance calculation, this
must be taken into account (Shiklomanov 1993).
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In the atmosphere, the water vapor acts as a greenhouse gas and is responsible for the
strong feedback in the climate system (Kiehl, Trenberth 1997). Fasullo, Sun 2001 found that
an increase of 4 % of water vapor feedback will increase the radiative effect by about 1.5
W·m−2 (Trenberth et al. 2007a). Kim, Ramanathan 2008 determined that the increase in
water vapors in the atmosphere will increase the absorption in the atmosphere to few W·m−2.

In principle, the global precipitation is equal to the global evaporation. The errors in the
precipitation data can occur due to the wind effects, data sampling and gauges. The GPCP data
is reliable for the precipitation estimation. It is blend of the satellite and gauge data (Adam
et al. 2006; Adler et al. 2003). The standard deviation of total precipitation is estimated as
±0.64 and the global mean value of GPCP is 2.68 mm/day, as shown in Figure 3.5. The value
of the total precipitation over land and ocean is 2.69 mm/day (Adler et al. 2012). The model
realizations do have a good agreement with the GPCP, however all model realizations slightly
overestimated the total precipitation.

For the Evaporation, the different ensemble of the model do agree with ERA-Interim data,
as shown in Figure 3.6. The standard deviation for the evaporation is ±1.25. All the model
values are within the uncertainty range of observations. Fujihara et al. 2014 estimated the
root mean square error and relative error for different observations products like GPCP and
ERA-Interim. They recommended others to use the GPCP total precipitation and ERA-Interim
evaporation for the analysis of the water balance.

The fresh water flux is the difference between the total precipitation and evaporation. The
standard deviation of the fresh water is ±1.89, it can be seen in Figure 3.7. In general, the
model realizations agree with observations but they slightly overestimate the fresh water. The
global mean of fresh water is approximately zero. It means the imbalances in TREB and SREB
of HAM-dir ensemble is not due to the latent heat fluxes but it is due to the sensible heat fluxes
(e.g. depends on the temperature change).
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Figure 3.5: Same as in Figure 3.1 but for the total precipitation. The difference between the global
mean is plotted in mm/day.
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Figure 3.6: Same as in Figure 3.1 but for the evaporation.
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Figure 3.7: Same as in Figure 3.1 but for the fresh water.

3.3 Zonal mean

The global uncertainties have already been assessed for the radiative energy balance. It will
be interesting to further investigate how these uncertainties are generated over the meridional
scale. The zonal mean of the radiative energy balance will give the information about the
radiation patterns from the equator and poles. The uncertainties and differences between the
zonal mean of model realizations and observations is also plotted in this section.

3.3.1 TOA radiative energy balance

The Figure 3.8 shows the simulated ECHAM6-HAM and satellite observations SRB zonal mean
profiles of TREB over 10-years. Using the left side of y-axis, it can be seen that all model
realizations do agree with observations, except the HAM-dir ensemble. Other three model
simulations are within the grey band which means the model data is significant especially
between 30S to 30N. For the TOA, It is observed that the equator and tropics receive more SW
radiation compared to the poles, as expected.

The difference on the right side of y-axis tells about the deviation of the model realizations
with respect to observations. The model overestimates TREB when the difference value is
positive, it underestimates when it is negative. Model and observations are in good agreement
when the difference between them is near to zero. The radiative fluxes are less reliable in the
polar regions due to scene identification problems in the area of snow or ice. The imbalance
in HAM-dir ensemble is already observed in the global mean case and it is also projected in
the zonal mean case. The other model realizations show a good agreement, with an exception
over the polar regions. A surplus of energy can be seen for HAM-dir ensemble.
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Figure 3.8: The solid lines in the left side legend represent the absolute values of the zonal mean TOA
radiative energy balance (TREB) for the model realizations and observations. The unit of
the data values is W·m−2. The absolute values are estimated by taking the mean over all
dimensions of the data, except the latitude. The differences between model and observa-
tions are plotted as in dashed lines. The values of the model realizations for the difference
plot are described by the right side legend. The grey band over the model realizations
and observations is representing the inter-annual variability of the TREB. This grey band
is actually the standard deviation of satellite data. The absolute values of the zonal mean
model realizations are significant when they fall within this grey band. The data is analyzed
between 1995 and 2004.

3.3.2 Surface radiative energy balance

The zonal mean profiles of SREB for ECHAM6-HAM and satellite data is shown in Figure 3.9.
The absolute values of the model realizations do agree with the observations especially over
tropics. The equator and tropics radiate more energy than the polar regions. From 35 ◦ to 90 ◦

latitude, these regions indicated towards a deficit of energy. The HAM-dir ensemble overes-
timates the SREB compared to the other three ensemble which has already been observed in
global mean case. Other model realizations do agree with observations, however they slightly
underestimate the SREB, similar they did for the global mean of SREB.

The difference plot on the right side of y-axis also verifies that the HAM-dir ensemble over-
estimates the SREB as compared to the other realizations. The radiation flux near the north of
equator are mostly overestimated between 5 ◦N and 10 ◦N. The pattern between these latitudes
in SREB case might be related to the anthropogenic emission of the biomass burning (Williams
et al. 2010).
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Figure 3.9: Same as in Figure 3.8 but for the SREB case.

3.3.3 Atmospheric radiative energy balance

The net gain in energy or the absorption due to the different aerosol ensemble for the zonal
mean AREB case is shown in Figure 3.10. By following the solid lines and grey band, the
model realizations has a good agreement with observations, because most of the values are
residing under the grey band. However, the model realizations show some deviation from
the observations between 20S to 50S latitude. All ensemble here show a strong absorption
compared to SRB and the model data over these latitude is overestimating the AREB. The
difference plot also indicates that model values are exaggerating the AREB between 20S to
50S.

The global and zonal mean radiative energy balance and water balance uncertainties have
been estimated in this chapter. Overall the model realizations and observations show a good
agreement with each other. However, the HAM-dir case is considered as sensitive in assessing
the TREB and SREB. Particularly in this case, the model code is not tuned for the cloud micro-
physics and thus it is estimating a different climatic scenario for the radiative energy balance.
However, almost all model realizations have agreed with the observation for the AREB case.
It is a recommendation for others, do not use the non-tuned model code. Stevens et al. 2013
pointed towards the marine boundary layer cloud biases in ECHAM6 model. Due to this, more
shortwave radiation is absorbed by the reflecting aerosol and thus leads to a bright surface in
the tropical regions. They suggested that these biases of tropical cloudiness can be reduced
when the model is integrated with the high spectral resolution compared to the low resolution.
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Figure 3.10: Same as in Figure 3.8 but for the AREB case.
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4 Statistical methodologies

This chapter introduces statistical methods such as ensemble generation, ensemble techniques,
analysis of variance (ANOVA) and correlation coefficients. The following questions are ad-
dressed in this chapter:

• Why is it important to create the ensemble?

• How do the ensemble techniques work and which ensemble method is used in this study?

• What is the ANOVA model? Why is it important to do the data analysis with one-way
and two-way ANOVA?

• What is the linear regression model and how are the correlation coefficients are esti-
mated by this model?

4.1 Ensemble generation

The first numerical weather prediction model (NWP) was started working in 1950, but the
original code of NWP was developed in early 20th century by Richardson 1922. It was based
on quasi-geostrophic assumptions and predicted the atmospheric flow patterns for the next
few days. In recent years, the global and regional climate models and the NWPs are becoming
a powerful tool for climate and weather forecasts. These models calculate the physics and
dynamics in precise way than the classical models. However, the parametrization techniques
used in these models are often based on empirical knowledge rather than the physical equa-
tions. The data from the satellite instruments is inherently incorporated in the model using
complex data assimilation techniques. The distribution of this data on the model grid resolu-
tion is quite sparse especially over the ocean. Therefore, the model output data contains the
ingrained deficiencies in its description of the atmospheric processes (Hense 2005; Leutbecher,
Palmer 2008). This contributes to the forecast error by the model (Lorenz 1982). One has to
understand that neither the model nor the analysis of the initial atmospheric state is ideal.

Lorenz 1963 found that some small errors in the model initial state exponentially can evolve
the uncertainties which affects the model data not only for the local scale but with the passage
of time, it also affects the regional and global scale. This phenomenon is known as the butterfly
effect. The most appropriate way to predict model errors is to generate a set of ensemble
members. The generation of the model ensemble can be computationally expensive because
it requires a huge amount of computational time and a large number of data samples. The
ensemble can be based on the single NWP model forecasts with different initial conditions and
different parameter settings or they can be based on the forecasts of different NWP models,
known as multi-model ensemble. The ensemble forecasts performed by a single model is used
in all global ensemble prediction system including climate prediction, where the unperturbed
forecast is normally known as ’control run’ and the perturbed forecast as an ’ensemble run’
(Keller 2008).
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The ensemble prediction system has great benefit compared to the model control run (Hage-
dorn et al. 2005). The decadal prediction requires the sampling strategies for the spread of
possible outcomes to be consistent with the initial condition uncertainties. On the global scale,
both internal variability and the external forcing (e.g. greenhouse gases concentration) are im-
portant sources of the potential predictability. However, on the regional scale the significance
of the external forcing is largest over the tropical oceans and the contribution of the internal
variability is larger over the middle and high latitude ocean regions.

For this study, it is worthful to predict the aerosol and SST variability on the decadal time
scale. Pohlmann et al. 2009 concluded that in general the role of uncertainties due to the
anthropogenic emission of the aerosol is likely to be smaller when projected over a decade
or two ahead. However, there are some exceptions in the regions where the uncertainties
in forcing results from the spatially heterogeneous tropospheric aerosol (Schulz et al. 2006).
Moreover, the role of the natural forcing such as solar variability and volcanic eruption cannot
be predicted in a real forecasting system (Meehl et al. 2009).

4.2 Ensemble techniques

Normally, the perturbation of the model initial state requires a huge computational power
because of the large numbers of degrees of freedom (df) generated by the model run. The large
df also leads to a large number of random uncertainties and results in forecasting errors (Leith
1974). These errors or uncertainties can be reduced by the implementation of three methods
known as the singular vectors, bred vectors and perturbed observations. An overview about
the different ensemble techniques is presented in this Section. The singular vector method was
designed by the ECMWF. This method is computationally very expensive because it creates the
number of perturbation for the weather forecasts or the maximum perturbation growth rate
for a finite time range (Buizza, Palmer 1995). The bred vector method was developed at the
National Centers for Environmental Prediction in 1992. It is computationally not expensive
and mainly based on the perturbation of the initial conditions. The breeding perturbation used
previous ensemble and obtained the growing component of the errors or uncertainties (Keller
2008). The observation perturbation technique was developed at the Meteorological service
of Canada. In this method, the ensemble data is produced by perturbing the observations used
for the further analysis (Houtekamer, Derome 1995; Houtekamer, Mitchell 1998). All these
illustrated techniques are related to weather forecasting methods.

In contrast to the above described methods, the ensemble members for this study are gen-
erated with almost independent initial conditions. The ensemble technique used here is quite
simple and different from the weather forecasting techniques. It considers the model control
runs and re-sampled the initial conditions every year and then proceeded under a common
forcing, in this case SST and the aerosol forcing.

4.3 Analysis of variances (ANOVA)

Statistical methods like linear regression model, ANOVA and correlation coefficients are the
part of general linear models family. The techniques of general linear model fits well to the
experiment setups designed by the psychologist, sociologist, climate scientist and agricultural
scientists. It is a simplest and flexible data analysis method.
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4.3 Analysis of variances (ANOVA)

The climate models are built for the mathematical representations of the climate. Therefore,
a careful method is needed to determine whether a model has achieved the expected goals in
determining the climate variability or not. ANOVA is a classical technique and It was generally
developed for the agricultural experiments (Chapman et al. 1994; Gough, Welch 1994). The
parametrization of the various sub-grid scale processes can be easily evaluated by applying
the ANOVA technique. It explains that which sources contribute significantly to the variation
of the data obtained from the experiments. Generally, a distinction is made between one-way
ANOVA and two-way ANOVA with interaction.

ANOVA is based on the dependent and independent variables. It finds the way how the vari-
ance of the dependent variable is depending upon the one or more independent variables. The
variance of a numerical variable represents the dependent variable. The different conditions
of the experiments setup is linked to the one or more categorical variable and it recognized
the independent variable. Four experiment setups (e.g. no-aerosol, aerosol, HAM-full and
HAM-dir) differ in the description of the aerosol scheme. Thus, the aerosol variability should
expect to contribute a reasonable part in the model output. Instead of the ocean model, the
ECHAM6 is integrated with the prescribed SST data. therefore, it is expected that the SST
variability will play a dominant role in the model output data. The remaining variability after
the aerosol and SST forcing will belong to the internal climatic noise.

4.3.1 One-way ANOVA

The one-way ANOVA model is used to assess the variance of SST and the climatic noise and
to test the null hypothesis H(null). The SST variability for the decadal climate will be projected
through this way. One-way ANOVA is implemented on the AOD data of HAM-full ensemble.
The dependent variable in this case is AOD and SST induced variability (SIV) is the indepen-
dent variable.

H1i j =µ1 +R1i + ε1i j (4.4a)

µ1 =H100 (4.4b)

R1i =H1i0−µ1 (4.4c)

ε1i j =H1i j−µ1−R1i (4.4d)

ε1i j =H1i j−H1i0 (4.4e)

One-way ANOVA model is explained by Equation 4.4a. The explanation of different con-
stituents used in this model is described by the remaining equations. In this setup, the H1i j

denotes the dependent variable and R1i is a independent variable. The average over time
and ensemble members is represented by µ1. The internal climatic noise is denoted by ε1i j.
The subscripts i and j in Equation 4.4 represent the variation of AOD data over 10-years and
10-ensemble members (i.e. i= 1,2,....,10 and j= 1,2,....,10). The SST variability R1i is the
difference between the H1i0 and the overall mean µ1. The term H1i0 is estimated when the
AOD data is averaged over the ensemble members. The R1i do not show any variability when
the difference between the H1i0 and µ1 is closer to zero. A reasonable difference among the
ensemble members gives the best estimate of H1i0 and therefore it computes the larger R1i

values instead of the ε1i j data values. The internal climatic noise ε1i j of the data is associated
with a term that whatever is leftover after the average value µ1 and SST effect R1i. This makes
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sense because the experiment design contains the effect of µ1 and R1i.

SSH1i j =SSR1i +SSε1i j (4.5a)

SSR1i = j
10

∑
i=1

(H1i0−µ1)
2 (4.5b)

SSε1i j =
10

∑
i=1

10

∑
j=1

(H1i j−H1i0)
2 (4.5c)

SSH1i j =
10

∑
i=1

10

∑
j=1

(H1i j−µ1)
2 (4.5d)

Table 4.1: ANOVA degrees of freedom description
Sources Sum of squares df

SST effect SSR1i (i-1)
Climate noise SSε1i j i(j-1)

Total variability SSH1i j ij-1

The sum of squares of SSR1i and SSε1i j data values is further investigated by using the ANOVA
model of Equation 4.4. All the values of SSR1i and SSε1i j in Equation 4.5 are added to obtain the
SSH1i j . The values of SSR1i and SSε1i j cannot be compared directly, because these values have
been taken from the different independently estimated parameters, for this case, the number
of years and the ensemble members.

In Table 4.1, the sum of the squares of the SST effect (i.e. SSR1i) is taken over the i deviations
(i.e. time) that sum to zero, therefore, it has (i-1) degrees of freedom (df). The climate noise
term (i.e. SSε1i j ) is taken over the deviations that are subject to the i constraints and the
deviations within j (i.e. ensemble members) are sum to zero, eventually it has i(j-1) df. The
total sum of squares has only one constraints i.e. ij and consequently it has ij-1 df.

MSR1i =
SSR1i

(i−1)
(4.6a)

MSε1i j =
SSε1i j

i( j−1)
(4.6b)

MSH1i j =MSR1i +MSε1i j (4.6c)

The average value of sum of squares gives the mean square values in Equation 4.6. It is
obtained by dividing the SSR1i and SSε1i j with the df. The df is associated with the number of
independent values of these quantities. The mean square values are examined for making a
comparison between the variance of SST and climatic noise.

Fratio.R1i =
MSR1i

MSε1i j

(4.7)
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4.3 Analysis of variances (ANOVA)

R2
value.R1i

=
MSR1i

MSH1i j

(4.8a)

R2
value.ε1i j

=
ε1i j

MSH1i j

(4.8b)

Finally, the Fratio and the R2
value are computed in Equations 4.7 and 4.8 by using the mean

square values. The Fratio is a ratio between the predictable variance of MSR1i and the unpre-
dictable variance of climate noise MSε1i j . The R2

value is determined for the predictable variance
MSR1i and unpredictable variance MSε1i j and these values are divided with the total variance
MSH1i j .

It is important to test the null hypothesis (i.e. H(null)), because through the null hypothesis
it can be found that some of the Fratio.R1i values are different from the zero.

If H(null) is true: Fratio.R1i < F(1−α, i−1, i( j−1))

Do not reject the null hypothesis on all α significant levels

If H(null) is not true: Fratio.R1i > F(1−α, i−1, i( j−1))

Reject the null hypothesis on all α significant levels

The α represents the confidence level with 95 % confidence for testing the null hypothesis
H(null). The accurate values of the data are obtained through this way, Fratio is investigated for
testing the null hypothesis and results or the plots of R2

value will be further shown in Chapter-5.
For the simplicity, the variable R2

value.R1i
is named as SSB and R2

value.ε1i j
is named as SSE. Here,

SSB represents the transient SST effect and SSE is the internal climatic noise estimated for
the AOD of HAM-full ensemble. The one-way ANOVA is further used to analyze the AOD of
HAM-dir ensemble.

4.3.2 Two-way ANOVA

Two-way ANOVA with interaction term is used for this study, because it has flexibility to esti-
mate the three treatments effect: one due to SST, second due to aerosol and third due to their
interaction term. The model variable AREB is a dependent variable whereas the aerosol and
SST terms are two independent variables.

H2i jk =µ2 +R2i +S2 j +(R2 ·S2)i j + ε2i jk (4.9a)

µ2 =H2000 (4.9b)

R2i =H2i00−µ2 (4.9c)

S2 j =H20 j0−µ2 (4.9d)

(R2 ·S2)i j =H2i j0−µ2−R2i−S2 j (4.9e)

ε2i jk =H2i jk−µ2−R2i−S2 j− (R2 ·S2)i j (4.9f)

H2i j0 =(R2 ·S2)i j +µ2 +R2i +S2 j (4.9g)

The complete setup of two-way ANOVA model and its components are explained by Equa-
tions 4.9. The AREB data is represented by H2i jk and the SST and aerosol variability is esti-
mated by R2i and S2 j, respectively. Aerosol effect S2 j is computed by taking the mean over the
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number of years and ensemble and it accounts the static variability for aerosol effect. In con-
trast to this, the mean over ensemble members and ensemble gives the transient SST effect.
The mean over the all dimensions of the data (i.e. time, ensemble members and ensemble)
gives the µ2. The interaction term (R2 ·S2)i j depends on both the aerosol and SST effect and it
explains to which extent the effect of SST differs across the levels of aerosol variability. It is ob-
tained by subtracting the mean over ensemble from the overall mean and the variability of SST
and aerosol. The ε2i jk is estimated by taking the difference between H2i jk and the H2i j0. The
subscripts i and j have already been discussed in one-way ANOVA, however, two-way ANOVA
includes an additional subscript of k for the ensemble of AREB (e.g. no-aerosol and aerosol).

∑
j
(R2 ·S2)i j =0 (4.10a)

∑
i
(R2 ·S2)i j =0 (4.10b)

Equation 4.10 is evaluated for all i and j values. The values of (R2 ·S2)i j are zero only when
the values of aerosol variability are observed over the same levels of SST variability. However,
those values can be far from zero, when the values of aerosol variability are observed over the
different levels of SST variability (Miller, Haden 2006).

SSH2i jk =SSR2i +SSR2 j +SS(R2·S2)i j +SSε2i jk (4.11a)

SSR2i =k j
10

∑
i=1

(H2i00−µ2)
2 (4.11b)

SSS2 j =ki
10

∑
j=1

(H20 j0−µ2)
2 (4.11c)

SS(R2·S2)i j =k
10

∑
i=1

10

∑
j=1

(H2i j0−µ2−R2i−S2 j)
2 (4.11d)

SSε2i jk =
10

∑
i=1

10

∑
j=1

2

∑
k=1

(H2i jk−µ2−R2i−S2 j− (R2 ·S2)i j)
2 (4.11e)

The sum of the squares for the two-way ANOVA is estimated using Equation 4.11, rest of
the procedure for the calculation of MS, Fratio and the estimation of the R2

value is similar to the
one-way ANOVA computed in Section 4.3.1. The null hypothesis is tested for three treatments
of two-way ANOVA named as Fratio.R2i , Fratio.S2 j and Fratio.(R2·S2)i j .

At the end, the R2
value of S2 j is recognized as SSA, the R2i as SSB, the interaction term (R2 ·S2)i j

as SSI and the ε2i jk as SSE term. In this research, the model data of AREB, temperature, velocity
potential and stream function will be analyzed using the two-way ANOVA interaction, because
this ANOVA scheme has possibility to estimate the three treatments (i.e. SST and aerosol and
interaction term).

4.4 Regression and correlation coefficient

In climate studies, it is possible that one variable Y has some effect onto the other variable X.
The Y is the predictand or the dependent variable and the X is the predictor or independent
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4.4 Regression and correlation coefficient

variable. Regression analysis is mainly used to estimate the parameters values and the stan-
dard errors. It selects a line, which identifies the least error for the predicted variable given
the predictand variable and it also helps in estimating the best possible outcome of the sum of
errors or the uncertainties within the data. The linear model is described in Equation 4.12.

Y = a+bX (4.12)

and the average value of Equation 4.12 is,

Y = a+bX (4.13)

Both Y and X should be normally distributed. The parameter a is represented as an intercept
(i.e. value of Y, when X = 0) and parameter b is a slope value (i.e. change in Y divided by the
change in X). For this research, the observational data of AOD and SST will be considered as
the X (i.e. predictor) and the model 2m temperature data is considered as the Y (i.e. predic-
tand). The slope and intercept values estimate the most likely data values and in statistics it is
known as the maximum likelihood estimation of the two data sets.

The average value of Y is given in Equation 4.13. The difference between the values of
Y and mean value of Y gives the residual or leftover values of the data. It is the vertical
difference between the data points and the straight line of the regression model. It evaluates
the appropriate value of the predicted variable X (i.e. AOD data).

d = Y −Y (4.14)

By substituting the value of Y from Equation 4.13 into Equation 4.14, d will become:

d = Y −a−bX (4.15)

∑d2 = ∑(Y −a−bX)2 (4.16)

The square of the residual Equation 4.15 will estimate the lack of fit to the model data values,
as it is stated in Equation 4.16. The positive and negative values in the sum of residuals of
the 2m temperature and AOD can cancel each other. The corrected sum of squares of the
temperature residuals is estimated by dividing it with the df. The minimum number of the
independent data values that goes into the estimate of a parameter is known as df. The
estimated sum of squares of the predicted variance SSXAOD, predictand variance SSY2m and the
covariance of these two quantities SSXYAOD·2m are described by Equations 4.17.

SSXAOD = ∑X2− (∑X)2

n
(4.17a)

SSY2m = ∑Y 2− (∑Y )2

n
(4.17b)

SSXYAOD·2m =∑X ·Y − (∑X) · (∑Y )
n

(4.17c)
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For the AOD, the sum is taken over the number of years and for the 2m temperature, it is
over the number of years and number of ensemble members. The maximum likelihood of the
slope b for both AOD and 2m temperature is given below in Equation 4.18:

b =
SSXYAOD·2m

SSXAOD
(4.18)

As stated earlier in Equations 4.12 and 4.13, the mean value of the Y = a+ bX is taken as
Y = a+bX . The intercept equation is written below in Equation 4.19:

a = Y −bX =
∑Y
n
−b

∑X
n

(4.19)

The Equation 4.16 can be re-written as:

SSEAOD·2m = ∑(Y2m−a−bXAOD)
2 (4.20)

The unexplained variation in the predictand variance SSY2m and the sum of residuals SSEAOD·2m

compute the coefficient of determination i.e. r2
AOD·2m.

r2
AOD·2m =

SSY2m−SSEAOD·2m

SSEAOD·2m
(4.21)

In Equation 4.21, the case r2
AOD·2m = 1 implies that the variation of the 2m temperature is

explained by the variation in the AOD. The case r2
AOD·2m = 0 shows that none of the variation

in the 2m temperature is due to the AOD.
The correlation coefficient rAOD·2m can be estimated by using Equation 4.21. However, a

different formula is used to retain the sign of positive and negative correlation between X and
Y. It is given below:

rAOD·2m =
Cov(XAOD,Y2m)

sAOD · s2m
=

SSXYAOD·2m√
SSXAOD ·SSY2m

(4.22)

From the Equation 4.22, the SSXYAOD·2m is the covariance between AOD and 2m tempera-
ture, the SSXAOD is the sum of squares of the AOD variation and the SSY2m is the 2m tempera-
ture variation, all these values are stated in Equation 4.17 (Crawley 2013).
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5 Results

In this chapter, the results of one-way and two-way ANOVA will be discussed. The chapter’s
main scheme is illustrated in Figure 5.1. The relationship between the aerosol optical depth
(AOD) and the SST induced variability (SIV) will be investigated by utilizing the one-way
ANOVA. The results of atmospheric radiative energy balance (AREB) over the global and zonal
mean scales are already discussed in Chapter 3. Now, the local projection of aerosol will be
analyzed here. For this, the two-way ANOVA interaction setup will be utilized and the data of
AREB, temperature and large scale circulation will analyzed through it. Only the significant
part of the aerosol and SST variability will be shown in this chapter.

Results Two-way
ANOVA

Velocity
potential

Stream
function

Temperature

AREB

One-way
ANOVA

AOD
HAM-dir

AOD
HAM-full

Figure 5.1: Schematic diagram of ANOVA model results
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5.1 Results of the one-way ANOVA
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Figure 5.2: The projection of SST induced variability out of the AOD is estimated using one-way
ANOVA. The variable AOD is the part of the HAM-full ensemble. The non-significant values
less than 5 % are not plotted because the null hypothesis is not rejected for those values.
The data is analyzed between 1995 to 2004.
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Figure 5.3: Same as in Figure 5.2 but for HAM-dir ensemble.

One-way ANOVA is used to analyze the relationship between the SIV and AOD of HAM-
full and HAM-dir ensemble. Figures 5.2 and 5.3 exhibits the results of SIV concluded by the
ANOVA. In case of HAM-full ensemble, the projection of SIV does not show any relationship
with the AOD and only a signal due to SST forcing is observed over the central Pacific, as
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5.2 Results of two-way ANOVA

shown in Figure 5.2. A similar structure of SIV can be seen in Figure 5.3 but in this case the
signal is pronounced when the HAM-dir ensemble is analyzed. The variability over the polar
region might be due to the prescribed sea ice data. The difference between two simulation
depends on the different aerosol treatment utilized in making these ensemble. The SIV signal
over central Pacific might be due to the strongest El-Niño response between the 1997 and 1998
(http://ggweather.com/enso/oni.htm).

Most of the variability in both cases is due to the internal climatic noise but it is not plotted
here, because it is just the reciprocal of SIV. Statistically, SIV can only be changed by the
internal climatic noise (i.e. SSE) of ANOVA. The strong maxima of SSE will lead to a weaker
SST signal and vice versa.

5.2 Results of two-way ANOVA

The two-way ANOVA considers three independent variables. The aerosol induced variability
(AIV) is represented by the SSA term, the SIV is given by the SSB term and the interaction term
between aerosol and SST is denoted by the SSI. The model variables named as AREB, temper-
ature, velocity potential and stream function are investigated by using the two-way ANOVA.
This statistical technique mainly deals with the two ensemble: (1) no-aerosol vs aerosol, (2)
aerosol vs HAM-full and (3) aerosol vs HAM-dir. Through this sequence the model variables
will be investigated in next sections. In general, aerosol directly affects the atmospheric en-
ergy balance and temperature. The AREB is mainly related to the diabatic heating which is
proportional to the temperature tendency.

5.2.1 Atmospheric radiative energy balance as a static variable

(1) no-aerosol vs aerosol: The AREB variability is categorized into four components: (i)
spatial scale (ii) ten years (iii) ten ensemble members and (iv) two ensemble. The aerosol
induced variability (AIV) is obtained by taking the mean over ensemble (i.e. no-aerosol and
aerosol) and the mean over ten years. The AIV of the ECHAM6 AREB case is approximately
80 % significant over the tropical and sub-tropical regions, as shown in Figure 5.4. The pro-
jection of the tropical aerosol variability show that these aerosol have potential to affect the
AREB.

The green contours indicates the absorption of up to 2 W·m−2 in the atmosphere and the
gain in AREB. The magenta contours show a reduction of up to -0.2 W·m−2 in the AREB. In this
case, all energy can transmit through the atmosphere and can reach to the earth’s surface. The
energy surplus due to aerosol absorption is mainly concentrated over Africa, south American
and Indian continents and the loss of the energy is assessed mainly over south Pole. Kim et al.
2010 also found that over west Africa and eastern Atlantic, the aerosol direct radiative forcing
increases the atmospheric stability and reduces the convective precipitation. Similarly, Sena
et al. 2013 critically pointed out that the biomass burning and the deforestation of the Amazon
strongly affects the convection, cloud development and carbon uptake by the forest.

(2) aerosol vs HAM-full: The relative contribution of the AIV in HAM-full ensemble com-
pared to patterns in Figure 5.4 is shown in Figure 5.5. Most of the AIV between 70 % to 80 %
reside within the tropical and the subtropical range. In the contour plot, the gain in AREB due
to the absorption of atmospheric aerosol is up to 2 W·m−2 and the maxima of this variability
is observed over the Pacific, American and Eurasian continent, south pole and Africa. The loss
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Atmospheric radiative energy balance−AREB (SSA) 9504
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Figure 5.4: The projection of aerosol induced variability of the AREB is estimated using two-way
ANOVA. It is estimated using the transient aerosol climatology of the Kinne et al, (2006).
SSA is the relative contribution of the aerosol effects upon the total variability compared
to the no-aerosol ensemble which is used to estimate the SST induced and internal vari-
ability (i.e. no-aerosol vs aerosol ensemble). The non-significant values less than 5 % are
not plotted because the null hypothesis is not rejected for those values. The contour plot
represents the simple difference between no-aerosol ensemble and aerosol ensemble for the
AREB. The green contour values indicate the reduction in the radiative energy loss up to 2
W·m−2 and the change in the horizontal energy transports and the divergences. The ma-
genta contour values represents the radiative energy loss of up to -0.2 W·m−2. The data is
analyzed between 1995 to 2004.

in the AREB for the aerosol case is up to -2 W·m−2 and it mainly affects the eastern China,
Indian ocean, north Africa and the coast near Australia. It might be associated with the natural
aerosol activity in those region.

(3) aerosol vs HAM-dir: In Figure 5.6, the relative contribution HAM-dir ensemble is sen-
sitive in estimating the AIV compared to the patterns in Figures 5.4 and 5.5. Particularly, this
case overestimates the global and zonal mean of AREB, see Sections 3.2 and 3.3. More than
80 % of the AIV projection is detected over tropical regions. From the contours, the energy
gain in the HAM-dir ensemble is up to 2 W·m−2 and its maxima is located over the American
and Eurasian continents, Pacific, south Africa and southern oceans and over the Pacific. The
reduction in the energy for the aerosol case is up to -2 W·m−2 and it is seen over the north
Africa, Indian ocean and Atlantic.

The HAM-model ensemble compute the AIV interactively and aerosol sources and the sinks
are present in this case. The patterns of aerosol projection in the HAM-model ensemble is
quite sparse. The absorption due to dust aerosol over north Africa strongly affects the AREB
of ECHAM6 ensemble compared to the AREB of HAM-model cases, which might also link with
short life time of aerosol in HAM-model cases. The patterns in the Figures 5.5 and 5.6 are
associated with the absorption of the natural or anthropogenic aerosol.

For the HAM-model ensemble, the projection over the Polar region is interpreted as the
higher sensitivity of the radiative aerosol effects due to the surface albedo over ice. The overall
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Figure 5.5: It represents the relative change of the pattern of aerosol induced variability from Figure 5.4
to Figure 5.5. It is for the aerosol vs HAM-full ensemble. The green contour values indicate
the reduction in radiative energy loss up to 2 W·m−2 and magenta contour indicates the
loss of radiative energy up to -2 W·m−2.
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Figure 5.6: It represents the relative change of the pattern of aerosol induced variability from Figure
5.4 to Figure 5.6. It is for the aerosol vs HAM-dir ensemble. The green contour indicates
the less loss of radiative energy up to 2 W·m−2. Over west of Africa, the magenta contour
indicates a small but significant reduction in radiative energy up to -2 W·m−2 as compared
to Figure 5.4.

effect upon AREB might be small but the AIV is still significantly different from zero. The
aerosol projection over the tropics has ability to affect the AREB. Herman et al. 1997 showed
the major aerosol source regions for the absorbing aerosol are in the south America (Brazil),
Africa, Arabian peninsula and the north part of India. Furthermore, they described that the
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forest fire or the agricultural burning in eastern China, Indonesia and Amazon region is also
projected as the source region for the absorbing aerosol. Each year, these absorbing aerosol
of Africa and Brazil are injected into the atmosphere and the atmospheric wind system advect
these aerosol outside of their source regions.

The major maxima of AREB in all ensemble are observed over the tropics. In the tropo-
sphere, aerosol optical properties changes the radiation budget. The changes in incoming so-
lar radiation due the aerosol particles affect the atmospheric temperature. The changes in the
temperature can be balanced by a lot of other atmospheric processes like convection and the
horizontal and vertical large-scale transports of pollutants. Webster, Chou 1980 highlighted
the changes in the vertical velocity is related to the divergence flow field and the tropical di-
vergence flow has potential to affect the rotational flow field. Therefore, the model data is
further analyzed for the temperature and large scale circulation.

5.2.1.1 AREB due to interactive term and climate noise

The predicted variance of AREB for the ECHAM6, HAM-full and HAM-dir ensemble is due
to the AIV. In contrast to AIV, the SIV did not show any strong trend for all of the AREB’s
realizations and hence not plotted. The interaction term (SSI) depends on both, AIV and SIV
variability. In this case, the SIV is nearly zero, so it will not possible to get a reasonable signal
for SSI. The climatic noise SSE is just opposite to the SIV, therefore it is not shown here.

5.2.2 Temperature as a thermodynamical variable

Aerosol can change the thermodynamical structure of the atmosphere. Bony et al. 2004 sug-
gested that it is difficult to estimate the changes in temperature that results from the aerosol
variability. Ramanathan, Collins 1991 found a strong correlation between the radiative forcing
(RF) and SST over the tropics. Pierrehumbert 1995 suggested that the temperature over the
tropics can be taken as the boundary condition for the extra-tropical climate and it is impor-
tant in regulating the global climate. The AIV can affect temperature as it has been discussed
earlier in Section 5.2.1.

5.2.2.1 2m temperature due to aerosol induced variability

(1) no-aerosol vs aerosol: The changes in the near surface 2m temperature due to aerosol
forcing are analyzed in this section. The predictable variance of AIV is shown in Figure 5.7.
The AIV for the 2m temperature contributed up to 40 % over the west African region and
the maxima in this case interprets the local effect of aerosol. In the contour plot, the near
surface temperature is projected up to 0.2 ◦C over the west of Africa. The positive temperature
near surface might be due to the radiative energy transmission from atmosphere to the surface
when there are no-aerosol in the atmosphere. Usually, aerosol in the atmosphere block the
SW radiation and heat the atmospheric column, therefore they cool the surface. The magenta
contour represents the cooling of −0.2 ◦C over the American and Eurasian continents and
also over the central and south of Africa regions. Some regional model studies predicted the
cooling due to the dust aerosol over the west of Africa (Marcella, Eltahir 2014). However
they did not take into account the LW radiation effect which could change the heating signal.
Klein, Hartmann 1993 pointed out that the reduction in aerosol concentration is associated
with the increase in surface temperature. An increase in the surface temperature is related to
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Figure 5.7: Same as in Figure 5.4 but for the 2m temperature of no-aerosol vs aerosol ensemble. The
contour plot represents the simple difference between no-aerosol ensemble 2m temperature
and aerosol ensemble 2m temperature. The green contour values indicate an increase in
the temperature or warming of up to 0.2 ◦C, when Temp(no−aerosol) > Temp(aerosol). The
magenta contour values represents the decrease in temperature or cooling of up to −0.2 ◦C
as Temp(aerosol) > Temp(no−aerosol). The data is analyzed between 1995 to 2004.
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Figure 5.8: It represents the relative change of the pattern of aerosol induced variability from Figure
5.7 to Figure 5.8. The green contour indicates the warming of up to 2 ◦C and the magenta
contour represents the cooling of up to −1 ◦C.

the low-level static stability. In convective systems, precipitation efficiency increases with the
temperature (Del Genio, Kovari 2002).

(2) aerosol vs HAM-full: The HAM-full case in Figure 5.8 represents the relative change to
the pattern in Figure 5.7. The predictable portion of the AIV for the 2m temperature is mostly

47



5 Results

Temperature−2m HAM−dir (SSA) 9504
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Figure 5.9: It represents the relative change of the pattern of aerosol induced variability from Figure
5.7 to Figure 5.9. The contour description is same as in Figure 5.8

concentrated over the tropical regions and it is 50 to 70 % significant. Part of this variability
over the mid and high latitude area might come due to the random effects. Over the north of
America and polar regions, a warming trend of up to 2 ◦C is observed when the Temp(aerosol) >
Temp(HAM− f ull) in green contour and the cooling effect of up to −1 ◦C over the Australia, Africa
and Asia, when the Temp(HAM− f ull) > Temp(aerosol) in magenta contour.

(3) aerosol vs HAM-dir: Again the relative contribution of HAM-dir ensemble shown some
sensitivity in estimating the 2m temperature, as shown in Figure 5.9. Though the structure
of the maxima showed some similar patterns over north of America, Africa and Asia, as it has
been already shown for the HAM-full ensemble. The AIV for the 2m temperature detected
comparatively a good signal of up to 80 % significance over the tropical region. The plain
difference between aerosol and HAM-dir in the contour plot showed a cooling pattern. The
near surface temperature is showing a warming trend of 2 ◦C over the American continent and
eastern Russia and a cooling of −1 ◦C over the same region described earlier in Figure 5.8.
For 2m temperature, only the relative contribution of HAM-full and HAM-dir ensemble show
a reasonable projection due to aerosol variability, the direct effect of aerosol is quite strong in
this case.

5.2.2.2 2m temperature due to SST induced variability

(1) no-aerosol vs aerosol: The second predictable part of two-way ANOVA is assessed after
taking the mean over the ensemble and ensemble members of the 2m temperature, it gives
the transient SIV effect. A good SIV projection for the 2m temperature can be seen in Figure
5.10. The SIV maxima are related to the prescribed SST data used in model. Most of the SST
variability is concentrated over the oceanic regions especially over the central Pacific.

(2) aerosol vs HAM-full and (3) aerosol vs HAM-dir: The similar patterns of the SIV for
the relative contribution of the HAM-model ensemble can be observed in Figures 5.11 and
5.12. The SIV for the 2m temperature is decreased from 80 % in Figure 5.10 to 70 %, as the
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Figure 5.10: The projection of SST induced variability of the 2m temperature is estimated using two-
way ANOVA. The variable 2m temperature is the part of the no-aerosol vs aerosol ensem-
ble. The non-significant less than 5 % are not plotted because the null hypothesis is not
rejected for those values. The data is analyzed between 1995 to 2004.
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Figure 5.11: It represents the relative change of the pattern of SST induced variability from Figure 5.10
to Figure 5.11. It is for aerosol vs HAM-full ensemble.

interactive aerosol scheme of HAM-model is turned on in ECHAM6.

5.2.2.3 temperature at 850 hPa due to aerosol induced variability

(1) no-aerosol vs aerosol: The lower troposphere temperature at 850 hPa is further investi-
gated to check how the aerosol variability is propagated in the lower atmosphere. The aerosol
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Figure 5.12: It represents the relative change of the pattern of SST induced variability from the Figure
5.10 to Figure 5.12. It is for aerosol vs HAM-dir ensemble.
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Figure 5.13: Same as in Figure 5.4 but for the temperature at 850 hPa of no-aerosol vs aerosol en-
semble. The contour plot represents the simple difference between no-aerosol ensemble
temperature at 850 hPa and aerosol ensemble temperature. The green contour values in-
dicate an increase in the temperature or warming of up to 0.1 ◦C when Temp(no−aerosol) >
Temp(aerosol). The magenta contour values represents the decrease in temperature or cool-
ing of up to −0.2 ◦C as Temp(aerosol) > Temp(no−aerosol). The data is analyzed between 1995
to 2004.

signal for temperature at 850 hPa is damped down compared to 2m temperature, it can be
seen by comparing Figure 5.7 with Figure 5.13. The AIV shown 20 % to 30 % significance and
the projection of this variability is recorded mainly over the central Africa. The contours have
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Figure 5.14: It represents the relative change of the pattern of aerosol induced variability from Figure
5.13 to 5.14. It is for aerosol vs HAM-full ensemble. The green contour indicates the
warming of up to 1 ◦C and the magenta contour represents the cooling of up to −0.5 ◦C.
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Figure 5.15: It represents the relative change of the pattern of aerosol induced variability from Figure
5.13 to 5.15. It is for aerosol vs HAM-dir ensemble. The contour description is same as in
Figure 5.14

been already explained for the 2m temperature but the Temp(aerosol) > Temp(no−aerosol) at 850
hPa warmed the lower atmosphere of the tropics up to 0.1 ◦C, it is depicted by green contour
and the Temp(no−aerosol) > Temp(aerosol) at 850 hPa cooled down the temperature for the central
Africa, north of America, Iran and China up to −0.2 ◦C.

(2) aerosol vs HAM-full: The change in the relative contribution of HAM-full AIV compared
to Figure 5.13 for the temperature at 850 hPa is shown in Figure 5.14. The AIV did not show
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a robust signal here, but for the HAM-full 2m temperature it detected a reasonable signal. The
projection of this variability over the western American continent, Greenland, India and south
Pole is significant and relatively warm to the no-aerosol vs aerosol ensemble in Figure 5.13.
The AIV is recorded between 20 % to 30 % significance over the west and east of Africa. The
green contour shows warming of up to 1 ◦C over the American continent, Greenland, middle
East and south Pole and the magenta contour indicates about the cooling of up to −0.5 ◦C over
the part of Indian ocean and continent and the ocean near the south Pole.

(3) aerosol vs HAM-dir: The relative contribution of the HAM-dir AIV compared to the
Figure 5.13 is presented in Figure 5.15. The maxima of AIV for the temperature at 850 hPa
is reduced as compared to the HAM-dir 2m temperature in Figure 5.9. However this case is
relatively warmer than the two other cases in Figures 5.13 and 5.14, especially in the norther
Hemispheric regions. The value of this variability is within the range of 20 % to 30 %, mainly
over the Arabian ocean. The green contour indicates the warming of up to 1 ◦C over the
northern Hemisphere and parts of south America whereas the magenta contour indicates the
cooling of up to −0.5 ◦C over central and south of Africa and part of south Pole. The AIV for
the 2m temperature and temperature at 850 hPa estimated by two-way ANOVA did not project
a good signal as compared to the AREB.

5.2.2.4 temperature at 850 hPa due to SST induced variability
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Figure 5.16: Same as in Figure 5.10 but for the temperature at 850 hPa. It is the part of the no-aerosol
vs aerosol ensemble.

(1) no-aerosol vs aerosol: The SIV for the temperature at 850 hPa is dropped down to
50 % over the oceanic regions, as shown in Figure 5.16. However, the SST signal over central
Pacific is still projecting a reasonable trend of up to 80 % significance.

(2) aerosol vs HAM-full and (3) aerosol vs HAM-dir: A similar spatial structure can be
seen for the HAM-model cases, it can be seen in Figures 5.17 and 5.18. The SIV for the
temperature at 850 hPa is decreased from 50 % to 40 % for HAM-model ensemble compared
to no-aerosol vs aerosol ensemble.
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Figure 5.17: It represents the relative change of the pattern of SST induced variability from Figure 5.16
to Figure 5.17. It is for aerosol vs HAM-full ensemble.
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Figure 5.18: It represents the relative change of the pattern of SST induced variability from Figure 5.16
to Figure 5.18. It is for aerosol vs HAM-dir ensemble.

It has been stated earlier that ECHAM6-HAM is not coupled with the ocean model and it
utilized the prescribed SST data as an alternative. It means no real ocean is included in this
study. Therefore, the SIV signal is pronounced because no actual feedback exists between the
atmosphere and ocean. The variability of SST which injected into the system, it resides there.
However, the SIV is decreased when the aerosol model HAM is integrated with the ECHAM6,
because in this case the aerosol have sources and sinks. The SIV is not much affected when
the aerosol climatological data is utilized in ECHAM6.
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5.2.2.5 Temperature vertical profile for aerosol and SST induced variability
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Figure 5.19: The vertical profile of temperature is estimated by using two-way ANOVA for all model
realizations. On the x-axis, the R2−value (i.e. a ratio between the treatment variance and
the total variance) of ANOVA is plotted and it is in percentage ( %). On the y-axis, the
pressure levels from 1000 hPa (surface) to 100 hPa (atmosphere) are shown. First, the
mean over all grid points is taken, except the vertical pressure levels. Second, the ANOVA
model is implemented on the data. (a) The AIV is affecting up to 5 % the near surface
temperature for no-aerosol vs aerosol ensemble, between 10 % to 20 % the near surface
temperature and between 25 % to 75 % the middle and upper tropospheric temperature
for aerosol vs HAM-full ensemble and between 10 % to 20 % the near surface temperature
and between 25 % to 55 % the middle and upper tropospheric temperature for aerosol vs
HAM-dir ensemble. (b) The SIV is strongly affecting the atmospheric temperature between
70 % to 80 % for no-aerosol vs aerosol ensemble, between 30 % to 70 % for aerosol vs
HAM-full ensemble and between 30 % to 70 % for aerosol vs HAM-dir ensemble. The data
is analyzed between 1995 to 2004.

As most of the AIV is concentrated between 30 ◦N and 30 ◦S for the AREB and in the tem-
perature variables. Therefore, the treatment affect of the AIV and SIV for the temperature
vertical profile is analyzed in Figure 5.19. The AIV is approximately zero for the no-aerosol
vs aerosol ensemble. It strongly affected the middle and upper tropospheric temperature by
the relative contribution of the aerosol vs HAM-model ensemble. The HAM-model cases have
approximately 50 % higher AIV compared to the no-aerosol vs aerosol ensemble especially
between 500 to 200 hPa. However, the SIV is showing a strong trend for the temperature in
no-aerosol vs aerosol case. The value of the SIV is decreased for the aerosol vs HAM-model
cases. The ANOVA results obtained for the 2m temperature and temperature at 850 hPa do
have a agreement with the temperature vertical profile of ANOVA. It can be observed here that
as the AIV is increased then the SIV is decreased and vice versa. Both these quantities depend
on each other.
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For the temperature, most of the predictable variance is due to the SIV and in a small
proportion it is due to AIV. The SSI variability for the temperature is approximately zero.
Therefore, it is not presented here. Bony et al. 2004 describes that the temperature variability
is often associated with the circulation patterns in the atmosphere.

5.2.3 Large scale circulation
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Figure 5.20: The Structural phase velocity diagram of the tropospheric atmosphere (a) aerosol and SST
variability vertical response deep response (b) aerosol and SST variability vertical shallow
response.

In the real atmosphere, net heating is not zonally symmetric, but the incoming solar radia-
tion is symmetric. Therefore, the total heating in the atmosphere depends on the distribution
of clouds or aerosol as well as on the surface properties. This chapter elucidates that how

55



5 Results

aerosol changes the diabatic heating, convective intensity and regional circulation under dif-
ferent environmental conditions. The direct and indirect effects of the aerosol can enhance the
regional convergence (i.e. deep convective clouds) and lead to the top-of-atmosphere heating,
they can potentially affect regional circulation and alter the weather system (Bony et al. 2004).

The dynamical response of the atmosphere to the imposed heating due to AIV and SIV is
shown in Figures 5.20a and 5.20b. The fastest and longest baroclinic mode (BM) for the AIV
and SIV in the atmosphere can be seen in Figure 5.20a. The atmosphere which shapes the cy-
clones and anticyclones is characterized as a baroclinic atmosphere. The tropical atmosphere
basically reacts through the baroclinic modes due to the vertical structure of the internal heat-
ing which peaks at some intermediate level in the troposphere. The difference between the
200 and 1000 hPa indicates the projection on the faster baroclinic mode (FBM). Here, the
Kelvin waves (KW) are propagating in eastern direction and planetary waves (PW) or Rossby
waves are propagating in the western direction. The PW decays faster than the KW due to
the friction and covers the smaller area. The influence of heating expands more to the east-
wards but the amplitude of the response is more dominant to the westwards. These waves can
strengthen the convection over the Indian and western Pacific ocean (Gill 1982). According to
phase velocity model shown in Figure 5.20a, the AIV and SIV do have potential to affect the
circulation over the large scale. The rising motion initiates over the heating region (i.e. due to
aerosol and SST) and it sinks within the vicinity of thousands kilometers.

The slowest or shortest BM for the AIV and SIV can be seen in Figure 5.20b. The difference
between 700 and 1000hPa denotes the projection on the slower baroclinic mode (SBM). For
this mode, the KW and the PW cover only the short distance in eastwards and westwards,
respectively. Also, the rising motions here is associated with the heating due to the AIV and
SIV and it sinks after covering the distance of few thousands kilometers.

In both cases, the subsidence occurs in the heat sink region with the convergence in the
upper atmospheric levels and divergence in the lower atmospheric levels. These motions are
characterized as the weak cyclonic and anticyclonic circulations, away from the Equator. It
means that the flow field is typically baroclinic as stated earlier and the upper level flow field
do have opposite sign to those at the lower level flow field. In high latitude areas, the height
contours become nearly parallel to the flow and indicates the dominance of the rotational flow
(Gill 1982). The subsidence motion in tropics is associated to the low-level clouds like stratus
and strato-cumulus. The ascending motion in tropics is associated to convective clouds be-
tween the shallow and deep atmospheric layers. These clouds are sensitive to the temperature
changes and can affect the large scale radiation budget (Bony et al. 2004).

The atmospheric circulation over the tropics can be analyzed by considering velocity poten-
tial (VP) and stream function (SF). The VP represents the large scale tropical divergence flow
field and the SF denotes the rotational flow field. It will be investigated further in following
sections that which component of flow field contributes distinctly than other.

5.2.3.1 Velocity potential for faster baroclinic mode due to aerosol induced variability

(1) no-aerosol vs aerosol: The deep response of aerosol variability is analyzed for the VP
data of no-aerosol and aerosol ensemble and no signal is detected in this case, as shown in
Figure 5.21. The low level flow is at 1000 hPa and the upper level flow is at 200 hPa and the
difference of these two flow fields (200-1000) hPa represents the projection on the FBM. The
green contour in this represents the ascending motion over Atlantic, Africa and south Pole and
the magenta contour indicates towards the descending motion over the Pacific.
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Figure 5.21: Same as in Figure 5.4 but for the velocity potential (200-1000) hPa of no-aerosol vs aerosol
ensemble. The contour plot represents the simple difference between the no-aerosol en-
semble and aerosol ensemble. The contour interval is 106m2/s. The green contour might
represent the ascending air motion due to heating and the magenta contour might indi-
cate the descending air motion due to less heating. The data is analyzed between 1995 to
2004.
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Figure 5.22: It represents the relative change of the pattern of aerosol induced variability from Figure
5.21 to 5.22. It is for aerosol vs HAM-full ensemble. The contour description is same as in
Figure 5.21.

(2) aerosol vs HAM-full: The aerosol vs HAM-full case is a test case for the implementation
of the BM shown in Figure 5.20. In this case, the mean value of VP (200+1000) hPa for
the barotropic mode is greater than the difference value of VP (200-1000) hPa for the faster
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Figure 5.23: It represents the barotropic mode of aerosol vs HAM-full ensemble (200+1000) hPa
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Figure 5.24: It represents the relative change of the pattern of aerosol induced variability from Figure
5.21 to 5.24. It is for aerosol vs HAM-dir ensemble. The contour description is same as in
Figure 5.21.

baroclinic mode, it can be seen in Figures 5.22 and 5.23, which means the patterns of the AIV
for the VP do not agree with the BM, because the source of the heating in this case is anywhere
in the troposphere but not in the middle and hence the atmosphere is not the baroclinic (i.e. no
cyclones and anticyclones). In Figure 5.23, the heating signal over Asia is pointing out towards
a good barotropic signal. A barotropic atmosphere does have the homogeneous troposphere
with no fronts and no thermal advection. The BM will be accepted only when the mean value
would be less than the difference value over FBM and the heating source will be in between
200 and 1000 hPa.
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In aerosol vs HAM-full case, an enhanced patterns of the aerosol heating for the VP is ob-
served especially over the south America, India and Indian ocean, as shown in Figure 5.22.
The AIV maxima over these region are estimated between 40 % to 50 % significance level. The
AIV for the mean of VP between the 200 and 1000 hPa further intensified the heating signal
over the Asian continent, Indian ocean and a relatively dimmed signal over the Pacific, it can
be seen in Figure 5.23. The maxima show 50 % to 70 % significance. The AIV heating signal
over the Indian ocean is statistically significant in both cases. The aerosol projection for the
VP do not agree with the faster and slower BM.

(3) aerosol vs HAM-dir: In Figure 5.24, the AIV for the VP of HAM-dir ensemble is within
the range of 40 % to 50 % over the south of America and Africa but no signal over the India.
It means the aerosol scheme used in HAM-dir case possibly reduced the heating signal over
the India. The contour description for all plots are same i.e. descending motion due to less
heating over Pacific and ascending motion over tropical land areas due to heating.

5.2.3.2 Velocity potential for faster baroclinic mode due to SST induced variability
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Figure 5.25: Same as in Figure 5.10 but for the velocity potential (200-1000) hPa. It is the part of the
no-aerosol vs aerosol ensemble.

(1) no-aerosol vs aerosol: The convection in the atmosphere is a key process for the at-
mosphere dynamics. Convection over the tropical ocean can be affected by SIV. The SST heat
source in the middle of the atmosphere generates the low level convergence and upward ver-
tical motion (Sabin et al. 2013).

The SIV for the VP of ECHAM6 ensemble is shown in Figure 5.25. The strong SST projection
over the Pacific and Indian ocean is due to the deep response of SST heating over these regions.
The portion of this variability is estimated between 60 % to 80 % significant. In the current
setup, the SIV has potential to enhance the convection patterns.

(2) aerosol vs HAM-full: The intensity and frequency of the signal became weaker when
the SIV for the VP data is analyzed with the aerosol vs HAM-full ensemble, it can be seen in
Figure 5.26. The SST projection in this case is related to the the weak convection due to less
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Figure 5.26: It represents the relative change of the pattern of SST induced variability from Figure 5.25
to Figure 5.26. It is for aerosol vs HAM-full ensemble.
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Figure 5.27: It represents the barotropic mode of aerosol vs HAM-full ensemble (200+1000) hPa.

heating in the FBM compared to no-aerosol vs aerosol ensemble, the maxima of this variability
are estimated as 50 % to 70 % significant over the Pacific, Indonesia and Philippines. The mean
value of SIV out of velocity potential for the barotropic mode is damped down compared to the
difference value of SIV, it can be seen by comparing Figure 5.26 with Figure 5.27. Therefore,
it is concluded that the BM in Figure 5.20 can be implemented only to the SIV but not to the
AIV. The source of heating due to the SST induced variability is situated in the middle of the
atmosphere and it has ability to generate cyclones and anticyclones. The SIV heating signal
is 30 % to 50 % significant and it is projected over Indonesia, Philippines, Indian ocean and
Pacific.
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Figure 5.28: It represents the relative change of the pattern of SST induced variability from Figure 5.25
to Figure 5.28. It is for aerosol vs HAM-dir ensemble.

(3) aerosol vs HAM-dir: The change in the relative contribution of the HAM-dir SIV com-
pared to the Figure 5.25 is shown in Figure 5.28. The aerosol vs HAM-dir case has spatial
resemblance with the aerosol vs HAM-full case, except over the Indonesia, Philippines and
Malaysia. It might be linked with the cyclones activity in those regions.

Graham, Barnett 1987 proposed that the SST and atmospheric convection over the tropical
Indian, Pacific and Atlantic oceans are associated with the major climate events. They ex-
plained that the convection events normally occur at the SST of about 28 ◦C in many locations
of the Pacific and Indian ocean. More than this SST value (28 ◦C), a deep convection can be
occurred and below this value of SST (28 ◦C), convection does not occur.

5.2.3.3 Velocity potential for slower baroclinic mode due to aerosol induced variability

(1) no-aerosol vs aerosol: The AIV for the VP of no-areosol vs aerosol ensemble is shown in
Figure 5.29. The maxima in this case are associated with the shallow response of the heating
due to aerosol variability. A reasonable AIV signal is assessed in the lower troposphere and the
range of the projection show significance between 30 % to 40 % for the central Africa.

(2) aerosol vs HAM-full and (3) aerosol vs HAM-dir: The AIV for the VP of HAM-model
can be seen in Figures 5.30 and 5.31. A marginal shallow response of heating for the VP
of HAM-full ensemble is observed over the American continent, Greenland, north of Africa
and Australia as shown in Figure 5.30. The projection of the variability is estimated between
30 % to 50 % over these regions. A reasonable projection of heating for the VP of HAM-dir is
recorded over the American continent, Africa, Indian ocean and Australia as shown in Figure
5.31. The projection of AIV in aerosol vs HAM-dir case covers large spatial area compared
to no-aerosol vs aerosol and aerosol vs HAM-full ensemble. The portion of this variability is
estimated between 30 % to 50 % significance.

The shallow and deep AIV heating response exhibited a reasonable signal for the aerosol vs
HAM-model ensemble.
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Figure 5.29: Same as in Figure 5.4 but for the velocity potential (700-1000) hPa of no-aerosol vs aerosol
ensemble. The contour description is same as in Figure 5.21.
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Figure 5.30: It represents the relative change of the pattern of aerosol induced variability from Figure
5.29 to 5.30. It is for aerosol vs HAM-full ensemble. The contour description is same as in
Figure 5.29.

5.2.3.4 Velocity potential for slower baroclinic mode due to SST induced variability

(1) no-aerosol vs aerosol: The SIV for the VP of no-aerosol vs aerosol ensemble captured a
good SST signal in the lower troposphere, it can be seen in Figure 5.32. A good SST signal in
the lower troposphere can be seen here and The maxima in this case is related to the shallow
convection due the SST heating over the central Pacific, American continent and Indian ocean.
For this case, the aerosol projection is estimated between 50 % to 70 % significant over the
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Figure 5.31: It represents the relative change of the pattern of aerosol induced variability from Figure
5.29 to 5.31. It is for aerosol vs HAM-full ensemble. The contour description is same as in
Figure 5.29.
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Figure 5.32: Same as in Figure 5.10 but for the velocity potential (700-1000) hPa. It is the part of the
no-aerosol vs aerosol ensemble.

central Pacific and American continent and it is recorded between 30 % to 40 % significant
over the Indian ocean.

(2) aerosol vs HAM-full and (3) aerosol vs HAM-dir: The patterns of SIV for the HAM-
model cases are quite similar, as shown in Figures 5.33 and 5.34. However, in the lower
atmospheric layers the SST variability does show a reasonable trend in case of HAM-model
ensemble. However, most of variability in this case is induced by the upper atmospheric layers.
The intensity of the SIV maxima are decreased and SIV heating reduced the convection for
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Figure 5.33: It represents the relative change of the pattern of SST induced variability from Figure 5.32
to Figure 5.33. It is for aerosol vs HAM-full ensemble.
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Figure 5.34: It represents the relative change of the pattern of SST induced variability from Figure 5.32
to Figure 5.34. It is for aerosol vs HAM-dir ensemble.

both of the HAM-model cases compared to the no-aerosol vs aerosol case. The predictable
SIV is assessed around 40 % to 60 % over the central Pacific and American continent. For
the velocity potential, the SIV showed the strong maxima for the no-aerosol vs aerosol case
both in the shallow and deep atmospheric layers rather than the HAM-model cases. The deep
response of heating due to SIV and the convection signal related to this is analyzed for the
FBM of the baroclinic model. The SIV signal is strong in this case, however SIV contribution
for the SBM of the baroclinic mode cannot be neglected even though the signal became weaker
in SBM than the faster baroclinic mode. In contrast to this, the AIV projected a good heating
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5.2 Results of two-way ANOVA

signal for the SBM than the FBM.
For the divergent wind flow or the velocity potential, the shallow and deep response of

the SIV is associated to the convection in the atmosphere. In this study, it is not possible to
separate out the PW and KW for the VP as stated in the baroclinic model. Jonko et al. 2009
briefly explained a method which splits out the PW and KW using the VP, SF and geopotential
height data.

5.2.3.5 Velocity potential vertical profile for aerosol, SST and SSI induced variability
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Figure 5.35: Same as in Figure 5.19 but for the velocity potential. (a) The AIV is affecting between
10 % to 15 % the near surface divergence flow field for no-aerosol vs aerosol ensemble,
between 10 % to 50 % the near surface divergence flow field and between 25 % to 75 %
the middle and upper tropospheric divergence flow field for aerosol vs HAM-full ensemble
and between 10 % to 30 % the near surface divergence flow field and between 25 % to
75 % the middle and upper tropospheric divergence flow for aerosol vs HAM-dir ensemble.
(b) The SIV is also affecting the divergence flow field between 50 % to 75 % for no-aerosol
vs aerosol ensemble, between 10 % to 45 % the divergence flow field for aerosol vs HAM-
full ensemble and between 10 % to 50 % the divergence flow field for aerosol vs HAM-dir
ensemble (c) The SSI induced variability (SSI) is also not affecting the divergence flow
field for all model realizations but it gives unexpected signal for the aerosol vs HAM-model
cases between 10 % to 15 %. The data is analyzed between 1995 to 2004.

The AIV is estimated for the VP of no-aerosol vs aerosol ensemble and it can be seen in
Figure 5.35, It is approximately zero in this case. The relative contribution of the aerosol
variability for HAM-model ensemble are indicating a good signal in the atmosphere.

In contrast to AIV, the SIV for the VP of no-aerosol vs aerosol is playing a major role for the
divergence flow in troposphere, as shown in Figure 5.35b. For the HAM-model cases, the SIV
did not show a good trend in affecting the VP compared to the ECHAM6 case. The aerosol vs
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HAM-full ensemble has less SIV compared to the other two ensemble.
Unexpectedly, the SSI term showed a reasonable signal at 700hPa for the HAM-model. It

might be due to the contribution of both aerosol and SST variability. On the map, SSI does not
show any variability and hence it is not plotted.

5.2.3.6 Stream function for faster baroclinic mode due to aerosol induced variability
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Figure 5.36: Same as in Figure 5.4 but for the stream function (200-1000) hPa of no-aerosol vs aerosol
ensemble. The contour values (green and magenta) can cancel each other. The contour
plot represents the simple difference between no-aerosol ensemble and aerosol ensemble.
The contour interval is 106m2/s. The green contours indicate that the PW have downward
perturbation the magenta contours indicate that the PW have upward perturbation. The
data is analyzed between 1995 to 2004.

(1) no-aerosol vs aerosol: The AIV for stream function of no-aerosol vs aerosol ensemble
does not show any patterns in the FBM, as shown in Figure 5.36.

(2) aerosol vs HAM-full An enhanced AIV pattern for the stream function is projected for
the HAM-full case and the heating signal due to the aerosol variability is between the range
of 10 % to 30 %, as shown in Figure 5.37. The maxima of AIV projection are showing over
Africa, Indian ocean and south Pole.

(3) aerosol vs HAM-dir: For the HAM-dir case, a pronounced aerosol heating signal is
observed over the north and south America, south of Africa and east of Russia, it can be
seen in Figure 5.38. The projection patterns over the America and south of Africa is assessed
between 40 % to 50 % and over the east of Russia the AIV is between 50 % to 60 % significant.
The presence of aerosol over these regions is affecting the rotational flow. The interpretation
of the contour is same as it is stated in Figure 5.36.

For the FBM, an ehanced heating signal for the deep response of AIV is detected for the
HAM-model ensemble.
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Figure 5.37: It represents the relative change of the pattern of aerosol induced variability from Figure
5.36 to 5.37. It is for aerosol vs HAM-full ensemble. The contour description is same as in
Figure 5.36
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Figure 5.38: It represents the relative change of the pattern of aerosol induced variability from Figure
5.36 to 5.38. It is for aerosol vs HAM-full ensemble. The contour description is same as in
Figure 5.36

5.2.3.7 Stream function for faster baroclinic mode due to SST induced variability

(1) no-aerosol vs aerosol: The SIV for the SF of no-aerosol vs aerosol ensemble depicts a deep
SST response or significant enhancement of the SST signal in the FBM. In this case, it is possible
to show the patterns of PW and KW for the SF, as shown in Figure 5.39. The divergence flow
dominates near the equator, it has been seen in Figure 5.25. The green contour over the
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Figure 5.39: Same as in Figure 5.10 but for the stream function (200-1000) hPa. It is the part of the
no-aerosol vs aerosol ensemble. The contour interval is 106m2/s and it is showing the
propagation of PW and KW in tropics and sub-tropics. The contours basically represents
the zonal mean anomaly of SF i.e. When the zonal mean of SF is subtracted from the
SF data. The green contours pointed out the anticyclones activity in tropics for aerosol
ensemble and the the magenta contours pointed out the cyclones activity in tropics for
no-aerosol ensemble. This plot also shows the coupling of the tropical PW and KW with
the high latitudes.
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Figure 5.40: It represents the relative change of the pattern of SST induced variability from Figure 5.39
to Figure 5.40. It is for aerosol vs HAM-full ensemble. The contour description is same as
in Figure 5.39

Eurasian region clearly indicate the propagation of the PW towards the west-side and the KW
to the east-side and their coupling with the high latitudes. The magenta contours represents
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Figure 5.41: It represents the relative change of the pattern of SST induced variability from Figure 5.39
to Figure 5.41. It is for aerosol vs HAM-dir ensemble. The contour description is same as
in Figure 5.39

the cyclones activity in the tropics. The SIV in this case is observed between the range of 40 %
to 70 % significance. The SST variability is responsible for the heating of the atmosphere.

(2) aerosol vs HAM-full and (3) aerosol vs HAM-dir: These patterns of the SIV is damped
down when the SIV for the stream function is analyzed using aerosol vs HAM-model, as shown
in Figures 5.40 and 5.41. The SIV in HAM-model cases is estimated within the range of 40 %
to 50 %. For the FBM, the divergent flow field or the velocity potential plays an important role
for heating the atmosphere and enhancing the convection instead of the rotational flow field.

5.2.3.8 Stream function for slower baroclinic mode due to aerosol induced variability

(1) no-aerosol vs aerosol: For the no-aerosol vs aerosol ensemble, the AIV of the SF is esti-
mated between 30 % to 50 % significance, it is shown in Figure 5.42.

(2) aerosol vs HAM-full and (3) aerosol vs HAM-dir: For the aerosol vs HAM-full case in
Figure 5.43, the patterns of heating over tropics and mid-latitude areas are within the range of
40 % to 60 %. The maxima of the heating due to the AIV over the west Africa and Caribbean
sea are between 40 % to 50 % significance in case of aerosol vs HAM-dir ensemble, as shown
in Figure 5.44. The contours interpretation is same as it has been described in Figure 5.36.

For the slower baroclinic mode, the predicted portion of heating due to AIV is well captured
for the aerosol vs HAM-full case as compared to no-aerosol vs aerosol and aerosol vs HAM-dir
ensemble.

5.2.3.9 Stream function for slower baroclinic mode due to SST induced variability

(1) no-aerosol vs aerosol: The SIV for the rotational flow of no-aerosol vs aerosol ensemble
shows a good SST signal in Figure 5.45. Most of the variability is concentrated over the Pacific
ocean and the maxima of this variability are between 50 % to 60 % significance.
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Figure 5.42: Same as in Figure 5.36 but for the stream function (700-1000) hPa of no-aerosol vs aerosol
ensemble. The contour description is same as in Figure 5.36.
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Figure 5.43: It represents the relative change of the pattern of aerosol induced variability from Figure
5.42 to 5.43. It is for aerosol vs HAM-full ensemble. The contour description is same as in
Figure 5.42.

(2) aerosol vs HAM-full and (3) aerosol vs HAM-dir: For the HAM-full case, the rotational
flow field depicts a weaker shallow response due to the SIV heating. The signal due to this
heating is between 30 % to 40 % significant, as shown in Figure 5.46. Spatially the maxima are
decreased and SIV heating signal became damped in this case. In Figure 5.47 for the aerosol
vs HAM-dir case, the SST signal for the rotational flow field showed some strength compared
to aerosol vs HAM-full rotational flow field. The detectable SST projection is mostly over the
Pacific and it is within the range of 30 % to 50 % significant.
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Figure 5.44: It represents the relative change of the pattern of aerosol induced variability from Figure
5.42 to 5.44. It is for aerosol vs HAM-full ensemble. The contour description is same as in
Figure 5.42.
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Figure 5.45: Same as in Figure 5.39 but for ECHAM6 ensemble.

For the rotational flow field, the SIV in the FBM played an important role compared to the
AIV. The HAM-dir ensemble showed a pronounced signal for the AIV. In the shallow layer, the
SIV projected a distinct signal especially over the Pacific in no-aerosol vs aerosol compared to
the aerosol vs HAM-model cases. The AIV for aerosol vs HAM-full in SBM accounted a good
signal. Overall, the SST contribution for the rotational flow field is greater than the AIV. The
results of large scale circulation showed a significant contribution of SIV for the VP compared
to the SF, in the FBM and SBM.
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Figure 5.46: Same as in Figure 5.39 but for HAM-full ensemble.
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Figure 5.47: Same as in Figure 5.39 but for HAM-dir ensemble.

5.2.3.10 Stream function vertical profile for aerosol, SST and SSI variability

The AIV for the SF of no-aerosol vs aerosol ensemble is shown in Figure 5.48. For this case,
the aerosol variability is estimated as zero for the rotational flow field. Upon comparing the
divergence flow in Figure 5.35 with vertical profile of rotational flow, it is observed that the
AIV for aerosol vs HAM-model ensemble is decreased from 75 % of divergence flow to 25 %
of rotational flow in the atmosphere. The SST variability for all model cases play a dominant
role in estimating the rotational flow field. The SSI variability did not show any reasonable
trend here.
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Figure 5.48: Same as in Figure 5.19 but for the stream function. (a) The AIV or SSA is accounted almost
nothing for the rotational flow fields for no-aerosol vs aerosol ensemble, between 10 % to
50 % the near surface rotational flow field and between 20 % to 25 % the middle and
upper tropospheric rotational flow field for aerosol vs HAM-full ensemble and between
5 % to 30 % the near surface rotational flow field and between 5 % to 25 % the middle
and upper tropospheric rotational flow for aerosol vs HAM-dir ensemble (b) The SIV or
SSB is also accounted the rotational flow field between 40 % to 60 % for no-aerosol vs
aerosol ensemble, between 15 % to 45 % the rotational flow field for aerosol vs HAM-
full ensemble and between 25 % to 50 % the rotational flow field for aerosol vs HAM-dir
ensemble (c) SSI induced variability (SSI) is not affecting the rotational flow field for all
model realizations. The data is analyzed between 1995 to 2004.
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6 Physical reasoning of ANOVA

In Chapter 5, the response of the predictable variance of aerosol and SST variability showed
the projection mostly over tropics. It is expected that the variability shown in two-way ANOVA
can lead to real time climate forecast. For this, a dynamical response of either SSI or SIV
should show a good trend. The static effect of AIV is not varying over time therefore it is not
possible to show a forecast signal for it. The dynamical response of SIV can possibly interpret
into a forecast signal, because it already showed the reasonable projection in previous chapter.
The SSI variability is also a dynamical response quantity however there is not such a evidence
that the SSI played a good role in two-way ANOVA. It will be interesting to check again the
response of this quantity by using regression and correlation coefficients method, described in
Chapter 4.

6.0.4 Correlation coefficients of African AOD and global 2m temperature

The time series of African AOD is correlated with the global 2m temperature, it is shown
in Figures 6.1, 6.2 and 6.3. These three patterns represent the transient variability of SSI.
However, it is accounted as zero for all model variables when analyzed by the two-way ANOVA,
this has been discussed earlier in Section 5.2. Three cases of correlation coefficients differ
from each other in the description of the different aerosol schemes (i.e. ECHAM6, HAM-full
and HAM-dir). It is confirmed now that there exists no correlation between AOD and 2m
temperature because no reliable signal is captured for all three cases.

In Figure 6.1, the variation in correlation coefficients between AOD and 2m temperature
show the values greater than 0.5. The spread of the patterns is quite ambiguous, because no
strong correlation exists over Africa. This is the region where a AOD time series is correlated
along the global 2m temperature. The maxima over other regions instead of Africa are due to
the random signal of the two quantities. It is more clear in Figures 6.2 and 6.3 that there is
not such a good relationship between these two variables. Therefore, no real climate forecast
is possible for the SSI case.

6.0.5 Correlation coefficients of central Pacific SST and global 2m temperature

A good connection is established between the central Pacific SST and global 2m temperature,
as shown in Figures 6.4, 6.5 and 6.6. Using two-way ANOVA, the SST variability detected the
similar patterns for the 2m temperature as it has been shown in Figures 5.10, 5.11 and 5.12.
Both the ANOVA and correlation patterns cannot be exactly same because ANOVA is based
on two ensemble and it gives the projection of the variability and the correlation coefficients
method explains the dynamics behind that variability.

The correlation between the SST and 2m temperature over Pacific and Indian ocean shows
some significant projection, as shown in Figure 6.4. Over these region the value of the corre-
lation coefficient is greater than 0.5. A strong correlation occurs over central Pacific where the
SST times series is correlated with the 2m temperature. In case of HAM-model, the strength of
the correlation signal is weakened compared to ECHAM6 ensemble, it can be seen in Figures
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Figure 6.1: A correlation between the time series of AOD over Africa and global 2m temperature of
aerosol ensemble is investigated to see either both of these quantities have any connection
with each others or not. This plot is made by using four different methods: (1) An area with
Kinne AOD over Africa is selected and the residual (Chapter 4: Regression and correlation
coefficient) from the regression model are computed for both the AOD Africa and the global
2m temperature. (2) The time series of AOD Africa is computed and the intercept between
the time series and global 2m temperature is estimated. (3) The sum of square and sum of
errors of AOD Africa and global 2m temperature are computed using the deviance function
(i.e. for sum of errors) in R. (4) Finally, the correlation coefficient is obtained by taking
the square root of the correlation square. The correlation coefficients are computed for
each ensemble separately and at the end these coefficients values are averaged and plotted.
It basically represents the SSI variability of two-way ANOVA. The color bar in this plot
represents the correlation coefficients values. When the value of correlation coefficients
between AOD and 2m temperature is greater than 0.5, this will mean both the data have
good correlation with each others. The data is analyzed between 1995 to 2004.

6.5 and 6.6. However, the location of the correlation maxima is still over the Pacific and the
Indian ocean.

The 2m temperature is taken as a test case. The projection of SSI and SST variability in
two-way ANOVA is physically interpreted by the correlation coefficients method. A real time
climatic forecast using current setup is only possible for the Pacific SST variability.
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AOD africa and temperature 2m − Corr. coeff. HAMfull
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Figure 6.2: Same as in Figure 6.1 but for HAM-full ensemble and HAM-full AOD data is used for this
experiment.

AOD africa and temperature 2m − Corr. coeff. HAMdir
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Figure 6.3: Same as Figure 6.1 but for HAM-dir ensemble and HAM-dir AOD data is used for this
experiment.
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170W 120W 60W 0 60E 120E 170E

80S

40S

0

40N

80N

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Figure 6.4: Same as in Figure 6.1 but for the central Pacific SST (Hadley center SST data) and 2m
temperature of aerosol ensemble.

SST nino3.4 and temperature 2m − Corr. coeff. HAMfull
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Figure 6.5: Same as in Figure 6.4 but for HAM-full ensemble.
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SST nino3.4 and temperature 2m − Corr. coeff. HAMdir
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Figure 6.6: Same as in Figure 6.4 but for HAM-dir ensemble.
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7 Conclusions

Aerosol and SST climatic effects are satisfactorily understood in this study. The fundamental
complexity and global spatio-temporal inhomogeneities in the global aerosol structure makes
it difficult to assess the impact of aerosol induced variability (AIV). Traditionally, the micro-
physical properties like the aerosol composition, mixing state and size distribution have been
enormously studied and several different aerosol schemes have been implemented into the
GCMs. Only few studies discussed about the statistical significance of global aerosol direct and
indirect effect. However, in this study, not only the AIV is statistical quantified and analyzed
but also the SST induced variability (SIV). The climate prediction of the greenhouse gases and
aerosol in IPCC fifth assessment report is based on 50 to 100 years time scale. This work is a
part of MiKlip and therefore the projection of AIV and SIV have been assessed and predicted
over a decade.

The global climate model ECHAM6-HAM has been used to estimate such effects of AIV and
SIV via four different aerosol treatments and a common SST forcing. With the atmospheric
component of ECHAM6-HAM, the prescribed SST data has been used as a supplement to the
ocean model. Recent model configuration of ECHAM6-HAM includes sulfate, black carbon, sea
salt, particulate organic matters and mineral dust aerosol species. Four ensemble have been
created using the different initial conditions derived from the four control runs. These ensem-
ble are based on the different aerosol scheme. The ensemble without any transient additional
aerosol concentration is named as the no-aerosol. The time varying aerosol climatological data
is used for the aerosol ensemble. For the direct and indirect effect of aerosol, model ECHAM6-
HAM is integrated with AEROCOM data and aerosol micro-physics processes are interactively
calculated by the HAM model. This case is regarded as the HAM-full ensemble. A similar
approach like HAM-full ensemble is used for the assessment of the HAM-dir ensemble but the
model simulated only the aerosol direct effect in this case. The model data for ECHAM6 and
ECHAM6-HAM captured well the maxima of dust aerosol over west Africa, the anthropogenic
aerosol of north India and industrial aerosol plume in the east of China.

Two different satellite products like SRB, GPCP were used for the validation of the model
output. Furthermore, model data was compared with the evaporation data of ERA-Interim.
The aerosol increased the planetary albedo from 0.29 (no-aerosol) to the 0.3 for the aerosol
case. The highest values of PA is observed for the HAM-full ensemble 0.325 and lowest is
found for the HAM-dir 0.225. For TOA radiation balance, the HAM-dir case exhibits the global
and annual mean imbalance of 21 W·m−2, whereas all other cases (i.e. no-aerosol, aerosol
and HAM-full) are closer to the radiative balance when averaged over the ten years 1995-
2004. For the further validation, the simulated results are compared to the SRB data and the
water balance components precipitation from GPCP and evaporation from the ERA-Interim.
The comparison between the radiative energy balance shows that the offset of the planetary
radiative balance in HAM-dir case by 21 W·m−2 has almost no effect upon the radiative balance
of the atmosphere being still at a loss of about 103 W·m−2 but it is transferred directly to the
surface radiative balance. This imbalance in TOA radiative energy balance also did not show
any effect upon the evapotranspiration or latent heat fluxes which are close to 3 (mm/day)
in all experiments. In case, when this 21 W·m−2 imbalance will be balanced completely by
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evapotranspiration, it will correspond to 0.7 (mm/day) but the differences among the runs
and observations are only between 0.1 to 0.2 (mm/day).

The uncertainties are further investigated in the zonal mean plots. For the TREB, the equator
and tropics received more SW energy compared to the mid-latitude and poles. The values of
the difference between the model and observations are within the uncertainty range which
means the data is statistically significant. A large amount of energy is radiated from equator
and tropics in SREB case. The atmospheric aerosol absorbs energy in AREB case.

The basic aim of this work is to advance the understanding about the global tropospheric
AIV and SIV using ANOVA technique. The one-way ANOVA has been used to find a connection
between the AOD and SIV. Unfortunately, there exists no relationship between the AOD and
SIV. All projected SIV is over central Pacific which might indicate to a SST signal. Most of the
AIV in AREB cases has been recorded over the tropics and sub-tropics. This AIV belongs to
the absorbing aerosol of Brazil, Africa, Arabian peninsula and the north of India. The results
show that the direct effect of prescribed and interactive aerosol are clearly detectable (espe-
cially for the aerosol vs HAM-dir) even on a regional scale on the decadal time scale when the
atmospheric radiative fluxes are analyzed. The energy which has been absorbed by aerosol in
AREB case, potentially changed the thermodynamical structure of the atmosphere (i.e. tem-
perature). The projection of AIV for the 2m temperature (temperature-2m) has indicated a
heating near surface. This heating is affected by the SIV and to a less extent by the AIV. The
ECHAM6-HAM is not coupled to the ocean model and it utilized the prescribed SST data, as
stated earlier. This might be the reason that the model simulated such a good SIV signal for
temperature-2m. Both the AIV and SIV are damped down for the temperature-850hPa. How-
ever, the SIV has still predicted a reasonable maxima when compared to AIV. In the tropics,
the change in temperature has modified the divergence flow or velocity potential (VP). In the
faster baroclinic mode (FBM), a reasonable aerosol heating signal for the VP has been detected
mainly over south America. The heating due to AIV for the large scale circulation did not fit
well to the baroclinic model (BM) and it mainly represented the barotropic atmosphere. In
contrast to this, the heating signal in the FBM due to the SIV agrees with the BM and is related
to the convection in tropics. In the slower baroclinic mode (SBM), the signal of the AIV and
SIV for VP is reduced compared to the FBM of AIV and SIV, but heating due SIV has potential
to affect the VP. The divergence flow is coupled to the rotational flow field or stream function
(SF). The BM has been implemented to the SF. In the FBM, a weak maxima of AIV for the SF is
projected over the south America and Africa. The projection of SIV has been observed over the
tropics. The heating due to SIV in FBM instigated the Kelvin wave and planetary wave, these
waves pointed out the different cyclones and anticyclones activity near tropics. For the SBM,
the AIV and SIV did not show a reasonable maxima but again the SIV has shown a reasonable
trend than the AIV.

The AIV and SIV in ANOVA are further analyzed for the real time forecast. In the first case,
the AIV over Africa has been correlated with the global temperature-2m and no reasonable
signal is detected over Africa. This means that no climatic forecast is possible for the AIV.
However, the correlation coefficient for the central Pacific SST and temperature-2m predicted a
good signal in Pacific which means that SIV has potential to do the real time forecast especially
for the Pacific region.

It has been explained in detail that the ECHAM6-HAM is capable to simulate the significant
characteristics of the global aerosol. The analysis of variance of radiative fluxes, temperature
and dynamical variables on times scales of 10 years show that aerosol effects (direct and
indirect) could be important for the longer leads of decadal climate forecasts. In this study,
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it was found that without an ocean model and using the prescribed SST data, the model has
potential to perform a real time climate forecast for the SIV specially over the Pacific.
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