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#### Abstract

Nuclear lattice effective field theory is a novel approach in nuclear physics combining classical effective field theory with lattice methods and newly available computational resources. It is particularly successful for few- and many-body systems, where one calculates ground state and scattering state properties using $a b$ initio techniques. Thanks to the discretization of space and time, one can use Monte Carlo methods to evaluate physical observables and additionally, one may use discretization improvement programs as well for the reduction of lattice spacing artifacts. In contrast to lattice quantum chromodynamics, the lattice spacing does have a physical meaning, namely the cutoff which is inherent to any effective theory. Hence, it is necessary to understand the discretization effects. Such a study has been a missing part of nuclear lattice effective field theory as most calculations have been performed at a fixed lattice spacing of $a=1.97 \mathrm{fm}$. I will have a thorough look at it and examine the problem from different perspectives in the following. Due to computational limitations we restrict ourselves to few-body systems, where we have a lot of data from Nijmegen partial wave analysis for nucleon-nucleon scattering, very precise knowledge on the bound state of triton and helium-4 and also various correlation theorems. The Tjon line is such a correlation theorem between triton and helium- 4 binding energies which states that the two-nucleon interaction results in a correlated prediction of triton and helium binding energies while a three-nucleon interaction that fixes the triton binding energy automatically reproduces the right helium-4 binding energy.

The first project looks at the deuteron binding energy and low-energy scattering observables, namely the $S$ wave scattering length and effective range in dependence on the lattice spacing for various regularization schemes. We employ lattice spacings up to $a=0.5 \mathrm{fm}$ and we show that the neutron-proton system with and without pion exchange becomes stable if the regularization scheme is chosen rightly and the lattice spacing is small enough.

Secondly, I perform an analysis of $2 N, 3 N$ and $4 N$ systems for three different lattice spacings at leading, next-to-leading and next-to-next-to-leading order. I show that the continuum correlation between $3 N$ and $4 N$ systems is reproduced once the lattice spacing is chosen fine enough.

Lastly, I examine the few-body boson system in one dimension. Such a system does have an exact solution and hence, lattice artifacts can be observed in a very transparent way. I show that we can absorb lattice spacing artifacts systematically by adding additional operators due to a consistent power counting scheme. Finally, we can do robust continuum extrapolations. We examine systems up to and including five bosons and the remaining errors scale linearly, as the third and fourth power of the lattice spacing at leading, next-to-leading and next-to-next-to-leading order.
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## CHAPTER

## Introduction and Motivation

### 1.1 The standard model of particle physics and quantum chromodynamics

The standard model of particle physics consists of the fundamental particles and the fundamental forces. The particles are quarks on the one hand and leptons on the other hand. The quarks consist of (u)p, (d)own, (s)trange, (c)harm, (b)ottom and (t)op quarks and they interact via gluons. Besides, the leptons consist of electron, muon and tau as well as electron neutrino, muon neutrino and tau neutrino. Leptons and quarks interact via the photon (electromagnetic force), the $\mathrm{W}^{ \pm}-$, Z-boson (weak force), or the Higgs boson. From a gauge theory perspective, the standard model can be described as a

$$
\begin{equation*}
\mathrm{SU}(3)_{C} \times \mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y} \tag{1.1}
\end{equation*}
$$

gauge theory, where $\mathrm{SU}(3)_{C}$ is the color gauge invariance in the strong sector, and $\mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y}$ is the gauge group of the electroweak sector, which unifies the weak force $\left[\mathrm{SU}(2)_{L}\right]$, and the electromagnetic force $\left[\mathrm{U}(1)_{Y}\right]$ via the Higgs mechanism. In this thesis we do concentrate on quantum chromodynamics (QCD), the theory describing the strong force and being the $\mathrm{SU}(3)_{C}$ part of Eq. (1.1).

The QCD Lagrangian reads

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QCD}}=\sum_{A=1}^{3} \sum_{f=1}^{6} \sum_{\alpha, \alpha^{\prime}=1}^{4} \bar{q}_{\alpha, f, A}\left(\gamma_{\alpha, \alpha^{\prime}}^{\mu} i D_{\mu}-m_{f} \delta_{\alpha, \alpha^{\prime}}\right) q_{\alpha^{\prime}, f, A}+\mathcal{L}_{\mathrm{gluon}} \tag{1.2}
\end{equation*}
$$

where $f$ is the flavor index for the six spin-half quarks, $\alpha$ is the Dirac spinor index, and $A$ is the color index. The above written Lagrangian is globally invariant under $\mathrm{SU}(3)$ color gauge transformations. The theory is made locally invariant under gauge transformations by the introduction of gauge fields $A_{\mu}^{a}$ and the covariant derivative,

$$
\begin{equation*}
\partial_{\mu} \rightarrow D_{\mu}=\partial_{\mu}-i g \frac{\lambda_{a}}{2} A_{\mu}^{a} \tag{1.3}
\end{equation*}
$$

where $\lambda_{a}$ are the $\mathrm{SU}(3)$ Gell-Mann matrices. The kinetic gluon term is

$$
\begin{equation*}
\mathcal{L}_{\text {gluon }}=-\frac{1}{4} G_{\mu \nu}^{a} G_{a}^{\mu \nu} \tag{1.4}
\end{equation*}
$$

with the gluon field strength tensor $G_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+g f^{a b c} A_{\mu}^{b} A_{\nu}^{c}$. $f^{a b c}$ are the $\mathrm{SU}(3)$ structure constants. By comparison with abelian gauge theories like quantum electrodynamics, the non-abelian
structure leads to phenomena like gluon self-interaction, quark confinement and asymptotic freedom. The strong coupling constant is defined by $\alpha_{S}=g^{2} /(4 \pi)$. In contrast to quantum electrodynamics, where the coupling constant runs weakly and is small, $\alpha_{\mathrm{EM}} \approx 1 / 137$, the coupling constant $\alpha_{S}$ runs strongly depending on the momentum scale of the system. Its theoretical and experimental values are shown in Fig. 1.1.


Figure 1.1: Running coupling constant for the strong force $\alpha_{S}$. Figure taken from [1].
Although QCD can be solved perturbatively for $Q>1 \mathrm{GeV}$ due to asymptotic freedom, this is not the case in the low-energy region, where $\alpha_{S} \approx 1$. This strong coupling is responsible for quark confinement and makes it necessary to use non-perturbative methods like lattice QCD or to use an effective field theory approach. Both methods are explained in the subsequent sections.

While lattice QCD and effective theory are highly successful in the two- and partly three- and four-body sector, one has to use different methods for the description of many-body physics. The reason is that an extension of the corresponding Faddeev-Yakubovsky equations become impractical to solve. There are various many-body methods whereas we just name a few in the following. Firstly we have coupled cluster theory or shell/no-core shell models, which use phenomenological Lagrangians as input. Secondly, there are Green's function Monte Carlo methods which combine variational methods with Monte Carlo methods for the evaluation of integrals. This method is rather successful and details will be given below.

In this thesis we will use a third approach, namely the nuclear lattice effective field theory (NLEFT), where the interactions are determined from ab initio $2 N$ and $3 N$ interactions based on chiral effective theory. Moreover, the space is discretized, such that a natural cutoff $\Lambda$ arises by the lattice spacing $a$, $\Lambda=\pi / a$ and exact methods as well as statistical methods known from Lattice QCD are used for the evaluation of binding energies, phase shifts, etc. for two-, few- and many-body problems.

### 1.2 Lattice QCD

Lattice QCD is a non-perturbative method for solving QCD in the low-energy region. Generally, one calculates correlation functions in a discretized space-time using Monte Carlo methods. In the following
we give a very short introduction with a focus on the questions which will arise throughout this thesis. A thorough introduction can be found in [2].

Starting point is the partition function,

$$
\begin{equation*}
Z=\int \mathcal{D} A \mathcal{D} \Psi \mathcal{D} \bar{\Psi} \exp \left\{-S_{F}[\Psi, \bar{\Psi}, A]-S_{G}[A]\right\} \tag{1.5}
\end{equation*}
$$

where $A$ is the gauge field, and $\Psi$ the fermion field. $S_{F}$ and $S_{G}$ are the fermion and gauge actions. Any correlation function of two operators $\hat{O}_{1}, \hat{O}_{2}$ can be calculated by taking its average,

$$
\begin{equation*}
\left\langle\hat{O}_{2}(t) \hat{O}_{1}(0)\right\rangle=\frac{1}{Z} \int \mathcal{D} A_{\mu} \mathcal{D} \Psi \mathcal{D} \bar{\Psi} \hat{O}_{2}[\Psi, \bar{\Psi}, A] \hat{O}_{1}[\Psi, \bar{\Psi}, A] \exp \left\{-S_{F}[\Psi, \bar{\Psi}, A]-S_{G}[A]\right\} \tag{1.6}
\end{equation*}
$$

where the imaginary time $t=i \tau$ has been introduced already for the Euclidean rotation. While the Eqs. (1.5) and (1.6) are only formal expression, the respective discretized version is solvable numerically. Therefore, we put the system in a box of size $N a \times N a \times N a \times N_{T} a_{T}$, where $a$ is the spatial lattice spacing and $a_{T}$ the temporal lattice spacing. $N, N_{T}$ are the number of nodes in spatial and temporal directions. For the discretization, one defines all fields and operators on the lattice points and substitutes continuous derivatives by finite differences. Then one uses Monte Carlo methods to calculate any observables from their respective correlation function. In such an approach, we have three main sources of artifacts. Firstly, one has to do infinite time extrapolations for observables, where one mostly expects an exponential decay and which gives a certain uncertainty. Secondly, the volume $L^{3}$ may cause an error if it is not large enough. Thirdly, the lattice spacing $a$ itself produces a lattice artifact which makes an extrapolation to the continuum necessary or to improve the disctretization scheme. In a very simple lattice QCD calculation the lattice spacing error is linear, but one can use a different discretization scheme or include more operators in order to push this error to higher order. Symanzik's improvement program gives a clear strategy to do this [3, 4]. Note that additionally, the quark mass plays an important role for the efficiency of the algorithm, as one may be forced to do calculations at larger quark/ pion mass $M_{\pi}$ and to finally extrapolate to the physical point. Nowadays, lattice calculations use parameters in the range of $a \sim 0.05-0.15 \mathrm{fm}, L \sim 2-4 \mathrm{fm}$ and $M_{\pi} \sim 134-450 \mathrm{MeV}$. Lattice QCD is mainly successful in the description of two-meson or two-baryon physics and in the near future, it may work in the three-body sector as well [5-8].

### 1.3 Effective Theory

Effective theory played a role in particle physics already long before the discovery of quarks and the full formulation of the standard model. For example, Fermi's theory of the beta decay [9], $n \rightarrow p e^{-} \bar{v}_{e}$, where a neutron decays into a proton, an electron and a neutrino can be understood as an effective theory of the standard model. In a modern language, the process is mediated by a $W$-boson with a mass of $m_{W}=80 \mathrm{GeV}$ as shown in Fig. 1.2. As long as we remain in the low-energy regime in which $q^{2} \ll m_{W}^{2}$, the propagator can be replaced by a contact interaction that is equivalent to Fermi's contact interaction.

In the low-energy limit of quantum chromodynamics a similar approach can be employed. Due to the strong coupling resulting in quark confinement, the quarks always form colorless objects, namely hadrons and it is impossible to observe single quarks or gluons. This means that quarks and gluons are not a suitable set of degrees of freedom, so we could formulate our theory with a new set of degrees of freedom. Naturally, hadrons are such a suitable set of degrees of freedom as they are observable at the low-energy scale.

For the construction of the new Lagrangian, only the symmetries of QCD must be preserved, which


Figure 1.2: Fermi's beta decay. Left: Exact picture. Right: Effective picture for $q^{2} \ll m_{W}^{2}$.
leads to the emergence of infinitely many terms and a non-renormalizable theory in general. Once all terms are included, one reproduces the underlying theory exactly, as stated by Weinberg [10],
"if one writes down the most general possible Lagrangian, including all terms consistent with assumed symmetry principles, and then calculates matrix elements with this Lagrangian to any given order of perturbation theory, the result will simply be the most general possible S-matrix consistent with analyticity, perturbative unitarity, cluster decomposition and the assumed symmetry principles. "

Fortunately, not all terms are equally important and a power counting scheme is introduced to classify the importance of the terms. Consequently, one has to deal only with a finite number of terms at each order and the theory is exact up to higher-order terms which are truncated. Such a power counting expands in $O(Q / \Lambda)$, where $Q$ is a small expansion parameter with respect to the breakdown scale of the theory, $\Lambda$. Once a counting scheme is set up, it can be used to classify quantum corrections in the form of Feynman loops as well and now it is possible to solve the theory completely up to an accuracy of $O(Q / \Lambda)$ in an energy region below $\Lambda$. To be specific, we start from the Lagrangian written in Eq. (1.2). On the one hand, the masses of the $u-$, d-, and s-quark are given by $2.2 \mathrm{MeV}, 4.7 \mathrm{MeV}$ and 96 MeV , and they are called light quarks. On the other hand, the masses of the c-, b- and t-quark are given by 1.28 GeV , 4.18 GeV and 173.1 GeV , and they are called heavy quarks. As we stay in the low-energy limit, we can neglect the heavy quarks and integrate them out of the theory. Then Eq. (1.2) reduces to the light quark sector with $f=1,2,3$. By assuming the light quark masses to vanish in the so-called chiral limit, a new $\mathrm{SU}(3)_{L} \times \mathrm{SU}(3)_{R}$ symmetry emerges in the flavor sector, whose ground state symmetry is spontaneously broken to $\mathrm{SU}(3)_{V}$. Over and above neglecting the heavy quark sector, one could integrate out the s-quark as well, and we have a $\mathrm{SU}(2)_{L} \times \mathrm{SU}(2)_{R} / \mathrm{SU}(2)_{V}$ symmetry where pions are the respective Goldstone bosons of the theory. With these symmetry groups in mind, one builds up the whole Lagrangian. In the meson sector, this work started in the 1980s mainly by Gasser and Leutwyler in the framework of chiral perturbation theory (ChPT) [11, 12]. The first extension to the two-nucleon sector was done by $[13,14]$. In the following two decades this framework has been extended to the baryon-meson sector in the non-relativistic approach of heavy-baryon ChPT (HBChPT) [15, 16] and the relativistic approach of extended on-mass shell (EOMS) renormalization scheme [17, 18]. An extended review on chiral perturbation theory in the meson- and one-nucleon sector is given by [19, 20]. While the meson sector must be formulated relativistically due to the lightness of its constituents, the meson-baryon sector can be formulated in both ways, and the nucleon-nucleon sector is formulated non-relativistically.

In the formulation of the nucleon-nucleon action an important question concerning the scales appears. Generally, the scale is set by the breakdown scale of ChPT, $\Lambda_{\mathrm{ChPT}} \sim 4 \pi F_{0} \sim 1.2 \mathrm{GeV}$ with the pion decay constant $F_{0}=92.1 \mathrm{MeV}$. However, in most of the reactions vector meson resonances play a role although they are not included explicitly. This results in a decrease of validity below the $\rho$ resonance, $M_{\rho} \sim 770 \mathrm{MeV}$. In the nucleon sector we do not use dimensional regularization or power-divergence subtraction schemes for the absorption of possible ultraviolet divergences, but we use a momentum cutoff
for the regularization of nucleon-nucleon potentials. As the cutoff should reflect the validity range of the theory, one should use a more conservative approach and the breakdown scale is mainly chosen as $\Lambda \sim 500 \mathrm{MeV}$ [21, 22].

While the upper scale is set by $\Lambda \sim 500 \mathrm{MeV}$ we could also look at the opposite limit. In the former picture of meson-mediated interaction the nucleon-nucleon interaction is mediated by pion exchange similar to the already mentioned Fermi's beta decay with the $W$ boson as exchange particle. If we remain below the pion scale of $M_{\pi} \sim 140 \mathrm{MeV}$ in momentum or do only consider objects larger than $1 / M_{\pi} \sim 1.5 \mathrm{fm}$, the effective theory can be reduced to the pionless theory simplifying the problem dramatically. Within such an approach it is possible to calculate very-low energy observables like the deuteron binding energy of -2.224 MeV or the ${ }^{1} S_{0}$ scattering length of the nucleon-nucleon scattering, -23.8 fm. A review on pionless EFT can be found in [23]. It has been used to calculate bound states, scattering properties, etc. in the two-body sector using the well-known T-matrix formalism or FaddeevYakubovsky and Skorniakov Ter-Martirosian equations in the three- and four-body systems. It is also possible to confirm the Tjon line [24], which is a predicted correlation between ${ }^{3} \mathrm{H}$ and ${ }^{4} \mathrm{He}$.

### 1.4 From nucleons to nuclei

Due to the rise of computational power and the development of efficient algorithms, we are now able to perform ab initio calculations not only for two- or three-body systems in nuclear physics, but also for many-body systems like medium-mass nuclei. Alpha-conjugate nuclei are of particular interest. They are formed of alpha-particles, which consist of two neutrons and two protons. Due to the Pauli principle alpha particles form a very compact object, a cluster, and alpha-like nuclei like ${ }^{4} \mathrm{He},{ }^{8} \mathrm{Be},{ }^{12} \mathrm{C},{ }^{16} \mathrm{O},{ }^{20} \mathrm{Ne}$, etc. are a very good starting point for many-body calculations. We can even make a link to nuclear astrophysics, where one wants to understand the reactions in stars. For example, alpha-alpha scattering plays an important role in nucleosynthesis or in supernovae. Other examples are the Hoyle state or the production of oxygen via a carbon-helium reaction. Then the Hoyle state [25, 26] is an excited state of ${ }^{12} \mathrm{C}$, which must have a very precise energy gap to the ground state, such that the triple alpha process really creates enough carbon. The excited carbon state ${ }^{12} \mathrm{C}^{*}$ is created by a ${ }^{8} \mathrm{Be}$ and ${ }^{4} \mathrm{He}$ reaction, whereas the ${ }^{8} \mathrm{Be}$ itself is a product of alpha-alpha scattering. The Hoyle state partially decays electromagnetically into its ground state,

$$
\begin{equation*}
{ }^{12} \mathrm{C}^{*} \rightarrow{ }^{12} \mathrm{C}+\gamma \tag{1.7}
\end{equation*}
$$

The corresponding electromagnetic decay rate is very sensitive to the excited energy gap and it was Hoyle who predicted it to be around 7.65 MeV . In Ref. [27] the Hoyle state was detected at $7.653 \pm 0.008 \mathrm{MeV}$. This anthrophic constraint makes this state an ideal candidate for testing nuclear theory and even the fine tuning of physical constants like the quark masses. Any ab initio many-body method should reproduce such fundamental processes. An overview on clustering effects in nuclei is given by [28].

### 1.5 Quantum Monte Carlo methods - status and open challenges

Generally, there are two approaches in Quantum Monte Carlo calculations, a continuum and a lattice approach, which are used for the estimation of physical properties of nuclei.

In continuum Monte Carlo theory, the first approach is a variational method called variational Monte Carlo (VMC) for the calculation of ground states, $E_{0}$. The basic idea is to minimize the energy $E_{V}$ of the
trial wave function $\left|\Psi_{T}\right\rangle$,

$$
\begin{equation*}
E_{V}=\frac{\left\langle\Psi_{T}\right| H\left|\Psi_{T}\right\rangle}{\left\langle\Psi_{T} \mid \Psi_{T}\right\rangle} \geq E_{0} . \tag{1.8}
\end{equation*}
$$

$H$ is the Hamiltonian of the systems. It is crucial to find a trial wave function as close as possible to the exact ground state wave function. Therefore, it is suitable to make a separation ansatz,

$$
\begin{equation*}
\left|\Psi_{T}\right\rangle=\mathcal{F}|\Phi\rangle \tag{1.9}
\end{equation*}
$$

where $\mathcal{F}$ reflects the short-range physics while $|\Phi\rangle$ is optimized for the long-range part. The shortrange part consists of pair functions fulfilling a modified Schrödinger-equation that includes the exact Schrödinger equation as well as variational modifications. The long-range part just reflects the antisymmetry of the wave function. One of the severe problems is the exponential scaling of required computer time with the number of particles making it hard to use in the many-body sector. Nowadays, VMC is used to create good trial wave functions $\left|\Psi_{T}\right\rangle$ for a time-evolution which leads to the ground state at infinite time. This method is called Green's function Monte Carlo, where the ground state wave function is defined as

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=\lim _{\tau \rightarrow \infty} \exp \left[-\left(H-E_{0}\right) \tau\right]\left|\Psi_{T}\right\rangle \tag{1.10}
\end{equation*}
$$

$E_{0}$ is introduced for normalization reasons of the wave function and it can be identified with the ground state energy. It is not possible to calculate the equation for infinite times, and one therefore evaluates the equation for several time steps. After $N$ time steps the wave function reads

$$
\begin{equation*}
\left|\Psi_{0}(R)_{N}\right\rangle=\prod_{1 \ldots N}\left\langle\vec{R}_{N}\right| \exp \left[-\left(H-E_{0}\right) \tau\right]\left|\vec{R}_{N-1}\right\rangle \ldots\left\langle\vec{R}_{1}\right| \exp \left[-\left(H-E_{0}\right) \tau\right]\left|\vec{R}_{0}\right\rangle\left|\Psi_{T}\right\rangle \tag{1.11}
\end{equation*}
$$

$\vec{R}_{i}$ are the possible paths and they can be calculated using Monte Carlo methods. Nevertheless, the scaling is again very bad, and it is difficult to scale this up to many-particle calculations. This scheme can be modified by the introduction of auxiliary fields which change the two-particle interaction to a one-particle interaction via Hubbard-Stratonovitch transformation. Green's function Monte Carlo was used to calculate light and medium-mass nuclei mainly up to oxygen-16 [29,30] and for the calculation of the Hoyle state, where the theoretical prediction is $10.4(5) \mathrm{MeV}$, which is far off from the experimental value of 7.65 MeV [31].

Another approach is NLEFT, which discretizes space (and time) and uses the chiral Lagrangian as the underlying theory making ab initio calculations possible. Generally, one confines the physical system in a discrete box of size $L^{3}$ with spatial lattice length $L=N_{L} a$ with $N_{L}$ nodes and lattice spacing $a$. Finally, one solves the Schrödinger equation

$$
\begin{equation*}
H|\Psi\rangle=E|\Psi\rangle \tag{1.12}
\end{equation*}
$$

using the Lanczos algorithm for sparse matrices. This approach scales at least with $L^{3\left(N_{p}-1\right)}$, where $N_{p}$ is the number of particles and even stronger if the particles have inner spin-isospin structure. Hence it is limited to very few particles. For more particles, the time direction is discretized as well and Monte Carlo methods are used again to calculate the corresponding generating functional,

$$
\begin{equation*}
Z_{A}(t)=\left\langle\Psi_{A}\right| \exp (-H t)\left|\Psi_{A}\right\rangle \tag{1.13}
\end{equation*}
$$

where $\left|\Psi_{A}\right\rangle$ is a prepared initial state. While any arbitrary initial state with non-zero overlap with the ground state would be applicable, it might be advisable to use states reflecting the expected symmetry of the ground state for improved convergence. A famous example is the Wigner $\mathrm{SU}(4)$ symmetry which is
almost fulfilled in nucleons. Then the energy at a given time step $t$ is defined as

$$
\begin{equation*}
E_{A}(t)=-\frac{\partial \log Z_{A}(t)}{\partial t} \tag{1.14}
\end{equation*}
$$

and the ground state energy is calculated by an infinite time extrapolation

$$
\begin{equation*}
E_{0}=\lim _{t \rightarrow \infty} E_{A}(t) \tag{1.15}
\end{equation*}
$$

Details on NLEFT and its practical implementation will be given in Chap. 3.
This method was first used at leading order (LO) in the two-body sector [32] and rapidly extended to next-to-leading order (NLO) and next-to-next-to-leading order (N2LO) and the three-body sector as well as many-particle calculations. For details see [33] and references therein. The Hoyle state was calculated $a b$ initio with a very high accuracy. In addition, it was shown that the quark masses can vary by only 2 before the carbon production collapses and life as we know it becomes impossible [34, 35]. Another process was the first $a b$ initio calculation of alpha-alpha scattering using the adiabatic projection method [36].

In spite of the quite impressive results in NLEFT, one has to look for possible issues of the theory with great detail to estimate the systematic errors and - if possible - find a way to reduce them. One of the main systematic errors is caused by the lattice discretization. Although such a discretization also exists in lattice QCD, the situation in NLEFT is different as the lattice spacing is linked to a cutoff, which should not exceed the physical breakdown scale of the theory. The standard lattice spacing for most of the calculations so far is $a=1.97 \mathrm{fm}$, which is approximately $\Lambda \approx 314 \mathrm{MeV}$. The proton radius is $\approx 0.85 \mathrm{fm}$ [37] equivalent to $\approx 730 \mathrm{MeV}$ and the general cutoff of the theory is $\Lambda \approx 500 \mathrm{MeV}$ equivalent to 1.24 fm . This means that one should investigate physical observables, regularization schemes, etc. at least in the range from 1 fm to 2 fm for systematic errors and see whether or not they depend on the cutoff/ lattice spacing in this area. From a lattice QCD and/ or continuum EFT point of view it would be interesting as well to see whether one could decouple the lattice spacing from the cutoff, i.e. a fixed cutoff regulator for the effective potentials can be used thereby the lattice spacing can be sent to zero, such that its limit depends only on computational limits but not on physical ones [38].

Additionally, in the case of effective many-body calculations it was always necessary to introduce a four-body force to absorb lattice spacing errors. It has been argued that this artifact vanishes once the lattice spacing is small enough but it was never really tested. As a result, the Tjon line cannot be reproduced in the framework of NLEFT for coarse lattices while it is reproduced in continuum effective field theory.

As the nuclear effective theory includes a lot of additional operators in the sense of an effective theory, one could also include additional operators in the sense of Symanzik's improvement program [3, 4]. From a lattice theory point of view it is quite interesting to see whether we can set up a clear counting scheme that absorbs lattice spacing artifacts order-by-order and what is the applicability range of such a scheme.

This thesis is organized as the following.
Chap. 2 reviews effective field theory for few- and many-nucleon systems and the theory of scattering.
The aforementioned theory is transferred on the lattice in Chap. 3. We will explain the discretization procedure and give an introduction into solution methods - exact methods as well as Monte Carlo methods.

In Chap. 4 we have a look at the leading-order $N N$ system with focus on the deuteron bound state and the $S$ wave effective range expansion. The evolution of low-energy coupling constants as well as leading-order observables with respect to the lattice spacing are shown and arguments for a special
regularization of the one-pion exchange potential are given.
In Chap. 5 we make the transition from a $N N$ system to the light nuclei triton and helium- 4 where we focus on the correlation between both binding energies and show that we can reproduce the Tjon line once the spacing is chosen small enough.

Chap. 6 is dedicated to general properties of lattice effective field theory. Few-body bosonic systems in one dimension are investigated in the framework of Symanzik's improvement program, which systematically cancels lattice artifacts order-by-order making it possible to do better continuum extrapolations and produce results closer to the continuum already at large lattice spacings.

Finally, the thesis is summarized in Chap. 7 by giving an outlook on further questions and challenges in NLEFT.

## Theory

### 2.1 The effective theory of few-nucleon systems

In this section we construct the most general Lagrangian of the same symmetry properties as the underlying theory, QCD, focusing on the nucleon-nucleon interaction. We summarize the Lagrangian for nucleons and pions up to N2LO in the power counting framework. Afterward we will use this Lagrangian to construct all nucleon-nucleon interactions up to N2LO [39]. In the following we restrict ourselves to the $\mathrm{SU}(2)$ case, where only u - and d-quarks exist while all other quarks are integrated out. Then the symmetry of QCD in the chiral limit is

$$
\begin{equation*}
\mathrm{SU}(2)_{\mathrm{L}} \times \mathrm{SU}(2)_{\mathrm{R}} \times \mathrm{U}(1)_{\mathrm{V}}, \tag{2.1}
\end{equation*}
$$

where the subscript denotes left-handed and right-handed transformations in the $\mathrm{SU}(2)$ sector while only vector transformations are allowed in the $\mathrm{U}(1)$ sector. The Lagrangian should be invariant under such a symmetry even though the ground state of the theory should be invariant only under $\mathrm{SU}(2)_{\mathrm{V}} \times \mathrm{U}(1)_{\mathrm{V}}$ due to spontaneous symmetry breaking. Note that any continuous symmetry transformation leaving the Lagrangian invariant is linked to a conserved current. While a classical analysis results in a conserved current also for axial transformations in the $\mathrm{U}(1)$ sector, quantum corrections cancel the conservation and give rise to anomalies [40-42].

Before turning to the nucleon-nucleon interaction, we review the general ideas of ChPT in the meson sector. A possible realization is the so-called non-linear realization, where the pion fields $\vec{\pi}$ are organized in an exponential expression,

$$
\begin{equation*}
U=\exp \left(\frac{i \vec{\pi} \cdot \vec{\tau}}{F_{0}}\right) . \tag{2.2}
\end{equation*}
$$

Here, $\vec{\tau}$ are the isospin Pauli matrices and $U$ has the transformation behaviour under chiral symmetry,

$$
\begin{equation*}
U \rightarrow R U L^{\dagger}, \tag{2.3}
\end{equation*}
$$

where $R$ and $L$ are $\operatorname{SU}(2)$ matrices. The chiral symmetry breaking quark masses are implemented as well, and we treat their respective chiral symmetry transformation as if it is a spurion field building block,

$$
M=\left(\begin{array}{cc}
m_{u} & 0  \tag{2.4}\\
0 & m_{d}
\end{array}\right), \quad M \rightarrow R M L^{\dagger} .
$$

The leading-order Lagrangian in the pion sector reads

$$
\begin{equation*}
L_{\pi}^{(0)}=\frac{F_{0}^{2}}{4} \operatorname{Tr}\left(D_{\mu} U D^{\mu} U^{\dagger}\right)+\frac{F_{0}^{2} B_{0}}{2} \operatorname{Tr}\left(M U^{\dagger}+M^{\dagger} U\right), \tag{2.5}
\end{equation*}
$$

whereas $B_{0}$ is proportional to the quark condensate $\langle\bar{q} q\rangle$. The covariant derivative is constructed such that the Lagrangian is locally invariant. However, neglecting external currents, it is given by $D_{\mu}=\partial_{\mu}$ in the meson sector. By expanding Eq. (2.5) and assuming the isospin limit $m_{u}=m_{d}=\hat{m}$, we can identify the pion mass term,

$$
\begin{equation*}
M_{\pi}^{2}=2 B_{0} \hat{m} \tag{2.6}
\end{equation*}
$$

In the pion-nucleon sector, the relativistic Lagrangian at LO reads

$$
\begin{equation*}
L^{(0)}=\Psi^{\dagger}\left(i \not D-m_{0}+\frac{g_{A}}{2} \gamma^{\mu} \gamma_{5} u_{\mu}\right) \Psi \tag{2.7}
\end{equation*}
$$

with $m_{0}$ the nucleon mass in the chiral limit, $g_{A}$ the pion-nucleon coupling constant also in the chiral limit and the covariant derivatives without external currents,

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}+\frac{1}{2}\left(u^{\dagger} \partial_{\mu} u+u \partial_{\mu} u^{\dagger}\right) \tag{2.8}
\end{equation*}
$$

with $u^{2}=U$ and $u_{\mu}$ the so-called chiral vielbein $u_{\mu}=i\left(u^{\dagger} \partial_{\mu} u-u \partial_{\mu} u^{\dagger}\right)$. The nucleons are summarized in $\Psi=(p, n)^{T}$. Beside the leading-order Lagrangian, one needs the next-to-leading-order one as well, and in its relativistic formulation it reads [43],

$$
\begin{equation*}
L^{(1)}=c_{1} \operatorname{Tr}\left(\chi_{+}\right) \Psi^{\dagger} \Psi+\frac{c_{3}}{2} \operatorname{Tr}\left(u^{\mu} u_{\mu}\right)\left(\Psi^{\dagger} \Psi\right)-\frac{c_{4}}{4} \Psi^{\dagger} \gamma^{\mu} \gamma^{\nu}\left[u_{\mu}, u_{\nu}\right] \Psi+\ldots \tag{2.9}
\end{equation*}
$$

$\chi_{+}$contains the quark masses and it reads $\chi_{+}^{\dagger}=u^{\dagger} \chi u^{\dagger}+u \chi^{\dagger} u$ with $\chi=2 B_{0} M$. The low-energy coupling constants $c_{1}, c_{3}$ and $c_{4}$ can be determined from pion-nucleon scattering observables like phase shifts or cross sections [44, 45]. Nowadays, the best method to pin down the LECs is the dispersive approach using Roy-Steiner equations [46]. Note that there are seven independent terms, but we only show the terms necessary in our analyses.

Including quantum corrections in the form of Feynman loop diagrams in baryon ChPT would lead to an inconsistent power counting scheme. This can be solved by the HBChPT approach or the EOMS renormalization scheme. As the nucleon-nucleon interaction is highly non-relativistic, one can use the former one. This is done by splitting the nucleon spinor into a heavy component and a light component. Finally, one can use only the light component in the Lagrangian. Details on this method and its application to pion-nucleon Lagrangians can be found in [15, 47].

Starting point for the nucleon-nucleon interaction is Weinberg's Lagrangian in its chiral expansion for nucleon fields $\Psi$ and pion fields $\vec{\pi}$ at LO, NLO and N2LO. Subsequently, we give the Lagrangian in its non-relativistic form, as we concentrate on the nucleon-nucleon interaction,

$$
\begin{align*}
\mathcal{L}^{(0)}= & \frac{1}{2} \partial_{\mu} \vec{\pi} \partial^{\mu} \vec{\pi}-\frac{1}{2} M_{\pi}^{2} \vec{\pi}^{2}+\Psi^{\dagger}\left\{i \partial_{0}+\vec{\sigma}\left[\frac{g_{A}}{\sqrt{2} F_{\pi}}(\vec{\sigma} \cdot \vec{\nabla})(\vec{\tau} \cdot \vec{\pi})\right]-\frac{1}{F_{\pi}^{2}} \vec{\tau} \cdot(\vec{\pi} \times \dot{\vec{\pi}})\right\} \Psi \\
& -\frac{1}{2} C_{S}\left(\Psi^{\dagger} \Psi\right)\left(\Psi^{\dagger} \Psi\right)-\frac{1}{2} C_{T}\left(\Psi^{\dagger} \vec{\sigma} \Psi\right) \cdot\left(\Psi^{\dagger} \vec{\sigma} \Psi\right)-\frac{1}{2} C_{U}\left(\Psi^{\dagger} \vec{\tau} \Psi\right) \cdot\left(\Psi^{\dagger} \vec{\tau} \Psi\right)  \tag{2.10}\\
& -\frac{1}{2} C_{V}\left(\Psi^{\dagger} \vec{\sigma} \vec{\tau} \Psi\right) \cdots\left(\Psi^{\dagger} \vec{\sigma} \vec{\tau} \Psi\right)+\ldots,
\end{align*}
$$

$$
\begin{align*}
\mathcal{L}^{(1)}= & \Psi^{\dagger}\left[4 c_{1} M_{\pi}^{2}-\frac{2 c_{1}}{F_{\pi}^{2}} M_{\pi}^{2} \vec{\pi}^{2}+\frac{c_{2}}{F_{\pi}^{2}} \dot{\vec{\pi}} 2+\frac{c_{3}}{F_{\pi}^{2}} \partial_{\mu} \vec{\pi} \cdot \partial^{\mu} \vec{\pi}-\frac{c_{4}}{2 F_{\pi}^{2}} \epsilon_{i j k} \epsilon_{a b c} \sigma_{i} \tau_{a}\left(\nabla_{j} \pi_{b}\right)\left(\nabla_{k} \pi_{c}\right)\right] \Psi \\
& -\frac{D}{4 F_{\pi}}\left(\Psi^{\dagger} \Psi\right)\left(\Psi^{\dagger} \vec{\sigma} \vec{\tau} \Psi\right) \cdot \vec{\nabla} \vec{\pi}-\frac{E}{2}\left(\Psi \Psi^{\dagger}\right)\left(\Psi \vec{\tau} \Psi^{\dagger}\right) \cdot\left(\Psi \vec{\tau} \Psi^{\dagger}\right)+\ldots,  \tag{2.11}\\
\mathcal{L}^{(2)}= & \Psi^{\dagger}\left(\frac{\vec{\nabla}^{2}}{2 m} \Psi\right)+\ldots . \tag{2.12}
\end{align*}
$$

$\vec{\sigma}$ are the Pauli matrices in the spin space, $g_{A}$ is the pion-nucleon coupling constant and $m, M_{\pi}$ are the nucleon and pion masses in the isospin limit. The superscript denotes the counting in the Weinberg power counting scheme.

For the counting of any interaction we have to incorporate the vertices, propagators and loops in the right way. Weinberg's power counting formula reads

$$
\begin{equation*}
v=-4+2 N+2 L+\sum_{i} V_{i} \Delta_{i}, \quad \Delta_{i}=d_{i}+\frac{1}{2} n_{i}-2 \tag{2.13}
\end{equation*}
$$

$v$ represents the power of $(Q / \Lambda)$ whereas $N$ is the number of nucleons and $L$ is the number of pion loops. Additionally, the number of vertices of type $i$ are given by $V_{i} . \Delta_{i}$ can be calculated from the number of nucleon operators $n_{i}$ and the number of pion masses/ derivatives, $d_{i}$. $\Delta_{i}$ is always equal or larger than zero and there is only a finite number of diagrams at each order $v$. This enables Weinberg's statement on effective theories, which can be solved order-by-order with a finite number of potential terms. LO calculations take into account all diagrams with $v=0$, while NLO and N2LO calculations use all diagrams up to $v=2$ and $v=4$. Note that we have only included NLO corrections to pion-nucleon interaction in Eq. (2.11). Short-range corrections were included later by various groups, e.g. [48-51]. The free part of the nucleon Lagrangian is of order 2, which is just an artifact of the non-relativistic approach and it will be included at leading order [14]. Then the free leading-order nucleon Lagrangian reads

$$
\begin{equation*}
\mathcal{L}_{N}^{\mathrm{free}}=\Psi^{\dagger}\left(i \partial_{0}+\frac{\vec{\nabla}^{2}}{2 m}\right) \Psi \tag{2.14}
\end{equation*}
$$

From Eq. (2.10) we derive the pion propagator,

$$
\begin{equation*}
S_{\pi}=\frac{1}{\vec{q}^{2}+M_{\pi}^{2}+i \epsilon}, \tag{2.15}
\end{equation*}
$$

and Eq. (2.14) gives the non-relativistic nucleon propagator,

$$
\begin{equation*}
S_{N}=\frac{1}{E_{0}-\frac{\vec{q}^{2}}{2 m}+i \epsilon} . \tag{2.16}
\end{equation*}
$$

With this in mind we can construct all respective potential terms up to N2LO as shown in Fig. 2.1. In Fig. 2.1 all possible terms are shown but not all terms contribute necessarily to the potential at given order. For example, the next-to-leading-order contributions to the three-body force vanish as they do not produce any new topology or cancel each other. Details can be found in [52]. Using unitary transformations [51], the leading order potential reads

$$
\begin{equation*}
V^{(0)}=-\frac{g_{A}^{2}}{4 F_{\pi}^{2}} \frac{\vec{\sigma}_{1} \cdot \vec{q} \vec{\sigma}_{2} \cdot \vec{q}_{\vec{q}}}{\vec{q}^{2}+M_{\pi}^{2}} \cdot \vec{\tau}_{2}+C_{S}+C_{T} \vec{\sigma}_{1} \cdot \vec{\sigma}_{2}+C_{U} \vec{\tau}_{1} \cdot \vec{\tau}_{2}+C_{V} \vec{\sigma}_{1} \cdot \vec{\sigma}_{2} \vec{\tau}_{1} \cdot \vec{\tau}_{2} . \tag{2.17}
\end{equation*}
$$

Leading order


Next-to-leading order


Next-to-leading order


Figure 2.1: Chiral expansion of two-and three-body forces up to N2LO. Solid dots, filled circles and squares denote vertices with $\Delta_{i}=0,1$ and 2 according to Eq. (2.13). Figure taken from [52].

Here, $\vec{q}$ is the momentum transfer $\vec{q}=\vec{p}-\vec{p}^{\prime}$ with the relative incoming and outgoing momenta, $\vec{p}^{(\prime)}=\left(\vec{p}_{1}^{(\prime)}-\vec{p}_{2}^{(\prime)}\right) / 2$. The index 1,2 stands for the respective particle. Due to the antisymmetry condition of fermions, one can reduce the number of terms in Eq. (2.17) to two. Popular choices are the terms proportional to $C_{S}$ and $C_{T}$, or $C_{S}$ and $C_{U}$. At NLO, we have a loop contribution from the two-pion exchange potential (TPEP),

$$
\begin{align*}
V_{\mathrm{TPEP}}^{(1)}= & -\frac{\vec{\tau}_{1} \cdot \vec{\tau}_{2}}{384 \pi^{2} F_{\pi}^{4}} L(q)\left[M_{\pi}^{2}\left(5 g_{A}^{4}-4 g_{A}^{2}-1\right)+\vec{q}^{2}\left(24 g_{A}^{4}-10 g_{A}^{2}-1\right)+\frac{48 g_{A}^{4} M_{\pi}^{4}}{4 M_{\pi}^{2}+\vec{q}^{2}}\right]  \tag{2.18}\\
& -\frac{3 g_{A}^{4}}{64 \pi^{2} F_{\pi}^{4}} L(q)\left(\vec{\sigma}_{1} \cdot \vec{q} \vec{\sigma}_{2} \cdot \vec{q}-\vec{\sigma}_{1} \cdot \vec{\sigma}_{2} \vec{q}^{2}\right),
\end{align*}
$$

where $q=|\vec{q}|$ and $L(q)$ is a loop function which normally depends on a momentum cutoff $\tilde{\Lambda}$. Alternatively, if combined with dimensional regularization, one can use the following infinite cutoff expression,

$$
\begin{align*}
L(q) & =\lim _{\tilde{\Lambda} \rightarrow \infty} \theta\left(\tilde{\Lambda}-2 M_{\pi}\right) \frac{\omega}{2 q} \log \frac{\tilde{\Lambda}^{2} \omega^{2}+q^{2} s^{2}+2 \tilde{\Lambda} \omega s}{4 M_{\pi}^{2}\left(\tilde{\Lambda}+q^{2}\right)} \\
& =\frac{\sqrt{4 M_{\pi}^{2}+q^{2}}}{2 q} \log \frac{\sqrt{4 M_{\pi}^{2}+q^{2}}+q}{\sqrt{4 M_{\pi}^{2}+q^{2}}-q}=\frac{\sqrt{4 M_{\pi}^{2}+q^{2}}}{q} \log \frac{\sqrt{4 M_{\pi}^{2}+q^{2}}+q}{2 M_{\pi}}, \tag{2.19}
\end{align*}
$$

with $\omega=\sqrt{4 M_{\pi}^{2}+q^{2}}$ and $s=\sqrt{\tilde{\Lambda}-4 M_{\pi}^{2}}$.
Beside the TPEP, short-range interactions appear and there are 14 terms which fulfill the symmetry
conditions,

$$
\begin{align*}
V_{\text {contact }}^{(1)}= & C_{1} \vec{q}^{2}+C_{2} \vec{k}^{2}+\left(C_{3} \vec{q}^{2}+C_{4} \vec{k}^{2}\right) \vec{\sigma}_{1} \cdot \vec{\sigma}_{2}+\left(C_{5} \vec{q}^{2}+C_{6} \vec{k}^{2}\right) \vec{\tau}_{1} \cdot \vec{\tau}_{2} \\
& +\left(C_{7} \vec{q}^{2}+C_{8} \vec{k}^{2}\right) \vec{\sigma}_{1} \cdot \vec{\sigma}_{2} \vec{\tau}_{1} \cdot \vec{\tau}_{2}+i C_{9} \frac{1}{2}\left(\vec{\sigma}_{1}+\vec{\sigma}_{2}\right) \cdot \vec{q} \times \vec{k}  \tag{2.20}\\
& +i C_{10} \frac{1}{2}\left(\vec{\sigma}_{1}+\vec{\sigma}_{2}\right) \cdot \vec{q} \times \vec{k} \vec{\tau}_{1} \cdot \vec{\tau}_{2}+C_{11} \vec{q} \cdot \vec{\sigma} 1 \vec{q} \cdot \vec{\sigma}_{2}+C_{12} \vec{q} \cdot \vec{\sigma}_{1} \vec{q} \cdot \vec{\sigma}_{2} \vec{\tau}_{1} \cdot \vec{\tau}_{2} \\
& +C_{13} \vec{k} \cdot \vec{\sigma}_{1} \vec{k} \cdot \vec{\sigma}_{2}+C_{14} \vec{k} \cdot \vec{\sigma}_{1} \vec{k} \cdot \vec{\sigma}_{2} \vec{\tau}_{1} \cdot \vec{\tau}_{2}
\end{align*}
$$

Eq. (2.20) consists of 14 terms with correspondingly 14 LECs and depend not only on the transfer momentum $\vec{q}$ but also on the average momentum $\vec{k}=\left(\vec{p}^{\prime}+\vec{p}\right) / 2$. However, one can use again antisymmetrization arguments to reduce the number of terms. Finally there are only seven independent terms. For example, [53] uses terms corresponding to $C_{1}, C_{2}, C_{3}, C_{4}, C_{9}, C_{11}$ and $C_{13}$.

At N2LO we do not have any new two-body contact operators, but there is still a subleading part of the TPEP,

$$
\begin{align*}
V_{\mathrm{TPEP}}^{(2)}= & -\frac{3 g_{A}^{2}}{16 \pi F_{\pi}^{4}}\left(2 M_{\pi}^{2}+\vec{q}^{2}\right) A(q)\left[2 M_{\pi}^{2}\left(2 c_{1}-c_{3}\right)-c_{3} \vec{q}^{2}\right]  \tag{2.21}\\
& -\frac{g_{A} c_{4} \vec{\tau}_{1} \cdot \vec{\tau}_{2}}{32 \pi F_{\pi}^{4}}\left(4 M_{\pi}^{2}+\vec{q}\right) A(q)\left(\vec{\sigma}_{1} \cdot \vec{q} \vec{\sigma}_{2} \cdot \vec{q}-\vec{q}^{2} \vec{\sigma}_{1} \cdot \vec{\sigma}_{2}\right)
\end{align*}
$$

where $A(q)$ is defined as

$$
\begin{equation*}
A(q)=\lim _{\tilde{\Lambda} \rightarrow \infty} \theta\left(\tilde{\Lambda}-2 M_{\pi}\right) \frac{1}{2 q} \arctan \frac{q\left(\tilde{\Lambda}-2 M_{\pi}\right)}{q^{2}+2 \tilde{\Lambda} M_{\pi}}=\frac{1}{2 \pi} \arctan \frac{q}{2 M_{\pi}} \tag{2.22}
\end{equation*}
$$

and dimensional regularization is employed. Furthermore, $3 N$ forces start to appear and they read

$$
\begin{align*}
V_{3 N}^{(2)}= & \frac{g_{A}^{2}}{8 F_{\pi}^{4}} \frac{\left(\vec{\sigma}_{1} \cdot \vec{q}_{1}\right)\left(\vec{\sigma}_{3} \cdot \vec{q}_{3}\right)}{\left(\vec{q}_{1}^{2}+M_{\pi}^{2}\right)\left(\vec{q}_{3}^{2}+M_{\pi}^{2}\right)}\left\{\left(\vec{\tau}_{1} \cdot \vec{\tau}_{3}\right)\left(-4 c_{1} M_{\pi}^{2}+2 c_{3} \vec{q}_{1} \cdot \vec{q}_{3}\right)\right. \\
& \left.+c_{4}\left[\left(\vec{\tau}_{1} \times \vec{\tau}_{3}\right) \cdot \vec{\tau}_{2}\right]\left[\left(\vec{q}_{1} \times \vec{q}_{3}\right) \cdot \vec{\sigma}_{2}\right]\right\}-\frac{g_{A} D}{8 F_{\pi}^{2}} \frac{\vec{\sigma}_{3} \cdot \vec{q}_{3}}{\vec{q}_{3}^{2}+M_{p} i^{2}}\left(\vec{\tau}_{1} \cdot \vec{\tau}_{3}\right)\left(\vec{\sigma}_{1} \cdot \vec{q}_{3}\right)+\frac{1}{2} E\left(\vec{\tau}_{2} \cdot \vec{\tau}_{3}\right)  \tag{2.23}\\
& + \text { all permutations. }
\end{align*}
$$

Nowadays, there exist calculations in the two-body sector up to and including fifth order [22] while the three-nuclear force stops at N4LO [45, 54]. In the framework of the chiral counting, one might contemplate four-body forces as well, but they only start at N4LO and will be beyond the accuracy of any calculation we are considering.

### 2.2 Scattering Theory

### 2.2.1 Basic concepts of scattering theory

First of all, we give a basic introduction into scattering theory which follows [55, 56]. Starting point of non-relativistic quantum mechanics is the corresponding Schrödinger equation, which has the subsequent
form in the center-of-mass frame,

$$
\begin{equation*}
\left[-\frac{1}{2 \mu} \Delta+V(\vec{r})\right] \Psi(\vec{r})=E \Psi(\vec{r}) . \tag{2.24}
\end{equation*}
$$

$\mu$ is the reduced mass, $V(\vec{r})$ is the interaction potential and $E$ is the eigenenergy for the eigenfunction $\Psi(\vec{r})$. The dispersion relation between scattering energy and scattering momentum reads $E=\vec{q}^{2} /(2 \mu)$. In the standard approach, one assumes an incoming wave function $\Psi_{\text {in }}$ in $z$-direction while the outgoing wave function $\Psi_{\text {out }}$ is a scattered spherical wave function. In the long-range limit, the potential vanishes or its absolute value has to fall off faster than the centrifugal potential, namely $r^{-2}$ with $r=|\vec{r}|$. Then the asymptotic wave function can be described by the superposition,

$$
\begin{equation*}
\Psi(\vec{r}) \xrightarrow{r \rightarrow \infty} \exp (i q z)+f(\theta, \phi) \frac{\exp (i q r)}{r} . \tag{2.25}
\end{equation*}
$$

$f(\theta, \phi)$ is the scattering amplitude depending only on the angles $\theta$ and $\phi$. Due to the particular choice of the incoming wave function, the momentum $\vec{q}$ is given by $\vec{q}=(0,0, q)$ which simplifies the calculations and particularly the partial wave decomposition. But it is also possible to investigate the more general case, where $\Psi(\vec{r})$ must be replaced by $\Psi(\vec{q}, \vec{r})$. Although it is theoretically possible to solve Eq. (2.24) and impose the asymptotic boundary conditions of Eq. (2.25), one can also rewrite the first equation using Green's function. The free Green's function is given by

$$
\begin{equation*}
G\left(\vec{r}, \vec{r}^{\prime}\right)=-\frac{\mu}{2 \pi} \frac{\exp \left(i q\left|\vec{r}-\vec{r}^{\prime}\right|\right)}{\left|\vec{r}-\vec{r}^{\prime}\right|}, \tag{2.26}
\end{equation*}
$$

and fulfills the following equation

$$
\begin{equation*}
\left[\frac{1}{2 \mu} \Delta+E+i \epsilon\right] G\left(\vec{r}-\vec{r}^{\prime}\right)=\delta\left(\vec{r}-\vec{r}^{\prime}\right) . \tag{2.27}
\end{equation*}
$$

Using the Green's function one transforms the differential equation in Eq. (2.24) into an integral equation for the wave function, the so-called Lippmann-Schwinger equation,

$$
\begin{equation*}
\Psi(\vec{r})=\exp (i q z)+\int \mathrm{d} \vec{r}^{\prime} G\left(\vec{r}, \vec{r}^{\prime}\right) V\left(\vec{r}^{\prime}\right) \Psi\left(\vec{r}^{\prime}\right) . \tag{2.28}
\end{equation*}
$$

While in the latter equation one still uses the explicit wave function, one can also rewrite the problem in terms of operators only. Therefore, we define the general T-matrix

$$
\begin{equation*}
T_{\beta \alpha}\left(E^{\prime}, E\right)=\left\langle\Psi_{0}\left(E^{\prime}, \beta\right)\right| V_{\mathrm{int}}|\Psi(E, \alpha)\rangle, \tag{2.29}
\end{equation*}
$$

where $\alpha, \beta$ are quantum numbers of the system, $V_{\text {int }}$ the interaction potential and $\Psi_{0}\left(E^{\prime}, \beta\right)$ is a solution of the free system with energy $E^{\prime}$ and quantum number $\beta$. Furthermore, $\Psi$ is a solution of the LippmannSchwinger equation according to Eq. (2.28) with energy $E$ and quantum number $\alpha$. Using the definition of the Green's function, we write the equivalent Lippmann-Schwinger equation for the T-matrix,

$$
\begin{equation*}
T(E)=V_{\mathrm{int}}+V_{\mathrm{int}} G(E) T(E), \tag{2.30}
\end{equation*}
$$

whereas $T(E)$ is the on-shell version of Eq. (2.29) and $G(E)$ the on-shell version of the Green's function in momentum space with $E=E^{\prime}$.

Most generally, a scattering state is described by the propagation of the incoming state through the interaction represented by the S-matrix,

$$
\begin{equation*}
\Psi_{\mathrm{out}}(E)=S \Psi_{\mathrm{in}}(E) \tag{2.31}
\end{equation*}
$$

Alternatively, the S-matrix is given as the overlap of two free state solutions,

$$
\begin{equation*}
\left\langle\Psi_{0}\left(E_{\beta}, \beta\right)\right| S\left|\Psi_{0}\left(E_{\alpha}, \alpha\right)\right\rangle, \tag{2.32}
\end{equation*}
$$

already indicating that one can still use free state solutions as basis states and think about a superposition of such states for the scattering solution. As the scattering matrix should be the unit matrix in the case of vanishing scattering potential, it is convenient to split the matrix into two terms,

$$
\begin{equation*}
\left\langle\Psi_{0}\left(E_{\beta}, \beta\right)\right| S\left|\Psi_{0}\left(E_{\alpha}, \alpha\right)\right\rangle=\underbrace{\left\langle\Psi_{0}\left(E_{\beta}, \beta\right) \mid \Psi_{0}\left(E_{\alpha}, \alpha\right)\right\rangle}_{=\delta_{\alpha, \beta}}-2 \pi i \delta\left(E_{\alpha}-E_{\beta}\right) T_{\beta \alpha}\left(E_{\alpha}, E_{\beta}\right) . \tag{2.33}
\end{equation*}
$$

The first term is related to the amplitude, where the particle passes the interaction region without scattering whereas the second term includes all scattering information.

In the case of radially symmetric potentials, one can decompose the problem into solutions according to the spherical harmonics. Spherical harmonics are a system of eigenfunctions, which are defined on the sphere and which correspond to eigenfunctions of the angular momentum operator,

$$
\begin{align*}
& \hat{L}^{2} Y_{l, l_{z}}(\theta, \phi)=l(l+1) Y_{l, l_{z}}(\theta, \phi),  \tag{2.34}\\
& \hat{L}_{z} Y_{l, l_{z}}(\theta, \phi)=l_{z} Y_{l, l_{z}}(\theta, \phi) \tag{2.35}
\end{align*}
$$

with the orbital angular momentum quantum number $l=0,1,2, \ldots$ and the magnetic momentum quantum number $l_{z}=-l,-l+1, \ldots, l$. Such a system generates an infinite basis of eigenfunctions and any solution of the Schrödinger equation can be identified with the good quantum numbers $l, l_{z}$. Details on the properties and construction of the spherical harmonics $Y_{l, l_{2}}$ are found in App. A. On the one hand, the decomposition into partial waves already facilitates the problem as the degrees of freedom are reduced to the radial one. On the other hand, it also introduces a reasonable hierarchy of partial waves as the lowest-lying partial waves are the most important ones for scattering processes while higher order partial waves hardly contribute to the full scattering wave. The reason is that the angular momentum contribution to the kinetic part $l(l+1) /\left(2 \mu r^{2}\right)$ rises with higher angular momentum and serves as a barrier between the incoming particle and the interaction region such that any interaction is more and more suppressed with larger $l$.

To be specific, the wave function is divided into a radial part and a spherical part by the ansatz

$$
\begin{equation*}
\Psi(\vec{r})=\sum_{l} \frac{u_{l}(r)}{r} P_{l}(\cos \theta), \tag{2.36}
\end{equation*}
$$

where the system is chosen such that only the spherical harmonics with $m=0$ contribute whereas $P_{l}(\cos \theta)$ are the Legendre polynomials. Furthermore, $u_{l}$ is the solution of the radial part,

$$
\begin{equation*}
\left[-\frac{1}{2 \mu} \Delta_{r}+\frac{l(l+1)}{2 \mu r^{2}}+V(r)\right] u_{l}(r)=E u_{l}(r) \tag{2.37}
\end{equation*}
$$

The free system with $V(r)=0$ has two independent solutions, which consist of the Bessel functions of
the first and second kind, $j_{l}(q r)$ and $n_{l}(q r)$,

$$
\begin{align*}
& u_{l}^{s}(q r)=(q r) j_{l}(q r),  \tag{2.38}\\
& u_{l}^{c}(q r)=(q r) n_{l}(q r) . \tag{2.39}
\end{align*}
$$

As the solutions are $\propto \sin (q r-l \pi / 2)$ and $\propto-\cos (q r-l \pi / 2)$ for large ( $q r$ ), the real solution can be approximated by a superposition of the two free solutions, leading to

$$
\begin{equation*}
u_{l}(r) \xrightarrow{r \rightarrow \infty} A \sin \left(q r-l \frac{\pi}{2}\right)-B \cos \left(q r-l \frac{\pi}{2}\right) \xrightarrow{r \rightarrow \infty} \sin \left(q r-l \frac{\pi}{2}+\delta_{l}\right) . \tag{2.40}
\end{equation*}
$$

$\delta_{l}$ is the phase shift and it can be read off from the coefficients $A, B$ immediately by

$$
\begin{equation*}
\tan \delta_{l}=\frac{B}{A} \tag{2.41}
\end{equation*}
$$

Alternatively, one expands the incoming partial wave of Eq. (2.25), rearranges the solution and uses Eq. (2.41) to get the form

$$
\begin{equation*}
u_{l}(r) \rightarrow \frac{2 l+1}{2 q} i^{2 l+1}\left[\exp (-i q r)-(-1)^{l} \exp \left(2 i \delta_{l}\right) \exp (+i q r)\right] \tag{2.42}
\end{equation*}
$$

Due to the orthogonality of the spherical harmonics, one can not only separate the contributions of the wave function according to their angular momentum, but also the Lippmann-Schwinger equation as well as the scattering matrix $S_{l}$ themselves. For example, the $S$-matrix for angular momentum $l$ reads

$$
\begin{equation*}
S_{l}=\exp \left(2 i \delta_{l}\right) \tag{2.43}
\end{equation*}
$$

Then the full scattering matrix $S$ is given by the sum $S=\sum_{l} S_{l}$. In the former Eqs. (2.38) to (2.40) we see that momentum $q$ and position $r$ always appear as a pair ( $q r$ ) and one could think about the very low-energy limit of the equations. The Wronskian method uses the asymptotic wave function of Eq. (2.40) with and without interaction at zero momentum approximation and gives the following equation,

$$
\begin{equation*}
q^{2 l+1} \cot \left(\delta_{l}\right)=-\frac{1}{a_{s}}+\frac{r_{e}}{2} q^{2}+O\left(q^{4}\right) \tag{2.44}
\end{equation*}
$$

with $a_{s}$ the scattering length and $r_{e}$ the effective range. The term on the left can be analytically expanded around zero-momentum as the phase shift is $\delta_{l} \propto q^{2 l+1}$ for $q \rightarrow 0$. It can be shown that the scattering length is the zero of the asymptotic wave function in the zero-energy limit. In the case of repulsive or only weakly attractive potentials, the scattering length and the effective range are indeed approximately in the range of the potential. The effective range expansion can be linked to the scattering matrix,

$$
\begin{equation*}
S_{l}=\exp \left(2 i \delta_{l}\right)=1+2 i q^{2 l+1} \frac{1}{q^{2 l+1} \cot \left(\delta_{l}\right)-i q^{2 l+1}} \tag{2.45}
\end{equation*}
$$

and the projected scattering amplitude

$$
\begin{equation*}
f_{l}=\frac{(2 l+1) q^{2 l}}{q^{2 l+1} \cot _{l}(\delta)-i q^{2 l+1}} \tag{2.46}
\end{equation*}
$$

whereas $f_{l}$ is given by $f(\theta)=\sum_{l} f_{l} P_{l}(\cos \theta)$. Bound states appear as poles in the scattering amplitude
of Eq. (2.46) and due to the effective range expansion, the leading-order approximation of the binding energy in terms of the scattering length is given by

$$
\begin{equation*}
E_{B}=\frac{1}{2 \mu a_{s}^{2}} \tag{2.47}
\end{equation*}
$$

Though the effective range expansion is very well established only for $S$ waves, we have shown the general form for arbitrary angular momentum in three dimension and it can be further generalized for arbitrary dimension as well. Details on the method can be found in [57] and references therein.

### 2.2.2 Extension to systems with internal degrees of freedom and coupled channels

As we use nucleons as degrees of freedom, the partial waves must be characterized by their spin and isospin content as well. This is why Eq. (2.36) does not hold generally for angular momentum larger than zero, and one has to sum over all magnetic quantum numbers as well. Consequently, the partial waves are described by orbital angular momentum, its magnetic quantum number and the internal degrees of freedom spin and isospin, which are summarized in the spin-isospin vector $\chi_{i}$,

$$
\begin{equation*}
\Psi(\vec{r})=\sum_{i} \Psi_{i}(\vec{r})=\sum_{l} \sum_{l_{z}=-l}^{l} \sum_{i} \frac{u_{i, l, l_{z}}(r)}{r} Y_{l, l_{z}}(\theta, \phi) \chi_{i} . \tag{2.48}
\end{equation*}
$$

Now the radial projected Schrödinger equation reads

$$
\begin{equation*}
\left[-\frac{1}{2 \mu} \Delta_{r}+\frac{l(l+1)}{2 \mu r^{2}}\right] u_{i, l, l_{z}}(r)+\sum_{i^{\prime}, l^{\prime}, l_{z}^{\prime}} V\left(i, l, l_{z} ;, i^{\prime}, l^{\prime}, l_{z}^{\prime}\right) u_{i^{\prime}, l^{\prime}, l_{z}^{\prime}}(r)=E u_{i, l, l_{z}}(r) . \tag{2.49}
\end{equation*}
$$

Here, $V\left(i, l, l_{z} ; i^{\prime}, l^{\prime}, l_{z}^{\prime}\right)$ is the projected potential

$$
\begin{equation*}
V\left(i, l, l_{z} ; i^{\prime}, l^{\prime}, l_{z}^{\prime}\right)=\left\langle Y_{l, l_{z}}(\theta, \phi) \chi_{i}\right| V\left|Y_{l^{\prime} l_{z}^{\prime}}(\theta, \phi) \chi_{i^{\prime}}\right\rangle \tag{2.50}
\end{equation*}
$$

The new radial Schrödinger equation generally couples different partial wave channels. In the case of nucleon-nucleon scattering, we have partial waves with the same total angular momentum $j$ but different orbital angular momentum $l$, which couple for $l=j \pm 1$. Examples are ${ }^{3} S_{1}-{ }^{3} D_{1},{ }^{3} P_{2}-{ }^{3} F_{2}$ and ${ }^{3} D_{3}-{ }^{3} G_{3}$.

After expanding the wave function with specific internal degree of freedom $i$,

$$
\begin{equation*}
\Psi_{i}(\vec{r})=\sum_{l} \sum_{l_{z}} \frac{u_{i, l, l_{z}}(r)}{r} Y_{l, l_{z}}(\theta, \phi), \tag{2.51}
\end{equation*}
$$

the wave function can be rewritten in terms of the $S$-matrix,

$$
\begin{align*}
\Psi_{i^{\prime}}(\vec{r})= & \delta_{i, i^{\prime}} \exp \left(i q_{i} z\right) \\
& +\frac{\exp \left(i q_{i} r\right)}{r} \sum_{l^{\prime}, l_{z}^{\prime}} Y_{l^{\prime}, l_{z}^{\prime}}(\theta, \phi) i \sum_{l} i^{l-l^{\prime}} \sqrt{\frac{\pi(2 l+1)}{q_{i} q_{i^{\prime}}}}\left(\delta_{i, i^{\prime}} \delta_{l, l^{\prime}} \delta_{0, l_{z}^{\prime}}-S_{i, l, 0 ; i^{\prime}, l^{\prime}, l_{z}^{\prime}}\right) . \tag{2.52}
\end{align*}
$$

Even though the parametrization in the single channel case is straightforward, there are generally two possibilities in the coupled channel case, the Blatt and Biedenharn parametrization [58,59] as well as the

Stapp parametrization [60]. Using the Stapp parametrization, the S-matrix is given by

$$
S=\left[\begin{array}{cc}
\exp \left(i \delta_{j-1}\right) & 0  \tag{2.53}\\
0 & \exp \left(i \delta_{j+1}\right)
\end{array}\right]\left[\begin{array}{cc}
\cos \left(2 \epsilon_{j}\right) & i \sin \left(2 \epsilon_{j}\right) \\
-i \sin \left(2 \epsilon_{j}\right) & \cos \left(2 \epsilon_{j}\right)
\end{array}\right]\left[\begin{array}{cc}
\exp \left(i \delta_{j-1}\right) & 0 \\
0 & \exp \left(i \delta_{j+1}\right)
\end{array}\right],
$$

where $\epsilon_{j}$ is the mixing angle between both channels. Again, the S-matrix can be used to propagate the incoming wave function $\Psi_{i n}$,

$$
\Psi_{\mathrm{in}}=-\frac{\exp \left[-i\left(q r-j \frac{\pi}{2}\right)\right]}{2 i q r}\left[\begin{array}{cc}
\exp \left(-i \frac{\pi}{2}\right) & 0  \tag{2.54}\\
0 & \exp \left(i \frac{\pi}{2}\right)
\end{array}\right]\left[\begin{array}{l}
C \\
D
\end{array}\right],
$$

via Eq. (2.31) to the outgoing function $\Psi_{\text {out }}$,

$$
\begin{align*}
\Psi_{\text {out }}=S \Psi_{\text {in }}= & -\frac{\exp \left[-i\left(q r-j \frac{\pi}{2}\right)\right]}{2 i q r} \\
& \times\left[\begin{array}{c}
C \exp \left(i \frac{\pi}{2}+2 i \delta_{j-1}\right) \cos \left(2 \epsilon_{j}\right)+i D \exp \left(i \frac{\pi}{2}+\delta_{j-1}+\delta_{j+1}\right) \sin \left(2 \epsilon_{j}\right) \\
D \exp \left(-i \frac{\pi}{2}+2 i \delta_{j-1}\right) \cos \left(2 \epsilon_{j}\right)+i C \exp \left(-i \frac{\pi}{2}+\delta_{j-1}+\delta_{j+1}\right) \sin \left(2 \epsilon_{j}\right)
\end{array}\right] . \tag{2.55}
\end{align*}
$$

A more detailed derivation can be found in [61]. After having defined the incoming and outgoing wave functions, one should follow the procedure in the uncoupled case, where one redefines the full wave in terms of a standing wave. Further details for the concrete calculation of phase shifts and mixing angles are given in Subsec. 3.4.2.

### 2.2.3 Scattering theory for Coulomb forces

Beside the strong interaction between particles, we also have the electromagnetic interaction, which must be treated separately. The beforementioned considerations concerning the solution of the free system only hold for an effective potential $\propto 1 / r^{2}$ due to angular momentum and all other interactions must fall off with $1 / r^{a}$ with $a \geq 2$. Including the Coulomb force results in a different effective potential and leads to a new radial Schrödinger equation,

$$
\begin{equation*}
\left[-\Delta_{\rho}+\frac{l(l+1)}{\rho^{2}}+\frac{2 \eta}{\rho}\right] u_{l}(\rho)=u_{l}(\rho) . \tag{2.56}
\end{equation*}
$$

with $\rho=q r$ and $\eta=\mu \alpha_{\mathrm{EM}} / q$. For such a system, we have again two solutions, a regular one,

$$
\begin{equation*}
F_{l}(\eta, \rho)=2^{l} \exp \left(\frac{-\pi}{2} \eta\right) \frac{|\Gamma(l+1+i \eta)|}{(2 l+1)!} \exp (-i \rho) \rho^{l+1} F(l+1-i \eta, 2 l+2 ; 2 i \rho), \tag{2.57}
\end{equation*}
$$

and an irregular one,

$$
\begin{equation*}
G_{l}(\eta, \rho)=i F_{l}(\eta, \rho)+\exp \left(\frac{\pi}{2} \eta\right) \frac{|\Gamma(l+1+i \eta)|}{\Gamma(l+1+i \eta)} \exp \left[-i\left(\rho-l \frac{\pi}{2}\right)\right](2 i \rho)^{l+1} U(l+1-i \eta, 2 l+2 ; 2 i \rho) . \tag{2.58}
\end{equation*}
$$

$F$ and $U$ are hypergeometric functions and explicit forms are given in App. A. These solutions are more general than the Bessel functions, and it can be shown that their asymptotic behavior is the same as the
one for Bessel functions in the case of vanishing Coulomb interaction,

$$
\begin{align*}
& F_{l}(\eta, \rho) \xrightarrow{\rho \gg 1} \sin \left(\rho-\eta \log (2 \rho)-l \frac{\pi}{2}+\sigma_{l}\right) \xrightarrow{\eta \rightarrow 0} \sin \left(\rho-l \frac{\pi}{2}\right),  \tag{2.59}\\
& G_{l}(\eta, \rho) \xrightarrow{\rho \gg 1} \cos \left(\rho-\eta \log (2 \rho)-l \frac{\pi}{2}+\sigma_{l}\right) \xrightarrow{\eta \rightarrow 0} \cos \left(\rho-l \frac{\pi}{2}\right) . \tag{2.60}
\end{align*}
$$

Here, $\sigma_{l}=\arg [\Gamma(l+1+i \eta)]$ is the Coulomb phase. Now, we already see that the asymptotic solutions with vanishing Coulomb interaction are the same as in Eqs. (2.38) and (2.39) (up to a sign). Hence, one can use exactly the same strategies as already explained in the case without Coulomb interaction.

### 2.3 Correlations in Few-Body physics

Correlations between few-body systems of different number of particles are an important test for the predictability of modern theory of nuclear interaction. A famous but rather technical example is the $N$-boson system in one dimension with attractive two-body $\delta$-interaction $V_{i j}=C_{0} \delta\left(x_{i}-x_{j}\right)$, where $x_{i}, x_{j}$ are the positions of the boson $i, j$, while $C_{0}$ determines the strength of the two-body interaction. This model can be solved exactly for any number of particle [62] and e.g. the general binding energy for $N$ bosons with mass $m$ reads

$$
\begin{equation*}
E_{B}^{N \mathrm{~b}}=-\frac{m}{24} C_{0}^{2} N\left(N^{2}-1\right) \tag{2.61}
\end{equation*}
$$

In the case of three dimensions, such a model is not exactly solvable anymore and one has to rely on numerical calculations. Instead of the Lippmann-Schwinger equations, one has to use Faddeev equations in the three-body sector or Faddeev-Yakubovsky equations in the four-body sector [63-65]. In the case of pionless EFT, there exists the special case of Skorniakov-Ter-Martirosian equations [66] and a formulation including dimeron fields [67]. Going beyond four particles becomes very difficult for an explicit calculation and one should generally deliberate other methods.

In the three-body sector, the phenomena of universal Efimov physics appear in three dimensions. While the exact physical system (e.g. cold atoms, nuclear physics, etc.) does not play a role, Efimov physics only relies on an infinite (or at least large) scattering length in the two-body system. Then it can be shown that an infinite number of three-body bound states exists which accumulate at zero binding energy and which makes a three-body force necessary to determine the three-body physics uniquely. A closely related correlation is the Philips line [23, 68, 69], which is a linear correlation between the spin-doublet neutron-deuteron scattering length $a_{n d}^{1 / 2}$ and the triton binding energy $E_{3}$ for various two-body interactions fitted to the same two-body scattering observables. At the same time, various calculations act slightly differently on the three-body physics and they must be fixed by the three-body force.

In this thesis, we focus on the Tjon line or Tjon band. Tjon calculated the correlation between three-body and four-body systems using a two-body interaction consisting of an attractive and a repulsive Yukawa-type term [24]. The coefficients were fitted to reproduce $S$ wave properties while the FadeevYakubovsky three- and four-body equations were examined. Depending on the solution, various pairs of three- and four-body bound states were found which are all along a line as seen in Fig. 2.2 and which results in a conjecture that four-body forces are not necessary [70].

Indeed, this calculation was done using only a phenomenological Lagrangian and the question is whether it still holds for chiral EFT and a modern formulation of nuclear interaction. In the framework of chiral potentials the Tjon line was confirmed for several data points in [70, 71] using the FaddeevYakubovsky approach. The Faddeev-Yakubovsky approach with pionless EFT potentials gives an error


Figure 2.2: The original Tjon line. The dots are various predictions for different local potentials. Reprinted from [24] with permission from Elsevier.
estimation for the Tjon line, transforming it into a band, where all chiral calculations should lie within [72]. Other calculations were done by [73] and the results of the various analyses are summarized in Fig. 2.3. Generally, all of them are reproducing the Tjon line, but depending on the method, they also give a width or only give results for a specific pair of the triton and the helium- 4 binding energy.


Figure 2.3: Various estimations of the ${ }^{3} \mathrm{H}-{ }^{4} \mathrm{He}$ binding energy correlation. The squares are pionless EFT results at NLO with and without 3NF calculated in [73]. The chiral potentials were calculated in [71]. The EFT calculations use resonance group methods and are reported in [73] whereas the original Tjon band by Platter et. al. was calculated in [72]. The plot is taken from [73].

## Nuclear Lattice Effective Field Theory

In NLEFT, the degrees of freedom are nucleons and pions rather than quarks and gluons as in lattice QCD. Hence, we have to discretize the previous Hamiltonians in all spatial dimensions. If one uses Monte Carlo methods and the infinite time extrapolation, then one also has to discretize it in its temporal dimension. In the following we explain how to put the system in a discrete box of finite volume and how we could use finite volume effects to extract physical information in the infinite volume. Moreover, we explain the Monte Carlo methods and discuss limits of this method like the sign problem.

### 3.1 Effective theory on the lattice

As already mentioned, we have to discretize all operators so that they are defined on the lattice and the explicit form of discretization for any operator will be given explicitly in the subsequent chapters. Here we want to examine some specific problems, namely the smearing of nucleon-nucleon contact interactions and the discretization of the one-pion-exchange potential, which puts the link between lattice spacing, discretization and the validity of effective field theory in a focus. We start with the smearing of the contact interactions. From an effective field theory point of view we can construct only momentum-independent zero-range interactions at leading order. However, such a contribution leads to a clustering instability and a strongly overbound ${ }^{4} \mathrm{He}$ state. These effects are reduced by a Gaussian smearing in momentum space [32]. For example the simplest contact interaction for a two-body system without spin is smeared as

$$
\begin{equation*}
V_{\mathrm{int}}=\sum_{\vec{n}}: a^{\dagger}(\vec{n}) a(\vec{n}) a^{\dagger}(\vec{n}) a(\vec{n}): \longrightarrow \sum_{\vec{n}, \vec{n}^{\prime}} f\left(\vec{n}-\vec{n}^{\prime}\right): a^{\dagger}(\vec{n}) a(\vec{n}) a^{\dagger}\left(\vec{n}^{\prime}\right) a\left(\vec{n}^{\prime}\right):, \tag{3.1}
\end{equation*}
$$

where : : means normal ordering of the creation and annihilation operators. The smearing function $f\left(\vec{n}-\vec{n}^{\prime}\right)$ is defined as

$$
\begin{equation*}
f\left(\vec{n}-\vec{n}^{\prime}\right)=\frac{1}{L^{3} f_{0}} \sum_{\vec{q}} \exp \left(-b \frac{\vec{q}^{2 n}}{2}\right) \exp \left[i \vec{q} \cdot\left(\vec{n}-\vec{n}^{\prime}\right)\right], \tag{3.2}
\end{equation*}
$$

with normalization constant $f_{0}$,

$$
\begin{equation*}
f_{0}=\frac{1}{L^{3}} \sum_{\vec{q}} \exp \left(-b \frac{\vec{q}^{2 n}}{2}\right) \tag{3.3}
\end{equation*}
$$

$b$ is a smearing parameter and $n$ is chosen such that the smearing starts contributing at $O\left(q^{2 n}\right)$, which is the truncation order of the effective theory. A similar smearing takes place in QCD where it is used to reduce fluctuations and to improve the signal of correlation functions [2]. Furthermore, it is used in continuum effective field theory to render ultraviolet divergences finite [22, 53, 74]. The smearing of the contact interaction via local regulators increases the description of some partial waves, but it may decrease the prediciton in other channels. The reason is that the antisymmetry argument for the reduction of possible interaction terms does not hold anymore and as such one must use the local regularization carefully [75]. E.g., the contact interaction in Eq. (2.17) does not act on $P$ waves due to the antisymmetry of $P$ waves but a smeared contact interaction according to Eq. (3.1) contributes to the $P$ waves. Hence, the smearing operators should be implemented such that it only projects on $S$ waves.

Beside the contact interaction, we have also long-range interactions at leading order. Before the modern formulation of an effective field theory, one already assumed the one-pion exchange as a central part of the theory going back to Yukawa [76]. Obviously, a cutoff is necessary due to the singular structure at the origin which was difficult to explain before the full understanding of effective field theories. An early work on the one-pion exchange, the cutoff dependence and deuteron observables can be found in [77]. We consider the one-pion-exchange potential in its continuum form,

$$
\begin{equation*}
V_{\mathrm{OPEP}}(\vec{q})=-\frac{g_{A}^{2}}{4 F_{\pi}^{2}} \frac{\vec{\sigma}_{1} \cdot \vec{q} \vec{\sigma}_{2} \cdot \vec{q}_{2}}{\vec{q}^{2}+M_{\pi}^{2}} \cdot \vec{\tau}_{2} . \tag{3.4}
\end{equation*}
$$

For example, projected on the ${ }^{1} S_{0}$ channel in position space, the potential reads

$$
\begin{equation*}
V_{\mathrm{OPEP}}^{1} S_{0}(r)=\frac{M_{\pi}^{2}}{12 \pi} \frac{g_{A}^{2}}{4 F_{\pi}^{2}}(-3)\left[\frac{\exp \left(-M_{\pi} r\right)}{r}-\frac{4 \pi}{3} \delta(\vec{r})\right] . \tag{3.5}
\end{equation*}
$$

Here, $r=|\vec{r}|$ is the radial distance between the two particles. Obviously, such a potential is divergent at the origin making a regulator necessary. Moreover, the short-range physics should be completely described by short-range terms and their respective low-energy coupling constants constructed according to the rules of EFT. A standard smearing in momentum space would produce oscillations in the potential for very large momenta. These oscillations can be avoided by more complicated momentum space smearing functions [78] or by using position space regulators. Such a regulator is

$$
\begin{equation*}
f_{\text {long-range }}(r)=\left[1-\exp \left(-\frac{r^{2}}{R^{2}}\right)\right]^{n}, \tag{3.6}
\end{equation*}
$$

where $R$ is a coordinate-cutoff parameter reflecting the distinction between short- and long-range physics. The exponent $n$ should be chosen such that the singularity vanishes and the fits are robust. In Fig. 3.1 we show a continuum-regularized potential for $R=0.8, \ldots, 1.2 \mathrm{fm}$ and $n=6$ in the ${ }^{1} S_{0}$ channel. Such a scheme regularizes the OPEP to zero in the origin, and hence, the whole interaction is described by the short-range potential terms. On the lattice we firstly have an inherent natural hard regulator in momentum space by the lattice spacing as $\Lambda=\pi / a$ which is chosen as $a=1.97 \mathrm{fm}, a=1.32 \mathrm{fm}$ and $a=0.98 \mathrm{fm}$ in this subsection. Secondly, the discretization scheme itself may serve as a regulator as the momentum can be discretized in different schemes. We show the OPEP for for three different schemes. The first scheme uses a very basic discretization using trigonometric functions in momentum space. In the second scheme we improve it by using a superposition of trigonometric functions whereby in the last scheme we use the exact momentum on the lattice. For example, the lattice momentum component $v\left(p_{l}\right)$ in the numerator is discretized as $v\left(p_{l}\right)=\sin \left(p_{l}\right), v\left(p_{l}\right)=4 / 3 \sin \left(p_{l}\right)-1 / 6 \sin \left(2 p_{l}\right)$, and $v\left(p_{l}\right)=\bmod \left(p_{l}+\pi, 2 \pi\right)-\pi$,
respectively. As we see in Fig. 3.1 the continuum result and the continuum-regularized one are both attractive albeit the latter one vanishes for small lattice spacings. This is in line with effective field theory, where all short-range physics is absorbed in contact interaction terms. All lattice realizations show a very good agreement for distances larger than 3.5 fm , while the trigonometric ones show a repulsive behavior between 0 fm and 3 fm . This is partially compensated by some contributions which are very negative, e.g. at a distance of 2 fm for a lattice spacing of 0.98 fm . The exact discretization results are in a very good agreement with the continuum calculation. We see of course that for lattice spacings smaller than 1.0 fm , the exact discretization solution is far off from the continuum-regularized solution. This means that we can use the one-pion-exchange potential without extra regulator only in systems with lattice spacings larger than $\sim 1 \mathrm{fm}$. Otherwise, the contact interaction contributions become unnaturally large, and may not be able to compensate the OPE contribution.


Figure 3.1: ${ }^{1} S_{0}$ one-pion-exchange potential for various lattice discretization schemes and continuum solutions with and without position space regularization.

### 3.2 The reduced symmetry of $\mathbf{S O}(\mathbf{3}, \mathbb{Z})$

As argued in Subsec. 2.2.1, the continuum $\operatorname{SO}(3)$ symmetry has an infinite number of irreducible representations and each irreducible representation is identified with the angular momentum $j$. This makes the identification straightforward, as each partial wave is directly linked to an irreducible representation with quantum number $j$. In fact, this is not possible anymore in a cubic finite volume. Due to the cubic symmetry, rotations are only allowed for a discrete and finite number of values, namely multiplicities of $\pi / 2$. E. g., the $\pi / 2$ rotation around the $z$-axes is given by the operator,

$$
\begin{equation*}
R_{\hat{z}}\left(\frac{\pi}{2}\right)=\exp \left(-i \frac{\pi}{2} j_{z}\right) . \tag{3.7}
\end{equation*}
$$

Rotations around the x - and y -axes are defined accordingly with respect to $j_{x}, j_{y}$. From Eq. (3.7) it is clear that also the quantum number $j_{z}$ is not a good quantum number anymore, but only $j_{z}$ modulo 4 .

The reduced symmetry group is $\operatorname{SO}(3, \mathbb{Z})$, which is a finite group consisting of the representations $A_{1}, T_{1}$, $E, T_{2}$, and $A_{2}[79]$. The properties of the representation are summarized in Tab. 3.1.

| Rep | dimensionality | $j_{z}$ | Example |
| :---: | :---: | :---: | :---: |
| $A_{1}$ | 1 | $0 \bmod 4$ | $Y_{0,0}$ |
| $T_{1}$ | 3 | $0,1,3 \bmod 4$ | $\left\{Y_{1,1}, Y_{1,0}, Y_{1,-1}\right\}$ |
| $E$ | 2 | $0,2 \bmod 4$ | $\left\{Y_{2,0}, \frac{Y_{2,-}+Y_{2,2}}{\sqrt{2}}\right\}$ |
| $T_{2}$ | 3 | $1,2,3 \bmod 4$ | $\left\{Y_{2,1}, \frac{Y_{2,-2}+Y_{2,2}}{\sqrt{2}}, Y_{2,-1}\right\}$ |
| $A_{2}$ | 1 | $2 \bmod 4$ | $\frac{Y_{3,2}-Y_{3,-2}}{\sqrt{2}}$ |

Table 3.1: Spherical harmonics for various representations [79].

| j | irrep |
| :---: | :---: |
| 0 | $A_{1}$ |
| 1 | $T_{1}$ |
| 2 | $E \oplus T_{2}$ |
| 3 | $A_{2} \oplus T_{1} \oplus T_{2}$ |
| 4 | $A_{1} \oplus E \oplus T_{1} \oplus T_{2}$ |
| 5 | $E \oplus T_{1} \oplus T_{1} \oplus T_{2}$ |
| 6 | $A_{1} \oplus A_{2} \oplus E \oplus T_{1} \oplus T_{2} \oplus T_{2}$ |

Table 3.2: Irreducible representations for angular momentum $j \leq 6$ [79].

The mapping from $\mathrm{SO}(3)$ irreducible representations according to their angular momentum $j$ to the irreducible representations of $\operatorname{SO}(3, \mathbb{Z})$ is shown in Tab. 3.2. There is a one-to-one mapping for systems with angular momenta zero and one. The situation becomes difficult by including higher angular momenta and as such higher partial waves. Firstly, the partial waves begin to decompose into parts belonging to different representations. Hence, a formalism must be used that puts together the different pieces of different representations to restore the rotational invariant state where the angular momentum is a good quantum number, see for example in [80, 81]. Additionaly, a representation like the $T_{1}$ exist for $j=1$ and $j=3$, linking the coupled channels ${ }^{3} S_{1}-{ }^{3} D_{1}$ and ${ }^{3} D_{3}-{ }^{3} G_{3}$. Such a mixing is unphysical and should be removed from the data. This effect has been investigated in Refs. [82, 83] and it is removed by adding all possible rotational symmetry breaking operators in the theory.

### 3.3 Bound states on the lattice

The identification of bound states in the energy spectrum of a lattice calculation is quite important for the determination of deuteron, triton and helium properties as well as any other description of nuclei in the framework of NLEFT. Instead of neglecting finite-volume effects by using a box with large enough volume, one could also use these effects to extrapolate to the infinite volume. Therefore, it is necessary to know the finite-volume behaviour of the bound state.

Firstly, we rederive Lüscher's finite volume formula for non-relativistic two-body bound states [84]. The original approach takes into account only spinless pointlike particles for angular momentum $l=0$.

Initial point is the infinite volume solution for a local and finite-range potential,

$$
\begin{equation*}
V(\vec{r})=0 \quad \forall|\vec{r}|>R \tag{3.8}
\end{equation*}
$$

with $R$ being the range of the potential. Then the Schrödinger equation with bound state solution $E_{B}>0$ is

$$
\begin{equation*}
\left[\frac{1}{2 \mu} \Delta_{r}+V(\vec{r})\right] \Psi_{B}(\vec{r})=-E_{B} \Psi_{B}(\vec{r}), \tag{3.9}
\end{equation*}
$$

where $\Psi_{B}$ is the infinite-volume bound state solution for $S$ wave scattering. In the asymptotic region with vanishing potential, the solution is given by Eq. (2.36) for $l=0$ but with imaginary momentum leading to the solution,

$$
\begin{equation*}
\Psi_{B}(\vec{r})=\frac{\mathcal{A}_{\kappa}}{\sqrt{4 \pi}} \frac{\exp (-\kappa r)}{r}, \tag{3.10}
\end{equation*}
$$

with $r=|\vec{r}|$. The respective binding momentum is $\kappa=\sqrt{2 \mu E_{B}}$ and $\mathcal{A}_{\kappa}$ is the normalization constant. In the finite volume the situation is different as it is generally only defined in a box of size $L \times L \times L$ with periodic boundary conditions. This condition is used to extend the box to the whole space,

$$
\begin{equation*}
V_{L}(\vec{r})=\sum_{\vec{n}} V(\vec{r}+\vec{n} L) . \tag{3.11}
\end{equation*}
$$

Correspondingly, the finite volume is periodically extended to the infinite volume and the new Schrödinger equation reads

$$
\begin{equation*}
H_{L} \Psi=\left(H_{\text {kin }}+V_{L}\right) \Psi . \tag{3.12}
\end{equation*}
$$

We can define a periodic wave function using the infinte volume solution $\Psi_{B}$,

$$
\begin{equation*}
\Psi_{0}(\vec{z})=\sum_{\vec{n} \in \mathbb{Z}} \Psi_{B}(|\vec{z}+\vec{n} L|), \quad \vec{z}=\vec{x}-\vec{y} \tag{3.13}
\end{equation*}
$$

Now the new wave function almost fulfills the respective Schrödinger equation up to a correction term,

$$
\begin{equation*}
H_{L} \Psi_{0}=-E_{B} \Psi_{0}+\sum_{\vec{n} \neq \vec{n}^{\prime}} V(\vec{z}+\vec{n} L) \Psi_{B}\left(\left|\vec{z}+\vec{n}^{\prime} L\right|\right) . \tag{3.14}
\end{equation*}
$$

Requiring that the box is large enough such that the asymptotic wave function is applicable at the edge of the finite box, the correction term is suppressed by $O[\exp (-\kappa L)]$ due to Eq. (3.10). Hence, we can assume that $\Psi \approx \Psi_{0}$ as corrections are negligible once the volume is chosen large enough. Finally, the binding energy correction can be calculated by

$$
\begin{align*}
\Delta E_{B}=E_{B}-E_{L} & =-\left(\left\langle\Psi_{B}\right| H\left|\Psi_{B}\right\rangle-\langle\Psi| H_{L}|\Psi\rangle\right) \\
& =E_{B}-\left\langle\Psi_{0}\right| H\left|\Psi_{0}\right\rangle \\
& =\sum_{\vec{n} \neq \vec{n}^{\prime}} \int \mathrm{d} \vec{z} \Psi_{B}(|\vec{z}+\vec{n} L|) V(\vec{z}+\vec{n} L) \Psi_{B}\left(\left|\vec{z}+\vec{n}^{\prime} L\right|\right) \\
& =-24 \pi|A|^{2} \frac{\exp (-\kappa L)}{m L}+O[\exp (-\sqrt{2} \kappa L)] . \tag{3.15}
\end{align*}
$$

Clearly, mostly $S$ wave bound states emerge in nuclear physics, but $P$ wave bound states can be created in atomic physics as well. Hence, a generalization of the bound state energy shift formula may be useful
and it was derived in [85, 86].
As the computational power arises, three-body finite-volume effects are now an actual field of research. Certainly, this is far more difficult than the two-body problem as the most general three-body bound state is in between a $2+1$ state, where a very deeply bound dimer exists and a shallow $1+1+1$ bound state, which is restricted to the unitary limit case. Finite-volume formulas and discussions can be found in [87-92]. The explicit formula will be given in the respective chapter.

### 3.4 Scattering on the lattice

### 3.4.1 Lüscher's effective range expansion in the finite volume

Similar to the finite volume effects of bound states, we can have a look on finite volume calculations of the phase shift and the effective range expansion. In [93, 94], a finite volume effective range expansion was derived,

$$
\begin{equation*}
q \cot \delta(q)=\frac{1}{\pi L} S(\eta), \quad \eta=\left(\frac{L q}{2 \pi}\right)^{2} \tag{3.16}
\end{equation*}
$$

and is related to Eq. (2.44) in the infinite volume. Here, $q=|\vec{q}|$ is the relative momentum linked to the measured finite-volume eigenenergy via $E_{L}=q^{2} / 2 \mu$ and $S(\eta)$ is the three-dimensional $\zeta$-function,

$$
\begin{equation*}
S(\eta)=\lim _{\Lambda \rightarrow \infty}\left[\sum_{\vec{n}} \frac{\Theta\left(\Lambda^{2}-\vec{n}^{2}\right)}{\vec{n}^{2}-\eta}-4 \pi \Lambda\right] \tag{3.17}
\end{equation*}
$$

It is approximated for small $\eta$ by

$$
\begin{equation*}
S(\eta)=-\frac{1}{\eta}+S_{0}+S_{1} \eta^{1}+S_{2} \eta^{2}+S_{3} \eta^{3}+\ldots \tag{3.1}
\end{equation*}
$$

with

$$
\begin{align*}
& S_{0}=\lim _{\Lambda \rightarrow \infty}\left[\sum_{\vec{n}} \frac{\Theta\left(\Lambda^{2}-\vec{n}^{2}\right)}{\vec{n}^{2}}-4 \pi \Lambda\right], \\
& S_{j}=\sum_{\vec{n} \neq 0} \frac{1}{\left(\vec{n}^{2}\right)^{j+1}} \quad, j \geq 1 . \tag{3.20}
\end{align*}
$$

The first coefficients were summarized in [32] and denote

$$
\begin{align*}
& S_{0}=-8.913631, \quad S_{1}=16.532288, \quad S_{2}=8.401924, \quad S_{3}=6.945808,  \tag{3.21}\\
& S_{4}=6.426119, \quad S_{5}=6.202149, \quad S_{6}=6.098184, \quad S_{7}=6.048263 .
\end{align*}
$$

### 3.4.2 Spherical wall and radial projection

Lüscher's effective range expansion is the appropriate method for low energy and zero angular momentum. Although nowadays there are extensions to higher partial waves and one could also improve the predictability range by including higher terms in the effective range expansion, we choose another approach to describe two-particle scattering in a box. By imposing a spherical wall as a boundary condition at $r \approx R_{\mathrm{W}}$ in the cubic box, one can almost enforce spherical symmetry on the system and the solutions will be standing waves which also cover a large range of momenta. As we have a localized
interaction, in the area between the interaction and the spherical wall the solution can be decomposed into spherical harmonics using Eqs. (2.40) and (2.41),

$$
\begin{equation*}
\left[\cos \delta_{l} j_{l}(q r)-\sin \delta_{l} n_{l}(q r)\right] Y_{l, l_{z}}(\theta, \phi) \tag{3.22}
\end{equation*}
$$

Due to the infinite spherical wall, the wave function must vanish for $r=R_{\mathrm{W}}$ leading to the condition,

$$
\begin{equation*}
\cos \left(\delta_{l}\right) j_{l}\left(q R_{\mathrm{W}}\right)=\sin \left(\delta_{l}\right) n_{l}\left(q R_{\mathrm{W}}\right) \tag{3.23}
\end{equation*}
$$

which defines the phase shift,

$$
\begin{equation*}
\delta_{l}=\arctan \left[\frac{j_{l}\left(q R_{\mathrm{W}}\right)}{n_{l}\left(q R_{\mathrm{W}}\right)}\right] \tag{3.24}
\end{equation*}
$$

This equation is exact in the continuum. Nevertheless, there is some ambiguity due to the finite distance between lattice points making it necessary to fine tune $R_{\mathrm{W}}$ for each solution.

The upper equation is only valid for uncoupled channels like in the case of spin zero partial waves. If there is a system of coupled channels, one has to include both channels simultaneously. A detailed derivation of the expressions can be found in [61] and we briefly summarize the results in the following. As shown in Subsec. 2.2.2 we can rewrite the wave function in terms of an incoming and outgoing wave function as well as the S-matrix. Imposing the spherical wall gives rise to two standing waves $\Psi^{I}$ and $\Psi^{I I}$ which are independent and which have the form

$$
\Psi^{I / I I}=\frac{1}{k^{I / I I} r}\left[\begin{array}{l}
A_{j-1}^{I / I I} \sin \left(k^{I / I I} r-\frac{j-1}{2} \pi+\Delta_{j-1}^{I / I I}\right)  \tag{3.25}\\
A_{j+1}^{I / I I} \sin \left(k^{I / I I} r-\frac{j+1}{2} \pi+\Delta_{j+1}^{I / I I}\right)
\end{array}\right],
$$

with energies $E^{I / I I}=\vec{q}^{(I / I I) 2} /(2 \mu)$. The hard wall boundary condition is imposed by

$$
\begin{equation*}
-\Delta_{j \pm 1}=q R_{\mathrm{W}}-\frac{j \pm 1}{2} \pi \tag{3.26}
\end{equation*}
$$

This is linked to the mixing angle by

$$
\begin{align*}
& \tan \left(-\Delta_{j-1}^{I / I I}+\delta_{j-1}\right) \tan \left(-\Delta_{j+1}^{I / I I}+\delta_{j+1}\right)=\tan ^{2}\left(\epsilon_{j}\right)  \tag{3.27}\\
& A_{j-1}^{I / I I} \tan \left(\epsilon_{j}\right)=-A_{j+1}^{I / I I} \frac{\sin \left(-\Delta_{j+1}^{I / I I}+\delta_{j+1}\right)}{\sin \left(-\Delta_{j-1}^{I / I I}+\delta_{j-1}\right)} \tag{3.28}
\end{align*}
$$

For small $\epsilon_{j}$ and for two solutions with $q^{I} \approx q^{I I}$ the former equations can be simplified and the mixing angle is given as

$$
\begin{equation*}
\epsilon_{j}=\frac{A_{j+1}^{I}}{A_{j-1}^{I}} \sin \left(\delta_{j+1}-\delta_{j-1}\right) \tag{3.29}
\end{equation*}
$$

where the amplitudes $A_{j \pm 1}^{I}$ are calculated by the overlap of the standing wave and the corresponding spherical harmonic close to the spherical wall.

This method only uses the binding energy as input for the phase shift calculation and some approximations are necessary particularly for the calculation of coupled channel phase shifts and mixing angles. In [83] a new method was proposed. Generally speaking, one takes advantage of the wave function itself as input and hence, one reduces the inevitable simplifications particularly for the mixing angle.

In order to calculate phase shifts with respect to their partial wave decomposition efficiently, we reverse

| Nr. | 1 | 2 | 3 | 4 | 5 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\|\vec{r}\|$ | 0 | $\sqrt{2}$ | $\sqrt{3}$ | 2 | $\sqrt{5}$ | $\ldots$ |
| $\#_{\mid \vec{r} \boldsymbol{r}}$ | 1 | 6 | 12 | 8 | 6 | $\ldots$ |

Table 3.3: Radial projection and binning for the first radii. The second line gives the value of the radii and the third line gives the counting of points with the respective radius.
the ordering. While in the standard approach, one first calculates the spectrum and then assigns each solution to a partial wave, one could also first project the system onto the respective (coupled) partial wave and then solve the system. As the projection onto the partial waves only keeps the radial part of the wave function, the system is much smaller than before, and the phase shift is directly fitted to the radial wave function. In the following we give details in the case of uncoupled as well as coupled channels.

The change from a three-dimensional basis to a radial one is made by binning all points with the same radius $R$ and total angular momentum as well as orbital angular momentum and spin according to the partial wave. The respective projection operator reads

$$
\begin{equation*}
\left|R, j, j_{z}, l, s\right\rangle=\sum_{|\vec{R}|=R, s_{z}, l_{z}} C_{l, l_{z}, s, s_{z}}^{j, j_{z}} Y_{l, l_{z}}(\hat{R})|\vec{R}\rangle \otimes\left|s_{z}\right\rangle, \tag{3.30}
\end{equation*}
$$

whereas $C_{l, l_{z}, s, s_{z}}^{j, j_{z}}$ are the usual Clebsch-Gordan coefficients. While the radial norm in the continuum would be just proportional to $r^{2}$, one has to count the number of points for every possible radius and construct the norm according to the number of points. The first number of points per radius are shown in Tab. 3.3. The norm respecting the number of points per radius as well as the quantum number due to the partial waves reads

$$
\begin{equation*}
\mathcal{N}_{l, s}^{j, j_{z}}(R)=\left\langle R, j_{,} j_{z}, l, s \mid R, j_{,} j_{z}, l, s\right\rangle . \tag{3.31}
\end{equation*}
$$

The projection operator and the norm correction are applied to all operators $O(\vec{R})$ resulting in,

$$
\begin{equation*}
O(R)_{l, s}^{j, j_{z}}=\left[\mathcal{N}_{l, s}^{j, j_{z}}(R)\right]^{-\frac{1}{2}}\left\langle R, j, j_{z}, l, s\right| O(\vec{R})\left|R, j, j_{z}, l, s\right\rangle\left[\mathcal{N}_{l, s}^{j, j_{z}}(R)\right]^{-\frac{1}{2}} . \tag{3.32}
\end{equation*}
$$

After applying the projection operator to all operators, the eigensystem is solved efficiently. The eigenvalue corresponds to the energy of the system, and the eigenfunction is identified with a superposition of Bessel functions outside of the interaction region for the specific partial wave of interest. Instead of using Eqs. (2.40) and (3.24), we rewrite the respective function in terms of the Hankel functions $h_{l}^{ \pm}$, which are a linear combination of the former ones, and the constants $A$ and $B$,

$$
\begin{equation*}
\psi_{l}(r) \propto A h_{l}^{-}(p r)+B h_{l}^{+}(p r) . \tag{3.33}
\end{equation*}
$$

The explicit form of the Hankel functions are moved to App. A. These functions are identified as incoming and outgoing wave functions linked to the S-matrix in Eq. (2.32). Then the phase shift is calculated from

$$
\begin{equation*}
B=S_{l} A=\exp \left(2 i \delta_{l}\right) A . \tag{3.34}
\end{equation*}
$$

The procedure is shown schematically in Figs. 3.2 and 3.3. Firstly, a spherical wall is imposed at $R_{W}$, which generates standing waves. Secondly, all nodes with the same radius are binned together. The interaction region is close to the origin in region I, while we calculate the phase shift from the wave


Figure 3.2: Schematic sketch of the radial wall and spherical projection method. Left figure: The spherical wall is introduced at $\left|\vec{R}_{\mathrm{W}}\right|$. In the case of radial projection, the wave function is measured at all lattice points $\vec{r}$ with $\left|\vec{R}_{\mathrm{I}}\right|<|\vec{r}|<\left|\vec{R}_{\mathrm{O}}\right|$. Right figure: All lattice nodes and operators with the same radius are merged with respect to their partial wave spherical harmonic [83].


Figure 3.3: Sketch of an example potential in spherical projection [83].
function in region II, which is bordered by $R_{I}$ and $R_{O}$. Though this approach is straightforward for uncoupled channels, it does not work in the coupled-channel system, which relates partial waves with $j=l \pm 1$. This means that the coefficients of Eqs. (3.33) and (3.34) are vector like, $A=\left(A_{j-1}, A_{j+1}\right)$ and $B=\left(B_{j-1}, B_{j+1}\right)$. Correspondingly, one needs two independent solutions $\left(\Psi_{j-1}, \Psi_{j+1}\right)$ to determine phase shifts and mixing angles. In the previous case this was achieved by using different solutions which have approximately the same energy and neglect this difference. But this method is not applicable, because the solutions of Eq. (2.31) have exactly the same energy and they are dependent on each other. By introducing the Hermitian but time-reversal symmetry breaking auxiliary potential,

$$
V \rightarrow V+\left(\begin{array}{cc}
0 & i V_{\mathrm{aux}}  \tag{3.35}\\
-i V_{\mathrm{aux}} & 0
\end{array}\right)
$$

in region III of Fig. 3.2, the solutions decouple to $\psi$ and $\psi^{*}$ with the same energy and the conjugate equation for the S -matrix determination reads

$$
\begin{equation*}
A^{*}=S B^{*} \tag{3.36}
\end{equation*}
$$

Rewriting the $S$-matrix in terms of $A, B$ gives

$$
S=\left[\begin{array}{ll}
B & A^{*}
\end{array}\right]\left[\begin{array}{ll}
A & B^{*} \tag{3.37}
\end{array}\right]^{-1}
$$

where $S$ is defined according to the Stapp parametrization of Eq. (2.53). Then again, the phase shifts as well as the mixing angles are fitted to Eq. (3.37).

In this thesis we calculate the nucleon-nucleon phase shift and mixing angle in the following manner. At LO, we use the spherical projection method for the determination of phase shifts and mixing angles while we use only the energy information for the perturbative inclusion of NLO and N2LO potentials in the calculation of the phase shift. As we cannot solve the mixing angle perturbatively for higher orders, we use again the spherical projection for these calculations.

### 3.5 Exact methods

As long as we consider only systems with a few particles, we can use the Lanczos/ Arnoldi algorithm [95, 96] for sparse matrices to solve the eigenvalue problem. Afterward, we have the energy and the wave function of the system and use this information for the calculation of binding energies and phase shifts. The Lanczos algorithm works as the following.

A general eigenvalue problem reads

$$
\begin{equation*}
A \cdot v=\lambda \cdot v \tag{3.38}
\end{equation*}
$$

where $A$ is a $n \times n$ matrix, $\lambda$ is the eigenvalue and $v$ is the eigenvector which can be rewritten in the basis of the power-iterated subspace,

$$
\begin{equation*}
\left\{q, A q, A^{2} q, A^{3} q, \ldots\right\} \tag{3.39}
\end{equation*}
$$

where $q$ is an arbitrary starting vector. Hence, we could use a finite number of $m$ vectors based on Eq. (3.39) to orthogonally transform the matrix $A$ into a Hessenberg matrix $H_{m}$, from which the eigenvalues and -vectors are calculated faster than for a general matrix. Admittedly, the aforementioned arguments of Eq. (3.39) do not have to be orthogonal. After orthogonalization, the basis is given by $p_{1}, \ldots, p_{m}$ and applied to the general matrix $A$, we get the $m \times m$ Hessenberg matrix, where all entries below the first subdiagonal are equal to zero. It is of the form

$$
H_{m}=\left(\begin{array}{cccc}
h_{1,1} & h_{1,2} & \ldots & h_{1, m}  \tag{3.40}\\
h_{2,1} & h_{22} & \ldots & h_{2, m} \\
0 & h_{3,2} & \ldots & h_{3, m} \\
0 & 0 & \ldots & h_{4, m} \\
& & \ldots & \\
& & \ldots & h_{m, m}
\end{array}\right),
$$

and it is an similarity transformation of the original matrix $A$ in the first $m$ arguments. In the case of a real symmetric matrix $A$, Eq. (3.40) reduces to a tridiagonal matrix which can be evaluated even faster. As we work with finite $m$, the eigenvectors and -values are only an approximation of the exact solution, making it necessary to iterate the procedure until the desired precision is reached. Generally, we only have to perform a matrix-vector multiplication and we have to store the vectors $p_{1}, \ldots, p_{m}$ as well as the matrix $H_{m}$. This is particularly efficient for very sparse matrices, where most of the entries are zero and as such do not contribute to the calculation. Using a large enough basis and enough iterations it is also possible to calculate more than one eigenvalue which is particularly important for the calculation of phase shifts where one needs eigenvalues corresponding to a large range of energy.

### 3.6 The auxiliary field partition function

Generally, we use three different methods to extract physical observables. While we use the Hamiltonian formalism and the transfer matrix formalism for the exact calculations, we use a Grassmann path integral formalism with auxiliary fields in the case of Monte Carlo simulations. In the following we will show that all formalisms are equivalent up to higher order lattice artifacts. In the current and the subsequent section we follow [97, 98]. For the proof we consider a system of two fermions with spin $\uparrow$ and $\downarrow$ and a simple contact interaction $\propto C$. On the one hand, the corresponding path integral reads

$$
\begin{equation*}
Z=\int \mathrm{D} c \mathrm{D} c^{*} \exp \left[-S\left(c, c^{*}\right)\right], \tag{3.41}
\end{equation*}
$$

with the action

$$
\begin{equation*}
S\left(c, c^{*}\right)=S_{\text {free }}\left(c, c^{*}\right)+C \alpha_{t} \sum_{\vec{n}, n_{t}} c_{\uparrow}^{*}\left(\vec{n}, n_{t}\right) c_{\uparrow}\left(\vec{n}, n_{t}\right) c_{\downarrow}^{*}\left(\vec{n}, n_{t}\right) c_{\downarrow}\left(\vec{n}, n_{t}\right) . \tag{3.42}
\end{equation*}
$$

Here, $\alpha_{t}$ is the ratio of the spatial and temporal lattice spacings, $\alpha_{t}=a / a_{t}$. The free part reads

$$
\begin{align*}
S_{\text {free }}\left(c, c^{*}\right)=\sum_{\vec{n}, n_{t}, i=\uparrow, \downarrow} & \left\{\left[c_{i}^{*}\left(\vec{n}, n_{t}\right) c_{i}\left(\vec{n}, n_{t}+1\right)-(1-6 h) c_{i}^{*}\left(\vec{n}, n_{t}\right) c_{i}\left(\vec{n}, n_{t}\right)\right]\right.  \tag{3.43}\\
& \left.+\sum_{\hat{l}=1,2,3}\left[c_{i}^{*}\left(\vec{n}, n_{t}\right) c_{i}\left(\vec{n}+\hat{l}, n_{t}\right)+c_{i}^{*}\left(\vec{n}, n_{t}\right) c_{i}\left(\vec{n}-\hat{l}, n_{t}\right)\right]\right\},
\end{align*}
$$

with $h=\alpha_{t} /(2 m)$. Eq. (3.43) represents the most simple discretization of the free action. On the other hand, the discrete Hamiltonian reads

$$
\begin{align*}
H=\sum_{\vec{n}, i=\uparrow, \downarrow} & \left\{\frac{3}{m} a_{i}^{\dagger}(\vec{n}) a_{i}(\vec{n})-\frac{1}{2 m} \sum_{\hat{l}=1,2,3}\left[a_{i}^{\dagger}(\vec{n}) a_{i}(\vec{n}+\hat{l})+a_{i}^{\dagger}(\vec{n}) a_{i}(\vec{n}-\hat{l})\right]\right\}  \tag{3.44}\\
& +C \sum_{\vec{n}} a_{\uparrow}^{\dagger}(\vec{n}) a_{\uparrow}(\vec{n}) a_{\downarrow}^{\dagger}(\vec{n}) a_{\downarrow}(\vec{n}) .
\end{align*}
$$

Using the general properties of Grassman variables and anticommutation relations (see App. A. 3 for details), one can proof the following identity

$$
\begin{equation*}
\operatorname{Tr}\left[: f\left(a^{\dagger}, a\right):\right]=\int \mathrm{d} c(0) \mathrm{d} c^{*}(0) \exp \left\{c^{*}(0)[c(0)-c(1)]\right\} f\left[c^{*}(0), c(0)\right] \tag{3.45}
\end{equation*}
$$

where the antiperiodic boundary condition in time direction is realized by $c(1)=-c(0)$.
The previous equation shows the connection only for one time slice, but it is extendable to the general identity,

$$
\begin{align*}
& \operatorname{Tr}\left\{: F_{L_{t}-1}\left[a_{i^{\prime}}^{\dagger}\left(\vec{n}^{\prime}\right), a_{i}(\vec{n})\right]: \ldots: F_{0}\left[a_{i^{\prime}}^{\dagger}\left(\vec{n}^{\prime}\right), a_{i}(\vec{n})\right]:\right\} \\
& =\int \mathrm{D} c \mathrm{D} c^{*} \exp \left\{\sum_{n_{t}=0}^{L_{t-1}} \sum_{\vec{n}, i}\left[c_{i}^{*}\left(\vec{n}, n_{t}\right) c_{i}\left(\vec{n}, n_{t}\right)-c_{i}\left(\vec{n}, n_{t}+1\right)\right]\right\} \prod_{n_{t}=0}^{L_{t}-1} F_{n_{t}}\left[c_{i^{\prime}}^{*}\left(\vec{n}^{\prime}, n_{t}\right), c_{i}\left(\vec{n}, n_{t}\right)\right] . \tag{3.46}
\end{align*}
$$

Now the antiperiodic boundary condition reads $c_{i}\left(\vec{n}, L_{t}\right)=-c_{i}(\vec{n}, 0)$. Identifying $F_{j}\left[a_{i^{\prime}}^{\dagger}\left(\vec{n}^{\prime}\right), a_{i}(\vec{n})\right]$ with the transfer matrix

$$
\begin{equation*}
M=: \exp \left(-\alpha_{t} H\right):, \tag{3.47}
\end{equation*}
$$

and the terms in the second line of Eq. (3.46) with the action of Eq. (3.42) we have shown the equality between path integral and transfer matrix partition function,

$$
\begin{equation*}
Z=\operatorname{Tr}\left(M^{L_{t}}\right) \tag{3.48}
\end{equation*}
$$

Using a Gaussian quadratic and completing the square, the path integral is rewritten as

$$
\begin{equation*}
Z=\prod_{\vec{n}, n_{t}}\left[\int \mathrm{~d}_{A} s\left(\vec{n}, n_{t}\right)\right] \int \mathrm{D} c \mathrm{D} c^{*} \exp \left[-S_{A}\left(c, c^{*}, s\right)\right] \tag{3.49}
\end{equation*}
$$

with the new action including the auxiliary field,

$$
\begin{equation*}
S_{A}\left(c, c^{*}, s\right)=S_{\text {free }}\left(c, c^{*}\right)-\sum_{\vec{n}, n_{t}} A\left[s\left(\vec{n}, n_{t}\right)\right] \rho\left(\vec{n}, n_{t}\right) . \tag{3.50}
\end{equation*}
$$

The auxiliary field integral reads [99, 100]

$$
\begin{align*}
\int \mathrm{d}_{A} s\left(\vec{n}, n_{t}\right) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} s\left(\vec{n}, n_{t}\right) \exp \left[-\frac{1}{2} s^{2}\left(\vec{n}, n_{t}\right)\right],  \tag{3.51}\\
A\left[s\left(\vec{n}, n_{t}\right)\right] & =\sqrt{-C \alpha_{t}} s\left(\vec{n}, n_{t}\right) . \tag{3.52}
\end{align*}
$$

The above written form is also known as Hubbard-Stratonovich transformation. In general, there are plenty of alternative forms of Eqs (3.51) and (3.52) for the auxiliary field which must fulfill the following equations,

$$
\begin{array}{r}
\int \mathrm{d}_{A} s\left(\vec{n}, n_{t}\right)=1, \\
\int \mathrm{~d}_{A} s\left(\vec{n}, n_{t}\right) A\left[s\left(\vec{n}, n_{t}\right)\right]=0 \\
-C \alpha_{t}=\int \mathrm{d}_{A} s\left(\vec{n}, n_{t}\right) A^{2}\left[s\left(\vec{n}, n_{t}\right)\right] \tag{3.55}
\end{array}
$$

Some of them are investigated in [101]. Eqs. (3.41) and (3.49) are equivalent but the two-body interaction is removed making the explicit calculation faster as the theory only consists of one-nucleon states which do not interact with each other but only via an auxiliary field. After showing the equivalence of the Hamiltonian transfer matrix method and the path integral with and without auxiliary field, the appropriate method depends on the problem. For many-body problems the only feasible way is to choose the path integral with auxiliary field formulation.

This method is extended to all LO smeared contact interaction as well as the one-pion exchange which we will be included in the subsequent calculations as well. As we already see, each operator requires an extra auxiliary field making it computationally expensive to include NLO operators in the partition function too.

### 3.7 Hybrid Monte Carlo algorithm for Nuclear Lattice Effective Field Theory

While there are a lot of different algorithms to calculate Eq. (3.41), we choose the Hybrid Monte Carlo (HMC) algorithm in this thesis [102]. In this algorithm we update the whole field and auxiliary field configuration at the same time making it very efficient and exact. In the following we give a detailed description of the method. Starting point is the path integral with auxiliary fields according to Eq. (3.49), where the path integral over the Grassmann fields is substituted by the transfer matrix formulation,

$$
\begin{equation*}
Z(t)=\int \mathrm{D} \pi_{I} \mathrm{D} s \mathrm{D} s_{S} \mathrm{D} s_{I} \mathrm{D} s_{S I} \exp \left[-S_{\pi \pi}-S_{s s}\right]\langle\Psi| M^{L_{t}}\left(\pi_{I}, s, s_{S}, s_{I}, s_{S I}\right)|\Psi\rangle \tag{3.56}
\end{equation*}
$$

Here, $|\Psi\rangle$ is the trial wave function and $M^{\left(n_{t}\right)}\left(\pi_{I}, s, s_{I}\right)$ is the transfer matrix including all auxiliary field-nucleon interactions,

$$
\begin{align*}
M^{\left(n_{t}\right)}\left(\pi_{I}, s, s_{S},\right. & \left.s_{I}, s_{S I}\right)=: \exp \left[-H_{\text {free }} \alpha_{t}-\frac{g_{A} \alpha_{t}}{2 F_{\pi}} \sum_{S, I} \Delta_{S} \pi_{I}\left(\vec{n}_{s}, n_{t}\right) \rho_{S, I}\left(\vec{n}_{s}\right)\right. \\
& +\sqrt{-c_{00} \alpha_{t}} \sum_{\vec{n}} s(\vec{n}, \vec{n}) \rho(\vec{n})+\sqrt{-c_{s s} \alpha_{t}} \sum_{S} \sum_{\vec{n}} s_{S}\left(\vec{n}, n_{t}\right) \rho_{S}(\vec{n})  \tag{3.57}\\
& \left.+\sqrt{-c_{i i} \alpha_{t}} \sum_{I} \sum_{\vec{n}} s_{I}\left(\vec{n}, n_{t}\right) \rho_{I}(\vec{n})+\sqrt{-c_{s i} \alpha_{t}} \sum_{S, I} \sum_{\vec{n}} s_{S I}\left(\vec{n}, n_{t}\right) \rho_{S I}(\vec{n})\right]: .
\end{align*}
$$

The free Hamiltonian is used in the discretized version of the upper line of Eq. (3.44), while the density operators are defined in App. B. The auxiliary fields $s, s_{S}, s_{I}$ and $s_{S I}$ correspond to the respective contact interaction. The pion and auxiliary field actions read

$$
\begin{align*}
S_{\pi \pi}= & \alpha_{t}\left(\frac{m_{\pi}^{2}}{2}+3\right) \sum_{I} \sum_{\vec{n}} \pi_{I}(\vec{n}) \pi_{I}(\vec{n})-\alpha_{t} \sum_{I} \sum_{\vec{n}, \hat{l}} \pi_{I}(\vec{n}) \pi_{I}(\vec{n}+\hat{l}),  \tag{3.58}\\
S_{s s}= & \frac{1}{2} \sum_{\vec{n}, \vec{n}^{\prime}, n_{t}} s\left(\vec{n}, n_{t}\right) f^{-1}\left(\vec{n}-\vec{n}^{\prime}\right) s\left(\vec{n}^{\prime}\right)+\frac{1}{2} \sum_{\vec{n}, \vec{n}^{\prime}, n_{t}, S} s_{S}\left(\vec{n}, n_{t}\right) f^{-1}\left(\vec{n}-\vec{n}^{\prime}\right) s_{S}\left(\vec{n}^{\prime}\right) \\
& +\frac{1}{2} \sum_{\vec{n}, \vec{n}^{\prime}, n_{t}, I} s_{I}\left(\vec{n}, n_{t}\right) f^{-1}\left(\vec{n}-\vec{n}^{\prime}\right) s_{I}\left(\vec{n}^{\prime}\right)+\frac{1}{2} \sum_{\vec{n}, \overrightarrow{n^{\prime}}, n_{t}, S, I} s_{S I}\left(\vec{n}, n_{t}\right) f^{-1}\left(\vec{n}-\vec{n}^{\prime}\right) s_{S I}\left(\vec{n}^{\prime}\right), \tag{3.59}
\end{align*}
$$

with $f^{-1}\left(\vec{n}-\vec{n}^{\prime}\right)$ is the inverse smearing function,

$$
\begin{equation*}
f^{-1}\left(\vec{n}-\vec{n}^{\prime}\right)=\frac{1}{L^{3}} \sum_{\vec{q}} \frac{1}{f(\vec{q})} \exp \left[-i \vec{q}\left(\vec{n}-\vec{n}^{\prime}\right)\right] \tag{3.60}
\end{equation*}
$$

A natural choice for the trial wave function is an antiymmetric combination of plane single-nucleon wave functions, $\left|\Psi^{\text {free }}\right\rangle$. As a time evolution of such a state through the complete LO transfer matrix is too expensive, we split the calculation into two parts. Firstly, we evolve this configuration through an SU(4) symmetric Hamiltonian $L_{t_{0}}$ times. Such a simplified Hamiltonian does not suffer from the sign problem and it is already a good approximation to the full Hamiltonian [33, 103, 104]. Then the trial
wave function reads

$$
\begin{align*}
&|\Psi\rangle=\prod_{n_{t}=1}^{L_{t_{0}}}: \exp \left[-H_{\mathrm{free}} \alpha_{t}-\frac{1}{2} \sum_{\vec{n}, \vec{n}^{\prime}, n_{t}} s_{\mathrm{SU}(4)}\left(\vec{n}, n_{t}\right) f_{\mathrm{SU}(4)}^{-1}\left(\vec{n}-\vec{n}^{\prime}\right) s_{\mathrm{SU}(4)}\left(\vec{n}^{\prime}, n_{t}\right)\right.  \tag{3.61}\\
&\left.+\sqrt{-C_{\mathrm{SU}(4)} \alpha_{t}} \sum_{\vec{n}} s_{\mathrm{SU}(4)}\left(\vec{n}, n_{t}\right) \rho(\vec{n})\right]:\left|\Psi^{\mathrm{free}}\right\rangle .
\end{align*}
$$

Once the trial wave function is constructed, we can use the full Hamiltonian to calculate the amplitude,

$$
\begin{equation*}
Z_{\mathrm{LO}}(t)=\langle\Psi| M_{\mathrm{LO}}^{L_{i}}|\Psi\rangle, \tag{3.62}
\end{equation*}
$$

with $t=2 L_{t_{\mathrm{o}}}+L_{t_{\mathrm{i}}}$ and where we have suppressed all auxiliary field notations in the expression. Now the ground state energy is given as

$$
\begin{equation*}
E_{\mathrm{LO}}\left(t-\frac{\alpha_{t}}{2}\right)=-\frac{1}{\alpha_{t}} \log \frac{Z_{\mathrm{LO}}(t)}{Z_{\mathrm{LO}}\left(t-\alpha_{t}\right)} . \tag{3.63}
\end{equation*}
$$

Over and above the LO transient energy, we will measure higher-order operators $\hat{O}$ perturbatively. We insert them in the center of our amplitude calculation,

$$
\begin{equation*}
Z_{\hat{O}}(t)=\langle\Psi|\left(M_{\mathrm{LO}}\right)^{L_{t_{i}} / 2} M_{\hat{O}}\left(M_{\mathrm{LO}}\right)^{L_{t_{i}} / 2}|\Psi\rangle, \tag{3.64}
\end{equation*}
$$

with an energy contribution

$$
\begin{equation*}
E_{\hat{O}}=\frac{1}{\alpha_{t}}\left(1-\frac{Z_{\hat{O}}}{Z_{\mathrm{LO}}}+\ldots\right) . \tag{3.65}
\end{equation*}
$$

The time evolution for the different time steps is shown schematically in Fig. 3.4. Note that for the evaluation of the transient energy and perturbative insertions, one normaly evaluates the amplitude between neighboring time slices. Additionally, one could also take next-to-neighboring time slices and so on to get energies for times between $t_{o}$ and $t_{i}$. However, it has been shown earlier that the data becomes poorly decorrelated quickly. In the following calculations, we will take neighboring and - if possible partially next-to-neighboring time slices only. The operator $M_{\hat{O}}$ is constructed from an extended auxiliary field transfer matrix $M\left(\pi_{I}, s, s_{S}, s_{I}, s_{S I}, \epsilon\right)$ which includes all necessary operator structures in the form of external currents. In the following we give an explicit example for a simple two-body contact interaction without any spin, isospin or momentum dependence while all other interaction operators are calculated analogous after including the respective current structure in the transfer matrix. Hence, the transfer matrix is defined as

$$
\begin{equation*}
M\left(\pi_{I}, s, s_{S}, s_{I}, s_{S I}, \epsilon_{\rho}\right)=M\left(\pi_{I}, s, s_{S}, s_{I}, s_{S I}\right) \exp \left[\sum_{\vec{n}} \epsilon_{\rho}\left(\vec{n}, n_{t}\right) \rho(\vec{n})\right] \text {. } \tag{3.66}
\end{equation*}
$$

Then the perturbative insertion reads

$$
\begin{equation*}
\Delta M_{\rho} \propto-\alpha_{t} \sum_{\vec{n}} \frac{\delta}{\delta \epsilon_{\rho}\left(\vec{n}, n_{t}\right)} \frac{\delta}{\delta \epsilon_{\rho}\left(\vec{n}, n_{t}\right)} M\left(\pi_{I}, s, s_{S}, s_{I}, s_{S I}, \epsilon_{\rho}\right) . \tag{3.67}
\end{equation*}
$$

Now the amplitude is defined in terms of the auxiliary fields and we can use the HMC method to


Figure 3.4: Schematic time steps for time evolution. Figure taken from [33].
determine the ground state energy. The procedure is as follows:

1. Initialization

Firstly, we create a random configuration of auxiliary fields $s_{X}$, where $s_{X}$ is an abbreviation for all auxiliary fields of the theory used in Eqs. (3.56), (3.57), and (3.61).
2. Molecular dynamics

Corresponding to the initial configuration we create the conjugate momenta randomly according to a Gaussian distribution,

$$
\begin{equation*}
P\left[p_{s_{X}}\left(\vec{n}, n_{t}\right)\right] \propto \exp \left\{-\frac{1}{2}\left[p_{s_{X}}\left(\vec{n}, n_{t}\right)\right]\right\} . \tag{3.68}
\end{equation*}
$$

The weight $\exp [-V(s)]$ and has the explicit form

$$
\begin{equation*}
\left|Z\left(L_{t}\right)\right| \exp \left(-S_{s_{X}}\right) \tag{3.69}
\end{equation*}
$$

and it is used for the Hamiltonian dynamics of the auxiliary fields according to

$$
\begin{align*}
\dot{p}_{s_{X}}(\tau) & =-\frac{\partial H_{\mathrm{HMC}}}{\partial s_{X}}  \tag{3.70}\\
\dot{s}_{X}(\tau) & =p_{s_{X}} \tag{3.71}
\end{align*}
$$

whereas $H_{\mathrm{HMC}}$ is

$$
\begin{equation*}
H_{\mathrm{HMC}}=\frac{1}{2} p_{s_{X}}^{2}+V\left(s_{X}\right) \tag{3.72}
\end{equation*}
$$

3. Exploring the phase space

With the previous equations we can explore the phase space of the process using the discretized equations. Therefore, we use the leapfrog method, which is a simple and phase space area preserving discretization scheme. We start with a half step departing from the initial configuration,

$$
\begin{equation*}
p_{s_{X}}^{\prime}(0)=p_{s_{X}}(0)-\frac{\epsilon_{\mathrm{HMC}}}{2} \dot{p}_{s_{X}}(0) \tag{3.73}
\end{equation*}
$$

Afterward we explore the phase space with full step size,

$$
\begin{align*}
s_{X}(\tau+1) & =s_{X}(\tau)+\epsilon_{\mathrm{HMC}} p_{s_{X}}^{\prime}(\tau)  \tag{3.74}\\
p_{s_{X}}^{\prime}(\tau+1) & =p_{s_{X}}(\tau)+\epsilon_{\mathrm{HMC}} \dot{p}_{s_{X}}^{\prime}(\tau) \tag{3.75}
\end{align*}
$$

and add an additional half step in the end,

$$
\begin{equation*}
p_{s_{X}}\left(N_{\tau}\right)=p_{s_{X}}^{\prime}\left(N_{\tau}\right)+\frac{\epsilon_{\mathrm{HMC}}}{2} \dot{p}_{s_{X}}^{\prime}\left(N_{\tau}\right) . \tag{3.76}
\end{equation*}
$$

The evaluation of momenta between two full steps pushes the error to $O\left(\epsilon_{\mathrm{HMC}}^{3}\right)$ instead of $O\left(\epsilon_{\mathrm{HMC}}^{2}\right)$ in the case of evaluating the field and the conjugate momenta at the same time point. For an efficient algorithm, it is necessary to choose the number of time steps $N_{\tau}$ and the step length $\epsilon_{\mathrm{HMC}}$ such that the final acceptance rate is large enough to get enough statistics but also that the phase space is explored rapidly enough.
4. Metropolis test - accept or reject

At the end of the molecular dynamics evolution, one has a new configuration of auxiliary fields and their momenta, $s_{X}\left(N_{\tau}\right), p_{s_{X}}\left(N_{\tau}\right)$., The accept/ reject criterion reads

$$
\begin{equation*}
u<\min \left\{1, \exp \left\{-H_{\mathrm{HMC}}\left[s_{X}\left(N_{\tau}\right), p_{s_{X}}\left(N_{\tau}\right)\right]+H_{\mathrm{HMC}}\left[s_{X}(0), p_{s_{X}}(0)\right]\right\}\right\}, \tag{3.77}
\end{equation*}
$$

where $u$ is a random number between 0 and 1 . The new configuration is accepted if Eq. (3.77) is fulfilled. This accept/reject criterion is called Metropolis test and it fulfills the detailed balance, a necessary condition for the reversibility of the system in equilibrium.
5. Measuring observables

If the system is already in equilibrium and the state is accepted, we take statistics of all observables according to Eqs. (3.63) and (3.65).
6. Continue from step 2

We repeat this procedure for $N_{\text {trial }}$ times, but we use the new configuration $s_{X}\left(N_{\tau}\right)$ as a starting point if it has been accepted or we use the old configuration $s_{X}(0)$ if it has been rejected.

### 3.8 The sign problem

As long as the system scales only proportional to the number of particles and $L^{3}$ in the spatial size, we do not have any storing problems for a large number of particles or a large box size. Sure enough, in fermionic Monte Carlo systems one has to deal with a sign problem. While we interpret the Boltzman factor as a probability factor and as such allows us to calculate the average of any observable just by summing over its value for any configurations weighted by its probability, this is not possible anymore if the weight is oscillating between negative and positive, which occurs by the exchange of two fermions just by Fermi statistics. Such a new configuration would cancel the old one making it very hard to extract any valuable information from a Monte Carlo simulation. To be specific, we follow [105] and consider a fermionic and bosonic path integral,

$$
\begin{align*}
& Z_{f}=\sum_{n} \operatorname{Sign}(n) \exp [-S(n)],  \tag{3.78}\\
& Z_{b}=\sum_{n} \exp [-S(n)], \tag{3.79}
\end{align*}
$$

with $\operatorname{Sign}(n)= \pm 1$ depending on the configuration $n$ of the system. $S(n)$ is an action of a bosonic system. Any fermionic observable is calculated as

$$
\begin{equation*}
\langle O\rangle_{f}=\frac{1}{Z_{f}} \sum_{n} \mathcal{O}(n) \operatorname{Sign}(n) \exp [-S(n)] \tag{3.80}
\end{equation*}
$$

which directly gives the expectation value of the Sign operator itself,

$$
\begin{equation*}
\langle\operatorname{Sign}\rangle=\frac{Z_{f}}{Z_{b}} \propto \exp \left[-\beta V\left(f_{f}-f_{b}\right)\right] \tag{3.81}
\end{equation*}
$$

where the last equation is valid for large $\beta V$ with the inverse temperature $\beta=1 /\left(k_{B} T\right)$ and $f_{f}, f_{b}$ the free energy of the fermionic and bosonic system, respectively. Due to the Pauli principle the free energy density for fermions must be larger than the one for bosons and as such the average sign tends towards zero exponentially for larger volumes.

Generally, the sign problem becomes severe when very sharp potentials are employed or when including many fermions. In the framework of NLEFT, we can use a relatively low cutoff and trigonometric discretization schemes are used to reduce the sign problem. Concerning this thesis we restrict the Monte Carlo calculation to ${ }^{4} \mathrm{He}$, which is almost a $\mathrm{SU}(4)$ eigenstate. $\mathrm{SU}(4)$ symmetric problems do not suffer from the sign problem and consequently, we do not expect too severe problems for the ${ }^{4} \mathrm{He}$ calculation.

# Regularization Methods for Nuclear Lattice Effective Field Theory ${ }^{\star}$ 

### 4.1 Introduction

The Nuclear Lattice Effective Field Theory (EFT) method [33] has led to impressive progress in the last decade and it has been applied to few- and many-body-systems successfully, for reviews see e.g. Refs. [52, 107]. The lattice spacing serves as a natural UV regulator for the theory, as for a given value of $a$ the maximal momentum is $p_{\max }=\pi / a$. Although these calculations give a quite good description for the phase shifts, energy levels, etc., almost all calculations have been done for a fixed lattice spacing $a \simeq 2 \mathrm{fm}$, corresponding to a soft momentum cut-off of about 300 MeV . This allows one to treat all corrections beyond leading order (LO) in perturbation theory. However, the cut-off dependence or lattice spacing dependence has not been analyzed systematically and there are still some problems in the two-nucleon system like the relatively poor description of the ${ }^{3} \mathrm{~S}_{1}{ }^{3} \mathrm{D}_{1}$ mixing angle [61]. Further, such soft potentials seem to lead to some overbinding in medium-mass nuclei, as discussed in Ref. [108]. Also, it has been shown that the leading order four-nucleon contact interactions need to be smeared to avoid a cluster instability when four nucleons reside on one lattice site [32]. One might argue that the extension of such smearing methods also to the pion exchange contributions leads to a natural regularization of the lattice EFT, allowing to vary the lattice spacing freely but using an explicit momentum cut-off in the spirit of the work of Ref. [38]. More precisely, this inherent physical cut-off was implemented by formulating the lattice action in terms of blocked fields.

In this chapter, we will focus on the neutron-proton two-body system at lowest order and discuss the lattice spacing dependence systematically. In addition, we discuss the necessity of regularizing the one-pion-exchange potential and provide a method that goes beyond smearing and is borrowed from continuum calculations, which leads to the lattice spacing independence of observables for a broad range in $a$, see Ref. [22].

While most of the calculations solve the transfer matrix using Monte Carlo methods or the Lanczos method for small eigenvalues of large sparse matrices, we use here the Hamiltonian formalism and solve it with the Lanczos method. Using this approach we can eliminate the discretization in the time direction and we have to consider only the variation in the position space discretization. In the following, all expressions are given in lattice units and one has to multiply the lattice results by the appropriate power of the lattice spacing $a$ to get the physical values. Note also that we show simulations for various large enough volumes so that Lüscher's finite volume formulas are sufficient for the infinite volume extraction

[^0]and we can entirely focus on the remaining dependence on the lattice spacing.
In what follows, we will first display the necessary formalism to calculate the neutron-proton system to lowest order on the lattice. It is important to already improve the free Hamiltonian so as to be as close as possible to the free non-relativistic dispersion relation. At very low energies, one can consider the theory with contact interactions only, the so-called pionless theory. As we will show, the smearing of the contact interactions can be used as a regulator, leading to regulator-independent results for a broad range of values of the lattice spacing $a$. Matters are different in the pionful theory, which to LO consists of two four-nucleon contact interaction and the long-ranged static one-pion-exchange potential (OPEP). As will be shown, combining the smearing of the contact interactions with a position-space regularization of the OPEP will again lead to results largely independent of $a$ for the physically sensible range of lattice spacing. Hence, one could use this modified leading-order approach to improve the current auxiliary field Monte Carlo simulations in Nuclear Lattice EFT. In principle, now it is possible to consider the continuum limit $a \rightarrow 0$, however, we refrain from doing that here, as it is sufficient to demonstrate lattice spacing independence for a physically relevant range of $a$.

### 4.2 The lattice Hamiltonian

To set the stage and to introduce our notations, we first discuss the free Hamiltonian. Its discretized form reads

$$
\begin{align*}
H_{\text {free }}=\frac{1}{2 m_{N}} \sum_{\vec{n}, i, j} \sum_{\hat{l}} & \left\{2 \omega_{0} a_{i, j}^{\dagger}(\vec{n}) a_{i, j}(\vec{n})+\sum_{k=1}^{3}(-1)^{k}\right.  \tag{4.1}\\
& \left.\times \omega_{k}\left[a_{i, j}^{\dagger}(\vec{n}) a_{i, j}(\vec{n}+k \hat{l})+a_{i, j}^{\dagger}(\vec{n}) a_{i, j}(\vec{n}-k \hat{l})\right]\right\} .
\end{align*}
$$

Here, $a_{i, j}, a_{i, j}^{\dagger}$ are the fermionic annihilation and creation operators with spin and isospin indices $i, j$, respectively, $m_{N}=\left(m_{p}+m_{n}\right) / 2$ denotes the nucleon mass and $\hat{l}$ is a unit vector in spatial direction. The summation is over all lattice points $\vec{n}$ on the $L^{3}$ lattice. We use a stretched $O\left(a^{m}\right)$-improved action and its coefficients $\omega_{k}$ are summarized in Tab. 4.1, see e.g. Refs. [109, 110]. $m$ indicates the number of hopping points beyond next-neighbor interaction used in the Laplacian discretization in each spatial direction and we use $m=4$ throughout this chapter. The stretching factor $N$ is introduced to minimize the errors arising from the discretized dispersion relations on the lattice especially for large momenta where the discretization does not approximate the continuum relation $E=\vec{p}^{2} /\left(2 m_{N}\right)$ anymore. While there is some arbitrariness on the exact choice of $N$ depending on the values of the respective momentum, $N=3.5$ is a sensible choice.

|  | $O\left(a^{4}\right)$ |  | $O\left(a^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| $\omega_{0}$ | $N \cdot \frac{1}{9}+\frac{49}{36}$ | $o_{0}$ | 0 |
| $\omega_{1}$ | $N \cdot \frac{1}{6}+\frac{3}{2}$ | $o_{1}$ | $\frac{4}{3}$ |
| $\omega_{2}$ | $N \cdot \frac{1}{15}+\frac{3}{20}$ | $o_{2}$ | $\frac{1}{6}$ |
| $\omega_{3}$ | $N \cdot \frac{1}{90}+\frac{1}{90}$ | $o_{3}$ | 0 |

Table 4.1: The $\omega_{i}$ are the coefficients for the lattice discretization of the Laplacian and the dispersion relation whereas the $o_{i}$ appear in the momentum components of the one-pion-exchange potential. Both depend on the stretching factor $N$.

The interaction potential consists of two/three terms in the pionless/pionful theory at lowest order. The contact interaction consists of two terms which can be chosen as

$$
\begin{equation*}
H_{\text {cont }}=\frac{1}{2} \sum_{\vec{n}}\left[C \rho^{a^{\dagger}, a}(\vec{n}) \rho^{a^{\dagger}, a}(\vec{n})+C_{I} \sum_{I} \rho_{I}^{a^{\dagger}, a}(\vec{n}) \rho_{I}^{a^{\dagger}, a}(\vec{n})\right] \tag{4.2}
\end{equation*}
$$

where the terms are summed over all lattice sites $\vec{n}$ and the isospin index $I=1,2,3$. These terms appear in both versions of the EFT considered here. In the pionful theory, one has in addition the one-pion-exchange potential

$$
\begin{equation*}
H_{\mathrm{OPE}}=-\frac{g_{A}^{2}}{8 F_{\pi}^{2}} \sum_{S_{1}, S_{2}, I} \sum_{\vec{n}_{1}, \vec{n}_{2}} G_{S_{1} S_{2}}\left(\vec{n}_{1}-\vec{n}_{2}\right) \rho_{S_{1}, I}^{a^{\dagger}, a}\left(\vec{n}_{1}\right) \rho_{S_{2}, I}^{a^{\dagger}, a}\left(\vec{n}_{2}\right), \tag{4.3}
\end{equation*}
$$

with $g_{A}$ the axial-vector coupling constant and $F_{\pi}$ the pion decay constant. $S_{1}, S_{2}$ are the respective spin indices which run from 1 to 3 . The corresponding lattice density operators read

$$
\begin{align*}
\rho^{a^{\dagger}, a}(\vec{n}) & =a_{i, j}^{\dagger}(\vec{n}) a_{i, j}(\vec{n}),  \tag{4.4}\\
\rho_{I}^{a^{\dagger}, a}(\vec{n}) & =a_{i, j}^{\dagger}(\vec{n}) \tau_{I, j j^{\prime}} a_{i, j}(\vec{n}),  \tag{4.5}\\
\rho_{S, I}^{a^{\dagger}, a}(\vec{n}) & =a_{i, j}^{\dagger}(\vec{n}) \sigma_{S, i i^{\prime}} \tau_{I, j j^{\prime}} a_{i, j}(\vec{n}), \tag{4.6}
\end{align*}
$$

and $G_{S_{1} S_{2}}(\vec{n})$ represents the pion propagator times the pion-nucleon vertex and is defined as

$$
\begin{equation*}
G_{S_{1} S_{2}}(\vec{n})=\frac{1}{L^{3}} \sum_{\vec{p}} \frac{\exp (-i \vec{p} \cdot \vec{n}) v\left(p_{S_{1}}\right) v\left(p_{S_{2}}\right)}{1+\frac{2}{q_{\pi}} \sum_{k=1}^{3} \sum_{l}(-1)^{k} \omega_{k} \cos \left(k p_{l}\right)} \tag{4.7}
\end{equation*}
$$

with $q_{\pi}=M_{\pi}^{2}+6 \omega_{0} . v\left(p_{S_{1}}\right), v\left(p_{S_{2}}\right)$ are the discretized momentum components of the first and second pion field which yields $v\left(p_{l}\right)=o_{1} \sin \left(p_{l}\right)-o_{2} \sin \left(2 p_{l}\right)=p_{l}\left(1+O\left(p_{l}^{4}\right)\right)$ with the coefficients summarized in Tab. 4.1. We only use an $O\left(a^{2}\right)$ discretization, because we do not want to expand the respective interaction too much. A further improved momentum approximation is linked to a further expanded derivative in position space including more interactions at distinct lattice points and the locality of the pion-nucleon interaction is lost. These momenta arise from the pion field derivative in the pion nucleon Lagrangian $\mathcal{L}_{\pi N}=-g_{A} /\left(2 F_{\pi}\right) N^{\dagger} \vec{\tau} \cdot(\vec{\sigma} \cdot \vec{\nabla}) \vec{\pi} N$. To arrive at Eq. (4.7), we note that the pion propagator is derived from the discrete action for instantaneous pions which takes the form [32]

$$
\begin{equation*}
S_{\pi \pi}\left(\pi_{I}\right)=\left(\frac{m_{\pi}^{2}}{2}+3 \omega_{0}\right) \sum_{\vec{n}} \pi_{I}(\vec{n}) \pi_{I}(\vec{n})+\sum_{\vec{n}, \hat{l}, k}(-1)^{k} \omega_{k} \pi_{I}(\vec{n}) \pi_{I}(\vec{n}+k \hat{l}) . \tag{4.8}
\end{equation*}
$$

This is reparametrized by $\pi_{I}^{\prime}(\vec{n})=\sqrt{q_{\pi}} \pi_{I}(\vec{n})$. Finally, the new pion action reads

$$
\begin{equation*}
S_{\pi \pi}\left(\pi_{I}^{\prime}\right)=\frac{1}{2} \sum_{\vec{n}} \pi_{I}^{\prime}(\vec{n}) \pi_{I}^{\prime}(\vec{n})+\frac{1}{q_{\pi}} \sum_{\vec{n}, \hat{l}, k}(-1)^{k} \omega_{k} \pi^{\prime}(\vec{n}) \pi_{I}^{\prime}(\vec{n}+k \hat{l}) \tag{4.9}
\end{equation*}
$$

and the respective pion propagator reads

$$
\begin{equation*}
D_{\pi}(\vec{p})=\left[1+\frac{2}{q_{\pi}} \sum_{k=1}^{3} \sum_{l}(-1)^{k} \cos \left(k p_{l}\right)\right]^{-1} . \tag{4.10}
\end{equation*}
$$

Furthermore, we introduce a Gaussian smearing

$$
\begin{equation*}
f(\vec{p})=\frac{1}{f_{0}} \exp \left[-b \frac{\tilde{v}(\vec{p})}{2}\right] \tag{4.11}
\end{equation*}
$$

with a stretched $O\left(a^{4}\right)$ improved discretization

$$
\begin{equation*}
\tilde{v}(\vec{p})=2 \sum_{k=0}^{3} \sum_{l=1}^{3}(-1)^{k} \omega_{k} \cos \left(k p_{l}\right)=\vec{p}^{2}\left[1+O\left(p^{6}\right)\right], \tag{4.12}
\end{equation*}
$$

where the error estimation is valid for $N=0$ and the coefficients given in Tab. 4.1. $f_{0}$ is necessary for normalization reasons and is given by $f_{0}=\left(1 / L^{3}\right) \sum_{\vec{p}} \exp [-b \tilde{v}(\vec{p}) / 2]$. This smearing modifies the contact interaction in momentum space according to

$$
\begin{equation*}
H_{\text {cont }}=\frac{1}{2} \sum_{\vec{p}} f(\vec{p})\left[C \rho^{a^{\dagger}, a}(\vec{p}) \rho^{a^{\dagger}, a}(\vec{p})+C_{I} \sum_{I} \rho_{I}^{a^{\dagger}, a}(\vec{p}) \rho_{I}^{a^{\dagger}, a}(\vec{p})\right] . \tag{4.13}
\end{equation*}
$$

Such a smearing was introduced in Ref. [32] to reduce the effect of high momentum contributions and remove the clustering instability of the contact interaction. As the leading order (LO) contribution is iterated to all orders, such a smearing sums up some of the higher order corrections. All other higher order corrections are then treated in perturbation theory (as long as the lattice spacing is sufficiently large). Here, we concentrate on the lowest order and leave the discussion of the treatment of the higher order effects to Chap. 5. In any case, the smearing of the LO contact terms is a useful tool to improve the description of the S-waves in a very efficient way without including all higher-order terms in a chiral counting scheme. In general, it is not necessary that the smeared contact interactions for the ${ }^{1} S_{0^{-}}$and ${ }^{3} S_{1}$-channel have the same smearing function, $f(\vec{p})$. However, this is important for auxiliary-field Monte Carlo lattice simulations. Without the same smearing function for the two channels, the Monte Carlo simulation would have a far bigger problem with sign oscillations. For this reason we consider only one smearing function for both channels. The fact that we can approximately describe the effective ranges for both channels using only one smearing function can be viewed as a feature of the approximate $\operatorname{SU}(4)$ Wigner symmetry of the two-nucleon interaction.

In continuum chiral EFT it is necessary to regularize the one-pion-exchange potential due to its singularity at very small distances. We will show that such a singularity also appears for small lattice spacings and we will regularize it in position space as suggested in Ref. [22]

$$
\begin{equation*}
\tilde{f}(\vec{r})=\left[1-\exp \left(-\frac{\vec{r}^{2}}{2 b}\right)\right]^{n}, \tag{4.14}
\end{equation*}
$$

where the denominator is motivated by $\mathcal{F}_{q}\left\{\exp \left[-r^{2} /(2 b)\right]\right\} \propto \exp \left(-b q^{2} / 2\right)$. Here, $b$ is a fitting parameter while $n$ is a free parameter.

In the following we study the two-nucleon system for different lattice spacings. Therefore we use the finite-volume formulas for the binding energy and the effective range expansion given by Lüscher [84,

93]

$$
\begin{align*}
E_{B}(L)-E_{B}^{\infty} & =-24|A|^{2} \frac{\exp \left(-\sqrt{-2 \mu E_{B}^{\infty}} L\right)}{2 \mu L}  \tag{4.15}\\
p \cot \delta_{0}(p) & =\frac{1}{\pi L} S(\eta), \quad \eta=\left(\frac{L p}{2 \pi}\right)^{2} \tag{4.16}
\end{align*}
$$

with $A$ the normalization constant of the wave function for large distances and $\mu=m_{p} m_{n} /\left(m_{p}+m_{n}\right)$ the reduced mass. The energy eigenvalues of the system are linked to the momentum squared by $E=p^{2} /(2 \mu)$ and $S(\eta)$ is the zeta function. Its expansion for small $\eta$ is given by

$$
\begin{equation*}
S(\eta)=-\frac{1}{\eta}+S_{0}+S_{1} \eta^{1}+S_{2} \eta^{2}+S_{3} \eta^{3}+\ldots \tag{4.17}
\end{equation*}
$$

and the coefficients $S_{i}$ can be found in Chapt. 3.4.1. We do calculations at volumes large enough that Lüscher's finite volume formulas are sufficient for infinite volume extraction with negligible residual finite volume dependence so we can entirely focus on the remaining dependence on the lattice spacing. For the scattering state calculations, the finite volume corrections are of $\operatorname{size} \exp (-L / R)$, where $L$ is the box length and $R$ is the range of the interactions [84]. For the bound state calculations, the finite-volume formula in Eq. (4.15) captures the leading $\exp \left(-\sqrt{-2 \mu E_{B}^{\infty}} L\right)$, but there are also smaller corrections of size $\exp \left(-\sqrt{2} \sqrt{-2 \mu E_{B}^{\infty}} L\right)$ [93]. For S-waves, the effective range expansion is $p \cot \delta_{0}(p) \approx-1 / a_{s}+\left(r_{e} / 2\right) p^{2}$ with $a_{s}$ the scattering length and $r_{e}$ the effective range. Hence, we match our finite volume results to the infinite volume effective range parameters and the deuteron binding energy, $a_{1_{S_{0}}}=-23.76(1) \mathrm{fm}$, $r_{S_{0}}=2.75(5) \mathrm{fm}$, and $E_{b}=-2.224575(9) \mathrm{MeV}$.

In the fits, different lattice volumes are used to produce enough data points to make the respective fit using Eqs. $(4.15,4.16)$ and predict $r_{3_{S}}$ as well as $a_{3_{S}}$. Finally, one can compare the prediction to the experimental values given by $a_{3_{S_{1}}}=5.424(4) \mathrm{fm}$ and $r_{S_{S_{1}}}=1.759(5) \mathrm{fm}$. In the following we will repeat this procedure for lattice spacings between $a^{-1}=100 \mathrm{MeV}$ and $a^{-1}=400 \mathrm{MeV}$, respectively, that is approximately between 2 fm and 0.5 fm in the pionless theory and for $a$ between 0.3 and 2.0 fm the EFT with pions.

### 4.3 The pionless theory

| $a^{-1}[\mathrm{MeV}]$ | $a[\mathrm{fm}]$ | $C_{{ }_{3}{ }_{1}}[\mathrm{MeV}]$ | $C_{1_{S_{0}}}[\mathrm{MeV}]$ | $b\left[\mathrm{MeV}^{-2}\right]$ | $a_{{ }_{3}}[\mathrm{fm}]$ | $r_{{ }_{3} S_{1}}[\mathrm{fm}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 1.97 | -46.66 | -28.18 | $3.83 \cdot 10^{-5}$ | $5.611(1)$ | $2.029(1)$ |
| 130 | 1.52 | -50.71 | -30.16 | $3.93 \cdot 10^{-5}$ | $5.630(1)$ | $2.047(1)$ |
| 160 | 1.23 | -50.26 | -29.84 | $4.04 \cdot 10^{-5}$ | $5.624(1)$ | $2.034(1)$ |
| 200 | 0.99 | -49.89 | -29.70 | $4.13 \cdot 10^{-5}$ | $5.614(1)$ | $2.017(1)$ |
| 240 | 0.82 | -50.17 | -29.92 | $4.19 \cdot 10^{-5}$ | $5.607(1)$ | $2.008(1)$ |
| 300 | 0.66 | -50.63 | -30.24 | $4.23 \cdot 10^{-5}$ | $5.602(1)$ | $2.005(1)$ |
| 350 | 0.56 | -50.85 | -30.38 | $4.25 \cdot 10^{-5}$ | $5.601(1)$ | $2.008(1)$ |
| 400 | 0.49 | -50.91 | -30.43 | $4.27 \cdot 10^{-5}$ | $5.605(1)$ | $2.015(1)$ |

Table 4.2: Fit results in the Gaussian-smeared pionless EFT case for $L=34,36,38$ and $N=3.5$. The values for $a_{S_{S_{1}}}$ and $r_{3_{S_{1}}}$ are predictions (modulo the consistency condition Eq. (4.20)).

Initially, we consider the pionless case which works well for very low energies and is described by the effective Hamiltonian

$$
\begin{equation*}
H=H_{\text {free }}+H_{\text {cont }} . \tag{4.18}
\end{equation*}
$$

It was shown in Ref. [111] that for any lattice spacing the non-smeared contact interaction cannot reproduce the effective range correctly. Hence, we introduce a smearing according to Eq. (4.11). The calculation is performed for $N=0$ and $N=3.5$ to estimate the influence of the stretching factor in the improved action. As we only have to consider the S-wave projection, we use the appropriate linear combinations

$$
\begin{equation*}
C=\frac{1}{4}\left(3 C_{1_{1_{0}}}+C_{3_{1}}\right) \quad C_{I}=\frac{1}{4}\left(C_{1_{1}}+C_{S_{1}}\right) . \tag{4.19}
\end{equation*}
$$

The results for two stretching factors $N=0$ and $N=3.5$ are shown in Fig. 4.1. For $N=3.5$, the explicit values of the fitted parameters and the predictions are listed in Tab. 4.2. The lattice size of $L=34,36,38$ is motivated by the corresponding physical lattice length of $L_{\text {phys }}=16.66,17.64,18.62 \mathrm{fm}$ for a minimal lattice spacing of $a=0.49 \mathrm{fm}$. This should be still large enough so that higher order terms to Eqs. $(4.15,4.16)$ and in the effective range expansion are negligible. The LECs in the respective table and plot are obtained after rescaling $C^{C^{3} S_{1} / S_{0}} S \rightarrow C^{3} S_{1} / S_{0} S_{0} / a^{3}$ so as to account for the different volumes.


Figure 4.1: Low-energy coupling constants and the smearing parameter $b$ in the pionless EFT for a lattice size of $L=34,36,38$ and two different stretching factors.

First, we see the parameters belonging to $N=0$ and $N=3.5$ have similar values and they approach a constant value when the lattice spacing is minimized. But there is a preference for $N=3.5$ case because for this case, the variation of the LECs is significantly decreased for various lattice spacings than in the
$N=0$ case reflecting the improved dispersion relation approximation which is necessary as we receive data points in different regimes for different lattice spacings. Therefore, we use $N=3.5$ for the following calculations.

Comparing the theoretical predictions with the experimental values gives the impression of a large deviation particularly for $r_{3} S_{1}$. As we only work at lowest order, we cannot expect to get the physical value already. But we can perform a consistency check for our predictions as there exists a relation between the binding energy, the scattering length and the effective range, see e.g. Ref. [23]

$$
\begin{equation*}
E_{B} \approx-\frac{1}{2 \mu a_{s}^{2}}\left(1+\frac{r_{e}}{a_{s}}+\frac{5 r_{e}^{2}}{4 a_{s}^{2}}+\ldots\right) . \tag{4.20}
\end{equation*}
$$

This equation is valid for positive scattering length $a_{s}$ and the expansion in $r_{e} / a_{s}$, with $r_{e}$ the effective range, is useful provided $\left|r_{e}\right| \ll a_{s}$. As we do not include any partial wave mixing, we can use the expansion up to $O\left(r_{e}^{2} / a_{s}^{2}\right)$ and compare the physical binding energy in this scheme with our lattice predictions. Then the binding energy is $E_{B}=-2.052(1) \mathrm{MeV}$ for the physical values of the scattering length and the effective range and our lattice predictions give a binding energy of $E_{B}=-2.009(1) \ldots-1.999$ (1) MeV showing that the relation in Eq. (4.20) is approximately fulfilled.

The constant value of $b$ can be explained by the smearing function itself and the Fourier transformation of the contact interaction given in Eq. (4.13) in dependence of the cutoff/ lattice spacing. While we work on the lattice, the Fourier transformation is limited by the maximum momentum $\pi / a$. As we consider the continuum limit, new contributions to the summation are added in Eq. (4.13) as $\pi / a \rightarrow \infty$ and the value of the normalization constant changes. The normalization constant $f_{0}$ approaches a finite limit and the new contributions are exponentially suppressed. Hence, the lattice spacing dependence of the smearing constant should approach a constant value as long as other discretization errors are negligible. This is also a good check for other regularizations procedures. We will use this condition to find the best regularization scheme in the upcoming section. It is quite remarkable that the pionless theory can be regularized by such a constant Gaussian smearing leading to $a$-independent results for $0.5 \lesssim a \lesssim 2.0 \mathrm{fm}$. Given that the typical extension of a nucleon is given by a scale of $r \simeq 0.85 \mathrm{fm}$, this means that the EFT can be used for all momenta that do not lead to a resolution of the internal nucleon structure, at least in the pionless theory. A direct comparison with the results of a continuum calculation is difficult because the occuring divergences are usually treated in a different way. As done in Ref. [112], one can calculate the scattering matrix using the bubble chain summation with a regularization $\tilde{f}(\vec{p})=\exp \left(-b \vec{p}^{2} / 2\right)$ similar to the smeared contact interaction on the lattice instead of dimensional regularization or a finite cut-off. Then the T-matrix is expanded up to and including $O\left(\vec{p}^{2}\right)$ and matched to the effective range expansion parameters. The values one obtains are of the same order as the lattice values but do not match them exactly. Note further that the extension to the three-particle system is not straightforward because of the Efimov effect that requires the inclusion of a three-body contact interaction already at leading order [113].

### 4.4 The pionful theory

Including pions is necessary for an effective field theory at higher energies. Therefore pions are included according to Eq. (4.3) and the full Hamiltonian is

$$
\begin{equation*}
H=H_{\text {free }}+H_{\text {cont }}+H_{\mathrm{OPE}} . \tag{4.21}
\end{equation*}
$$

A problem is caused by the singularities which arise in the short-range region of the OPE contribution. On the one hand, this singularity exists for any lattice spacing as the relative distance $\vec{r}=0$ is possible and gives a very large but still finite contribution. On the other hand, minimizing the lattice spacing leads to additional lattice points with non-zero but very small distances to the origin and which give an additional large short-range contribution.

Firstly, we switch off the smearing of the contact interaction and include the pion-nucleon interaction according to Eq. (4.3). In this case, the predictions for the effective range parameter are not close to the physical value and it is still necessary to include the smearing of the contact interaction [32].

In the case of smeared contact interaction and non-smeared pion-nucleon interaction the LECs do not give a reasonably close value for the effective range in the ${ }^{3} S_{1}$-channel. The prediction is reasonable and constant for a lattice spacing larger than 1 fm , but it does decrease towards zero for smaller lattice spacings. As we do not include a regularization, the divergent $\pi \mathrm{N}$-contribution for small lattice spacings is more and more resolved for smaller lattice spacings resulting in a very sharp potential. The contact interaction in combination with the smearing factor $b$ can compensate this effect but as the ${ }^{1} S_{0^{-}}$and ${ }^{3} S_{1}$-channel do not have exactly the same dependence, while it is still possible to fit to one of the effective ranges, the agreement for the other one gets worse.

Now we turn on the smearing of the pion-nucleon interaction. While a smearing in momentum space according to Eq. (4.11) could be possible, we follow the arguments given in Ref. [22] and introduce the regularization in position space as proposed in Eq. (4.14). Then, the new OPE potential reads

$$
\begin{equation*}
H_{\mathrm{OPE}}=-\frac{g_{A}^{2}}{8 F_{\pi}^{2}} \sum_{S_{1}, S_{2}, I} \sum_{\vec{n}_{1}, \vec{n}_{2}} \tilde{f}\left(\vec{n}_{1}-\overrightarrow{n_{2}}\right) G_{S_{1} S_{2}}\left(\vec{n}_{1}-\vec{n}_{2}\right) \rho_{S_{1}, I}^{a^{\dagger}, a}\left(\vec{n}_{1}\right) \rho_{S_{2}, I}^{a^{\dagger}, a}\left(\vec{n}_{2}\right) \tag{4.22}
\end{equation*}
$$

Throughout this chapter, we use $n=4$ in Eq. (4.14), but we also checked for different $n$ and the results are similar. Higher values of $n$ are only necessary for strongly divergent contributions like two-pion-exchange potentials which we neglect in this exploratory study.
In Fig. 4.2, the finite volume binding energy of the deuteron and the respective effective range expansion for the $S$-waves for a subset of the lattice spacings used are shown. Finite volume effects modify the binding energy so that a correction according to Eq. (4.15) is necessary but higher order terms are still negligible. Also the data points we obtain for the effective range expansion still have small enough momenta squared so that the expansion up to $O\left(p^{2}\right)$ is feasible. The resulting LECs, the smearing constant as well as the predictions for $L=34,36,38$ are displayed in Tab. 4.3. While the value of the LECs are different to the pionless case, their general shape depending on the lattice spacing does not change and the LECs remain negative as well. Also the smearing factor $b$ remains in a certain range between 2.40 to $2.92 \times 10^{-5} \mathrm{MeV}^{-2}$, indicating that this regularization scheme works quite well. We do not show the results for the smaller set of lattice sizes, but we have shown that finite volume effects between these two sets become negligible for lattice spacings larger than 0.7 fm . Assuming a large enough lattice there is a rise in the smearing constant between 1.8 fm and 0.7 fm , and it is constant again for lattice spaces smaller than 0.7 fm . While in the range from 0.7 fm and 1.8 fm the pion-nucleon contribution changes, the lattice sites closest to the origin contribute more and more to the potential due to the divergent structure of the potential. This effect is compensated by the regularization at a certain range as we further decrease the lattice spacing, and then the regularized potential does not change its shape anymore. Note that in the intermediate range there are lattice artifacts in the OPEP which cause the oscillatory behavior of the LECs as they appear at different physical lengths and multiplied by a different regularization factor. As a result, we cannot see a plateau for the LECs $C^{C^{3}}{ }_{S_{1}}$ and $C_{1_{S_{0}}}$ at a lattice spacing of $a=0.5 \mathrm{fm}$, but we have to further decrease the lattice spacing. Simultaneously, we increase the number of lattice points to


Figure 4.2: Lattice space dependence of various parameters. Upper panel: The finite-volume deuteron bound state energy. Central panel: The effective range expansion for the ${ }^{1} S_{0}$-channel. Lower panel: The effective range expansion for the ${ }^{3} S_{1}$-channel.
keep the physical lattice size. The respective values are shown in Tab. 4.3 as well and there is a plateau starting from $a=0.39 \mathrm{fm}$. The predictions for the effective range expansion parameters are also quite good as $a_{3_{S_{1}}} \approx 5.470(1) \ldots 5.649(1) \mathrm{fm}$ and $r_{S_{S_{1}}} \approx 1.818(1) \ldots 1.899(1) \mathrm{fm}$ depending on the lattice spacing. Repeating the calculation for the binding energy according to Eq. (4.20) up-to-and-including terms of $O\left(r_{e}^{2} / a_{s}^{2}\right)$ yields for the binding energy $E_{B} \approx 2.026(1) \ldots 2.033(1) \mathrm{MeV}$ for the various lattice spacings in the range between 0.5 fm and 2.0 fm . This is again close to the physical binding energy and the respective relation is fulfilled. For the remaining ones, it yields $E_{B} \approx 2.034(1) \ldots 1.899(1) \mathrm{MeV}$ indicating that larger volumes become necessary particularly for the smallest lattice spacing. Finally, the theory is well regularized and the differences between the lattice predictions and the experimental values of $a_{3}{ }_{S_{1}}$ and $r_{S_{1}}$, respectively, can be compensated by higher order terms.

### 4.5 Conclusion and Outlook

In this chapter, we have studied the lattice spacing $a$ dependence of the neutron-proton system at leading order in the pionless and the pionful theory. We have used the scattering length and the effective range

| $a^{-1}[\mathrm{MeV}]$ | $a[\mathrm{fm}]$ | $C_{{ }_{3}}[\mathrm{MeV}]$ | $C_{{ }_{1}}{ }_{S_{0}}[\mathrm{MeV}]$ | $b\left[\mathrm{MeV}^{-2}\right]$ | $a_{{ }_{3}{ }_{S_{1}}}[\mathrm{fm}]$ | $r_{{ }_{3} S_{1}}[\mathrm{fm}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 1.97 | -54.07 | -36.11 | $2.59 \cdot 10^{-5}$ | $5.470(1)$ | $1.818(1)$ |
| 130 | 1.52 | -67.11 | -45.47 | $2.40 \cdot 10^{-5}$ | $5.513(1)$ | $1.878(1)$ |
| 160 | 1.23 | -69.31 | -46.52 | $2.41 \cdot 10^{-5}$ | $5.527(1)$ | $1.899(1)$ |
| 200 | 0.99 | -63.83 | -41.39 | $2.65 \cdot 10^{-5}$ | $5.523(1)$ | $1.893(1)$ |
| 240 | 0.82 | -61.55 | -39.23 | $2.83 \cdot 10^{-5}$ | $5.511(1)$ | $1.876(1)$ |
| 300 | 0.66 | -62.20 | -39.44 | $2.92 \cdot 10^{-5}$ | $5.498(1)$ | $1.858(1)$ |
| 350 | 0.56 | -63.30 | -40.19 | $2.92 \cdot 10^{-5}$ | $5.491(1)$ | $1.842(1)$ |
| 400 | 0.49 | -64.31 | -40.97 | $2.91 \cdot 10^{-5}$ | $5.491(1)$ | $1.842(1)$ |
| 500 | 0.39 | -65.47 | -41.90 | $2.89 \cdot 10^{-5}$ | $5.500(1)$ | $1.836(1)$ |
| 600 | 0.33 | -66.14 | -42.71 | $2.82 \cdot 10^{-5}$ | $5.553(1)$ | $1.835(1)$ |
| 700 | 0.28 | -65.61 | -42.64 | $2.86 \cdot 10^{-5}$ | $5.649(1)$ | $1.845(1)$ |

Table 4.3: Fit results in EFT with Gaussian-smeared contact interaction and position space regularization for the pion-nucleon interaction with $N=3.5$. The lattice size is $L=34,36,38$ for $a=0.49 \ldots 1.97 \mathrm{fm}$ and $L=38,40,42$ for $a=0.39 \ldots 0.28 \mathrm{fm}$. The values for $a_{S_{1}}$ and $r_{S_{S_{1}}}$ are predictions (modulo the consistency condition Eq. (4.20)).
in the ${ }^{1} S_{0}$ partial wave together with the deuteron binding energy to fix the two LECs related to the LO four-nucleon contact interaction and the smearing parameter $b$. To focus on the lattice spacing dependence, we have worked at sufficiently large lattice volumes so that finite volume effects do not play any role here. In the pionless case, it is sufficient to smear the contact interactions with a Gaussian-type function, cf. Eq. (4.11), to achieve $a$-independence in the range $0.5 \lesssim a \lesssim 2.0 \mathrm{fm}$. We have explicitly shown this for the scattering length and the effective range in the ${ }^{3} S_{1}$-channel, being aware of the strong correlation between $E_{B}$ and $a_{3}{ }_{S_{1}}$. In the pionful theory, the contribution from the one-pion-exchange is best to be regularized in position space, as discussed in detail in Ref. [22]. Again, we can demonstrate lattice spacing independence for the same range of $a$. Therefore, it should be possible to calculate the phase shifts with the transfer matrix method and the spherical wall method. Smaller lattice spacings should minimize the lattice errors such as the broken rotational invariance and make it possible to increase the accuracy especially for higher momenta in the partial wave decomposition. Clearly, when decreasing the lattice spacing, one has to be aware that the perturbative treatment of the NLO and higher order corrections becomes doubtful and requires a separate investigation but it does not invalidate the results found here. Furthermore, one should implement this regularization in Monte Carlo simulations in order to minimize the lattice spacing and artifacts in the simulation. This, however, is a separate issue.

## CHAPTER

# The Tjon band in Nuclear Lattice Effective Field Theory ${ }^{\star}$ 

### 5.1 Introduction

Nuclear Lattice Effective Field Theory (NLEFT) has become a powerful tool in the last years to study the formation of nuclei from nucleons in an ab initio way. Using this method it was possible to calculate the binding energies of medium mass nuclei with good accuracy $[108,115]$ and postdict the Hoyle state [34, 35], which is an excited state in carbon- 12 indispensable for nucleosynthesis in stars. Besides binding energies, also scattering processes like nucleon-nucleon [61, 116] or alpha-alpha-scattering [36] were investigated. NLEFT combines two powerful concepts. First, we have chiral nuclear effective field theory $[39,52]$, which gives a systematic description of low-energy hadron physics based on the symmetries (and their breaking) of the underlying gauge field theory, Quantum Chromodynamics. This continuum approach can be combined with well established many-body continuum schemes to go beyond light nuclei, such as the shell model, the no-core-shell model, coupled cluster theory, variational Monte Carlo methods, and so on, see e.g. Refs. [117-127]. Second, we discretize Euclidean space time with spatial lattice spacing $a$ and temporal lattice spacing $a_{t}$, and use Monte Carlo methods for the numerical evaluation of few- and many-body problems. While many interesting and precise results could be obtained in this scheme, a problem due to the discretization of space had never been resolved in a satisfactory fashion. In Ref. [115] an overbinding of the ground state of ${ }^{4} \mathrm{He}$ was observed which was traced back to the appearance of implicit multi-particle interactions which have significant effect on few-body physics on coarse lattices. In Ref. [128], this effect was demonstrated explicitly for an N -boson system in two dimensions with short-range interaction. This effect becomes even stronger in larger nuclei. In Ref. [108] this discretization artefact was cured by adding an effective four-nucleon force (4NF), that, however, is not related to the chiral expansion. Here, we want to reconsider this issue and prove the conjecture of the appearance of the implicit multi-particle interactions, and show that with decreasing lattice spacing their effect is diminished more and more. Consequently, the effective 4 NF is not necessary any more once the lattice spacing is chosen small enough, and one should also confirm the correlation between $3 N$ and $4 N$ systems, known as the Tjon band [24, 72]. Note that historically, this correlation was called the Tjon line, but as theory has an inherent uncertainty, it really is a band as stressed in Ref. [72]. While the aforementioned overbinding of ${ }^{4} \mathrm{He}$ on coarse lattices results in correlation points relatively far off the Tjon band, the binding energies for triton and helium- 4 should get closer to this band or already be on top of it once the lattice spacing is chosen small enough. Furthermore, note that one also has to

[^1]be aware of an additional effect that needs proper treatment. The configurations with four nucleons on one lattice site require smearing to prevent a strong overbinding [32]. In the chiral EFT action used for most investigations, this smearing was adjusted to get the proper neutron-proton effective range. This procedure might, however, not be sufficient in larger systems, as evidenced by the highly successful non-locally smeared leading order action proposed in Ref. [129].

Different to lattice QCD, we do not consider the continuum limit $a \rightarrow 0$. This is related to the fact that we are dealing with an effective field theory (EFT) that is only valid for a certain energy range. In fact, $\pi / a$ serves as the ultraviolet cut-off of this EFT. Letting $a$ tend to zero would generate large momenta that probe the inner structure of the nucleons, which is outside the realm of the EFT considered. Therefore, $a$ must be chosen between 1 and 2 fm . This was explained e.g. in Ref. [82].

The EFT provides a counting scheme for the expansion of the effective potential [14] systematically up to any given order $O(Q / \Lambda)$, where $Q$ is a small expansion parameter with respect to the nuclear hard scale $\Lambda \approx 500 \mathrm{MeV}$. Note that this hard scale is smaller than the usual chiral perturbation theory scale because of the non-perturbative nature of the nuclear interactions. For a detailed discussion, see e.g. Ref. [22]. The pertinent small expansion parameter in our case is the nucleon momentum $p$ or the pion mass $M_{\pi}$ or the electromagnetic charge $e \propto M_{\pi} / \Lambda$. Within this counting scheme, the two-body contact interactions start at leading order (LO), $O\left[(Q / \Lambda)^{0}\right]$, while momentum-dependent and electromagnetic interactions are at next-to-leading order (NLO), $O\left[(Q / \Lambda)^{2}\right]$ and do not have any additional contribution at N2LO, $O\left[(Q / \Lambda)^{3}\right]$. Additional contact terms would arise at N3LO, $O\left[(Q / \Lambda)^{4}\right]$, which is beyond the accuracy of our calculations in the three- and four-body sector performed here. The two-pion-exchange potential (TPEP) has contributions at NLO and N2LO. A detailed analysis of the lattice spacing dependence of the two-body sector can be found in Ref. [116], where higher-order corrections were included both perturbatively and non-perturbatively. In the following we will include and extend the two-body analysis, but we will focus on the perturbative approach as we want to be in agreement with former three- and fourbody calculations in which all corrections beyond LO have been included perturbatively. In the three-body sector, 3 NF corrections only start at N2LO as NLO contributions only consist of reducible topologies which do not produce any non-vanishing contributions. Concerning the 4 NF , it was conjectured that they are not necessary due to the same argument of vanishing contributions for 3 NF. However, it was shown by Ref. [130] that these forces matter at N3LO and a rough estimation of some of their contribution gives to the binding energy of ${ }^{4} \mathrm{He}$ is about 100 keV [131]. Hence, since they are beyond the order we include in our analysis and their actual contribution is beyond the accuracy of our work as well, we can safely neglect them. We remark that these chiral 4NFs are not the effective 4NFs that were included in Ref. [108].

The chapter is organized as follows. In Sec. 5.2 we introduce the method of NLEFT with an emphasis on the two-body sector. We calculate phase shifts up to N2LO for neutron-proton scattering, and we consider electromagnetic corrections for neutron-neutron and proton-proton scattering. Then in Sec. 5.3, we extend the method to three-body systems and calculate the properties of triton at each order in the framework of NLEFT. When describing the four-body system in Sec. 5.4, we also give a brief introduction into Monte Carlo method which is necessary for the calculation of the ${ }^{4} \mathrm{He}$ properties. All calculations are done for lattice spacings of $a=1.97 \mathrm{fm}, a=1.64 \mathrm{fm}$ and $a=1.32 \mathrm{fm}$, which means that the respective cutoff $\Lambda_{a}=\pi / a$ remains below the breakdown scale of the theory. The respective temporal lattice spacing is chosen as $a_{t}=1.32 \mathrm{fm}, a_{t}=0.91 \mathrm{fm}$ and $a_{t}=0.59 \mathrm{fm}$, such that the ratio $a^{2} / a_{t}$ is kept fixed. Finally, we investigate the ${ }^{3} \mathrm{H}-{ }^{4} \mathrm{He}$ correlation in Sec. 5.5. In Sec. 5.6 we conclude and give an outlook on further improvements.

### 5.2 Two-body-sector

### 5.2.1 Theoretical framework

In the two-body sector we solve the LO non-pertubatively and we include the NLO and N2LO corrections perturbatively. For the free part of the Hamiltonian, we use an $O\left(a^{4}\right)$-improved version

$$
\begin{align*}
H_{\text {free }}=\frac{1}{2 m_{N}} \sum_{\vec{n}, i, j} & \left\{2 \omega_{0} a_{i, j}^{\dagger}(\vec{n}) a_{i, j}(\vec{n})\right.  \tag{5.1}\\
& \left.+\sum_{l=1}^{3} \sum_{\hat{s}}(-1)^{k} \omega_{l}\left[a_{i, j}^{\dagger}(\vec{n}) a_{i, j}(\vec{n}+l \hat{s})+a_{i, j}^{\dagger}(\vec{n}) a_{i, j}(\vec{n}-l \hat{s})\right]\right\} .
\end{align*}
$$

The coefficients $\omega_{l}$ represent the improved action including a stretching factor which connects the $O\left(a^{4}\right)$ action with the $O\left(a^{3}\right)$ action to correct the dispersion relation of the nucleon-nucleon system. Explicitly we use

$$
\begin{array}{ll}
\omega_{0}=10\left(\frac{49}{36}-\frac{5}{4}\right)+\frac{49}{36}, & \omega_{1}=10\left(\frac{3}{2}-\frac{4}{3}\right)+\frac{3}{2} \\
\omega_{2}=10\left(\frac{3}{20}-\frac{1}{12}\right)+\frac{3}{20}, & \omega_{3}=10\left(\frac{1}{90}-0\right)+\frac{1}{90} \tag{5.2}
\end{array}
$$

For a more detailed discussion on this, see Sec. 4.2. In the LO potential, we include smeared contact interaction operators which are projected on the $S$ waves and the one-pion-exchange (OPE) potential. The short-range contact interaction reads

$$
\begin{align*}
H_{\mathrm{LO}, \text { contact }}=\sum_{\vec{n}_{1}, \vec{n}_{2}} f\left(\vec{n}_{1}-\vec{n}_{2}\right): & {\left[c_{0} \rho^{a^{\dagger}, a}\left(\vec{n}_{1}\right) \rho^{\dagger^{\dagger}, a}\left(\vec{n}_{2}\right)+c_{s s} \sum_{S=1}^{3} \rho_{S}^{a^{\dagger}, a}\left(\vec{n}_{1}\right) \rho_{S}^{a^{\dagger}, a}\left(\vec{n}_{2}\right)\right.}  \tag{5.3}\\
& \left.+c_{i i} \sum_{I=1}^{3} \rho_{I}^{a^{\dagger}, a}\left(\vec{n}_{1}\right) \rho_{I}^{a^{\dagger}, a}\left(\vec{n}_{2}\right)+c_{s i} \sum_{S, I=1}^{3} \rho_{S, I}^{a^{\dagger}, a}\left(\vec{n}_{1}\right) \rho_{S, I}^{a^{\dagger}, a}\left(\vec{n}_{2}\right)\right]:
\end{align*}
$$

with

$$
\begin{align*}
& c_{0}=\left(3 C_{1} S_{0}+3 C_{3}{ }_{S}\right) / 16, \quad c_{s s}=\left(-3 C_{1} S_{0}+C_{3} S_{1}\right) / 16, \\
& c_{i i}=\left(C_{1} S_{0}-3 C^{3} S_{1}\right) / 16, \quad c_{i s}=\left(-C_{1} S_{0}-C_{3} S_{S_{1}}\right) / 16 . \tag{5.4}
\end{align*}
$$

$f(\vec{n})$ is the so-called smearing function, defined by

$$
\begin{equation*}
f(\vec{n})=\mathcal{F}\left[f_{0}^{-1} \exp \left(-b \frac{\vec{q}^{4}}{4}\right)\right](\vec{n}), \tag{5.5}
\end{equation*}
$$

with $\mathcal{F}$ denoting the Fourier transformation in the discrete space, and $b$ is the smearing parameter. Furthermore, the normalization constant is given by $f_{0}=\sum_{\vec{q}} \exp \left(-b \vec{q}^{4} / 4\right)$. For the momentum-squared
discretization we use also an $O\left(a^{4}\right)$ improved one,

$$
\begin{equation*}
\vec{q}^{2}=6 \omega_{0}+2 \sum_{l=1}^{3} \sum_{s=1}^{3}(-1)^{n} \omega_{s} \cos \left(\frac{2 s \pi k_{l}}{L}\right) . \tag{5.6}
\end{equation*}
$$

As already argued in Ref. [32], this smearing improves the $S$ wave description above a relative momentum of 50 MeV , and hence reduces the clustering instability for the few-body systems like ${ }^{4} \mathrm{He}$. The long-range OPE is given by

$$
\begin{equation*}
H_{\mathrm{OPE}}=-\frac{g_{A}^{2}}{8 F_{\pi}^{2}} \sum_{S_{1}, S_{2}, I} \sum_{n_{1}, n_{2}} G_{S_{1}, S_{2}}\left(\vec{n}_{1}-\vec{n}_{2}\right): \rho_{S_{1}, I}^{a^{\dagger}, a}\left(\vec{n}_{1}\right) \rho_{S_{2}, I}^{a^{\dagger}, a}\left(\vec{n}_{2}\right): \tag{5.7}
\end{equation*}
$$

where the pion propagator is

$$
\begin{equation*}
G_{S_{1}, S_{2}}(\vec{q})=\frac{q_{S_{1}} q_{S_{2}}}{M_{\pi}^{2}+\vec{q}^{2}} \tag{5.8}
\end{equation*}
$$

with

$$
\begin{equation*}
q_{S}=\sin \left(\frac{2 \pi k_{S}}{L}\right) \tag{5.9}
\end{equation*}
$$

in momentum space. The pion mass is $M_{\pi}=134.98 \mathrm{MeV}$. For the pion-nucleon coupling constant and the pion decay constant, we use the values $g_{A}=1.29$ (to account for the Goldberger-Treiman discrepancy) and $F_{\pi}=92.2 \mathrm{MeV}$. While there are various ways to regularize the long-range part with a Gaussian smearing function in momentum space or an analog function directly in position space [22], a similar analysis was done in Chapter 4 for the NLEFT approach where it was argued that the hard cut-off regularization due to lattice spacing is sufficient for the values of $a$ we use in this chapter.

The NLO contact interaction contribution consists of ten terms totally. First, we have to include two operators which are not NLO operators by power counting but are necessary for accounting for the back-reaction of the NLO fits on the LO contribution. More precisely, for a coarse lattice spacing, these represent the full non-local structure of the TPEP [82] while for finer lattices they could be dropped. In addition, these additional terms assure that the NLO contributions can be treated perturbatively. Therefore, we keep them for consistency. These terms read,

$$
\begin{align*}
& V_{\mathrm{NLO}}^{1}=-\frac{\Delta C}{2}: \sum_{\vec{n}} \rho(\vec{n}) \rho(\vec{n}):  \tag{5.10}\\
& V_{\mathrm{NLO}}^{2}=-\frac{\Delta C_{I^{2}}}{2}: \sum_{\vec{n}} \sum_{I=1}^{3} \rho_{I}(\vec{n}) \rho_{I}(\vec{n}): \tag{5.11}
\end{align*}
$$

Then we have the seven standard NLO contact interactions,

$$
\begin{align*}
& V_{\mathrm{NLO}}^{3}=-\frac{C_{q^{2}}}{2}: \sum_{\vec{n}} \sum_{l=1}^{3} \rho(\vec{n}) \nabla_{l}^{2} \rho(\vec{n}):,  \tag{5.12}\\
& V_{\mathrm{NLO}}^{4}=-\frac{C_{I^{2}, q^{2}}}{2}: \sum_{\vec{n}} \sum_{l=1}^{3} \sum_{l=1}^{3} \rho_{I}(\vec{n}) \nabla_{l}^{2} \rho_{I}(\vec{n}):,  \tag{5.13}\\
& V_{\mathrm{NLO}}^{5}=-\frac{C_{S^{2}, q^{2}}}{2}: \sum_{\vec{n}} \sum_{S=1}^{3} \sum_{l=1}^{3} \rho_{S}(\vec{n}) \nabla_{l}^{2} \rho_{S}(\vec{n}):, \tag{5.14}
\end{align*}
$$

$$
\begin{align*}
& V_{\mathrm{NLO}}^{6}=-\frac{C_{S^{2}, I^{2}, q^{2}}}{2}: \sum_{\vec{n}} \sum_{S, I=1}^{3} \sum_{l=1}^{3} \rho_{S, I}(\vec{n}) \nabla_{l}^{2} \rho_{S, I}(\vec{n}):,  \tag{5.15}\\
& V_{\mathrm{NLO}}^{7}=\frac{C_{(q \cdot S)^{2}}}{2}: \sum_{\vec{n}} \sum_{S=1}^{3} \nabla_{S} \rho_{S}(\vec{n}) \sum_{S^{\prime}=1}^{3} \nabla_{S^{\prime}} \rho_{S^{\prime}}(\vec{n}):,  \tag{5.16}\\
& V_{\mathrm{NLO}}^{8}=\frac{C_{I^{2},(q \cdot S)^{2}}}{2}: \sum_{\vec{n}} \sum_{S=1}^{3} \nabla_{S} \rho_{S, l}(\vec{n}) \sum_{S^{\prime}=1}^{3} \nabla_{S^{\prime}} \rho_{S^{\prime}}(\vec{n}):,  \tag{5.17}\\
& V_{\mathrm{NLO}}^{9}=-\frac{i C_{(q \times S) \cdot k}^{I=1}}{2}: \sum_{\vec{n}} \sum_{S=1}^{3} \sum_{l, l^{\prime}=1}^{3} \varepsilon_{l, S, l^{\prime}}\left[\Pi_{l}(\vec{n}) \nabla_{l^{\prime}} \rho_{S}(\vec{n})+\Pi_{l, S}(\vec{n}) \nabla_{l^{\prime}} \rho(\vec{n})\right]:, \tag{5.18}
\end{align*}
$$

with $\varepsilon_{a, b, c}$ the totally antisymmetric Levi-Civita tensor in three dimensions. Finally, we also include the following $\mathrm{SO}(3)$ breaking term

$$
\begin{equation*}
V_{\mathrm{NLO}}^{10}=\frac{C_{S O(3)}}{2}: \sum_{S} \rho_{S}(\vec{n}) \nabla_{S}^{2} \rho_{S}(\vec{n}): \tag{5.19}
\end{equation*}
$$

which allows us to remove lattice artefacts (unphysical partial wave mixing) due to rotational symmetry breaking. Rotational symmetry breaking is caused by the breakdown of the continuum $\mathrm{SO}(3)$ group to the $\mathrm{SO}(3, \mathbb{Z})$, which consists of a finite number of irreducible representations and consequently allows a mixing of partial waves, which should not mix in the continuum. More details can be found in $[33,80$, $82,83,132]$. Specifically, this term is tuned to remove the mixing between the ${ }^{3} S_{1-}^{-3} D_{1}$ and the ${ }^{3} D_{3}-{ }^{-3} G_{3}$ channels, but the physical mixing like e.g. ${ }^{3} S_{1-}{ }^{3} D_{1}$ is of course not affected. Unphysical partial wave mixing in higher waves is so small that it can be ignored. More details of the notation can be found App. B.

At N2LO, there are no further contact terms. Further, we need to include the TPEP at NLO and N2LO. While they are largely absorbed in the NLO contact terms for a very coarse lattice, they play an important role for finer lattices [115]. At NLO, the TPEP reads

$$
\begin{align*}
V_{\mathrm{NLO}}^{\mathrm{TPEP}}=\sum_{\vec{n}_{1}, \vec{n}_{2}}\{ & \sum_{I=1}^{3} \\
- & -\frac{\rho_{I}\left(\vec{n}_{1}\right) \rho_{I}\left(\vec{n}_{2}\right):}{384 \pi^{2} F_{\pi}^{4}}\left[4 M_{\pi}^{2}\left(5 g_{A}^{4}-4 g_{A}^{2}-1\right) V_{\mathrm{NLO}}^{\mathrm{TPEP}, 1}\left(\vec{n}_{1}-\vec{n}_{2}\right)\right. \\
& \left.+\left(23 g_{A}^{4}-10 g_{A}^{2}-1\right) V_{\mathrm{NLO}}^{\mathrm{TPEP}, 2}\left(\vec{n}_{1}-\vec{n}_{2}\right)+48 g_{A}^{4} M_{\pi}^{4} V_{\mathrm{NLO}}^{\mathrm{TPEP}, 3}\left(\vec{n}_{1}-\vec{n}_{2}\right)\right]  \tag{5.20}\\
& -\frac{3 g_{A}^{4}}{64 \pi^{2} F_{\pi}^{4}}\left[: \sum_{S_{1}, S_{2}=1}^{3} V_{\mathrm{NLO}}^{\mathrm{TPPP}, 4}\left(\vec{n}_{1}-\vec{n}_{2}, S_{1}, S_{2}\right) \rho_{S_{1}}\left(\vec{n}_{1}\right) \rho_{S_{2}}\left(\vec{n}_{2}\right)\right. \\
& \left.\left.\quad-\sum_{S=1}^{3} V_{\mathrm{NLO}}^{\mathrm{TPEP}, 2}\left(\vec{n}_{1}-\vec{n}_{2}\right) \rho_{S}\left(\vec{n}_{1}\right) \rho_{S}\left(\vec{n}_{2}\right):\right]\right\}
\end{align*}
$$

with the Fourier-transformed parts

$$
\begin{align*}
& V_{\mathrm{NLO}}^{\mathrm{TPEP}, 1}(\vec{n})=\mathcal{F}[L(|\vec{q}|)](\vec{n}),  \tag{5.21}\\
& V_{\mathrm{NLO}}^{\mathrm{TPEP}, 2}(\vec{n})=\mathcal{F}\left[L(|\vec{q}|) \vec{q}^{2}\right](\vec{n}), \tag{5.22}
\end{align*}
$$

$$
\begin{align*}
& V_{\mathrm{NLO}}^{\mathrm{TPEP}, 3}(\vec{n})=\mathcal{F}\left[L(|\vec{q}|) \vec{q}^{2} \frac{1}{4 M_{\pi}^{2}+\vec{q}^{2}}\right](\vec{n}),  \tag{5.2.2}\\
& V_{\mathrm{NLO}}^{\mathrm{TP} E P, 4}\left(\vec{n}, S_{1}, S_{2}\right)=\mathcal{F}\left[L(|\vec{q}|) q_{S_{1}} q_{S_{2}}\right](\vec{n}), \tag{5.2}
\end{align*}
$$

where

$$
\begin{equation*}
L(q)=\frac{1}{2 q} \sqrt{4 M_{\pi}^{2}+q^{2}} \log \frac{\sqrt{4 M_{\pi}^{2}+q^{2}}+q}{\sqrt{4 M_{\pi}^{2}+q^{2}}-q}, \tag{5.25}
\end{equation*}
$$

and $|\vec{q}|=\sqrt{\sum_{i=1}^{3} q_{i}^{2}}$. Note that this notation is different from Eq. (5.6), as the TPEP contributions should be absorbed in the NLO contact interaction up to $O\left(Q^{2}\right)$.

At N2LO, the TPE potential has a subleading contribution given by

$$
\begin{align*}
V_{\mathrm{N} 2 L \mathrm{O}}^{\mathrm{TPEP}}=\sum_{\overrightarrow{n_{1}}, \vec{n}_{2}}\{ & -\frac{3 g_{A}^{2}}{16 \pi F_{\pi}^{4}}: \rho\left(\vec{n}_{1}\right) \rho\left(\vec{n}_{2}\right): \\
& \quad \times\left[2 M_{\pi}^{2}\left(2 c_{1}-c_{3}\right) V_{\mathrm{NLLO}}^{\mathrm{TPEP}, 1}\left(\overrightarrow{n_{1}}-\overrightarrow{n_{2}}\right)-c_{3} V_{\mathrm{N} 2 \mathrm{LO}}^{\mathrm{TPEP}, 2}\left(\overrightarrow{n_{1}}-\overrightarrow{n_{2}}\right)\right] \\
- & \frac{g_{A}^{4} c_{4}}{32 \pi F_{\pi}^{4}}\left[: \sum_{S_{1}, S_{2}=1}^{3} \rho_{S_{1}}\left(\vec{n}_{1}\right) \rho_{S_{2}}\left(\overrightarrow{n_{2}}\right) V_{\mathrm{N} 2 L O}^{\mathrm{TPEP}, 3}\left(\overrightarrow{n_{1}}-\vec{n}_{2}, S_{1}, S_{2}\right)\right.  \tag{5.2}\\
& \left.\left.\quad-\sum_{S=1}^{3} \rho_{S}\left(\vec{n}_{1}\right) \rho_{S}\left(\vec{n}_{2}\right) V_{\mathrm{NLLO}}^{\mathrm{TPEP}, 4}\left(\overrightarrow{n_{1}}-\vec{n}_{2}\right):\right]\right\}
\end{align*}
$$

with $c_{1}=-1.10 \mathrm{GeV}^{-1}, c_{3}=-5.54 \mathrm{GeV}^{-1}$ and $c_{4}=4.17 \mathrm{GeV}^{-1}[46]$ and

$$
\begin{equation*}
A(q)=\frac{1}{2 q} \arctan \frac{q}{2 M_{\pi}} \tag{5.27}
\end{equation*}
$$

with

$$
\begin{align*}
& V_{\mathrm{NLLO}}^{\mathrm{TPEP}, 1}(\vec{n})=\mathcal{F}\left[A(|\vec{q}|)\left(2 M_{\pi}^{2}+\vec{q}^{2}\right)\right](\vec{n}),  \tag{5.2}\\
& V_{\mathrm{NLLO}, 2}^{\mathrm{TPE}, 2}(\vec{n})=\mathcal{F}\left[A(|\vec{q}|)\left(2 M_{\pi}^{2}+\vec{q}^{2}\right) \vec{q}^{2}\right](\vec{n}),  \tag{5.29}\\
& V_{\mathrm{NLLO}}^{\mathrm{TPEP}, 3}\left(\vec{n}, S_{1}, S_{2}\right)=\mathcal{F}\left[A(|\vec{q}|)\left(4 M_{\pi}^{2}+\vec{q}^{2}\right) q_{S_{1}} q_{S_{2}}\right]\left(\vec{n}, S_{1}, S_{2}\right),  \tag{5.30}\\
& V_{\mathrm{NLLO}}^{\mathrm{TPEP}, 4}(\vec{n})=\mathcal{F}\left[A(|\vec{q}|)\left(4 M_{\pi}^{2}+\vec{q}^{2}\right) \vec{q}^{2}\right](\vec{n}) . \tag{5.31}
\end{align*}
$$

Additionally, we also include corrections due to an improved version of the OPE and isospin-breaking effects due to the different pion masses. The correction caused by an improved discretization is given by

$$
\begin{equation*}
V_{\mathrm{Dx}}=-\frac{g_{A}^{2}}{8 F_{\pi}^{2}} \sum_{S_{1}, S_{2}, I} \sum_{\vec{n}_{1}, \vec{n}_{2}}\left[\tilde{G}_{S_{1}, S_{2}}\left(\vec{n}_{1}-\vec{n}_{2}\right)-G_{S_{1}, S_{2}}\left(\vec{n}_{1}-\vec{n}_{2}\right)\right]: \rho_{S_{1}, I}^{a^{\dagger}, a}\left(\vec{n}_{1}\right) \rho_{S_{2}, I}^{a^{\dagger}, a}\left(\vec{n}_{2}\right):, \tag{5.32}
\end{equation*}
$$

where the improved propagator is defined as

$$
\tilde{G}_{S_{1}, S_{2}}(\vec{q})=\frac{\tilde{q}_{S_{1}} \tilde{q}_{S_{2}}}{M_{\pi}^{2}+\vec{q}^{2}},
$$

with $\tilde{q}_{S}=(4 / 3) \sin (2 \pi k / L)+(1 / 6) \sin (4 \pi k / L)$ and $\vec{q}^{2}$ according to Eq. (5.6).
The isospin corrections caused by the pion mass differences are defined as

$$
\begin{equation*}
V_{\mathrm{IB}}=-\frac{g_{A}^{2}}{8 F_{\pi}^{2}} \sum_{S_{1}, S_{2}, I} \sum_{\vec{n}_{1}, \vec{n}_{2}}\left[\bar{G}_{S_{1}, S_{2}}\left(\vec{n}_{1}-\vec{n}_{2}\right)-G_{S_{1}, S_{2}}\left(\vec{n}_{1}-\vec{n}_{2}\right)\right]: \rho_{S_{1}, I}^{a^{\dagger}, a}\left(\vec{n}_{1}\right) \rho_{S_{2}, I}^{a^{\dagger}, a}\left(\vec{n}_{2}\right): \tag{5.34}
\end{equation*}
$$

The pion propagator with charged pions reads

$$
\begin{equation*}
\bar{G}_{S_{1}, S_{2}}(\vec{q})=\frac{q_{S_{1}} q_{S_{2}}}{M_{\pi_{ \pm}}^{2}+\vec{q}^{2}} \tag{5.35}
\end{equation*}
$$

The charged pion mass is $M_{ \pm}=139.57 \mathrm{MeV}$. Note that since isospin breaking is an NLO correction, we do not need to include the propagator discretization corrections analogous to Eqs. (5.32) and (5.33) for the charged pion propagator in Eq. (5.35). Hence, the complete $2 N$ N2LO Hamiltonian reads

$$
\begin{equation*}
H_{\mathrm{N} 2 \mathrm{LO}}^{2 N}=\sum_{i=1}^{10} V_{\mathrm{NLO}}^{i}+V_{\mathrm{NLO}}^{\mathrm{TPEP}}+V_{\mathrm{N} 2 \mathrm{LO}}^{\mathrm{TPEP}}+V_{\mathrm{Dx}}+V_{\mathrm{IB}} \tag{5.36}
\end{equation*}
$$

As we want to describe light nuclei in a later stage, we also have to include Coulomb forces as well as proton-proton and neutron-neutron contact terms (for details, see Ref. [82]),

$$
\begin{align*}
V^{\mathrm{Coul}} & =\frac{\alpha_{\mathrm{EM}}}{2} \sum_{\vec{n}_{1}, \vec{n}_{2}} \frac{1}{\max \left(0.5,\left|\vec{n}_{1}-\vec{n}_{2}\right|\right)}: \rho_{p}\left(\vec{n}_{1}\right) \rho_{p}\left(\vec{n}_{2}\right):  \tag{5.37}\\
V^{p p} & =\frac{C_{p p}}{2} \sum_{n}: \rho_{p}(\vec{n}) \rho_{p}(\vec{n}):  \tag{5.38}\\
V^{n n} & =\frac{C_{n n}}{2} \sum_{n}: \rho_{n}(\vec{n}) \rho_{n}(\vec{n}): \tag{5.39}
\end{align*}
$$

with $\alpha_{\mathrm{EM}}$ the electromagnetic fine-structure constant and the projection densities are given in App. B. Thus, the complete electromagnetic contribution reads

$$
\begin{equation*}
V_{\mathrm{EM}}^{2 \mathrm{~N}}=V^{\mathrm{Coul}}+V^{p p}+V^{n n} \tag{5.40}
\end{equation*}
$$

The alert reader might notice that $V^{p p}$ and $V^{n n}$ are really strong isospin-breaking terms. We book them here, because $V^{p p}$ is used to renormalize the Coulomb potential.

Now, the Hamiltonian is defined and, in the standard approach, we introduce a spherical wall boundary on the relative separation between nucleons in order to compute scattering phase shifts. This spherical wall is placed at radius $R_{\text {wall }}$ outside the interaction region. We then solve for standing waves solutions of the transfer matrix [33]

$$
\begin{equation*}
: \exp \left[-\alpha_{t}\left(H_{\text {free }}+H_{\mathrm{LO}}\right)\right]:|\Psi\rangle=\lambda|\Psi\rangle \tag{5.41}
\end{equation*}
$$

with $\alpha_{t}=a_{t} / a$ and the energy given by

$$
\begin{equation*}
E=-\frac{\log (\lambda)}{\alpha_{t}} \tag{5.42}
\end{equation*}
$$

The solutions must be identified with the correct partial wave, then one could use the energy shift between the free and interacting system to calculate the phase shifts [61]. The NLO and N2LO energy corrections are implemented perturbatively just by calculating the corresponding matrix element. In what follows,
we utilize a more sophisticated procedure: Using the radial projection method we impose a spherical wall, but we first project the system onto its partial waves where the only degree of freedom is the radial one. This projection accelerates the fit procedures and is necessary particularly in the case of small lattice spacings. Then the basis turns from a three-dimensional vector $|\vec{R}\rangle$ to a radial basis $|R\rangle^{l, l_{z}}$ :

$$
\begin{equation*}
|R\rangle^{l, l_{z}}=\sum_{\vec{R}^{\prime}} Y_{l, l_{z}}\left(\hat{R}^{\prime}\right) \delta_{R, R^{\prime}}\left|\vec{R}^{\prime}\right\rangle \tag{5.43}
\end{equation*}
$$

Here, the $Y_{l, l_{z}}$ are the spherical harmonics specified by their angular momentum $l, l_{z}$. Consequently, all operators are projected to a radial basis, too,

$$
\begin{equation*}
O(\vec{R}) \rightarrow O(R) \tag{5.44}
\end{equation*}
$$

and the problem can be solved completely in the reduced basis analogous to Eqs. $(5.41,5.42)$. Details of the method can be found in Refs. [83, 133] where the projection, the binning, the new radial metric and the extraction method for coupled channels are explained. In an uncoupled channel, the projected radial wave function solution $\psi_{l}^{p}(r)$ can be directly identified with the spherical Bessel functions in a region between the interaction region and the spherical wall, which we confine to be between $R_{\text {in }}$ and $R_{\text {out }}$. Thus, the phase shift $\delta_{l}$ can be read off immediately,

$$
\begin{equation*}
\psi_{l}^{p}(r)=\mathcal{N}^{p}\left[\cot \left(\delta_{l}\right) j_{l}(p r)+n_{l}(p r)\right], \tag{5.45}
\end{equation*}
$$

where $p$ is the relative momentum, $\mathcal{N}^{p}$ a normalization constant and $j_{l}(p r)$ and $n_{l}(p r)$ the spherical Bessel functions of first and second kind. For the perturbative energy corrections, we have to use the projected potentials and the new phase shifts are calculated using the energy shifts according to Ref. [61]. For the lattice spacing of $a=1.97 \mathrm{fm}$ we use $L=32$ [l.u.], $R_{\text {wall }}=14.02$ [l.u.], $R_{\text {in }}=9.02$ and $R_{\text {out }}=12.02$ [l.u.]. For the smaller lattice spacings, we use the same values for these parameters in physical units (fm). For the neutron-proton fit procedure we follow Ref. [116]. In general, we do a $\chi^{2}$ fit to partial wave analysis data PWA, NijmI, NijmII and Reid93 of [134] according to [22],

$$
\begin{equation*}
\chi^{2}=\sum_{i} \frac{\left(\delta_{i}-\delta_{i}^{\mathrm{PWA}}\right)^{2}}{\Delta_{i}^{2}} \tag{5.46}
\end{equation*}
$$

where the error is defined as $\Delta_{i}=\max \left[\Delta_{i}^{\mathrm{PWA}},\left|\delta_{i}^{\mathrm{NijmI}}-\delta_{i}^{\mathrm{PWA}}\right|,\left|\delta_{i}^{\mathrm{NijmII}}-\delta_{i}^{\mathrm{PWA}}\right|,\left|\delta_{i}^{\mathrm{Reid93}}-\delta_{i}^{\mathrm{PWA}}\right|\right]$. Further details on errors and error propagation can be found in App. C. At LO we fit the LECs $C_{1} S_{0}$ and $C^{3} S_{1}$ to the ${ }^{1} S_{0}$ and ${ }^{3} S_{1}$ channel up to 100 MeV , and we keep the smearing parameter $b$ fixed at $b=0.07$. While we could use it as a fit parameter as well for the coarse lattice, it will cause some problem for small lattice spacing. As one can see in Ref. [116], most of the partial waves are better described with smaller lattice spacing except for the ${ }^{1} S_{0}$ channel which becomes too strong. The reason is that the LO smearing parameter is mainly determined by the ${ }^{3} S_{1}$ channel due to the different errors in the PWA analysis. This effect is negligible for large lattice spacings but becomes sizable for smaller ones and worsens the prediction of the ${ }^{1} S_{0}$ wave. Hence, we keep the smearing parameter close to the fit value for $a=1.97 \mathrm{fm}$ and all corrections are done by NLO and N2LO insertions.

Once the LO is fixed, we include isospin-breaking effects, the improved description of the OPEP, the TPEP at NLO and N2LO as well as the NLO contact terms. We fit all remaining coefficients to $S$ and $P$ waves up to 150 MeV momentum as well as the deuteron binding energy. Afterwards we fit the proton-proton interaction term to the $p p^{1} S_{0}$ phase shift and the neutron-neutron interaction term to the

Table 5.1: Summary of fit results with perturbatively improved OPE (in units of $a$ ) for the perturbative NLO+NNLO analysis at $a=1.97 \mathrm{fm}$. All LECs are given in lattice units: $C_{1_{S_{0}}}, C_{S_{S_{1}}}, \Delta C, \Delta C_{I^{2}}, C_{n n}, C_{p p}$ are multiplied with $a^{2}$, while the rest is multiplied with $a^{4}$.

|  | $a=1.97 \mathrm{fm}$ | $a=1.64 \mathrm{fm}$ | $a=1.32 \mathrm{fm}$ |
| :--- | ---: | ---: | ---: |
| $C_{1_{1}}$ | $-0.421(2)$ | $-0.370(4)$ | $-0.289(3)$ |
| $C_{{ }_{3}} S_{1}$ | $-0.603(2)$ | $-0.549(3)$ | $-0.424(3)$ |
| $\Delta C$ | $-0.2(2)$ | $0.4(3)$ | $-0.5(2)$ |
| $\Delta C_{I^{2}}$ | $-0.0(1)$ | $-0.0(1)$ | $-0.08(9)$ |
| $C_{q^{2}}$ | $-0.05(6)$ | $0.10(8)$ | $0.45(6)$ |
| $C_{I^{2}, q^{2}}$ | $-0.06(3)$ | $0.13(4)$ | $0.27(4)$ |
| $C_{S^{2}, q^{2}}$ | $-0.00(7)$ | $-0.0(1)$ | $0.00(5)$ |
| $C_{S^{2}, I^{2}, q^{2}}$ | $-0.01(5)$ | $0.0(1)$ | $-0.10(3)$ |
| $C_{(q \cdot S)^{2}}$ | $0.00(8)$ | $-0.0(0)$ | $0.05(3)$ |
| $C_{I^{2},(q \cdot S)^{2}}$ | $0.02(8)$ | $0.2(1)$ | $0.20(3)$ |
| $C_{(q \times S) \cdot k}^{I=1}$ | $0.033(6)$ | $0.04(1)$ | $0.09(1)$ |
| $C_{S O(3)}$ | $0.1(1)$ | $1(1)$ | $-0.5(1)$ |
| $C_{n n}$ | $0.01(4)$ | $0.02(5)$ | $0.04(5)$ |
| $C_{p p}$ | $0.003(1)$ | $0.003(1)$ | $0.008(3)$ |
| $E_{\mathrm{LO}}[\mathrm{MeV}]$ | $-2.20(4)$ | $-2.42(8)$ | $-2.6(1)$ |

$n n$ scattering length of $a_{n n}=18(1) \mathrm{fm}$. Due to the long-range nature of the Coulomb force we include it non-perturbatively in the $p p$ channel and change the Bessel functions with the respective Coulomb ones [115], namely $j_{l}(p r)$ by $F_{l}(\eta, p r)$ and $n_{l}(p r)$ by $G_{l}(\eta, p r)$, where $\eta=\alpha_{\mathrm{EM}} m /(2 p)$ and

$$
\begin{align*}
& F_{l}(\eta, p r)=(p r)^{l+1} \exp (-i p r) c_{l}(\eta)_{1} F_{1}(l+1-i \eta, 2 l+2,2 i p r)  \tag{5.47}\\
& G_{l}(\eta, p r)=\frac{(2 i)^{2 l+1}(p r)^{l+1} \exp (-i p r) \Gamma(l+1-i \eta)}{\Gamma(2 l+2) c_{l}(\eta)} U(l+1-i \eta, 2 l+2,2 i p r)+i F_{l}(\eta, p r) \tag{5.48}
\end{align*}
$$

with ${ }_{1} F_{1}$ and $U$ the Kummer functions of the first and second kind while $c_{l}$ is defined as

$$
\begin{equation*}
c_{l}(\eta)=\frac{2^{l} \exp (-\pi \eta / 2)|\Gamma(l+1+i \eta)|}{\Gamma(2 l+2)} \tag{5.49}
\end{equation*}
$$

However, the contact interaction $V_{p p}$ is included perturbatively as all other higher-order operators.

### 5.2.2 Results

The results for $n p$ scattering can be found in Figs. 5.1,5.2,5.3, and the $p p$ scattering results are shown in Fig. 5.4. The corresponding LECs are summarized in Tab. 5.1.

When we compare the LO results for the various lattice spacings, we see that the ${ }^{1} S_{0}$ phase shift is


Figure 5.1: LO (squares) and NNLO (circles) neutron-proton phase shifts and mixing angles for $a=1.97 \mathrm{fm}$. The Nijmegen partial wave analysis (NPWA) is given by the solid line.
too strong already at 70 MeV while the description of the ${ }^{3} S_{1}$ phase shift is quite accurate even beyond the fit range of 100 MeV , but the best description is for $a=1.64 \mathrm{fm}$ instead of $a=1.32 \mathrm{fm}$. The reason is that the smearing constant $b$ is fixed instead of a fit parameter which results also in a fixed shape of the ${ }^{3} S_{1}$ phase shift. The calculated $P$ wave phase shifts are in agreement with the PWA phase shifts roughly up to 80 MeV for $a=1.97 \mathrm{fm}$ and the description improves with smaller lattice spacing. As the only influence is from the OPE, this does not come as a surprise as the simplified description of the OPE numerator approaches more and more the exact one with smaller lattice spacings. Also the $D$ wave description at LO improves significantly, e.g. the ${ }^{3} D_{1}$ channel description is quite fine up to 80 MeV for the coarse lattice while it is quite good up to 170 MeV for the fine lattice. At N2LO the general description improves as the fit range is extended up to 150 MeV and also the $P$ waves as well as the deuteron binding energy is included. This improvement can be seen particularly in the ${ }^{1} S_{0}$ channel where the phase shift moves closer to the PWA analysis and ${ }^{1} P_{1}$ where the agreement range is extended by 40 MeV . Comparing the different lattice spacings, one sees again a clear improvement particularly for the $P$ waves which are now described up to the fit range of 150 MeV . In $D$ waves for the smallest lattice spacing we still have some small deviations at least for the ${ }^{1} D_{2}$ channel as well as the ${ }^{3} D_{3}$ channel which would be fixed by the inclusion of N3LO corrections.


Figure 5.2: LO (squares) and NNLO (circles) neutron-proton phase shifts and mixing angles for $a=1.64 \mathrm{fm}$. The NPWA is given by the solid line.

Having a closer look at the $p p^{1} S_{0}$ phase shift one sees that the phase shift is too large for $a=1.97 \mathrm{fm}$ particularly for high energies. While the phase shift becomes smaller and finally too small with finer lattices at LO, the N2LO phase shifts is getting more and more close to the NPWA phase shift in the whole momentum region from 0 to 200 MeV .

### 5.3 Three-body sector

In the three-body sector we only have to consider the triton. Its experimental binding energy is given by $E_{3_{\mathrm{H}}}=-8.4820(1) \mathrm{MeV}$.

### 5.3.1 Theoretical framework

Although we work in the three-body sector, we are still able to do an exact calculation using the Lanczos method. Therefore we extend the former analysis of the $2 N$ sector to the triton, which means that we cannot work in radial coordinates anymore but we calculate the spectrum in a cubic box. In addition to two-body forces we include three-body potentials, which were reviewed in [115]. They consist of a


Figure 5.3: LO (squares) and NNLO (circles) neutron-proton phase shifts and mixing angles for $a=1.32 \mathrm{fm}$. The NPWA is given by the solid line.
three-body contact interaction, a one- and a two-pion exchange interaction. These terms are

$$
\begin{align*}
V_{\text {contact }}^{3 N} & =D_{\text {contact }}^{3 \mathrm{~N}} \sum_{\vec{n}}: \rho(\vec{n}) \rho(\vec{n}) \rho(\vec{n}):,  \tag{5.50}\\
V_{\mathrm{OPE}}^{3 N} & =-D_{\mathrm{OPE}}^{3 \mathrm{~N}} \sum_{\vec{n}_{1}, S_{1}, \vec{n}_{2}, S_{2}, I}\left[G_{S_{1}, S_{2}}\left(\vec{n}_{1}-\vec{n}_{2}\right) \times: \rho_{S_{1}, I}\left(\vec{n}_{1}\right) \rho_{S_{2}, I}\left(\vec{n}_{2}\right) \rho\left(\vec{n}_{2}\right):\right],  \tag{5.51}\\
V_{\mathrm{TPE}}^{3 N} & =V_{\mathrm{TPE}, m^{2}}^{3 N}+V_{\mathrm{TPE}, p^{2}}^{3 N}+V_{\mathrm{TPE}, \mathrm{xx}}^{3 N} . \tag{5.52}
\end{align*}
$$

The latter equation describing the TPEP among three particles can be split up into three parts which read

$$
\begin{align*}
& V_{\mathrm{TPE}, q^{2}}^{3 N}=D_{q^{2}}^{3 N} \sum_{\substack{\vec{n}_{1}, S_{1}, \vec{n}_{2}, S_{2} \\
\vec{n}_{3}, S_{3}, I}}\left[G_{S_{1}, S_{3}}\left(\vec{n}_{1}-\vec{n}_{3}\right) G_{S_{2}, S_{3}}\left(\vec{n}_{2}-\vec{n}_{3}\right): \rho_{S_{1}, I}\left(\vec{n}_{1}\right) \rho_{S_{2}, I}\left(\vec{n}_{2}\right) \rho\left(\vec{n}_{3}\right):\right],  \tag{5.53}\\
& V_{\mathrm{TPE}, m^{2}}^{3 N}=D_{m^{2}}^{3 N} \sum_{\vec{n}_{1}, S_{1}, \vec{n}_{2}, S_{2}, \vec{n}_{3}, I}\left[G_{S_{1}}\left(\vec{n}_{1}-\vec{n}_{3}\right) G_{S_{2}}\left(\vec{n}_{2}-\vec{n}_{3}\right): \rho_{S_{1}, I}\left(\vec{n}_{1}\right) \rho_{S_{2}, I}\left(\vec{n}_{2}\right) \rho\left(\vec{n}_{3}\right):\right], \tag{5.54}
\end{align*}
$$



Figure 5.4: LO (squares) and NNLO (circles) (both including Coulomb) proton-proton ${ }^{1} S_{0}$ phase shift for $a=$ $1.97 \mathrm{fm}, a=1.64 \mathrm{fm}$ and $a=1.32 \mathrm{fm}$. The NPWA is given by the solid line.

$$
\begin{gather*}
V_{\mathrm{TPE}, \mathrm{xx}}^{3 N}=D_{x x}^{3 N} \sum_{\substack{\vec{n}_{3}, \tilde{S}_{1}, \tilde{S}_{2}, \tilde{S}_{3}, I_{1}, I_{2}, I_{3}, \vec{n}_{2}, S_{2}, \vec{n}_{3}, S_{3}}}\left[G_{S_{1}, \tilde{S}_{1}}\left(\vec{n}_{1}-\vec{n}_{3}\right) G_{S_{2}, \tilde{S}_{2}}\left(\vec{n}_{2}-\vec{n}_{3}\right) \epsilon_{\tilde{S}_{1}, \tilde{S}_{2}, \tilde{S}_{3}} \epsilon_{I_{1}, I_{2}, I_{3}}\right.  \tag{5.55}\\
\left.\times: \rho_{S_{1}, I_{1}}\left(\vec{n}_{1}\right) \rho_{S_{2}, I_{2}}\left(\vec{n}_{2}\right) \rho_{\tilde{S}_{3}, I_{3}}\left(\vec{n}_{3}\right):\right],
\end{gather*}
$$

where the coefficients are

$$
\begin{array}{ll}
D_{\text {contact }}^{3 N}=\frac{-3 c_{E}}{F_{\pi}^{4} \Lambda}, & D_{\mathrm{OPE}}^{3 N}=\frac{c_{D}}{4 F_{\pi}^{3} \Lambda} \frac{g_{A}}{2 F_{\pi}}, \\
D_{q^{2}}^{3 N}=\frac{c_{3}}{F_{\pi}^{2}} \frac{g_{A}^{2}}{4 F_{\pi}^{2}}, \quad D_{m^{2}}^{3 N}=\frac{-2 c_{1}}{F_{\pi}^{2}} \frac{M_{\pi}^{2} g_{A}^{2}}{4 F_{\pi}^{2}} \\
D_{x x}^{3 N}=\frac{c_{4}}{2 F_{\pi}^{2}} \frac{g_{A}^{2}}{4 F_{\pi}^{2}}, & \tag{5.56}
\end{array}
$$

with $\Lambda=700 \mathrm{MeV}$ as the reference scale. There are two new dimensionless parameters $c_{D}$ and $c_{E}$ which must be determined using at least two three-body observables. While we use the well-measured triton binding energy as one parameter, it was summarized in Ref. [115] that $c_{D}$ and $c_{E}$ could be disentangled by additionally including of nucleon-deuteron scattering, triton beta decays or some other observable in the analysis. As this is beyond the scope of this work, we keep the correlation between $c_{D}$ and $c_{E}$ and we fix $c_{D}=-0.79$ as it was shown to be of $O(1)$. Hence, we use $c_{E}$ as the only fit parameter and fix it with the triton binding energy of $E_{B}^{3} \mathrm{H}=-8.4820(1) \mathrm{MeV}$. In the subsequent part of this chapter we also have a look on systematic errors due to this particular choice of $c_{D}$. Of course, there are better ways of fixing $c_{D}$ by now, but for the sake of consistency we have to use the same method that was employed in earlier NLEFT calculations

As we are interested in the binding energy of the system, we have to calculate the ground state at large enough volume or do an infinite volume extrapolation for a three-particle system. Using a box volume of $V \approx(10 \cdot 1.97 \mathrm{fm})^{3} \approx(12 \cdot 1.64 \mathrm{fm})^{3} \approx(20 \mathrm{fm})^{3}$ for the two coarsest lattices is enough for neglecting the finite volume effects and it is still calculable with in a reasonable amount of computational resources. Unfortunately, this volume is not computable with the given resources anymore for a lattice spacing of $a=1.32 \mathrm{fm}$ as the problem scales $\propto L^{6}$. Finite volume binding energy corrections for three particles
were calculated in the unitary limit as well as the shallow binding of one particle to a deeply bound dimer in Refs. [87, 88, 90]. While the triton is a system between these two limits, the numerical difference between the two calculations is negligible once the volume is chosen large enough. Hence, we do an infinite volume extrapolation using the LO formula in the unitary limit given by

$$
\begin{equation*}
E^{3 N}(L)=E_{\infty}^{3 N}+\mathcal{A} \frac{\exp \left(\frac{2 \kappa L}{\sqrt{3}}\right)}{(\kappa L)^{\frac{3}{2}}}, \tag{5.57}
\end{equation*}
$$

where $\kappa=\sqrt{-m E_{\infty}^{3 N}}$. We use all data points for $L=10$ [1.u.] and larger as for smaller lattices the NLO contributions of the finite volume corrections become significant. Afterwards, we fit each perturbative higher-order operator $\left\langle O_{i}\right\rangle$ according to

$$
\begin{equation*}
\left\langle O_{i}\right\rangle(L)=\left\langle O_{i}\right\rangle_{\infty}+\mathcal{A}_{i} \frac{\exp \left(\frac{2 \kappa L}{\sqrt{3}}\right)}{(\kappa L)^{\frac{3}{2}}} . \tag{5.58}
\end{equation*}
$$

### 5.3.2 Results



Figure 5.5: Infinite volume extrapolation for the triton and a lattice spacing of $a=1.32 \mathrm{fm}$. The triangles are included in the fit while the circles are not due to higher order finite volume effects.

The extrapolation is plotted in Fig. 5.5 where one can see excellent agreement with the data points. The fit quality also makes it unnecessary to include higher order corrections or use other methods like twisted mass boundary conditions to further pin down the infinite volume binding energy [135]. The results for the various lattice spacings are summarized in Tab. 5.2. Focusing on the LO, one sees an underbinding at LO of only -7.80 MeV for $a=1.97 \mathrm{fm}$, an almost perfect binding energy of -8.29 MeV for $a=1.64 \mathrm{fm}$, and an overbinding of -8.74 MeV for the smallest lattice spacing of $a=1.32 \mathrm{fm}$. By comparing these results with the neutron-proton phase shifts, one can attribute this mainly to the ${ }^{3} P_{0}$ phase shift where one has a strong shift from its underestimation of it at the coarse lattice spacing to its overestimation at the fine one. At N2LO, the binding energy varies around 8 MeV . In particular, the triton

Table 5.2: Triton binding energy predictions at LO, N2LO, N2LO+EM, N2LO $+\mathrm{EM}+3 \mathrm{NF}$ and the fit parameter $c_{D}$. The energy errors in brackets are due to the uncertainties of the LECs. The ${ }^{\star}$ denotes the triton binding energy as an input parameter.

|  | $a=1.97 \mathrm{fm}$ | $a=1.64 \mathrm{fm}$ | $a=1.32 \mathrm{fm}$ |
| :--- | ---: | ---: | ---: |
| $E_{\mathrm{LO}}[\mathrm{MeV}]$ | -7.80 | -8.29 | -8.74 |
| $E_{\mathrm{N} 2 \mathrm{LO}}[\mathrm{MeV}]$ | $-7.846(4)$ | $-8.11(2)$ | $-7.95(2)$ |
| $E_{\mathrm{N} 2 \mathrm{LO}}^{+\mathrm{LM}}[\mathrm{MeV}]$ | $-7.68(2)$ | $-7.91(3)$ | $-7.77(2)$ |
| $E_{\mathrm{N} 2 \mathrm{LO}+3 \mathrm{~N} \star}^{+\mathrm{MeV}]}$ | $-8.48(3)$ | $-8.48(3)$ | $-8.48(2)$ |
| $c_{E}$ | $0.5309(2)$ | $0.3854(3)$ | $1.0386(5)$ |

becomes less bound as $a$ is decreased from $a=1.64 \mathrm{fm}$ to $a=1.32 \mathrm{fm}$ even though the ${ }^{3} P_{0}$ prediction is stronger. The reason is that the difference between the ${ }^{3} P_{0}$ phase shifts is relatively small and the ${ }^{1} S_{0}$ as well as the ${ }^{3} P_{1}$ phase shifts become smaller and finally have a larger effect on the three-particle binding energy. The fit value for $c_{E}$ is of natural size and its pattern is consistent with the missing attraction at N2LO+EM.

### 5.4 Four-body sector

### 5.4.1 Theoretical framework

In the four-body system, we do not have any new operator as our system should be describable by the 2 NFs and 3 NFs only. As the four-body system scales with $L^{9}$, an exact calculation at sufficient large lattices is not practical anymore, and hence we have to use Monte Carlo methods. More precisely, we use auxiliary field Monte Carlo with the hybrid Monte Carlo algorithm [33]. In the following we will define the LO auxiliary field transfer matrix which we will minimize afterwards. All other contributions are calculated perturbatively. For an increased convergence we prepare our trial states using a $S U(4)$ symmetric Hamiltonian

$$
\begin{equation*}
H_{0}=H_{\text {free }}+\frac{1}{2} C_{0} \sum_{\vec{n}_{1}, \vec{n}_{2}} f_{\mathrm{SU}(4)}\left(\vec{n}_{1}-\vec{n}_{2}\right) \rho\left(\vec{n}_{1}\right) \rho\left(\vec{n}_{2}\right) \tag{5.59}
\end{equation*}
$$

with $f_{\mathrm{SU}(4)}\left(\vec{n}_{1}-\vec{n}_{2}\right)$ a Gaussian smearing function. This operator is used to efficiently create trial states which are close to realistic nuclei,

$$
\begin{equation*}
\left|\psi_{{ }_{4} \mathrm{He}}\right\rangle=\exp \left(-t_{0} H_{0}\right)\left|\psi_{0}\right\rangle, \tag{5.60}
\end{equation*}
$$

where $\left|\psi_{0}\right\rangle$ is the antisymmetrized free-particle solution for ${ }^{4} \mathrm{He}$ in a finite volume. The correlation function at Euklidean time $t$ is defined as

$$
\begin{equation*}
Z_{4}{ }_{\mathrm{He}}(t)=\left\langle\psi_{4_{\mathrm{He}}}\right| \exp \left(-t H_{\mathrm{LO}}\right)\left|\psi_{{ }_{4} \mathrm{He}}\right\rangle, \tag{5.61}
\end{equation*}
$$

where $H_{\mathrm{LO}}=H_{\text {free }}+H_{\mathrm{LO}, \text { contact }}+H_{\mathrm{OPE}}$ is the full LO Hamiltonian according to Eqs. $(5.1,5.3,5.7)$, and $\left|\psi_{4}{ }_{\mathrm{He}}\right\rangle$ is the antisymmetrized wave function of the nucleons given by Eq. (5.61). The above-mentioned expression can be calculated using auxiliary field Monte Carlo methods for different time steps and the
corresponding energy is given by

$$
\begin{equation*}
E_{\mathrm{LO}}(t)=-\frac{d \log Z_{4} \mathrm{He}}{d t}(t) . \tag{5.62}
\end{equation*}
$$

The correlation function for any perturbative operator $O$ is defined by

$$
Z_{O}(t)=\left\langle\psi_{4} \mathrm{He}\right| \exp \left(\frac{-t H}{2}\right) O \exp \left(\frac{-t H}{2}\right)\left|\psi_{\psi_{\mathrm{He}}}\right\rangle,
$$

and their expectation value is given by the ratio

$$
\begin{equation*}
\langle O\rangle(t)=\frac{Z_{O}(t)}{Z_{4_{4 e}}(t)} . \tag{5.64}
\end{equation*}
$$

The ground state energy is calculated by performing the Euclidean time extrapolation to the infinity. Note that for the calculation of the ground state energy and the perturbative insertions, it is necessary to use the wave function of neighboring and next-to-neighboring time-slices. While the neighboring time slices do not suffer from correlations, the next-to-neighboring time-slices may do. Therefore we fit LO, additional $2 N$ N2LO, additional $2 N$ electromagnetic and additional $2 N$ N2LO contribution separately with one or two exponential functions depending on the contribution and sum them up finally,

$$
\begin{equation*}
E_{O}(t)=E_{0, O}+c_{1} \exp \left(-\Delta E_{1, O} t\right) \quad\left[+c_{2} \exp \left(-\Delta E_{2, O} t\right)\right] \tag{5.65}
\end{equation*}
$$

The necessity of two or even more exponentials for the extrapolation of perturbative operators was already shown in [108], where an analysis with particular emphasis on the infinite time extrapolation was done. In the following we do a benchmark calculation for $L=4$ and $a=1.97 \mathrm{fm}$ which we can compare with an exact Lanczos calculation. Then we do the calculation for $L=6$ and $a=1.97 \mathrm{fm}, L=7$ and $a=1.64 \mathrm{fm}$ and $L=9$ and $a=1.32 \mathrm{fm}$. The physical box length is between 11 fm and 12 fm , and it is large enough that finite volume errors will be within truncation errors due to chiral expansion and uncertainties in the respective low-energy coupling constants (LECs).

### 5.4.2 Results

First of all, we start with the benchmark calculation. The results are shown in Tab. 5.3. One can see very good agreement particularly for the LO result which is around one per mille relative error. The difference for the perturbative corrections is larger but still below $10 \%$ which is finally within the error bars of the infinite time LO extrapolation. Even though the accuracy will go down with larger volumes due to the sign problem, we do expect trustable results within our estimated errors. The infinite time extrapolation order by order for the three lattice spacings are shown in Figs. 5.6, 5.7 and 5.8 while the summed binding energy predictions are shown in Tab. 5.4. First, one can see very good time extrapolation order by order for all three lattice spacings. While the statistical errors at LO are below $1 \%$, the perturbative relative errors are around $3 \%$ except for the N2LO contribution for $a=1.32 \mathrm{fm}$ where the error is much larger. This is caused by relatively bad statistics of the data points due to the very difficult calculations of large lattices. As the higher-order contributions are quite small, their error due to statistical uncertainties as well as uncertainties in the LECs are dominated by the LO statistical uncertainties as shown in Tab. 5.4. As mentioned in Sec. 5.3, there is some ambiguity in the determination of $c_{D}$ and $c_{E}$ where $c_{D}$ is of $O(1)$. Therefore, we fit $c_{E}$ for different values of $c_{D}$, namely $-2 \leq c_{D} \leq 2$. The difference in the ${ }^{4} \mathrm{He}$ binding energy comes out very small, $\Delta E_{c_{D}-c_{E}}^{{ }^{4} \mathrm{He}} \approx 0.2 \mathrm{MeV}$. This systematic error is compatible with the errors caused by statistics as well as the uncertainties of the NLO and N2LO LECs.

Table 5.3: ${ }^{4} \mathrm{He}$ benchmark calculation for $a=1.97 \mathrm{fm}$ and $L=4$. The first bracket of Monte Carlo error are statistical ones, while the latter ones and the Lanczos ones are errors due to uncertainties of the LECs.

|  | Monte Carlo | Lanczos |
| :--- | ---: | ---: |
| $E_{\mathrm{LO}}[\mathrm{MeV}]$ | $-30.32(2)(1)$ | -30.34 |
| $\Delta E_{\mathrm{NLLO}}[\mathrm{MeV}]$ | $0.511(9)(10)$ | $0.52(2)$ |
| $\Delta E_{\mathrm{EM}}[\mathrm{MeV}]$ | $0.86(4)(2)$ | $0.91(3)$ |
| $\Delta E_{3 \mathrm{NNLO}}[\mathrm{MeV}]$ | $-5.1223(1128)(5)$ | $-5.0278(5)$ |



Figure 5.6: ${ }^{4} \mathrm{He}$ time extrapolation for lattice spacing of $a=1.97 \mathrm{fm}$. The triangles are included in the fit while the circles are excluded due to statistics. See Sec. 3.7 for details.

### 5.5 The Tjon band

### 5.5.1 Theoretical framework

The correlation between the ${ }^{3} \mathrm{H}$ and ${ }^{4} \mathrm{He}$ binding energies was first observed by Tjon [24] for a large class of $2 N$ potentials of different accuracy. This was later dubbed the Tjon line. It was shown in Refs. [70, 71, 136] that this correlation still holds in the case of modern, accurate semi-phenomenological potentials as well as nuclear effectice field theory. In Ref. [72] this correlation was studied in the framework of pionless effective field theory, where the only input parameters are the singlet and triplet neutron-proton scattering lengths as well as the deuteron binding energy $E_{d}$. In this study, also a range of correlation is given by calculating it either with $a_{S_{0}}$ and $a_{3}{ }_{S_{1}}$ scattering lengths as input parameters or with $a_{1} S_{0}$ and $E_{d}$ as input parameters. In this way, the so-called Tjon band is generated. In Fig. 5.9 the upper bound is due to the first fit while the lower bound is due to the latter one. A similar analysis using resonating group techniques in the framework of pionless EFT was done in Ref. [73]. However, in NLEFT a general


Figure 5.7: ${ }^{4} \mathrm{He}$ time extrapolation for lattice spacing of $a=1.64 \mathrm{fm}$. The triangles are included in the fit while the circles are excluded due to statistics. See Sec. 3.7 for details.


Figure 5.8: ${ }^{4} \mathrm{He}$ time extrapolation for lattice spacing of $a=1.32 \mathrm{fm}$. The triangles are included in the fit while the circles are excluded due to statistics. See Sec. 3.7 for details.
overbinding was observed [108, 115] in the case of a very coarse lattice of $a=1.97 \mathrm{fm}$. This overbinding was systematically absorbed in an effective four-body contact interaction which was fitted to the binding

Table 5.4: ${ }^{4} \mathrm{He}$ binding energy prediction at $\mathrm{LO}, \mathrm{N} 2 \mathrm{LO}, \mathrm{N} 2 \mathrm{LO}+\mathrm{EM}, \mathrm{N} 2 \mathrm{LO}+\mathrm{EM}+3 \mathrm{~N}$. The first brackets give the statistical error while the latter ones give the errors due to uncertainties of the LECs. All binding energies are given in MeV .

|  | $a=1.97 \mathrm{fm}$ | $a=1.64 \mathrm{fm}$ | $a=1.32 \mathrm{fm}$ |
| :--- | ---: | ---: | ---: |
| $E_{\mathrm{LO}}$ | $-28.81(11)$ | $-27.36(6)$ | $-24.81(19)$ |
| $E_{\mathrm{N} 2 \mathrm{LO}}$ | $-29.15(11)(3)$ | $-28.75(7)(5)$ | $-25.89(27)(3)$ |
| $E_{\mathrm{N} 2 \mathrm{LO}}^{+E \mathrm{O}}$ | $-28.23(12)(3)$ | $-27.87(7)(6)$ | $-25.08(27)(3)$ |
| $E_{\mathrm{N} 2 \mathrm{LO}}^{+\mathrm{EN}}$ | $-34.55(18)(3)$ | $-31.09(7)(6)$ | $-28.37(28)(3)$ |

energy of the alpha-cluster nucleus ${ }^{24} \mathrm{Mg}$. It was argued that this overbinding is a lattice arfefact which is caused by an implicit 4NF due to the superposition of four particles at the same space point. In general, this contribution is negligible in the continuum, but due to the binning of the wave function over the lattice point volume, this contribution may become unphysically large and result in very deep bound states. This was shown explicitly in two dimensions in Ref. [128] and it should vanish once the lattice spacing is small enough.

### 5.5.2 Results

The results for the binding energy of triton and ${ }^{4} \mathrm{He}$ in the previous sections are combined and shown in Fig. 5.9. For the standard coarse lattice spacing of $a=1.97 \mathrm{fm}$ already the LO is above the Tjon line as ${ }^{3} \mathrm{H}$ is approximately 1 MeV underbound or ${ }^{4} \mathrm{He}$ is approximately 2.5 MeV overbound. The data points for $2 N \mathrm{~N} 2 \mathrm{LO}$ are close the LO data point as there is not very much difference in the $n p$ phase shift shown in Fig. 5.1 as well. Including the $2 N$ EM interaction results in a data point closer to the Tjon line but still around 2 MeV above. However, the inclusion of $3 N \mathrm{~N} 2 \mathrm{LO}$ contributions results in a very large overbinding of approximately 6 MeV . For the next lattice spacing of $a=1.64 \mathrm{fm}$ the results already get improved as the LO data point is already on the Tjon band and the N2LO/ N2LO+EM correction is closer to the band as well but still above. After the inclusion of the $3 N$ forces, the overbinding of ${ }^{4} \mathrm{He}$ is only 2.5 MeV for $a=1.64 \mathrm{fm}$. In the case of the finest lattice spacing of $a=1.32 \mathrm{fm}$, the LO triton binding energy is approximately overbound by 0.3 MeV while the ${ }^{4} \mathrm{He}$ binding energy is roughly 4 MeV underbound. The respective ${ }^{4} \mathrm{He}-{ }^{3} \mathrm{H}$ data point is now below the Tjon line which does not come as a surprise. The reason is that for a good description within the Tjon band it is necessary to have a very good description of the ${ }^{1} S_{0},{ }^{3} S_{1}$ phase shifts and the deuteron binding energy. By comparing the LO deuteron binding energies summarized in Tab. 5.1 one can see an appearing overbinding for smaller lattice spacings. Such a overbinding should lead to a decrease of the Tjon band towards the measured ${ }^{3} \mathrm{H}-{ }^{4} \mathrm{He}$ energy. Once higher orders are included the binding energy is fixed and the results are within the Tjon band around -7.95 MeV for the triton and -25 MeV for ${ }^{4} \mathrm{He}$. The electromagnetic contributions shift the data point, but it is still almost in the center of the Tjon band. After including the 3NF, the triton energy is at the physical point and the ${ }^{4}$ He energy is $-28.37(28) \mathrm{MeV}$ within the Tjon band. This means that all lattice artefacts are systematically removed, and one can reproduce the correlation between the three- and a four-body system for NLEFT. As the physical point is already within the error bands, one would need more statistical improvement as this is the main error source. Then one can observe the influence of other remaining possible issues like more accurate N3LO $n p$ data or the ambiguity in the determination of $c_{D}$ and $c_{E}$.


Figure 5.9: ${ }^{3} \mathrm{H}-{ }^{4} \mathrm{He}$ binding energy plot for various lattice spacings. The black dot is the physical point and the blue band is the Tjon band according to [72]. The ${ }^{4} \mathrm{He}$ errors include statistical and LEC errors while the ${ }^{3} \mathrm{H}$ errors only include LEC errors.

### 5.6 Conclusion

In this chapter we have analysed the Tjon band in the framework of NLEFT. We studied the two-, three-, and four-body sector for lattice spacings from $a=1.97 \mathrm{fm}$ to $a=1.32 \mathrm{fm}$ up to N2LO and including subleading two-pion-exchange contributions as well as the electromagnetic interaction and the leading 3NFs. There is a general convergence of the phase shifts in the two-body sector by including higher orders as well as shifting to smaller lattice spacings. In the three-body sector we found almost similar results at N2LO for all three-cases. The reason for this is that the three-body bound state is not sensitive to all $n p$ phase shifts in the same way, and even though the description of the phase shifts becomes better in general, some particular phase shifts do not improve leading to the general underbinding of the system. In the ${ }^{4} \mathrm{He}$ system we observed a strong overbinding of about 6 MeV due to lattice effects for the coarse lattice which becomes smaller with decreasing lattice spacings and vanishes finally. By comparing the triton and ${ }^{4} \mathrm{He}$ binding energies for each lattice spacing and each order, one can see a convergence towards the Tjon line with smaller lattice spacing after including N2LO-forces, N2LO+EM-forces and $\mathrm{N} 2 \mathrm{LO}+\mathrm{EM}+3 \mathrm{~N}$ forces, respectively. Finally the Tjon line is hit and confirming the conjecture that light (and medium mass) nuclei can be described by 2 NFs and 3 NFs only. The inclusion of 3 N forces gives a helium-4 binding energy prediction of $E_{B}=-28.37(28)(4) \mathrm{MeV}$ which is consistent with the experimental value, $E_{4_{\mathrm{He}}}^{\exp }=-28.30 \mathrm{MeV}$. Even though the deviation from the Tjon band vanishes for small lattice spacings, further investigation of these implicit multi-particle interactions is necessary as these small lattice spacings require very expensive computational resources due to the increased number of nodes necessary for a reasonable volume. Further improvements on the results discussed here can be obtained by improved statistics particularly for the smallest lattice spacing, by more accurate N3LO $n p$ and $p p$ phase shifts, and also from more detailed studies of the discretization effects arising from variations of the ratio $a^{2} / a_{t}$ that was kept fixed here. Finally, a reassessment of the determination of the 3 NFs LECs $c_{D}$ and $c_{E}$ would be useful.

## Lattice Improvement in Lattice Effective Field Theory

### 6.1 Introduction

Lattice simulations based on the framework of effective field theory (EFT) have been used in the study of nuclear forces [116, 138], nuclear structure [34, 35, 108, 129, 139, 140], as well as scattering and reactions [36, 133, 141]. It has also been applied to few-body [142, 143] and many-body [144-150] problems in ultracold atomic systems. One of the challenges common to all of these lattice calculations is the need to eliminate errors caused by the non-vanishing lattice spacing $a$. Lattice spacing errors or artifacts can grow in importance as the number of particles increases. This is especially true in cases where the particles form compact bound states. The problem of lattice errors in computing compact bound states has been studied in two-dimensional droplets of bosons with attractive zero range interactions [128]. In Chap. 5 lattice spacing errors were studied in light nuclei to understand deviations from a universal relation between the triton and alpha-particle binding energies called the Tjon line [24, 72].

One practical approach to reducing lattice artifacts is to introduce a continuous-space regulator that renders the particle interactions ultraviolet finite. In that case one can take the lattice spacing to zero smoothly without any need to renormalize operator coefficients, see [38] and Chap. 4. This process does not remove errors produced by the continuous-space regulator, but it has the advantage of eliminating unphysical lattice artifacts such as rotational symmetry breaking. Another approach to removing lattice artifacts is accelerating the convergence to the continuum limit by including irrelevant higher-dimensional operators into the lattice action. This general technique is called lattice improvement and was first introduced by Symanzik [3, 4]. The key idea is to write the lattice action as

$$
\begin{equation*}
S(a)=S_{0}+f_{1}(a) \cdot S_{1}+f_{2}(a) \cdot S_{2}+\cdots \tag{6.1}
\end{equation*}
$$

where the coefficient functions $f_{i}(a)$ vanish in the continuum limit $a \rightarrow \infty$ and are tuned to cancel the dependence of the lattice Green's functions on the lattice spacing, $a$, at momentum scales well below the lattice cutoff momentum, $\pi / a$. The coefficient functions are ordered so that $f_{i}(a)$ vanishes more rapidly in the limit $a \rightarrow 0$ with increasing $i$.

Symanzik's improvement program has been widely used in lattice quantum chromodynamics [151154]. The improvement program has also been implemented to varying degrees in lattice effective field theory calculations. However, a systematic study of the size of lattice errors arising in systems with

[^2]increasing numbers of particles has not yet been performed. In this chapter we address this problem and benchmark the effectiveness of the lattice improvement program in removing lattice errors for a one-dimensional system of bosons with zero-range interactions [62]. By building the improved lattice action step by step, we show that the lattice errors go from $O\left(a^{1}\right)$ at leading order (LO), to $O\left(a^{3}\right)$ at next-to-leading order (NLO), and then to $O\left(a^{4}\right)$ at next-to-next-to-leading order (N2LO). Our discussion is organized as follows. In Sec. 6.2 we introduce the one-dimensional boson system in the continuum, and in Sec. 6.3 we present the lattice implementation. We show and discuss our results in Sec. 6.4 and then summarize and give an outlook for future applications in Sec. 6.5.

### 6.2 Bosons in one dimension

We consider a one-dimensional system of bosons with attractive zero-range interactions [62]. The Hamiltonian is given by

$$
\begin{equation*}
H=-\frac{1}{2 m} \sum_{i=1}^{N} \frac{d^{2}}{d x_{i}^{2}}+C_{0} \sum_{i>j=1}^{N} \delta\left(x_{i}-x_{j}\right), \tag{6.2}
\end{equation*}
$$

where $m$ is the boson mass, $N$ is the number of particles and $C_{0}<0$ is the two-boson contact interaction coefficient. From either the Bethe ansatz [155] or by direct inspection, the ground state of this Hamiltonian is a bound state with energy

$$
\begin{equation*}
E_{B}^{N \mathrm{~b}}=-\frac{m}{24} C_{0}^{2} N\left(N^{2}-1\right), \tag{6.3}
\end{equation*}
$$

and wave function

$$
\begin{equation*}
\Psi_{N}\left(x_{1}, x_{2}, \ldots, x_{N}\right)=\mathcal{N} \exp \left[\frac{m C_{0}}{2}\left(\left|x_{1}-x_{2}\right|+\left|x_{1}-x_{3}\right|+\ldots\right)\right], \tag{6.4}
\end{equation*}
$$

with normalization constant $\mathcal{N}$ [62]. We note that no regularization or renormalization is needed, and all quantities are finite.

Here, we consider several different bound state and scattering observables. We will consider the binding energies of the $N$-boson bound state for up to five bosons and the root-mean-square radii of their corresponding wave functions. The root-mean-square radii for all the particle positions will be the same due to Bose symmetry and can be calculated as

$$
\begin{equation*}
r_{\mathrm{rms}}^{2}=\int \mathrm{d} x_{1} \cdots \mathrm{~d} x_{N}\left|x_{1}-\frac{x_{1}+\cdots+x_{N}}{N}\right|^{2}\left|\Psi_{N}\left(x_{1}, x_{2}, \ldots, x_{N}\right)\right|^{2} \tag{6.5}
\end{equation*}
$$

For the scattering observables, we compute coefficients of the effective range expansion for the bosonboson and dimer-boson even-parity scattering phase shifts, which we denote as $\delta_{2}$ and $\delta_{3}$, respectively. We use the conventions

$$
\begin{align*}
& p \tan \delta_{2}=\frac{1}{a_{2}}+\frac{r_{2}}{2} p^{2}+\ldots  \tag{6.6}\\
& p \tan \delta_{3}=\frac{1}{a_{3}}+\frac{r_{3}}{2} p^{2}+\ldots \tag{6.7}
\end{align*}
$$

where $a_{i}$ is the scattering length, $r_{i}$ is the effective range, and $p$ is the relative momentum. From the


Figure 6.1: One-loop diagram $I_{2}$ involving two bosons in the initial and the final state.

Bethe ansatz, these effective range functions are known exactly [156],

$$
\begin{align*}
& p \tan \delta_{2}=\sqrt{-m E_{B}^{2 \mathrm{~b}}}  \tag{6.8}\\
& p \tan \delta_{3}=-4 \frac{a_{2} p^{2}}{\frac{3}{2} a_{2}^{2} p^{2}-2} \tag{6.9}
\end{align*}
$$

where $E_{B}^{2 b}$ is the two-boson bound state energy and $a_{2}=-2 /\left(m C_{0}\right)$ is the two-boson scattering length. When implemented on a spatial lattice, this theory will be modified by the lattice momentum cutoff scale $\Lambda=\pi / a$. In order to study the size of the lattice errors, we must know the dependence of the Green's functions upon the cutoff momentum. For this analysis we use perturbation theory and determine the cutoff dependence of individual Feynman diagrams. In some cases there can be non-perturbative effects that arise from correlations that modify the ultraviolet properties of the Green's functions. However, perturbation theory is still a good starting point, and the cutoff error estimates can then be verified by numerical calculations. For our one-dimensional system of bosons, all diagrams are ultraviolet finite and so all of the cutoff effects will be of residual dependences that vanish in the continuum limit..

The Feynman diagram with the highest degree of divergence (albeit negative) is the one-loop diagram $I_{2}$ involving two bosons as shown in Fig. 6.1. Let the energies and momenta of the incoming particles be $\left(E_{1}, p_{1}\right)$ and $\left(E_{2}, p_{2}\right)$, and the energies and momenta of the outgoing particles be $\left(E_{1}^{\prime}, p_{1}^{\prime}\right)$ and $\left(E_{2}^{\prime}, p_{2}^{\prime}\right)$. We write $\Delta I_{2}$ for the difference between the continuum-limit amplitudes and the lattice amplitudes at lattice spacing $a$. We expand in powers of momenta and energies and get

$$
\begin{equation*}
\Delta I_{2}=A_{2}(a)+\left(p_{1}+p_{2}\right)^{2} B_{2}(a)+m\left(E_{1}+E_{2}\right) C_{2}(a)+O\left(p^{4}\right), \tag{6.10}
\end{equation*}
$$

where $O\left(p^{4}\right)$ is shorthand for terms with more powers of momentum or energy. From dimensional analysis we find that $A_{2}(a) \sim O\left(a^{1}\right)$, while $B_{2}(a) \sim O\left(a^{3}\right)$ and $C_{2}(a) \sim O\left(a^{3}\right)$. All even expansion terms vanish in the integral calculation, and thus terms with higher powers of momentum or energy start at $O\left(a^{5}\right)$. The dependence on the total momentum, $p_{1}+p_{2}$, is a result of the fact that the lattice regulator breaks Galilean invariance and so the residual amplitude $\Delta I_{2}$ can depend on the frame of reference.

The diagram with the next highest degree of divergence is the one-loop diagram $I_{3}$ involving three bosons as shown in Fig. 6.2. Let the energies and momenta of the incoming particles be ( $\left.E_{1}, p_{1}\right),\left(E_{2}, p_{2}\right)$, $\left(E_{3}, p_{3}\right)$ and the energies and momenta of the outgoing particles be $\left(E_{1}^{\prime}, p_{1}^{\prime}\right),\left(E_{2}^{\prime}, p_{2}^{\prime}\right),\left(E_{3}^{\prime}, p_{3}^{\prime}\right)$. We let $\Delta I_{3}$ be the difference between the continuum-limit and lattice amplitudes. Expanding in powers of momenta and energies gives

$$
\begin{equation*}
\Delta I_{3}=A_{3}(a)+O\left(p^{2}\right) . \tag{6.11}
\end{equation*}
$$

From dimensional analysis we conclude that $A_{3}(a) \sim O\left(a^{3}\right)$ and the terms with higher powers of momentum or energy start at $O\left(a^{5}\right)$. Our analysis thus far might give the false impression that all other
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Figure 6.2: One-loop diagram $I_{3}$ involving three bosons in the initial and the final state.


Figure 6.3: One-loop form factor diagram $I_{2}^{\prime}$ involving two bosons in the initial and the final state and one external insertion.
errors start at $O\left(a^{5}\right)$. However, we should note that there are two-loop diagrams involving three bosons that give a cutoff dependence that is $O\left(a^{4}\right)$. Furthermore, there will be $O\left(a^{4}\right)$ errors in the two-boson system when we iterate the improved energy-independent interactions that we use to cancel the $O\left(a^{1}\right)$ and $O\left(a^{3}\right)$ errors. We give further details for the expressions appearing in Eq. (6.10) and Eq. (6.11) in the Appendix D.

Since we are computing the root-mean-square radius, we also need to consider form factor diagrams associated with the boson density. The form factor diagram with the highest degree of divergence is the one-loop diagram $I_{2}^{\prime}$ shown in Fig. 6.3. Structurally this diagram is the same as $I_{3}$, and so the residual amplitude will have a similar form,

$$
\begin{equation*}
\Delta I_{2}^{\prime}=A_{2}^{\prime}(a)+O\left(p^{2}\right) \tag{6.12}
\end{equation*}
$$

From dimensional analysis $A_{2}^{\prime}(a)$ will be $O\left(a^{3}\right)$. In this case, however, the momentum-independent part of the form factor just counts the number of bosons. So $A_{2}^{\prime}(a)$ will vanish if number conservation is properly implemented on the lattice, and we assume this is the case. The root-mean-square radius is proportional to the derivative of the form factor with respect to the squared momentum transfer, and so the correction to the root-mean-square radius from this diagram will be $O\left(a^{5}\right)$.

### 6.3 Lattice implementation

We now implement our one-dimensional theory of bosons on the lattice. We use lattice units where all quantities are multiplied by powers of the lattice spacing to form dimensionless combinations. Since we are interested in methods that can be readily applied to many-body calculations, we work with energy-independent interactions only. We use an $O\left(a^{4}\right)$-improved free Hamiltonian lattice action,

$$
\begin{equation*}
H_{\text {free }}=\frac{1}{2 m} \sum_{n} 2 \omega_{0} a^{\dagger}(n) a(n)+\frac{1}{2 m} \sum_{l=1}^{3}(-1)^{l} \omega_{l}\left[a^{\dagger}(n+l) a(n)+a^{\dagger}(n) a(n+l)\right], \tag{6.13}
\end{equation*}
$$

with coefficients

$$
\begin{equation*}
\omega_{0}=\frac{49}{36}, \quad \omega_{1}=\frac{3}{2}, \quad \omega_{2}=\frac{3}{20}, \quad \omega_{3}=\frac{1}{90} . \tag{6.14}
\end{equation*}
$$

The lattice artifacts due to the free Hamiltonian start at $O\left(a^{6}\right)$. At LO, we have a contact interaction in the two-boson sector,

$$
\begin{equation*}
V_{\mathrm{LO}}=\frac{C_{0}}{2} \sum_{n}: \rho^{2}(n): \tag{6.15}
\end{equation*}
$$

where $\rho(n)=a^{\dagger}(n) a(n)$ and the :: symbols indicate normal ordering where the annihilation operators stand to the right and the creation operators stand to the left. The lattice contact interaction is tuned to the same value as the continuum-limit interaction, $C_{0}$. At NLO we have a finite renormalization of the LO interaction,

$$
\begin{equation*}
V_{\mathrm{NLO}}=\frac{\Delta C_{0}}{2} \sum_{n}: \rho^{2}(n):, \tag{6.16}
\end{equation*}
$$

which is sufficient to cancel the function $A_{2}(a)$ in Eq. (6.10).
At N2LO, two additional operators are required in the two-boson sector. The first is proportional to the square of the transferred momentum between particles,

$$
\begin{equation*}
V_{\mathrm{N} 2 \mathrm{LO}, q^{2}}=-\frac{C_{q^{2}}}{2}: \sum_{n} \rho(n)[\rho(n+1)+\rho(n-1)-2 \rho(n)]:, \tag{6.17}
\end{equation*}
$$

and it removes the residual energy dependence $C_{2}(a)$ in Eq. (6.10) for on-shell two-boson scattering. The second N2LO operator is a Galilean-invariance-restoring (GIR) term that is proportional to the square of the total momentum,

$$
\begin{align*}
V_{\mathrm{N} 2 \mathrm{LO}, \mathrm{GIR}}=-\frac{C_{\mathrm{GIR}}}{8} \sum_{n} & {\left[a^{\dagger}(n+1) a^{\dagger}(n+1) a(n) a(n)+a^{\dagger}(n-1) a^{\dagger}(n-1) a(n) a(n)\right.}  \tag{6.18}\\
& \left.-2 a^{\dagger}(n) a^{\dagger}(n) a(n) a(n)\right] .
\end{align*}
$$

We use this operator to correct the two-boson dispersion relation on the lattice, thereby removing the $B_{2}(a)$ term in Eq. (6.10). One three-boson interaction is also needed at order N2LO,

$$
\begin{equation*}
V_{\mathrm{N} 2 \mathrm{LO}, 3 \mathrm{~b}}=\frac{C_{3 \mathrm{~b}}}{6} \sum_{n}: \rho^{3}(n):, \tag{6.19}
\end{equation*}
$$

which cancels the contribution the function $A_{3}(a)$ in Eq. (6.11). In all of our lattice calculations, we must also careful that finite volume errors are not being confused with lattice discretization errors. To this end, we always take the volume to be sufficiently large so that the finite volume errors are negligible.

### 6.4 Results

We now present lattice results at LO, NLO and N2LO and the discrepancies that remain when compared with the zero-range continuum limit. All continuum observables are calculated with $C_{0}=-0.1$ and $m=938.92 \mathrm{MeV}$, which give binding energies roughly comparable to that of the deuteron, triton and helium-4. Of course, in the real world there is no five-body nucleonic state analogous to the five-boson bound state we consider here. Nevertheless, our analysis of residual lattice errors for this bosonic system will demonstrate the steps needed for systematic lattice improvement in nuclear lattice simulations.

| row | observable | continuum result | LO | NLO | N2LO |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $E_{B}^{2 b}$ | -2.347 MeV | $0.974(6)$ | - | - |
| 2 | $r_{\text {rms }}^{2 \mathrm{~b}}$ | 1.486 fm | $0.997(3)$ | $3.05(2)$ | $4.1(3)$ |
| 3 | $E_{B}^{3 b}$ | -9.389 MeV | $0.97(2)$ | $2.97(2)$ | - |
| 4 | $r_{\text {rms }}^{3 b}$ | 1.108 fm | $0.97(2)$ | $3.01(1)$ | $4.0(3)$ |
| 5 | $E_{B}^{4 b}$ | -23.473 MeV | $0.967(5)$ | $3.05(1)$ | $3.9(1)$ |
| 6 | $r_{\text {rms }}^{4 \mathrm{~b}}$ | 0.867 fm | $0.97(1)$ | $3.09(5)$ | $4.1(2)$ |
| 7 | $E_{B}^{5 \mathrm{~b}}$ | -46.946 MeV | $0.94(2)$ | $3.21(4)$ | $3.9(2)$ |
| 8 | $r_{\text {rms }}^{5 \mathrm{~b}}$ | 0.709 fm | $0.86(5)$ | $3.4(1)$ | $4.0(2)$ |
| 9 | $m_{\text {eff }}^{2 \mathrm{~b}}$ | 1877.8 MeV | $2.91(9)$ | $2.96(5)$ | - |
| 10 | $1 / a_{2}$ | 46.946 MeV | $0.978(6)$ | $2.99(6)$ | - |
| 11 | $1 / a_{3}$ | 0 MeV | $2.80(3)$ | $2.93(6)$ | $4.08(3)$ |

Table 6.1: Continuum observables and lattice error exponents $b_{O}$ as defined in Eq. (6.21).

We vary the lattice spacing from a maximum of $a=1.97 \mathrm{fm}$ to values as small as computationally possible, while keeping the physical box length large enough so that finite volume effects are negligible. The determination of the lattice parameters are as follows. At LO, we consider the contact interaction with the continuum value $C_{0}=-0.1$, and no fitting is needed. At NLO we fit $\Delta C_{0}$ to reproduce the two-boson continuum bound-state energy $E_{B}^{2 b}$. At N2LO, we fit the coefficients $\Delta C_{0}, C_{q^{2}}, C_{\text {GIR }}$ and $C_{3 \mathrm{~b}}$ in order to simultaneously reproduce the continuum two-boson bound-state energy $E_{B}^{2 \mathrm{~b}}$, two-boson effective range $r_{2}$, two-boson effective mass $m_{\text {eff }, 2}$, and the three-boson bound-state energy $E_{B}^{3 \mathrm{~b}}$. We determine the effective range using Eq. (6.6) and compute the elastic scattering phase shifts at finite volume using the relation [93],

$$
\begin{equation*}
\exp [2 i \delta(p)] \exp (i p L)=1 \tag{6.20}
\end{equation*}
$$

Each lattice observable is fitted using the asymptotic fit function,

$$
\begin{equation*}
O(a)=O_{c}+A_{O} \cdot a^{b_{o}}, \tag{6.21}
\end{equation*}
$$

where $O_{c}$ is the zero-range continuum-limit value of the observable and $A_{O}$ and $b_{O}$ are fit parameters in the limit $a \rightarrow 0$. We show the LO bound state energies and root-mean-square radii for up to five bosons in Fig. 6.4 as well as the best fits using the asymptotic form in Eq. (6.21). The vertical lines give the upper limits of the fit range. The low-energy coupling constants are summarized in Tab. 6.2. As we see from rows one through eight of Table 6.1, the LO exponent $b_{O}$ is consistent with 1 . This is the same as the $O\left(a^{1}\right)$ estimate we derived from our perturbative analysis and the $A_{2}(a)$ correction in Eq. (6.10). While the lattice errors in the two-boson system are nearly linear in $a$ over a fairly wide range, the higher powers of $a$ become stronger as we increase the number of bosons. This goes hand-in-hand with the decreasing radius of the bound state, and is a signature that we are probing higher-momentum scales as we increase the number of particles.

The NLO and N2LO bound state energies and root-mean-square radii for up to five boson are shown in Fig. 6.5 as well as the best fits using the asymptotic form in Eq. (6.21). The crosses indicate the NLO results while the open circles are the N2LO results. The vertical lines gives the upper limits of the fit range. As shown in rows one through eight of Table 6.1, the NLO exponent $b_{O}$ is about 3 while the N2LO exponent $b_{O}$ is about 4. This is consistent with our $O\left(a^{3}\right)$ estimate of errors at NLO and $O\left(a^{4}\right)$ estimate of errors at N2LO. We again see that the higher powers of $a$ become stronger as we increase the

|  | NLO | N2LO |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $a[\mathrm{fm}]$ | $\Delta C_{0}$ <br> $\left[\times 10^{-3}\right]$ | $\Delta C_{0}$ <br> $\left[\times 10^{-3}\right]$ | $C_{3 \mathrm{~b}}$ <br> $\left[\times 10^{-3}\right]$ | $C_{q^{2}}$ <br> $\left[\times 10^{-4}\right]$ | $C_{\text {GIR }}$ <br> $\left[\times 10^{-3}\right]$ |
| 1.973 | -8.79793 | -9.09089 | 1.04056 | 7.16271 | 1.43521 |
| 1.715 | -7.55226 | -7.72824 | 1.11585 | 4.55222 | 1.23930 |
| 1.315 | -5.67790 | -5.75996 | 0.97610 | 2.41371 | 0.93898 |
| 0.986 | -4.19286 | -4.23347 | 0.64741 | 1.41280 | 0.69463 |
| 0.789 | -3.32409 | -3.34855 | 0.43540 | 0.98669 | 0.54967 |
| 0.659 | -2.75375 | -2.77014 | 0.30594 | 0.75364 | 0.45367 |
| 0.563 | -2.35055 | -2.36231 | 0.22429 | 0.60773 | 0.38527 |
| 0.438 | -1.81824 | -1.82514 | 0.13387 | 0.43622 | 0.29366 |
| 0.373 | -1.53939 | -1.54429 | 0.09575 | 0.35513 | 0.24475 |
| 0.303 | -1.25151 | -1.25473 | 0.06429 | 0.27726 | 0.19161 |
| 0.282 | -1.16105 | -1.16381 | 0.05604 | 0.25397 | 0.17423 |
| 0.246 | -1.01441 | -1.01650 | 0.04444 | 0.21731 | 0.14466 |
| 0.164 | -0.67394 | -0.67486 | 0.02664 | 0.13771 | 0.06049 |
| 0.098 | -0.40326 | -0.40360 | 0.02427 | 0.08263 | 0.03280 |

Table 6.2: Low-energy coupling constants for NLO and N2LO. All constants are in lattice units.
number of bosons, and this is likely responsible for some systematic errors in our fitted values for $b_{O}$ in the five-boson system.

The lattice results for the effective two-boson mass at LO and NLO are shown Fig. 6.6 as well as the best fits using Eq. (6.21). We omit the N2LO results since they are directly fit to the continuum-limit results. As shown in row nine of Table 6.1, the values for $b_{O}$ for each case is about 3 . This is consistent with our perturbative analysis for the dependence on the total momentum. We found that the function $B_{2}(a)$ in Eq. (6.10) scales as $O\left(a^{3}\right)$.

In Fig. 6.7 we show the two-boson inverse scattering length $1 / a_{2}$ at LO and NLO. The difference between the lattice scattering length at N2LO and the continuum value is so small that residual errors such as finite-volume effects get in the way of a systematic analysis of lattice spacing dependence. The dotted vertical lines give the upper limits of the fit range. As shown in row ten of Table 6.1, the values for $b_{O}$ are about 1 at LO and about 3 at NLO. These are consistent with our $O\left(a^{1}\right)$ estimate of errors at LO and $O\left(a^{3}\right)$ estimate of errors at NLO. In Fig. 6.8 we show the dimer-boson inverse scattering length at LO, NLO, N2LO. The dotted vertical lines give the upper limits of the fit range. As shown in row eleven of Table 6.1, the values for $b_{O}$ is about 3 at LO, 3 at NLO, and 4 at N2LO. These are consistent with our $O\left(a^{3}\right)$ estimate of errors at NLO and $O\left(a^{4}\right)$ estimate of errors at N2LO. The smaller than expected errors at LO can be understood from the fixed-point behavior of the dimer-boson inverse scattering length $1 / a_{3}$. As can be seen in Eq. (6.9), $1 / a_{3}$ remains zero independent of the value of $1 / a_{2}$. As a result the $O\left(a^{1}\right)$ error in $1 / a_{3}$ vanishes, and the LO errors start only at $O\left(a^{3}\right)$.

### 6.5 Summary and outlook

In this chapter we have applied the Symanzik lattice improvement program to lattice calculations of zero-range bosons in one spatial dimensions. We have considered up to five-boson bound states and computed bound-state energies, root-mean-square radii, effective masses, and inverse scattering lengths


Figure 6.4: Bound-state energies and root-mean-square radius versus lattice spacing for up to five bosons at LO. The vertical lines give the upper limits of the fit range.


Figure 6.5: Bound-state energies and root-mean-square radius versus lattice spacing for up to five bosons at NLO and N2LO. The vertical lines give the upper limits of the fit range.
for two-boson and dimer-boson scattering. For these calculations we have constructed the lattice action at LO, NLO, and N2LO and demonstrated that the size of the lattice errors are consistent with a perturbative analysis of cutoff effects in individual Feynman diagrams. We have found that at LO the lattice errors


Figure 6.6: Effective mass in the two-boson sector at LO and NLO. The vertical lines gives the upper limits of the fit range.


Figure 6.7: The two-boson inverse scattering length $1 / a_{2}$ versus lattice spacing at LO and NLO. The dotted vertical lines give the upper limits of the fit range.


Figure 6.8: The dimer-boson inverse scattering length $1 / a_{3}$ versus lattice spacing at $\mathrm{LO}, \mathrm{NLO}$, and N2LO. The vertical lines give the upper limits of the fit range.
are $O\left(a^{1}\right)$, unless suppressed due to kinematical reasons or special fixed-point behavior, as noted in a couple of examples above. Meanwhile, the errors at NLO are typically $O\left(a^{3}\right)$, and the errors at N2LO are $O\left(a^{4}\right)$. The removal of any of the terms in the improved action would result in a larger lattice error in the continuum limit.

The N2LO three-boson interaction proportional to $C_{3 \mathrm{~b}}$ is particularly interesting. We have used it to cancel lattice errors at $O\left(a^{3}\right)$, and it does indeed remove residual errors in the structure and binding of bound states with three or more bosons. We note that for zero-range bosons in three spatial dimensions, the three-boson interaction is required at LO to properly renormalize the theory [67, 69], see also [157].

While a four-boson contact interaction is not needed for renormalization in the three-dimensional theory $[158,159]$, one lesson learned from the analysis presented here is that the four-boson interaction could be useful as part of a comprehensive lattice improvement program to remove lattice errors in systems with four or more bosons.

The lattice improvement program for more complicated systems in lattice effective field theory can proceed along similar lines, but may require more effort. Some complications occur in effective field theories where non-perturbative iteration is used and singular interactions prevent the limit of infinite cutoff momentum. For example, this is the case in chiral effective field theory for nucleons (see Ref. [52] for a review). In such cases one would need to verify the convergence of improved lattice formulations over a finite range of lattice spacings with each other rather than comparing with the limit of zero lattice spacing. Similar issues strategies are used in non-relativistic QCD for heavy quarks on the lattice, where the lattice spacing should not be much smaller than the Compton wavelength of the heavy quark [160-162].

While the analysis we presented here is for a simple system of zero-range bosons in one dimension, it serves as a useful guide for increasing the accuracy of more complicated calculations in lattice effective field theory with improved lattice actions. For zero-range bosons in one dimension, we found that our estimates of the lattice errors from naive dimensional analysis of individual diagrams were accurate. However, this is directly related to the ultraviolet finiteness of our one-dimensional system. In general, we will need to regulate and renormalize divergent diagrams. And, therefore, the renormalization group will be needed to compute anomalous dimensions that modify the naive dimensional analysis.

## CHAPTER 7

## Conclusions and Perspectives

Some limitations and challenges of nuclear lattice effective field theory have been studied in this thesis. For a better understanding and a link to continuum nuclear effective theory, we have done a detailed investigation into the connection between lattice spacing artifacts, cutoff effects and physical observables of the effective theory for few-body systems in nuclear physics. This analysis helps to bridge the gap between the lattice community and the continuum nuclear effective theory community and as such enhances the acceptance of this rather new approach for challenging calculation in the analysis of nuclear structure on the one hand and nuclear scattering on the other hand.

After a thorough introduction into continuum and lattice nuclear effective field theory as well as scattering theory in the infinite and finite volume we had a look at the two-nucleon problem at leading order in Chap. 4. We calculated the binding energy and $S$ wave effective range expansion parameters for different lattice spacings in the range of $a \approx 2 \mathrm{fm}, \Lambda \approx 314 \mathrm{MeV}$ to $a \approx 0.5 \mathrm{fm}, \Lambda \approx 1240 \mathrm{MeV}$. The lattice volume was chosen such that the finite volume extrapolation formulas for bound states as well as effective range could be used. The latter value of $\Lambda \approx 1240 \mathrm{MeV}$ is beyond the cutoff of nuclear effective field theory and as such it is a good test for the decoupling of the lattice cutoff and the soft regulator acting over and above on all nucleon-nucleon potentials. Firstly, we did the calculation in the framework of pionless theory whereas in the second part we included pions as well. The contact interaction was smeared to increase the stability and predictability of $S$ wave scattering properties. The one-pion exchange potential has been regularized using a position space regularization scheme to avoid unphysical effects caused by the short-range singularity of the potential. It was shown that one can successfully decouple the physical meaning of the lattice spacing by introducing a smooth cutoff in all potential terms. Hence, the physics of the two-nucleon system became independent of the lattice spacing $a$, or the hard cutoff $\Lambda$, respectively, and only depended on the soft regulator, which was fitted to physical properties.

The main project of this thesis was given in Chap. 5 where we did an analysis of the $2 N, 3 N$ and $4 N$ system to reproduce the well-known Tjon band. Therefore we put the complete next-to-next-toleading order nuclear effective theory framework on the lattice. The parameters of the $2 N$ sector were fitted to Nijmegen phase shift data for $S$ and $P$ waves as well as the deuteron binding energy $E_{2_{\mathrm{H}}}=-2.224575(9) \mathrm{MeV}$. The remaining $3 N$ parameter was fitted to the triton binding energy $E_{3_{\mathrm{H}}}=$ $-8.4820(1) \mathrm{MeV}$. We used exact methods in the $2 N$ and $3 N$ sector, albeit we had to rely on Monte Carlo methods in the $4 N$ sector. We repeated the procedure for three distinct lattice spacings $a=1.97 \mathrm{fm}$, $a=1.64 \mathrm{fm}$ and $a=1.32 \mathrm{fm}$. In the $2 N$ sector, we have found a general improvement for large momenta by decreasing the lattice spacing while the physics is lattice spacing independent for low momenta. Some deterioration particularly for the ${ }^{1} S_{0}$ description and the finest lattice spacing could be traced back to the
smearing parameter, which was chosen constant for all three lattice spacings. For $P$ and $D$ waves there was a general improvement from leading order to next-to-next-to-leading order and from coarse to the fine lattice. While the next-to-next-to-leading order descriptions stopped to give a very good description for almost half of the $P$ and $D$ waves at 100 MeV for $a=1.97 \mathrm{fm}$, almost all $P$ and $D$ waves are described well up to 150 MeV or even beyond for $a=1.32 \mathrm{fm}$. The extension to $p p$ and $n n$ interaction worked quite well and the ${ }^{1} S_{0} p p$ description follows the same pattern as the ${ }^{1} S_{0} n p$ description. In the $3 N$ sector, we have shown that the necessary infinite volume extrapolation due to increased lattice size was precise for the finest lattice spacing and the difference between an assumed $2+1$ or $1+1+1$ bound state is negligible. The main motivation for this chapter was the Tjon band, which states that ${ }^{4} \mathrm{He}$ binding energy should be automatically reproduced once the remaining $3 N$ parameter is fixed by the physical ${ }^{3} \mathrm{H}$ binding energy. Without a $3 N$ force, the ${ }^{3} \mathrm{H}-{ }^{4} \mathrm{He}$ data points should appear in an almost linear band. However, we have found a strong overbinding of ${ }^{4} \mathrm{He}$ at the standard lattice spacing of $a=1.97 \mathrm{fm}$. This has been observed in earlier calculations and it has been conjectured that the overbinding is caused by the coarse lattice and that it should vanish with smaller lattice spacing. After fixing the triton binding energy at its physical value, the ${ }^{4} \mathrm{He}$ binding energy prediction was $-34.55(18)(3) \mathrm{MeV},-31.09(7)(6) \mathrm{MeV}$ and $-28.37(28)(3) \mathrm{MeV}$ for $a=1.97 \mathrm{fm}, a=1.64 \mathrm{fm}, a=1.32 \mathrm{fm}$ respectively. Hence, the lattice spacing of $a=1.32 \mathrm{fm}$ is small enough to reproduce the ${ }^{4} \mathrm{He}$ binding energy of $E_{4}{ }_{\mathrm{He}}=-28.30 \mathrm{MeV}$ without an additional $4 N$ force.

The third part was given in Chap. 6 where we turned to some aspects of lattice field. The wellknown Symanzik improvement program has been applied successfully to the few-boson system in one dimension. We calculated binding energies and radial mean square radii up to five bosons as well as scattering properties for $1+1$ and $2+1$ scattering processes. As these systems have an exact solution, it is possible to distinct lattice spacing errors from other error sources. Due to dimensional analysis, the lattice spacing errors scale with $O(a), O\left(a^{3}\right)$ and $O\left(a^{4}\right)$ at leading order, next-to-leading order and next-to-next-to-leading order. We could reproduce the predicted scaling particularly for two- and threebosons system as well as for next-to- and next-to-next-to-leading order. For instance, having a look at the binding energy, we see the expected overbinding for large lattice spacings, which is reduced for finer lattice spacings as well as for the inclusion of higher-order corrections. The overbinding becomes more severe, the more particles are in the system reflecting its origin in the implicit many-particle interaction.

Generally, we have successfully handled the lattice spacing effects in NLEFT for the description of few-body nuclear physics. However, there are still different possibilities to increase the predictability and efficiency of NLEFT:

- In Chap. 4 we have used a soft position-space regularization for the one-pion-exchange. It would be interesting to use such an operator for the full analysis in combination with an exact momentum space discretization. The advantages are two-fold. Firstly, the one-pion exchange does not have a singular structure in the origin anymore due to the position-space regularization and thus it improves Monte Carlo simulations. Secondly, one already has an improved description of $P$ waves at leading order due to the exact momentum space discretization [116].
- There was already a preliminary study on the effect of the temporal discretization in relation to the spatial discretization [163]. Hence, it may be useful to vary this parameter and see, whether we could reach the Tjon band already for coarse lattices and as such reduce the effect of implicit multiparticle interaction.
- The analysis of Chap. 5 could be extended to larger nuclei like ${ }^{8} \mathrm{Be},{ }^{12} \mathrm{C},{ }^{16} \mathrm{O}$, etc.. Once the four-body force is not necessary in the case of ${ }^{4} \mathrm{He}$, it should not be necessary in larger nuclei as well and these binding energies should be reproduced correctly.
- For higher accuracy, it would be useful to clearly separate physical cutoff effects and lattice spacing discretization effects such that one could transfer the ideas from Chap. 6 to Chap. 5. Though this is doubtful for a full theory due to the large number of interaction terms and the general non-existence of non-perturbative solutions, it may be feasible in the case of pionless effective theory. Here, the number of terms is reduced and there exists already a lot of work on renormalization group, the dibaryon field trick for a simpler solution of the three-body problem and so on.


## appendix A

## Special functions and algebras

## A. 1 Partial wave decomposition

In the following we give the definition of special functions used throughout the thesis. A basis of spherical functions is given by the spherical harmonics $Y_{l, l_{z}}(\phi, \theta)$, where $l=0,1,2, \infty$ and $l_{z}=-l,-l+1, \ldots, l$. They are defined as

$$
\begin{equation*}
Y_{l, l_{z}}(\phi, \theta)=(-1)^{l_{z}}\left[\frac{2 l+1}{4 \pi} \frac{\left(l-l_{z}\right)!}{\left(l+l_{z}\right)!}\right]^{\frac{1}{2}} P_{l, l_{z}}(\cos \theta) \exp \left(i l_{z} \phi\right), \tag{A.1}
\end{equation*}
$$

with the Laguerre polynomials,

$$
\begin{equation*}
P_{l, l_{z}}(x)=\left(1-x^{2}\right)^{\frac{l_{z}}{2}} \frac{\mathrm{~d}^{l_{z}}}{\mathrm{~d} x^{l_{z}}} P_{l}(x) . \tag{A.2}
\end{equation*}
$$

$P_{l}(x)$ are the Legendre polynomials

$$
\begin{equation*}
P_{l}(x)=\frac{1}{2^{l} l!} \frac{\mathrm{d}^{l}}{\mathrm{~d} x^{l}}\left(x^{2}-1\right)^{l} \tag{A.3}
\end{equation*}
$$

The spherical harmonics have the following properties,

$$
\begin{align*}
Y_{l, l_{z}}(\theta, \phi) & =(-1)^{l_{z}}\left[Y_{l, l_{z}}(\theta, \phi)\right]^{*},  \tag{A.4}\\
\left\langle Y_{l, l_{z}}(\phi, \theta) \mid Y_{l^{\prime}, l_{z}^{\prime}}(\phi, \theta)\right\rangle & =\delta_{l, l^{\prime}} \delta_{l_{z}, l_{z}^{\prime}}  \tag{A.5}\\
\sum_{l=0}^{\infty} \sum_{l_{z}=-l}^{l}\left|Y_{l, l_{z}}(\phi, \theta)\right\rangle\left\langle Y_{l, l_{z}}\left(\phi^{\prime}, \theta^{\prime}\right)\right| & =\delta_{\phi, \phi^{\prime}} \delta_{\theta, \theta^{\prime}} \tag{A.6}
\end{align*}
$$

The Riccati-Bessel functions are defined recursively by

$$
\begin{equation*}
y_{l+1}(z)=-y_{l}^{\prime}(z)+(l+1) z^{-1} y(z) \tag{A.7}
\end{equation*}
$$

where $y_{l}(z)$ is the regular [irregular] solution $u_{l}(z)\left[n_{l}(z)\right]$. The first solutions have the form

$$
\begin{align*}
& u_{0}(z)=\sin (z),  \tag{A.8}\\
& n_{0}(z)=\cos (z) \tag{A.9}
\end{align*}
$$

As the Riccati-Bessel functions do not represent in- and outgoing wave functions, we have to use the Hankel functions, which are a linear combination of the former ones defined as

$$
\begin{equation*}
h_{l}^{ \pm}(z)=u_{l}(z) \pm i_{l}(z) \tag{A.10}
\end{equation*}
$$

Then $h_{l}^{ \pm}(z)$ represents an outgoing and incoming partial wave, respectively.
The confluent hypergeometric function which is necessary for the Coulomb wave functions reads

$$
\begin{equation*}
F(a, b ; z)=\sum_{n=0}^{\infty} \frac{\Gamma(a+n)}{\Gamma(a)} \frac{\Gamma(b)}{\Gamma(b+n)} \frac{z^{n}}{n!} \tag{A.11}
\end{equation*}
$$

Similar to the regular and irregular Bessel functions, there exists a second confluent hypergeometric function $U$ which is defined as

$$
\begin{equation*}
U(a, b ; z)=\frac{\Gamma(1-b)}{\Gamma(a-b+1)} F(a, b ; z)+\frac{\Gamma(b-1)}{\Gamma(a)} z^{1-b} F(a-b+1,2-b ; z) \tag{A.12}
\end{equation*}
$$

Depending on the evaluation procedure, it may be useful to replace the functions $F$ and $U$ by the corresponding Whittaker functions,

$$
\begin{align*}
& M_{k, m}(z)=\exp \left(\frac{-z}{2}\right) z^{m+\frac{1}{2}} F\left(m-k+\frac{1}{2} ; 1+2 m ; z\right),  \tag{A.13}\\
& W_{k, m}(z)=\exp \left(\frac{-z}{2}\right) z^{m+\frac{1}{2}} U\left(m-k+\frac{1}{2} ; 1+2 m ; z\right) \tag{A.14}
\end{align*}
$$

The aforementioned $\Gamma$ function is defined by

$$
\begin{equation*}
\Gamma(z+1)=\int_{0}^{\infty} \mathrm{d} t t^{z} \exp (-t) \tag{A.15}
\end{equation*}
$$

and fulfills the recursive equation

$$
\begin{equation*}
\Gamma(z+1)=z \Gamma(z) . \tag{A.16}
\end{equation*}
$$

## A. 2 Pauli matrices and spin algebra

The Pauli matrices are the generators of the $\mathrm{SU}(2)$ algebra. They are defined as

$$
\sigma_{1}=\left(\begin{array}{cc}
0 & 1  \tag{A.17}\\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

and fulfill the following angular momentum algebra,

$$
\begin{equation*}
\left[\sigma_{i}, \sigma_{j}\right]=2 i \epsilon_{i j k} \sigma_{k} \tag{A.18}
\end{equation*}
$$

with $\epsilon_{i j k}$ the totally antisymmetric Levi-Civita tensor. The respective spin matrix is defined as

$$
\begin{equation*}
\vec{S}=\frac{1}{2} \vec{\sigma} \tag{A.19}
\end{equation*}
$$

whose eigenvalues are

$$
\begin{align*}
S^{2}\left|S, S_{z}\right\rangle & =S(S+1)\left|S, S_{z}\right\rangle  \tag{A.20}\\
S_{z}\left|S, S_{z}\right\rangle & =S_{z}\left|S, S_{z}\right\rangle \tag{A.21}
\end{align*}
$$

It can be used to evaluate the appearing operators $\sigma_{1} \cdot \sigma_{2}$ in the respective triplet and singlet channel,

$$
\begin{align*}
& \vec{\sigma}_{1} \cdot \vec{\sigma}_{2}|S=1\rangle=1|S=1\rangle  \tag{A.22}\\
& \vec{\sigma}_{1} \cdot \vec{\sigma}_{2}|S=0\rangle=-3|S=0\rangle \tag{A.23}
\end{align*}
$$

The isospin case for $\vec{\tau}_{1} \cdot \vec{\tau}_{2}$ is analogous.

## A. 3 Anticommutator and Grassmann algebra

As nucleons are fermions, their respective creation and annihilation operators fulfill the following anticommutating relations,

$$
\begin{align*}
& \left\{a_{i}(\vec{n}), a_{j}\left(\vec{n}^{\prime}\right)\right\}=0,  \tag{A.24}\\
& \left\{a_{i}^{\dagger}(\vec{n}), a_{j}^{\dagger}\left(\vec{n}^{\prime}\right)\right\}=0,  \tag{A.25}\\
& \left\{a_{i}(\vec{n}), a_{j}^{\dagger}\left(\vec{n}^{\prime}\right)\right\}=\delta_{i, j} \delta\left(\vec{n}-\vec{n}^{\prime}\right) . \tag{A.26}
\end{align*}
$$

Here, $i$ represents any internal quantum number of the creation and annihilation operator, which acts on the spatial point $\vec{n}^{(\prime)}$.

The Grassmann variables are a special kind of numbers, which are defined by the following properties,

$$
\begin{align*}
& \int \mathrm{d} c_{i}\left(\vec{n}, n_{t}\right)=\int \mathrm{d} c_{i}^{*}\left(\vec{n}, n_{t}\right)=0,  \tag{A.27}\\
& \int \mathrm{~d} c_{i}\left(\vec{n}, n_{t}\right) c_{i}\left(\vec{n}, n_{t}\right)=1,  \tag{A.28}\\
& \int \mathrm{~d} c_{i}^{*}\left(\vec{n}, n_{t}\right) c_{i}^{*}\left(\vec{n}, n_{t}\right)=1 . \tag{A.29}
\end{align*}
$$

Using the abovementioned properties, one can show explicitly that

$$
\begin{equation*}
\operatorname{Tr}\left[: f\left(a^{\dagger}, a\right):\right]=\int \mathrm{d} c \mathrm{~d} c^{*} \exp \left(2 c^{\dagger} c\right) f\left(c^{*}, c\right) \tag{A.30}
\end{equation*}
$$

where the argument of $a, c$ are suppressed for better readability.

## APPENDIX

## Density and current operators

Here, we define the various nucleon density, current and derivative operators that we are using. Following Refs. [32, 116, 164], we define the local density operators. The LO and NLO density operators include contact, contact isospin, contact spin as well as contact spin-isopsin operators given by

$$
\begin{align*}
\rho(\vec{n}) & =\sum_{i, j=0,1} a_{i, j}^{\dagger}(\vec{n}) a_{i, j}(\vec{n}),  \tag{B.1}\\
\rho_{I}(\vec{n}) & =\sum_{i, j, j^{\prime}=0,1} a_{i, j}^{\dagger}(\vec{n})\left(\tau_{I}\right)_{j, j^{\prime}} a_{i, j^{\prime}}(\vec{n}),  \tag{B.2}\\
\rho_{S}(\vec{n}) & =\sum_{i, i^{\prime}, j=0,1} a_{i, j^{\prime}}^{\dagger}(\vec{n})\left(\sigma_{S}\right)_{i, i^{\prime}} a_{i^{\prime}, j}(\vec{n}),  \tag{B.3}\\
\rho_{S, I}(\vec{n}) & =\sum_{i, i^{\prime}, j, j^{\prime}=0,1} a_{i, j}^{\dagger}(\vec{n})\left(\sigma_{S}\right)_{i, i^{\prime}}\left(\tau_{I}\right)_{j, j^{\prime}} a_{i^{\prime}, j^{\prime}}(\vec{n}), \tag{B.4}
\end{align*}
$$

while the current, isospin, spin and spin-isospin current density operator are given by

$$
\begin{aligned}
\Pi_{l}(\vec{n}) & =\sum_{i, j=0, i} a_{i, j}^{\dagger}(\vec{n}) \nabla_{l} a_{i, j}(\vec{n})-\sum_{i, j=0,1} \nabla_{l} a_{i, j}^{\dagger}(\vec{n}) a_{i, j}(\vec{n}), \\
\Pi_{l, l}(\vec{n}) & =\sum_{i, j, j^{\prime} \prime} a_{i, 1}^{\dagger} a_{i, j}^{\dagger}(\vec{n})\left(\tau_{I}\right)_{j, j^{\prime}} \nabla_{l} a_{i, j^{\prime}}(\vec{n})-\sum_{i, j, j^{\prime}=0,1} \nabla_{l} a_{i, j}^{\dagger}(\vec{n})\left(\tau_{I}\right)_{j, j^{\prime}} a_{i, j^{\prime}}(\vec{n}), \\
\Pi_{l, S}(\vec{n}) & =\sum_{i, i^{\prime}, j=0,1} a_{i, j}^{\dagger}(\vec{n})\left(\sigma_{S}\right)_{i, i^{\prime}} \nabla_{l} a_{i i^{\prime}, j}(\vec{n})-\sum_{i, i^{\prime}, j=0,1} \nabla_{l} a_{i, j}^{\dagger}(\vec{n})\left(\sigma_{S}\right)_{i, i^{\prime}} a_{i^{\prime}, j}(\vec{n}), \\
\Pi_{l, S, l}(\vec{n}) & =\sum_{i, i^{\prime}, j, j^{\prime}=0,1} a_{i, j}^{\dagger}(\vec{n})\left(\sigma_{S}\right)_{i, i^{\prime}}\left(\tau_{I}\right)_{j, j^{\prime}} \nabla_{l} a_{i^{\prime}, j^{\prime}}(\vec{n})-\sum_{i, i^{\prime}, j, j^{\prime}=0,1} \nabla_{l} a_{i, j}^{\dagger}(\vec{n})\left(\sigma_{S}\right)_{i, i^{\prime}}\left(\tau_{I}\right)_{j, j^{\prime}} a_{i i^{\prime}, j^{\prime}}(\vec{n}),
\end{aligned}
$$

where the derivative operator reads $\nabla_{l} f(\vec{n})=(1 / 2)\left[f\left(\vec{n}+\hat{e}_{l}\right)-f\left(\vec{n}-\hat{e}_{l}\right]\right.$. Due to the inclusion of electromagnetic corrections, we include isospin-up and -down operators

$$
\begin{align*}
& \rho_{p}(\vec{n})=a^{\dagger}(\vec{n})\left(\mathbb{1}+\tau_{3}\right) a(\vec{n}),  \tag{B.5}\\
& \rho_{n}(\vec{n})=a^{\dagger}(\vec{n})\left(\mathbb{1}-\tau_{3}\right) a(\vec{n}), \tag{B.6}
\end{align*}
$$

as well.

## Uncertainty analysis

From the definition of $\chi^{2}$ given in Eq. (5.46), we note that $\chi^{2}$ is a function of the LO and NLO coupling constants

$$
\begin{align*}
\chi_{\mathrm{LO}}^{2} & =\chi^{2}\left(C_{1_{S_{0}}}, C_{3_{S}},\right),  \tag{C.1}\\
\chi_{\mathrm{N} 2 \mathrm{LO}}^{2} & =\chi^{2}\left(C_{1}, \ldots, C_{10}\right), \tag{C.2}
\end{align*}
$$

$\chi^{2}$ can be expanded around its minimum, giving

$$
\begin{equation*}
\chi^{2}=\chi_{\min }^{2}+\frac{1}{2} \sum_{i, j} h_{i j}\left(C_{i}-C_{i}^{\min }\right)\left(C_{j}-C_{j}^{\min }\right)+\ldots \tag{C.3}
\end{equation*}
$$

where the Hessian matrix is denoted by

$$
\begin{equation*}
h_{i j} \equiv \frac{\partial^{2} \chi^{2}}{\partial C_{i} \partial C_{j}}, \tag{C.4}
\end{equation*}
$$

and $C_{i}^{\text {min }}$ denotes the result of the $\chi^{2}$ fit. Then the error (or variance-covariance) matrix is defined as

$$
\begin{equation*}
\mathcal{E}_{i j} \equiv \frac{1}{2}\left[h^{-1}\right]_{i j} \tag{C.5}
\end{equation*}
$$

while the error of any fit parameter is given by its standard deviation,

$$
\begin{equation*}
\sigma_{i}=\sqrt{\mathcal{E}_{i i}} \tag{C.6}
\end{equation*}
$$

Following Ref. [116] we again find a very large $\chi$ due to the underestimation of the PWA errors. Hence we have to rescale $\chi^{2}$ in the case of the phase shift calculation to get reasonable error estimates. In this case, we rescale $\chi^{2}$ by

$$
\begin{equation*}
\chi^{2} \rightarrow N_{\mathrm{dof}} \frac{\chi^{2}}{\chi_{\min }^{2}} \tag{C.7}
\end{equation*}
$$

such that $\chi^{2} / N_{\mathrm{dof}} \approx 1$ in the minimum [165, 166].
In the analysis, we also have to propagate the errors of the LECs to physical observables like phase shifts
or binding energies. For a given observable $O$, we assign an uncertainty according to

$$
\begin{equation*}
\Delta O \equiv \sqrt{\left(J_{O}^{T}\right)_{i} \mathcal{E}_{i j}\left(J_{O}\right)_{j}} \tag{C.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(J_{O}\right)_{i} \equiv \frac{\partial O}{\partial C_{i}} \tag{C.9}
\end{equation*}
$$

is the Jacobian vector of $O$ with respect to the $C_{i}$.

## APPENDIX

## Loop integrals

In the following we give more details about the terms appearing in Eq. (6.10) and Eq. (6.11). In our notation, $\left(E_{i}, p_{i}\right)$ are the incoming energies/momenta and $\left(E_{i}^{\prime}, p_{i}^{\prime}\right)$ are the outgoing energies/ momenta. The non-relativistic propagator for a single boson is defined as

$$
\begin{equation*}
S(E, p)=\frac{1}{E-\frac{p^{2}}{2 m}+i \epsilon}, \tag{D.1}
\end{equation*}
$$

and the one-loop integral for the two-boson diagram in Fig. 6.1 reads

$$
\begin{align*}
& \mathcal{I}_{2}\left(E_{1}, p_{1}, E_{2}, p_{2} ; E_{1}^{\prime}, p_{1}^{\prime}, E_{2}^{\prime}, p_{2}^{\prime}\right) \sim \int_{\pi / a}^{\pi / a} \frac{\mathrm{~d} p}{2 \pi} \int \frac{\mathrm{~d} p_{0}}{2 \pi} S\left(E_{12}-p_{0}, p+p_{12}\right) S\left(p_{0}, p\right) \\
& \quad \sim \frac{i m}{2} \sqrt{\frac{1}{-m E_{12}}}-\frac{1}{16 \sqrt{m}}\left(\frac{1}{E_{12}}\right)^{\frac{3}{2}} p_{12}^{2}-\frac{i m a}{\pi^{2}}-\frac{i E_{12} m^{2}}{3 \pi^{4}} a^{3}+\frac{m p_{12}^{2}}{6 \pi^{4}} a^{3}+O\left(a^{5}, p^{4}\right) \tag{D.2}
\end{align*}
$$

where we use energy and momentum conservation, $E_{12}=E_{1}+E_{2}=E_{1}^{\prime}+E_{2}^{\prime}$ and $p_{12}=p_{1}+p_{2}=p_{1}^{\prime}+p_{2}^{\prime}$, respectively. The $A_{2}(a), B_{2}(a)$ and $C_{2}(a)$ can be read off immediately from Eq. (D.2).

The one-loop integral for the three-boson diagram in Fig. 6.2 is given by

$$
\begin{align*}
I_{3} & \left(E_{1}, p_{1}, E_{2}, p_{2}, E_{3}, p_{3} ; E_{1}^{\prime}, p_{1}^{\prime}, E_{2}^{\prime}, p_{2}^{\prime}, E_{3}^{\prime}, p_{3}^{\prime}\right) \\
& \sim \int_{\pi / a}^{\pi / a} \frac{\mathrm{~d} p}{2 \pi} \int \frac{\mathrm{~d} p_{0}}{2 \pi} S\left(E_{12}-p_{0}, p+p_{12}\right) S\left(p_{0}, p\right) S\left(p_{0}, p\right)  \tag{D.3}\\
& \sim \frac{-1}{4} \frac{\sqrt{m}}{E_{12}^{\frac{3}{2}}}-\frac{3}{32} p_{12}^{2} \frac{\sqrt{m}}{E_{12}^{\frac{5}{2}}}+\frac{i m^{2}}{3 \pi^{4}} a^{3}+O\left(a^{5}, p^{4}\right),
\end{align*}
$$

where we choose for simplicity that $E_{3}=E_{3}^{\prime}=0, p_{3}=p_{3}^{\prime}=0$ and set $E_{12}=E_{1}+E_{2}=E_{1}^{\prime}+E_{2}^{\prime}$ and $p_{12}=p_{1}+p_{2}=p_{1}^{\prime}+p_{2}^{\prime}$. Then $A_{3}(a)$ is given by Eq. (D.3) for this choice of momenta and energies.

## APPENDIX <br> E

## Non-perturbative calculation of lattice artifacts in the two-boson sector

In Chap. 6 we argued that a non-perturbative treatment of cutoff/ lattice spacing effects in an effective framework is preferable but not practical. However, in the two-body sector with only contact interaction it is possible. In the following we give explicit expressions for the coupling constants $\Delta C_{0}$ and $C_{q^{2}}$ which cancel the cutoff artifacts at $O(a)$ and $O\left(a^{3}\right)$ in the T-matrix of the two-body sector. In general, we follow the arguments of [112, 167]. The potential is written as

$$
\begin{equation*}
V\left(p, p^{\prime}\right)=C+C_{2}\left(p^{2}+p^{2}\right) \tag{E.1}
\end{equation*}
$$

where $p, p^{\prime}$ are the momenta of incoming and outgoing state. For simplicity, $C$ consists of its LO and NLO term, $C=C_{0}+\Delta C$. Then Eq. (E.1) can be reexpressed as

$$
\begin{equation*}
V\left(p, p^{\prime}\right)=\sum_{i, j=0}^{1} p^{\prime 2 i} \lambda_{i j} p^{2 j}, \tag{E.2}
\end{equation*}
$$

with

$$
\lambda=\left(\begin{array}{cc}
C & C_{2}  \tag{E.3}\\
C_{2} & 0
\end{array}\right)
$$

Now the Lippmann-Schwinger equation has the form

$$
\begin{equation*}
T\left(p^{\prime}, p ; E\right)=\sum_{i, j=0}^{1} p^{2 i} \tau_{i j}(E) p^{2 j} \tag{E.4}
\end{equation*}
$$

where $\tau$ must fulfill the following equation

$$
\begin{equation*}
\tau(E)=\lambda+\lambda I(E) \tau(E) \tag{E.5}
\end{equation*}
$$

with

$$
\mathcal{I}(E)=\left(\begin{array}{ll}
I_{0}(E) & I_{2}(E)  \tag{E.6}\\
I_{2}(E) & I_{4}(E)
\end{array}\right)
$$

The full expressions for the integrals $I_{n}(E)$ read

$$
\begin{align*}
& I_{n}(E)=\int_{-\frac{\pi}{a}}^{\frac{\pi}{a}} \frac{\mathrm{~d} k}{2 \pi} \frac{k^{n}}{E-\frac{k^{2}}{2 \mu}+i \epsilon},  \tag{E.7}\\
& I_{0}(E)=\frac{\sqrt{2} \mu \tanh ^{-1}\left(\frac{\pi}{\sqrt{2} a \sqrt{E \mu}}\right)}{\pi \sqrt{E \mu}},  \tag{E.8}\\
& I_{2}(E)=\frac{2 \sqrt{2} \mu \sqrt{E \mu} \tanh ^{-1}\left(\frac{\pi}{\sqrt{2} a \sqrt{E \mu}}\right)}{\pi}-\frac{2 \mu}{a},  \tag{E.9}\\
& I_{4}(E)=-\frac{2 \pi^{2} \mu}{3 a^{3}}-\frac{4 \sqrt{2} E^{2} \mu^{3} \sqrt{-\frac{1}{E \mu}} \tan ^{-1}\left(\frac{\pi \sqrt{-\frac{1}{E \mu}}}{\sqrt{2} a}\right)}{\pi}-\frac{4 E \mu^{2}}{a} . \tag{E.10}
\end{align*}
$$

Remember that the integral momentum cutoff $\Lambda$ is given by $\Lambda=\pi / a$. The reduced mass of the system reads $\mu$. We can solve the integral equation in Eq. (E.5) and get an explicit solution for the T-matrix,

$$
\begin{equation*}
\frac{1}{T^{\mathrm{on}}(E)}=\frac{\left[C_{2} I_{2}(E)-1\right]^{2}-I_{0}(E)\left[C+C_{2}^{2} I_{4}(E)\right]}{C+C_{2}\left\{C_{2}\left[I_{4}(E)-4 E I_{2}(E) \mu(E \mu+1)\right]\right\}+4 E \mu(E \mu+1)} . \tag{E.11}
\end{equation*}
$$

Note that the integrals $I_{2}(E)$ and $I_{4}(E)$ are UV divergent for $a \rightarrow 0$. Therefore we regularize the expressions such that the divergent parts are absorbed by the bare coupling constants. In the following we use the regularized expressions, but we do not change the notation for better readability. Then the inverse T-matrix reads

$$
\begin{equation*}
\frac{1}{T^{\mathrm{on}}(E)}=\frac{\sqrt{2} \sqrt{\mu} \tanh ^{-1}\left(\frac{\pi}{\sqrt{2} a \sqrt{E} \sqrt{\mu}}\right)\left(C+4 C_{2} E \mu\right)-\pi \sqrt{E}}{\sqrt{E}\left\{4 \sqrt{2} C_{2}^{2} E^{3 / 2} \mu^{5 / 2}(2 E \mu+1) \tanh ^{-1}\left(\frac{\pi}{\sqrt{2} a \sqrt{E} \sqrt{\mu}}\right)-\pi\left[C+4 C_{2} E \mu(E \mu+1)\right]\right\}} . \tag{E.12}
\end{equation*}
$$

As we want to do an effective range expansion, we rewrite the previous equation in terms of $p^{2}$ using the dispersion relation $E=p^{2} /(2 \mu)$,

$$
\begin{equation*}
\frac{1}{T^{0 n}(p)}=\frac{\sqrt{2}\left(\sqrt{2} \sqrt{\mu}\left(C+2 C_{2} p^{2}\right) \tanh ^{-1}\left(\frac{\pi}{a \sqrt{\mu} \sqrt{\frac{p^{2}}{\mu}}}\right)-\frac{\pi \sqrt{\frac{p^{2}}{\mu}}}{\sqrt{2}}\right)}{\sqrt{\frac{p^{2}}{\mu}}\left\{2 C_{2}^{2}\left(p^{2}+1\right) \mu^{5 / 2}\left(\frac{p^{2}}{\mu}\right)^{3 / 2} \tanh ^{-1}\left(\frac{\pi}{a \sqrt{\mu} \sqrt{\frac{p^{2}}{\mu}}}\right)-\pi\left[C+2 C_{2}\left(\frac{p^{2}}{2}+1\right) p^{2}\right]\right\}} . \tag{E.13}
\end{equation*}
$$

First of all, we set $a=0$ and $C_{2}=0$. Then the inverse scattering amplitude reads

$$
\begin{equation*}
\frac{1}{T^{\mathrm{on}}(p)}=\frac{1}{C}+i \frac{\mu}{p} \tag{E.14}
\end{equation*}
$$

which is the well-known solution in the case of momentum-independent zero-range interaction and which gives a binding energy of $E_{B}=-C^{2} m / 4$, the exact result already given by [62]. We expand the general
equation up to $O\left(a^{3}\right)$ and $O\left(p^{2}\right)$,

$$
\begin{equation*}
\frac{1}{T^{\mathrm{on}}(p)}=-\frac{2 a^{3} p^{2} \mu}{3 \pi^{4}}-\frac{2 a \mu}{\pi^{2}}+p^{2}\left(\frac{C_{2}^{2} \mu^{2}}{C}-\frac{2 C_{2}}{C^{2}}\right)+\frac{1}{C}+\frac{i \mu}{p}+O\left(a^{4}, p^{4}\right), \tag{E.15}
\end{equation*}
$$

where the lattice artifacts can be removed by redefining the coupling constants depending on the lattice spacing,

$$
\begin{align*}
C(a) & =C_{0}-\frac{2 a C_{0}^{2} \mu}{2 a C_{0} \mu+\pi^{2}},  \tag{E.16}\\
C_{2}(a) & =\frac{C(a)\left[\frac{2}{C(a)^{2}}-\sqrt{\frac{8 a^{3} \mu^{3}}{3 \pi^{4} C(a)}+\frac{4}{C(a)^{4}}}\right]}{2 \mu^{2}} . \tag{E.17}
\end{align*}
$$

Then the corrections start at least at $O\left(a^{4}\right)$ or in higher orders of the effective range expansion, e.g. $O\left(p^{4}\right)$. This means that we have successfully removed the lattice artifacts up to and including $O\left(a^{3}\right)$ in the two-body sector.
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