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Abstract

Research is becoming increasingly digital, interdisciplinary, and data-driven and affects different en-
vironments in addition to academia, such as industry, and government. Research output representation,
publication, mining, analysis, and visualization are taken to a new level, driven by the increased use of
Web standards and digital scholarly communication initiatives. The number of scientific publications
produced by new players and the increasing digital availability of scholarly artifacts, and associated
metadata are other drivers of the substantial growth in scholarly communication. The heterogeneity of
scholarly artifacts and their metadata spread over different Web data sources poses a major challenge
for researchers with regard to search, retrieval and exploration. For example, it has become difficult
to keep track of relevant scientific results, to stay up-to-date with new scientific events and running
projects, as well as to find potential future collaborators. Thus, assisting researchers with a broader
integration, management, and analysis of scholarly metadata can lead to new opportunities in research
and to new ways of conducting research. The data integration problem has been extensively addressed
by communities in the Database, Artificial Intelligence and Semantic Web fields. However, a share of
the interoperability issues are domain specific and new challenges with regard to schema, structure, or
domain, arise in the context of scholarly metadata integration. Thus, a method is needed to support
scientific communities to integrate and manage heterogeneous scholarly metadata in order to derive
insightful analysis (e.g., quality assessment of scholarly artifacts).

This thesis tackles the problem of scholarly metadata integration and develops a life cycle methodology
to facilitate the integrated use of different methods, analysis techniques, and tools for improving scholarly
communication. Some key steps of the metadata life cycle are implemented using a collaborative platform,
which allows to keep the research communities in the loop. In particular, the use of collaborative methods
is beneficial for the acquisition, integration, curation and utilization of scholarly metadata. We conducted
empirical evaluations to assess the effectiveness and efficiency of the proposed approach. Our metadata
transformation from legacy resources achieves reasonable performance and results in better metadata
maintainability. The interlinking of metadata enhances the coherence of scholarly information spaces both
qualitatively and quantitatively. Our metadata analysis techniques provide a precise quality assessment
of scholarly artifacts, taking into account the perspectives of multiple stakeholders, while maintaining
compatibility with existing ranking systems. These empirical evaluations and the concrete applications
with a particular focus on collaborative aspects demonstrate the benefits of integrating distributed
scholarly metadata.
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Kurzfassung

Die Forschung wird zunehmend digital, interdisziplinédr und datengetrieben und beeinflusst neben der
akademischen Welt auch unterschiedliche Umgebungen wie Industrie und Verwaltung. Die Drastel-
lung, Veroffentlichung, Gewinnung, Analyse und Visualisierung von Forschungsergebnissen werden auf
eine neue Ebene gehoben, angetrieben durch den verstirkten Einsatz von Webstandards und digitalen
Initiativen zur wissenschaftlichen Kommunikation. Die Anzahl der wissenschaftlichen Publikationen
neuer Akteure und die zunehmende digitale Verfiigbarkeit wissenschaftlicher Artefakte und der damit
verbundenen Metadaten sind weitere treibende Krifte fiir das starke Anwachsen der wissenschaftlichen
Kommunikation. Die Heterogenitét wissenschaftlicher Artefakte und ihrer Metadaten, die liber ver-
schiedene Webdatenquellen verteilt sind, stellt fiir Forscher eine grof3e Herausforderung in Bezug auf
Suche, Ausfinden und Erkunden der Metadaten dar. So ist es beispielsweise schwierig geworden, den
Uberblick iiber relevante wissenschaftliche Ergebnisse zu behalten, iiber neue wissenschaftliche Veran-
staltungen und laufende Projekte auf dem Laufenden zu bleiben und potenzielle zukiinftige Mitarbeiter
zu finden. Die Unterstiitzung von Forschern bei der breiteren Integration, Verwaltung und Analyse
wissenschaftlicher Metadaten kann daher zu neuen Moglichkeiten und Formen der Forschung fiithren. Das
Problem der Datenintegration wurde in den Bereichen Datenbanken, Kiinstliche Intelligenz und Semantic
Web ausfiihrlich behandelt. Ein Teil der Interoperabilititsprobleme ist jedoch doménenspezifisch und
neue Herausforderungen in Bezug auf Schema, Struktur oder Domiine ergeben sich im Rahmen der
wissenschaftlichen Metadatenintegration. Daher ist eine Methode erforderlich, um Wissenschaftsgrup-
pen bei der Integration und Verwaltung heterogener wissenschaftlicher Metadaten zu unterstiitzen, um
aussagekriftige Analysen (z.B. Qualititsbewertungen wissenschaftlicher Artefakte) abzuleiten.

Diese Arbeit beschiftigt sich mit dem Problem der Integration von wissenschaftlichen Metadaten und
entwickelt eine “Lebenszyklusmethode”, um den integrierten Einsatz verschiedener Methoden, Ana-
lysetechniken und Werkzeuge zur Verbesserung der wissenschaftlichen Kommunikation zu erleichtern.
Einige wichtige Schritte des Metadaten-Lebenszyklus werden iiber eine kollaborative Plattform umge-
setzt, die es ermoglicht, die Forschungsgemeinschaften auf dem Laufenden zu halten. Insbesondere der
Einsatz kollaborativer Methoden ist fiir den Erwerb, die Integration, die Kurierung und die Nutzung
wissenschaftlicher Metadaten von Vorteil. Wir haben empirische Evaluationen durchgefiihrt, um die
Effektivitit und Effizienz des vorgeschlagenen Ansatzes zu beurteilen. Unsere Metadatentransformation
aus Legacy-Ressourcen erreicht eine angemessene Leistung und fiihrt zu einer besseren Wartbarkeit
der Metadaten. Die Verkniipfung von Metadaten erhoht die Kohirenz der wissenschaftlichen Inform-
ationsrdume qualitativ und quantitativ. Unsere Metadatenanalyseverfahren erméglichen eine prazise
Qualitdtsbewertung wissenschaftlicher Artefakte unter Beriicksichtigung der Perspektiven mehrerer In-
teressengruppen bei gleichzeitiger Kompatibilitit mit bestehenden Rankingsystemen. Diese empirischen
Auswertungen und die konkreten Anwendungen mit besonderem Fokus auf kollaborative Aspekte zeigen
die Vorteile der Integration von verteilten wissenschaftlichen Metadaten.
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CHAPTER 1

Introduction

Initially, the Web was proposed [22] as an infrastructure interconnecting scientific documents at CERN,
the largest physics laboratoriesﬂ The aim was to assist researchers in browsing through scientific
information such as scholarly concepts, documents, project reports, also retrieving citation information
between documents. The disconnected, heterogeneous and inflexible structure of the data caused the
need for such a system. In addition, a local keyword search was the only available information retrieval
mechanism, which was limited to a smaller community of the users being aware of such predefined
terms. The identified problems in this local environment have shown a miniature model of the rest of the
world. Thus, the proposed solution had to be globally applicable. Therefore, Tim Berners-Lee’s proposal,
the “World Wide Web” with a global vision, on developing a network of documents using a Hypertext
Markup Language (HTML made through a successful development. In later years, the so called “Web
of Documents” merged with the Internet in public use with primary focus on human consumption of the
published information. The ubiquitous availability of computers and their connection via networks, and
the Internet gave rise to the Web as a global, distributed information system. It sparked a global wave of
creativity, collaboration and innovation and became the most quickly adopted communication platform.
The World Wide Web has became the main publishing space of information for almost every real world
domain. Enormous amounts of content have been made available by diversity of individuals, stakeholders
and organizations through online repositories, web pages, digital libraries etc.

As the nature and the scale of the data being created or plugged into the Web changed, the classic
paradigm of data management and integration approaches became in need of new proposals. The big
giants of the Web such as Google and Microsoft reported about the characteristics of the vast amount of
data and the deep web sources and their corresponding problems [[173]]. Primarily, the data integration
and management approaches have been developed to support information systems with a reasonable size
and unified schema of the underlying data [305]]. The diversity of data schema on the Web of Documents
has also changed the assumption of having structured data sources [90]. It was not possible to see the
Web as the classical databases with elements that can be organized, stored, and indexed in a certain
manner [145]]. In addition, diverse and independent data providers cause the data quality and consistency
issues on the Web. In order to get reasonable exploration results over the Web, search engines needed
to understand semantics and interrelationship of different and disparate datasets. With the appearance
of social networks, electronic commerce, audio and video portals, the Web have become increasingly
interactive, Web 2.0 (user-generated content) [201]]. Thus added up to the heterogeneity and diversity of
the published data.

Uhttps://home.cern/
2https://www.w3.org/html/
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Figure 1.1: A Pipeline for Metadata Integration. Heterogeneous (meta)datasets are integrated for creating a
knowledge graph. Curation methods are used to provide high quality assessment and representations, metadata
management, web services and applications and analytics.

In order to boost the search engines on the Web, semantic representation of the concepts and rela-
tionships of the data and metadata became a mandatory requirement. The “Web of Documents” had to
change to the “Web of Data” where it represents information in a machine-readable way and interweaves
abstract concepts as well as descriptions of real-world entities in a giant graph-like structure. Considering
the information already represented in various web pages as uniform structured data, the term Linked
data refers to a set of best practices for publishing such information on the Web. Automatic extraction,
transformation and integration of information following the linked data principles by using Uniform
Resource Identifiers (URIs) allows to identify separate objects on web pages or databases. Linking
URISs enables exploration of other data sources and retrieve of associated data rather than querying an
individual database of information. The Web of Data employs Linked Data standards, i.e., RDF data
model (Resource Description Framework) as a lingua franca for knowledge representation, SPARQL as
a query language for RDF, and the Web Ontology Language (OWL) as a logical formalism to encode
ontologies. Ontologies are used to create a basic, logical, machine-readable description of concepts and
their relations in a chosen domain of discourse. The Web is presently evolving into a semantic “Web
of Data” [23]] which means instead of linking documents of web pages, the intention moves towards
linking individual objects. Data elements contained in a document are identified and made universally
accessible and useful. Such level of connected Big Data [63]] changed the concepts from information
spaces to knowledge graphs [248].

Figure [I.1]shows the the pipeline of metadata integration starting from real world objects as metadata
resources, and extracting knowledge fragments of specific domains, creating knowledge graphs, finally
exploitation knowledge. The conceptualization of the real world and representation of the Knowledge
graphs are means of storing and using data, which allows people and machines to better tap into the
connections in datasets. Knowledge graphs enable not only the description of the meaning of data, but
the integration of data from heterogeneous sources and the discovery of previously unknown patterns.
Knowledge semantically represented in knowledge graphs can be exploited to solve a broad range of
problems in the respective domain. This opens up new technical possibilities as it allows data from across
the Web to become comprehensible for machines first, and humans later, to be examined and compared
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automatically. Nevertheless, to exploit the semantics encoded in such knowledge graphs, a deep analysis
of the graph structure as well as the semantics of the represented relations, is required. By applying
semantic web and Linked Data technologies and creating a big scholarly knowledge graph, the aim is to
facilitate management of metadata by extracting, organizing, and processing viable knowledge out of
the integrated, interlinked or crowd-sourced input metadata. In the context of scholarly communication,
scientific results mainly publications, have been made available on the Web with low marginal costs
and easily accessible with regard to legal permissions and licenses. However, the characteristics of the
scholarly metadata are influenced by the data integration and management challenges on the Web. In
order to enable machines to integrate and exchange such sources of data and have the meaning of that
information automatically interpreted, semantic interoperability levels need to be identified. Although,
standards and formats have addressed this issue, the search and retrieval of such information on the Web
still remains challenging. Because the data that are maintained in the documents of the web pages still
need to be examined manually. This thesis developed strategies for exploiting the possibilities of recent
technology advances for scholarly communication.

1.1 Motivation

Life of scientists involve continuous exploration and knowledge acquisition about related artifacts and
their corresponding metadata [7]] from diverse resources. Along with all the other domains, technology
has changed the way scholarly data and metadata have been created and shared. With the advent of
the Internet and the web, vast amount of research work rapidly published in recent years increased the
amount of information and scholarly metadata. Despite certain improvements for example increasing
accessibility of certain artifacts and decreasing efforts and costs in creating them, discovery of relevant
metadata remains an ongoing challenge for scholarly communities. By reason of the sheer amount of
information in unstructured formats makes data on the web heterogeneous and hard to be exchanged and
used. Due to this problem, keeping track of relevant information and inferring analytics becomes a hard
task for stakeholders involved in document-based scholarly communication. We motivate the problem of
difficulty in finding particular information with the following four examples.

Example 1: Overview of the scholarly artifacts and their metadata. Every Junior researcher in-
volving into new research topics needs to go through a learning curve and get overviews of relevant
information about research artifacts, events, people etc. For senior researchers, staying up to date with all
the developments happening at the relevant communities is a vital and continuous task. Let us assume
two groups of researchers, one preparing a survey study about Link Discovery and the other group is
seeking information to have an overview of that research domain. Consider Alice, a researcher from the
Data Integration community, who has little knowledge about link discovery and is in need of getting
an overview about the relevant tools, developments, active research groups and overall status of this
domain. In contrast, Axel, a senior researcher, created a survey paper on this topic entitled A Survey of
Current Link Discovery Frameworks [[194]. It took Axel and three members of his group a considerable
effort and time to conduct this survey and develop a reasonable comparison framework. The survey
paper covers 10 different linked discovery tools and compares their functionality based on a common
set of criteria. At the time of writing this dissertation, by using the keyword “Link discovery survey”
on Google Scholar as one of the most used search engines for scholars, Axel’s survey paper is the
second hit with 71 citations; thus, this is one of the relevant survey papers that Alice would analyze and
compare. However, there are at least 10 more survey papers that look relevant, and Alice would face the
challenge of studying them in detail or making an informed selection. Despite of all efforts in making
a comprehensive survey, Alice might need a different set of comparisons that requires herself tracing
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some of the original descriptions of those 10 frameworks or maybe more. An approach that is able to
generate overviews of the most relevant related work automatically would allow for the identification of
the must read related work and must know frameworks and developments. There are many such use cases
that require structured representation of promotion and developments of the community. Community
members are the best source for such information and making the metadata available for the rest of the
community. A collaborative content creation by the whole community could minimize the effort and time
of scholars in providing such surveys of the topic. In addition, it can maximize the comprehensiveness of
such knowledge for researchers in need of gaining it.

Example 2: List of potential scholars from the community to collaborate. Different kinds of
scholarly metadata are distributed and published by individuals and organizations. Researchers often
query about information that needs to be explored from such discrete and distributed resources. We
present an example of cooperation recommendation for researchers based on possible but not discovered
co-authorship relation. The example starts with the discovery of such co-authorship relation between
researchers working on data-centric problems in the Semantic Web area. Generally, researchers get
to know each other either during scientific events or projects, or based on recommendations of other
community members or by discovery of a related work. In order to discover possible cooperation with
other people from the community, researchers need to find and explore profile of relevant community
members. Profile of researchers and their co-authorship information is present on services for example
DBLPE]as a bibliographic database for computer science. There are many cooperation and authorship
possibilities that never happen because of the lack of awareness about the existence of another party
or procrastination of the collaboration. More concretely, the profiles of two selected researchers one
from Semantic Web and the other from Data Management and Integration communities are checked
for the time between 2015 and 2017. Their networks of co-authorship are being compared within other
metadata repositories. While till 2016 there has been not a single collaboration or co-authorship, after
2016, these two researchers started to work in the same research lab, and a large number of scientific
results, e.g., papers and projects were produced. Scholarly communities need automatic recommendation
about similar use cases in order to increase the impact and value of research results. An approach being
able to discover such potential collaborations automatically by metadata analytics would allow for the
identification of the best collaborators and, thus, for maximizing the success chances of scholars and
researchers working on similar scientific problems.

Example 3: List of scholarly venues ranked by quality metrics. One of the main challenges for
researchers is to find a right venue to publish their research results. The selection criteria for venues
ranges from venue location, deadline, topics to the acceptance format, registration fees etc. We motivate
the problem of filtering and extracting metadata about scientific events from call for paper (CfP) emails
of mailing lists with the following scenario. Besides having a different portfolio of services to support
researchers, every research community has its own way of distributing such information. Our focus is on
mailing lists, i.e., a communication medium often used by research communities as a specific channel
for distributing, e.g., announcements of releases of software packages or datasets, CfPs of upcoming
scientific events, and research related opinions and questions. Active Researchers receive a vast amount
of emails about conferences and scientific progress every day. Subscribing to such mailing lists increases
the enormous number of announcements every day. Suppose a researcher who has subscribed to such
a mailing list needs to identify upcoming related scientific events. A researcher in our scenario has to
trace the emails on a list and to decide which ones to have a closer look into. Although this process
looks straightforward and is one of the favorite communication channels for researchers, a lot of relevant
information might either be overlooked or overwhelm recipients.

3lhttps://dblp.uni-trier.de/
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1.2 Problem Statement and Main Challenges

Researchers in different fields have different needs on metadata analytics. In addition to scholarly articles,
there are other types of artifacts such as Open Educational Resources (OER), events that are generated
as digital products provided by different stakeholders in scholarly communication. Efficient research
thus requires awareness of such additional related information and the overall status of artifacts [148]].
Different stakeholders communicating in scholarly ecosystem dealing with all types of scholarly artifacts
face a major obstacle in the preparation of complete and accurate metadata. They struggle with collecting
metadata from the community, with the need to minimize the burden on researchers. The technology
already made great leaps forward in terms of discoverability and accessibility. It is now possible but
limited to integrate metadata about affiliations, grants, and research outputs between systems that use
persistent identifiers for people, places, etc. However, the entire scholarly communication has the potential
to shift to a new paradigm by comprehensive, accurate, up-to-date metadata. The examples in[section I.1]
shows the issues aroused by the current paradigm of scientific communication for researchers. They
need to explore, evaluate and decide on many things that are based on metadata of different scholarly
artifacts and stakeholders etc. The information that researchers are seeking depends on discovery, access,
integration, analysis, and reproducibility of metadata about all possible kinds of produced and shared
artifacts. Due to the limited machine-interpretability of these documents, innovative assistance services
for researchers to explore and retrieve required information are lacking. In order to facilitate knowledge
discovery by assisting humans and machines, FAIR principleﬂ have been introduced as a set of guiding
principles to make (meta)data Findable, Accessible, Interoperable, and Reusable. Despite the attempts in
developing services for supporting scholarly communication (more details in [section 2.2)), incomplete
metadata (Example 1), missing semantic links between repositories (Example 2) of all kinds of artifacts
and data heterogeneity (Example 3), keeps the challenge still remaining [47]]. The status of current
scholarly metadata distributed in repositories inherit the characteristics of the of big data [130]] specified
for scholarly metadata [297]] as 6 Vs of big scholarly data: v1) high volume of scholarly metadata about
scholarly artifacts being made available, v2) variety of entities and relationships among these different
types of artifacts, v3) velocity representing the growth rate of scholarly data and metadata, v4) value and
quality of scholarly metadata and impact evaluation of artifacts, people or events and v5) veracity of
metadata such as author disambiguation and de-duplication. A sixth characteristic is added in [297] for
scholarly metadata, v6) variability of the meanings of the metadata. In addition, the current information
retrieval approaches for most of these repositories are based on keyword search. Keyword search is
increasingly inadequate for retrieving information from the enormous and ever growing amount of
metadata. Therefore, such characteristics add challenges towards providing a comprehensive approach
for the current paradigm of scholarly communication:

Challenge 1: Collecting and Curating Metadata from Multiple Distributed Sources including
Databases and Members from the Research Community. The origin of metadata is the scholarly
communities and individual members and sources such as researchers, publishers, libraries and data
repositories. In the past decades, scholarly communication has witnessed a rapidly growing number of
published artifacts and their metadata. Thus, a large and widely spread amount of unstructured data
about scholarly artifacts have been made available via communication channels not specifically designed
for that purpose e.g., survey papers, emails, homepages. However, these metadata are often duplicated,
disconnected and not readily reusable by other systems [96]. In addition, most of the other fundamental
information remain as the community information and disconnected from artifacts. There have been
attempts to collect structured metadata from research communities. For example, manuscript submission

4 https://www.forcell.org/group/fairgroup/fairprinciples
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systems aimed at collecting metadata from researchers directly at the time of submission. However, the
collected metadata needed pre-processing and curation to become reusable with the purposed of the
underlying system. In addition, this approach often needed duplicate entry of metadata and viewed as too
complex and time consuming by some authors. On the other hand, such metadata about authors, title,
abstract of the manuscripts are limited and do not support the needs of researchers in seeking certain
information. Example 1 in shows one use case of such queries that requires analytics on
metadata created from content of scholarly artifacts. In addition, browsing through these metadata to
identify significant characteristics of a certain artifact requires lots of effort and is a time consuming task.
The enrichment and interlinking of such metadata collections advances scholarly pursuits for the benefit
of scholarly communication. Synchronization and automation are the key steps in this challenge.

Challenge 2: Integration of Heterogeneous Metadata Resources. In recent years, the challenges
of data integration have changed dramatically [180]]. The previously proposed approaches for data
integration has has scale to Web data. The domain of scholarly communication and the corresponding
metadata created and published by researchers and other stakeholders are not exceptional from this
fact. Therefore, the heterogeneity of big scholarly metadata, a term coined by Xia et al. [297] creates
obstacles for services which are based on metadata integration. Example 2 in shows one use
case that required integration of metadata from different resources. Scholarly metadata are published
in big quantities (volume) and about different types of artifacts (variety). Publishing of the scholarly
artifacts and their associated metadata are increasingly growing (velocity). There are structural differences
(veracity) across representation of information related to scholarly artifacts of the same type. Integration
and evaluation of scholarly metadata play important role in the life of scholars (value).

Challenge 3: Systematic Quality Assessment of Scholarly Artifacts. Currently, the space of inform-
ation around scholarly artifacts is organized in a cumbersome way, thus preventing stakeholders from
making informed decisions. Scholarly data analysis involves various applications in better understanding
science of science using quality indicators [86]]. Most of the currently available measurement services
about quality (fitness for use [|127, |[144]) of scholarly artifacts are limited to certain indicators. For
example, the number of citations for publications are often used for success measurement of a research
work of a researcher which does not relate directly to the quality of the work in the meaning of fitness
for use. Because of the diversity and wide range of possible indicators, it is not an easy task to define a
centralized service for quality assessment of scholarly metadata and derive meaningful insights [168]].
The problem of current services not being able to offer quality based recommendations arises from
the current metadata representation and management. In addition, there is hardly any comprehensive
formalization or implementation of ontologies about other criteria for quality of scholarly artifacts on
which the communities are agreed up. Example 3 in shows a use case about the needs of
scholars on venue recommendation. That motivates a comprehensive conceptualization of the scholarly
communication with regards to the quality, fitness for use, of the scholarly entities.

Challenge 4: Providing Services Addressing the Information Needs of Many Different Kinds
of Stakeholders. Scientific communication is composed of a variety of stakeholders with different
interactions in scientific communities [40]. Thus, scholarly metadata have been published and expected to
be consumed by individual researchers, scholarly organizations, institutes and research centers. Therefore,
services for scholarly communication require to support a broad range of users [[168|]. Apart from search
engines that are designed for general information exploration purposes, most of the current scholarly
services are focused on limited use cases and research domains. Often, researchers of different disciplines
need to get particular information from other communities, see the examples in This requires
awareness of the information exchange channels and services of the target community. Taking into
account the roles of researchers, e.g., reviewer, organizers in the scholarly communication, gaining
access to the right information based on what they search and where there search is a time consuming
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and challenging task. A comprehensive system with rich and connected metadata can support different
stakeholders of scholarly communication.

1.3 Research Questions

The ultimate purpose of this thesis is to facilitate scholarly commutation with semantifying scholarly
metadata. In order to do so, corresponding to each of the challenges explained in[section 1.2} four research
questions have been defined to be addressed in this thesis:

Research Question 1: How can we leverage semantic representation techniques to facilitate the
acquisition and the collaborative curation of scholarly metadata?

With the help of Semantic Web technologies, building more explicit and interoperable, machine-readable
representations of information has become possible. Considering this question, the aim is to explore
the possible improvements on the current paradigm of scholarly communication with regard to the
FAIR principles. A collaborative acquisition of scholarly metadata facilitates creation and curation of
knowledge bases for scholarly communication. Community involvement in the curation synthesizes
complex information and increases their comprehensiveness and visibility.

Research Question 2: To what extent can we increase the coherence of scholarly communication
artifacts by semi-automatic linking?

Scholarly communication artifacts, such as bibliographic metadata about scientific publications,
research datasets, citations, description of projects, profile information of researchers, are often published
independently and isolated. With the help of Linked Data technologies, interlinking of semantically
represented metadata have been made possible. We investigate on discovering and providing links
between the metadata of scholarly artifacts. The links are generated retrospectively by devising similarity
metrics over sets of attributes of the artifact descriptions. Interlinking of such metadata makes it sharable,
extensible, and easily re-usable.

Research Question 3: How can the quality of scholarly artifacts be assessed systematically?

Discovering high quality and relevant research-related information have certain influence on the life
of researchers and other stakeholders of the communication system. For examples, scholars search for
quality in the meaning of fitness for use in questions such as “the venues should a researcher participate”
or “the papers should be cited”. In this regard, the impact and usability of scholarly artifacts, events
and researcher profiles are directly affected by their quality. Assisting researchers with a deeper quality
assessments of scholarly metadata and providing recommendations can lead to new opportunities in
research.

Research Question 4: What analytic services can fulfill the information needs of the stakeholders in
scholarly communication?

There are already attempts to assist researchers in this task, however, resulting recommendations are
often rather superficial and the underlying process neglects the different aspects that are important for
authors. Providing recommendation services to researchers and a comprehensive list of criteria while
they are searching for relevant information. Furthermore, having access to the networks of a paper’s
authors and their organizations, and taking into account the events in which people participate enables
new indicators for measuring the quality and relevance of research that are not just based on counting
citations. The proposed approach will provide a crowd-sourcing platform to support recommendation
services about scientific venues, projects, results, etc. based on quality assessment.
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1.4 Publications Associated with this Dissertation and Contributions

The following articles were produced during the preparation of this dissertation. The following chapters
are based on the contributions presented in these articles:

e Journal Articles:

1. Behnam Ghavimi, Philipp Mayr, Sahar Vahdati, Christoph Lange, Soren Auer, Semi-
Automatic Approach for Detecting Dataset References in Social Science Texts, IS&U 2016;

2. Anastasia Dimou, Sahar Vahdati, Angelo Di lorio, Christoph Lange, Ruben Verborgh, and
Erik Mannens, Challenges as Enablers for High Quality Linked Data: Insights from the
Semantic Publishing Challenge, Peer] 2017.

» Conference and Workshop Papers:

3. Sahar Vahdati, Soren Auer, Christoph Lange, OpenCourseWare Observatory — Does the
Quality of OpenCourseWare Live up to its Promise?, LAK 2015;

4. Sahar Vahdati, Farah Karim, Jyun-Yao Huang, Christoph Lange, Mapping Large Scale
Research Metadata to Linked Data: A Performance Comparison of HBase, CSV and XML,
MTSR 2015;

5. Sahar Vahdati, Natanael Arndt, Soren Auer, Christoph Lange, OpenResearch: Collaborative
Management of Scholarly Communication Metadata, EKAW 2016;

6. Giorgos Alexiou, Sahar Vahdati, Christoph Lange, George Papastefanatos, Steffen
Lohmann, OpenAIRE LOD Services: Scholarly Communication Data as Linked Data, SAVE-
SD 2016;

7. Sahar Vahdati, Anastasia Dimou, Christoph Lange, Angelo Di lorio, Semantic Publishing
Challenge: Bootstrapping a Value Chain for Scientific Data, SAVE-SD 2016.

8. Behnam Ghavimi, Philipp Mayr, Sahar Vahdati, Christoph Lange, Identifying and Improving
Dataset References in Social Sciences Full Texts, EIPub 2016;

9. Shirin Ameri, Sahar Vahdati, Christoph Lange, Exploiting Interlinked Research Metadata,
TPDL 2017, Second best paper award-honorary mention;

10. Said Fathalla, Sahar Vahdati, Christoph Lange, Soren Auer, Analysing Scholarly Commu-
nication Metadata of Computer Science Events, TPDL 2017,

11. Said Fathalla, Sahar Vahdati, S6ren Auer, Christoph Lange, Towards a Knowledge Graph
Representing Research Findings by Semantifying Survey Articles, TPDL 2017;

12. Rebaz Omar, Sahar Vahdati, Christoph Lange, Maria-Esther Vidal and, Andreas Behrend,
SAANSET: Semi-Automated Acquisition of Scholarly Metadata using OpenResearch.org
Platform, ICSC 2018;

13. Sahar Vahdati, Rahul Jyoti Nath, Guillermo Palma, Maria-Esther Vidal, Christoph Lange,
Soren Auer, Unveiling Scholarly Communities of Researchers using Knowledge Graph
Partitioning, TPDL 2018.

* Working Draft:

14. Sahar Vahdati, Christoph Lange, Soren Auer, Andreas Behrend, Towards a Comprehensive
Quality Assessment Model for Scientific Events, Scientometrics Journal.
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Figure 1.2: Overview of the main research areas covered by this thesis. The publications associated to this
thesis have been distributed through the following research domains: Knowledge Management, Linked Data,
Information Science.

This research has an impact on three main research communities: Information Science as the domain
of focus for the identified gap in current needs and available services, and Knowledge Management and
Linked Data as the technical support for the proposed approach. The distribution of the research results of
this thesis through the related research domains is shown in figure[I.2] The contributions of this research
are as follows:

* A scholarly knowledge graph integrating data from several external datasets;

* A knowledge-driven framework for data acquisition and curation platform following a crowd
sourcing approach;

* A set of possible recommendations and analytics; and

* A systematic and comprehensive quality assessment of scholarly artifacts.

Parts of the contributions of this dissertation which is mentioned earlier were achieved as the result of
effective teamwork. The papers co-authored by the following people are the result of theses (master and
bachelor) closely supervised by the author of this dissertation: Behnam Ghavimi, Shirin Ameri, Rebaz
Omar, and Rahul Jyoti Nath. Apart from leading of the theses projects, the author of this dissertation
(Sahar Vahdati) has significant contributions in the process of writing and publishing of the research
results. The contributions of Sahar Vahdati in the papers co-authored with Said Fathalla are mainly related
to the implementation and analysis of his ontology on the OpenResearch.org platform. The author (Sahar
Vahdati) will use the “we” pronoun throughout this dissertation, but all of the contributions and materials
presented in this work, except the previously mentioned collaborative works, originated from the work of
the author solely by herself.
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1.5 Thesis Structure

In this thesis, we focus on analysing the problems of the scholarly communication and providing
approaches for their implementation. A systematic and comprehensive management scholarly metadata
is proposed based on Linked Data technologes. The steps of metadata management are introduced in the
form of a life cycle. Some of the steps of the life cycle are implemented in a platform for automating
and crowd-sourcing the collection and integration of semantically structured metadata (knowledge
graph) about scholarly communication in order to reduce the effort for researchers to find “suitable” and
“related” (according to different metrics) artifacts. Therefore, this research aimed at contributing towards a
research knowledge graphs with the following research goals: (i) defining a comprehensive quality based
measurement for scientific artifacts [269] 270, 272} 275], (ii) developing a platform for collaborative and
semantic scholarly metadata management [271]]; (iii) providing services for semantically enriching and
interlinking of scholarly communication metadata [2]]. The proposed platform establishes possibilities
for the evaluation and assessment of scholarly artifacts considering a set quality metrics defined by
community and provides a cross-domain service for managing metadata of artifacts. This supports easy
and flexible data exploration using Linked Data technology based on structured scholarly metadata.
To prepare the reader for the upcoming chapters, an overview of the thesis investigated is presented.
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Figure 1.3: Distribution of contributions from publications through chapters of this dissertation. The X axis
represents metadata management stages from the proposed life cycle, the Y axis represents three example scholarly
artifacts that was the use case of this research.

|

|

Chapter 1. is the introduction of the thesis and Chapter 2. provides information about the development
of scholarly communication and the current services. Figure[I.3]shows the design of the chapters based
on the main contributions from the published papers. The proposed metadata management life cycle will
be presented in chapter 3] Contributions to each of the steps described in the metadata life cycle are
presented in the corresponding publication related to this thesis. shows the relevance of the
publications on stages and the addressed artifact. Same colored stages and their publications have been
described in the same chapter. Chapter 4. (purple) represents contributions related quality assessment
of artifacts and events. Chapter 5. (blue) describes the research work related to transformation and
extraction of metadata. Chapter 6. (green) is about the curation process and utilization of the created
and curated metadata. Since contributions to the other stages (gray) have been relevantly limited, they are
skipped to appear in chapters. Chapter 7. provides a conclusion and possible future directions.
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CHAPTER 2

Scholarly Communication Then and Now

Science being the enterprise of discovering knowledge, scientific communication is intended as a know-
ledge exchange ecosystem. Scholars disseminate their research results by publishing written documents.
This way of communication has developed over time and consists of certain steps and corresponding
stakeholders such as publishers, authors, reviewers, and organizers. In recent years, scholarly com-
munication has faced rapid changes in terms of producing a large volume of scholarly artifacts and
their accessibility [216]]. The need to retrieve information from such a complex and heterogeneous
system increased the number of investigations in providing support for individual scholars or research
communities.

This chapter reviews the history of knowledge exchange among scholars from its origin to the present
status. Section[2.1]looks back to the development of scholarly communication through time. We observe
the evolution of the required steps for disseminating research results. The section summarizes the impact
of publishing in the life of scholars and the importance of being involved in scholarly communication.
We also overview the development of scholarly artifacts through time starting from ancient time till the
digital era. The second part of this chapter, Section provides the state-of-the-art of services developed
to facilitate the involved stakeholders in scholarly communication. The early physical systems supporting
publishing and dissemination are out of the scope of this section. However, we focus on summarizing
digital services developed for the online assistance of scholars through different stages of scholarly
communication. This chapter aims at providing a comprehensive overview of the area and support in
justifying the gap of facilitating scholarly communication by already existing services.

2.1 Development of Scholarly Communication

Scholarly communication is the process of propagating scientific knowledge and research results to make
them publicly available. For scientific activities, a certain communication system has been established
over time. Apart from the quality of facilities in science forced by geographical or political conditions,
there are two main sides of activities in academia namely education and research. Considering education,
the population is expected to pass through a certain educational system and gain academic knowledge
and their corresponding degrees. Academic lectures are held by advanced scholars who present an
exposition of the given subject with the purpose of training the target audience. For the research side, after
certain achievements, individuals involve themselves in knowledge discovery activities called “research®.
Eventually, the groups of scientists with common research interest have built research communities.
Researchers produce essays as written documents in order to exchange results within scientific
communities. Such scientific literature is a textual representation of a research work which has been
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accomplished in a research institution. For many decades, scientific publishing has been the main
communication channel for scholars. The whole scholarly communication system is established gradually
and was affected by technological development. Through time, a lot of incremental changes have
happened in terms of the roles of people, organizations, artifacts as well as their impact on the reputation
of people and communities. Based on a systematic analysis, we overview the development of scholarly
communication from the viewpoint of four main aspects:

* Publishing and artifacts: Disseminating research results has been the main communication form
for scholars. The type of scholarly artifacts has changed over time depending on the technological
development. Moving from physical artifacts to digital artifacts brought a lot of new facilities.
Nowadays, with the help of digitization, there are digital monographs, books, micropublication,
blog posts, videos, datasets etc. Subsection [2.1.1] overviews the development of publishing and
their corresponding artifact types over time.

* Collaboration: The Internet has brought people together virtually and increased interactions and
collaborations. Scholarly stakeholders are using a combination of the World Wide Web, email
system, and discussion groups, etc. to share knowledge and support each other, and organize events
etc. As a consequence, scholarly collaborations are made broadly possible across institutional
and geographical boundaries. In science and academia, collaboration ranges from commenting
on results of each other to actually conducting research and producing results together. Collab-
oration plays a significant role in scholarly communication and scientific results because of the
interdisciplinary nature of the science. Subsection analysis of the development of scholarly
communication in terms of changes in collaborations.

* Quality control: With the expanding growth of the publications, the methods for approving the
innovation, quality, and soundness of the claims about scientific results are also changing. From
ancient times, the value of research results has been controlled by senior and qualified researchers of
the corresponding community. Nowadays, various methods and quality control systems have been
developed for this purpose such as peer-review of publications. Subsection [2.1.3] summarizes the
attempts on creating such quality control systems and investigates on advantages and disadvantages
of the proposed and in-use methods.

* Success measures: The level of productivity and the impact of scholars in their field of interest
determines their success rate. It has always been measured with several metrics related to their
achievements and research results. With the rapid changes of digital publishing, the metrics for
measuring success and reputation of individual scientists, groups, and organizations have become
increasingly changing. In early times, unique innovations and extraordinary findings by individual
scientists have been the only way of such measurements. By emergence of scientific publishing, a
lot of performance-driven metrics have also developed such as bibliometric metadata and citation
counts etc. Subsection [2.1.4] provides an overview of the developed metrics for measuring the
success rate of scholars and communities.

2.1.1 Publishing and Artifacts

Creating written documents has been the predominant knowledge exchange paradigm until recently. Some
of the earliest communication in the writing form recorded to be symbols scratched on stones of caves that
date back to the 65th millennium BCJ]115]]. Early written symbols were based on pictographs (pictures
which resemble what they signify) and ideograms (symbols which represent ideas). Ancient Sumerian,
Egyptian, and Chinese civilizations began to adopt such symbols to represent concepts. One of the earliest
representations of systematic writing goes back to the seventh millennium BC at Jiahu [166]] where 16
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symbols were used to represent natural elements. Through time, such symbols have been developed into
the sophisticated alphabets of today [[60] and end up with long texts transferring knowledge.

Later in medieval Europe, book and manuscript production was confined largely, however only in
wooden frames or clay tablets [268]]. The documents and the information written in this form were
only findable by its main authors or maintainers and accessibility was only defined for certain people.
Providing transcribes and re-using of knowledge was a major challenge because of the certain restrictions
in creating them. Therefore, a collection of such documents used to be stored in one place and accessed
by people. To have a centralized storage of such documents that were initially collected in temples,
libraries started to emerge. One of the most famous libraries of early times with a huge collection of
written documents was the library of Alexandria that functioned as a major center of scholarly artifacts
from its construction in the 3rd century BC. Mainly it was none-serial documents written in one volume
or in a limited number of volumes that were stored in such repositories. Scholarly metadata management
has already started in such libraries by using catalogs and such documents became well-known as
monographs [263]]. In the beginning, the catalogs were subject-only e.g., philosophy, mathematics and
the classification of the corresponding artifacts have been mainly done by language or material. Through
time, library catalogs turned to manuscript lists, arranged by format or author names.

After the use of paper as the main writing medium (starting in Egypt and China), the printing and
publishing industry thrived. Printed catalogs of libraries have been published as dictionary catalogs in
the early modern period and enabled scholars outside a library to gain an idea of its contents. More
individual publishers also started to distribute manuscripts by the change Johannes Gutenberg brought
to the printing industry in Germany and Europe. He established a new profession as publisher in 1450
which becomes the favorite activity of some scholars who could get the printing and publishing license
from rulers. However, libraries remained as the main data and metadata storage.

One can relate the history of scholarly events to the history of the libraries where libraries operated
as important venues for scholars to gather in one place and share ideas, knowledge, and their original
work. Until the 1600s, apart from library meetings, research results were communicated privately in
letters, lectures or in books. The French Journal Des S¢avans and the English Philosophical Transactions
of the Royal Society in 1665 were the two first scientific journals to systematically publish research
results as manuscripts [[169]]. Journals made the chaos of science accretive by bringing the possibility for
announcing advance inventions as well as short-term and steady reports of experiments. All these started
to build the scientific communication through publishing research results in scientific documents which
are often called papers.

Through the establishment and development of this communication model, several stakeholders
emerged based on the available dissemination technology and requirements of the research community.
Publishing houses are one of the early emerging stakeholders of scholarly communication. One of the
pioneers in natural science is Springer that is founded in 1842 by Julius Springer who had a publishing
house in Berlin. After 175 years, the name Springer stands for one of the globally active publishers.

With the increasing amount of published manuscripts and journals, the need for more systematic
metadata management inside data repositories increased. Librarians started to propose and use new
classification models. Although indexing has been designed earlier, the first card catalogs appeared
in the late 19th century after the standardization [78]. Until the digitization of library catalogs, which
began in the 1980s, card catalog was the primary tool to locate documents, books, and manuscripts in
the libraries. Card indexing enabled more flexibility in the management of such metadata and made
exploration bibliographic items and related enquirers easier. It was also the basis for the development of
the online public access catalogs in the 20th century.

An evolutionary period started for communication channels through which news, education, data,
and messages were disseminated with media such as radio, TV and in later times the Internet. This
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was the time moving from physical artifacts to digital artifacts. Till now, recordings have been used for
educational lesson broadcasting, oral history and storytelling, frequent question answering and research
finding transferring. With the invention of video tapping, lecture recording in both audio and video
became active scholarly artifacts especially for educational resources or broadcasting event till today.
After the emergence of early personal computers in the 1960s and invention of the web, physical libraries
have been transformed into digital libraries. They have been facilitated to online manuscript cataloging to
enhance the usability of digital libraries and scholarly manuscript repositories by providing a dynamic
search facility over the stored metadata e.g., author, title, keyword.

Most of the online catalogs allow searching for any word in a title or other field, increasing the ways to
find a record. Digital libraries made the information more accessible to many people with disabilities.
Digitization and online catalogs reduced the space of physical storage considerably. Metadata versions
and updates on each version have been made significantly more efficient. Although there has been always
a historical revolution of content, the development of scholarly communication has been mainly focused
on artifacts and reduction of the marginal costs in preparation of the communicated objects. Especially,
digitization reduced a lot of marginal costs in preparing of such materials, the effort of exploring and
accessing such scholarly artifacts had been a challenge. One of the initial movements towards this
direction started with proposals about Open Access material as the underlying policy of publishing. These
policies aimed to make the content of scientific works available for everyone, anywhere in the world to
read and access and build upon the work of others.

The Open Access movement dates back more than thirty years where the Gutenberg project started
with the aim of making most consulted books digitally available to the public as eBooks [[109]. The first
free journals were published on the Internet in the late 1980s and early 1990s. By having early web
pages [22]], online archives of scientific documents started to be disseminated by individual researchers or
organizations. ArXivE] [93]](launched in 1994) is one of the early online repositories of electronic preprints
(before peer review) of scholarly publications. This repository which is still in function is one of the
few repositories providing free of cost access to scientific publications. It contains basic metadata of
publications such as title, author names, abstract etc.

Through the existence of such services following Open Access movement, free availability of huge
volumes of monographs, peer-reviewed articles, and reports have been made possible that has enormously
increased the impact and quality of research works. In order to be able to use them effectively, researchers
and others need help to navigate their way around, organize, analyze and explore the content and
metadata relevant to their work. To handle the growing volume of electronic publications, new tools and
technologies such as digital libraries have to be designed to allow effectively automated and semantically
classified search facilities. The concept of digital libraries(DL) became the trend where it was emerged in
1892 by Paul Outlet with the vision of building a search system and interlink documents and image files
together [294]]. One of the early examples was created by the Education Resources Information Center
(ERIC) as a digitized version of the scholarly resources of that institute. In 1994, after the existence of
early web pages, the Digital Libraries initiative was launched with the purpose of providing more online
facilities to access the libraries online through the Web [239].

Digital libraries have been defined as a virtual organization with the purpose of collecting, managing
and preserving of digital content, and offers specialized functionality on that content with regards to
quality [[156]]. Although digital libraries have made a huge change in the availability of resources, the
accessibility remained limited. The dissemination of digital resources on the web by libraries often
requires special permissions or subscriptions in the organizational level. In the early 2000s, the Open

1 https://arxiv.org/
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Access(Archives) Initiative Protocol (OAI-PMHEI was proposed to harvest (or collect) the metadata
descriptions of the records in an archive so that services can be built using metadata from many archives.
It develops and promotes interoperability standards that aim to facilitate the efficient dissemination of
scholarly artifacts to increase their availability in scholarly communication.

The fundamental technological framework and standards that are developing to support this work are,
however, independent of both the type of content offered and the economic mechanisms surrounding that
content. As a result, the Open Archives Initiative is currently an organization and an effort explicitly in
transition and is committed to exploring and enabling this new and broader range of applications. As we
gain greater knowledge of the scope of applicability of the underlying technology and standards being
developed and begin to understand the structure and culture of the various adopter communities, we
expect that we will have to make continued evolutionary changes to both the mission and organization of
the Open Archives Initiative.

FAIR principles ave been made in order to bring guidelines for artifact and metadata dissemina-
tion [293|. It introduces four main criteria for data and metadata to be findable, accessible, interoperable
and reusable. The assumptions of findability are that each element represented by metadata should be
assigned a globally unique and eternally persistent identifier. In addition, both data and data are required
to be registered or indexed in a searchable resource. In terms of accessibility data and metadata are
considered to be disseminated in a format that is retrievable by their identifier using a standardized com-
munications open, free policies. Metadata authentication is highly respected under the FAIR principles
and metadata are accessible, even when the data are no longer available. With regard to interoperability,
both data and metadata should be presented in a formal and broadly applicable language (using vocabu-
laries that follow FAIR principles). Metadata is considered re-usable with respect to free licenses which
is associated with their provenance.

2.1.2 Collaboration

Most of the early scientific publications have been recorded with solo authors [[164]. In the current
scholarly communication, scientific collaboration is more prevalent than it was decades ago [296]. Co-
authorship is one of the valid criteria for measuring the collaboration of scientists and communities.
Technology revolution also brought multidisciplinary researchers with diverse scientific backgrounds and
perspectives in close collaboration. If researchers with complementary skills join a research project, it
can reduce the effort by half in contrast to a solo scholar.

A report is published by Thomson Reuters for each year between 1998 and 2011, showing the number
of papers with more than 50, 100, 200, 500 and 1000 co-authors [[140]. The statistics of papers and number
of co-authors show collaborative authoring in science increasingly outperforms individual authorship.
The trend of papers with 50 to 100 authors goes upward from the late 90s to the mid-00s. In the study
by Thomson Reuters, the highest number of authors in 1981 is recorded as 118 which was multiplied
by 5 only 8 years later. Scholarly communication is currently done in very large scopes in terms of
co-authorship and collaborations where there exist scientific articles with 2000 co-authors.

Another study [287]] reports the group authorship increased from virtually zero to over 15 percent.
The changes in the way research used to be done, methods and facilities have made collaborations
necessary. However, sharing of authorship does not directly reflect a tangible engagement. Nevertheless,
collaborative papers tend to get cited more often. For example, between continents and countries such
as those published jointly by UK and US authors are cited on average more often than either nation
domestically. It also works at the institutional level.

2https://www.openarchives.org/
3https://wuw.forcell.org
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In some countries, the collaboration between the research and industrial sectors has become more
apparent. In addition, there is also a correlation between collaboration and higher impact in science [302].
Some of the publishing systems established a contribution recognition approach where authors need to
clearly state their responsibility. More collaboration in science is visible because of the changes the Web
and Internet brought to the private and professional lives of people. Special social network for scholars
connects researchers to each other in a virtual space that can easily lead to scientific contributions.
With more travel funding, scientific events and projects, the overall scholarly communication have
been facilitated with a more interactive research methodology. However, none of the currently available
services are able to predict or recommend effective candidates for collaboration.

2.1.3 Quality Control

Due to cumulative nature of scientific knowledge, quality and trust are particularly important. As reported
in [120]] currently, many published research findings are false or exaggerated, and an estimated 85 percent
of research resources are wasted. Researchers need to be supported by automated systems to ensure
that they have effective and high-quality channels through which they can publish and disseminate their
findings and that they perform to the best standards by subjecting their published findings to rigorous
peer review. In order to build such systems, quality assessment frameworks for each type of scholarly
artifacts need to be established. Such assessments ensure that papers published in scientific venues or
journals answer meaningful research questions and draw accurate conclusions based on professionally
executed experimentation.

Although Peer review is now a fundamental quality control measure implemented during the publishing
process, the practice as we know it today is quite different from how it was envisioned almost two centuries
ago. From the very early times, there had been discussions about reviewing written work of scientists.
One of the pioneer review process ideas was first described around 854 AC by a physician named Ishaq
bin Ali al-Rahwi from Syria, in his book Ethics of the Physician [254]. However, development of a
systematic evaluating process with the purpose of publishing started with the invention of printing for
public and publishing of the first scholarly journals. That was mainly editing proposals by peers to
regulate the quality of the written material that became publicly available and less about the validity
of the research. A first global method for generating and assessing new science is proposed by Francis
Bacon in 1620. Later in 1669, experts elected by the French Academy of Science to write reports about
ideas and inventions of other scientists for the King.

The first rejection of a scientific work is recorded for the same time by Oldenburg, the Royal Society’s
first secretary [[190]]. Shortly after the publishing of first research journals, the peer review process was
added in addition to the editing process. The Royal Society of Edinburgh described their peer review
in 1731 as follow: “Memoirs sent by correspondence are distributed according to the subject matter
to those members who are most versed in these matters. The report of their identity is not known
to the author.”’[284]). Later in 1752, the Royal Society of London adopted this review procedure and
developed the “Committee on Papers” to review manuscripts before they were published. For the first
time, papers were distributed to reviewers with the intent of authenticating the integrity of the research
study before publication. In 1831, William Whewel of the Royal Society of London suggested that reports
are commissioned for the incoming papers, to be included in the new version of journal proceedings [9].

Peer review in a more systematized form has developed immensely since the Second World War,
at least partly due to the large increase in scientific research during this period. A trusted form of
scientific communication is provided through peer review, however, critics argue that the peer review
process delays publication and stifles innovation in experimentation, and acts as a poor screen against
plagiarism. Nowadays, it is used not only to ensure that a scientific manuscript is experimentally and
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ethically sound, but also to determine which papers sufficiently meet the required standards of quality
and originality before publication. Peer review is now standard practice by most credible scientific events
and journals. It is an essential part of determining the credibility and quality of work submitted. The
Research Excellence Framework (REF) [225]] for assessing the quality of research in UK higher education
institutions, classifies publications by the venues they are published in. This facilitates assessing every
researcher’s impact based on the number of publications in conferences and journals. Providing such
information to researchers supports them with a broader range of options and a comprehensive list of
criteria while they are searching for events to submit their research contributions. Overlay journal An
overlay journal or overlay journal [191] is a term for a specific type of open access academic journal,
almost always an online electronic journal (journal). Such a journal does not produce its own content
but selects from texts that are already freely available online. While many overlay journals derive their
content from pre-print servers, others, such as the Lund Medical Faculty Monthly, contain mainly papers
published by commercial publishers but with links to self-archived pre- or post-prints when possible.

Automated benchmarking platforms are the other evaluation methods for more practical research
results are automated benchmarking platforms for scientific competitions There have not yet been a
foolproof system developed to take the place of peer review, however, researchers have been looking into
electronic means of improving the peer review process. Unfortunately, the recent explosion in online
only/electronic journals has led to the mass publication of a large number of scientific articles with
little or no peer review. This poses the significant risk to advances in scientific knowledge and its future
potential. For scholarly events, the Google Scholar Metrics (GSM ﬂ provides ranked lists of conferences
and journals by scientific field based on a 5-year impact analysis over the Google Scholar citation data.
20 top-ranked conferences and journals are shown for each (sub-)field. The ranking is based on the
two metrics h5—indexﬂ and h5—mediarﬁ GSM’s ranking method only considers the number of citations,
whereas we intend to offer a multidisciplinary service with a flexible search mechanism based on several
quality metrics.

2.1.4 Success Measures

The research communities of past times could recognize the scientific excellence oby peers [199]]. Based
on a report by UNESCO, already in the period 2007 to 2015 the global population of researchers increased
by 20 percentage ﬂ In today’s big scholarly communication, the career of scholars generally depends
on the extent to which their success is recognized by the community. This fact has forced the need
for implementing success measurement frameworks by scientific communities. To be able to deal with
increasing competition, the metrics for defining success rate of scholars have changed over time. In the
past, pioneers and innovators were considered as reputed and successful scientists by the contributions
they have been having for humanity and societies. Those not accepted or recognized during their own life
would still be acknowledged at some point with the evolution of societies, science, and technology. With
the establishment of scholarly communication through publishing scientific articles, success measures
also mainly considered around the publishing rates and several metrics related to that. Consequently,
different assessment frameworks have been defined with the purpose of identifying scientific success and
impact of research communities, organizations and individual researchers.

Research publications have been the key elements of scholarly communication and considered in
most scientific communities as main research outputs. The bibliometric parameters have been used as

4 https://scholar.google.com/intl/en/scholar/metrics.html

5 h5-index is the h-index for articles published in the last 5 complete years.

6 5-median is the median number of citations for those articles in the h5-index.

7 UNESCO Science Report Towards 2030 http://en.unesco.org/ science report
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proxies for excellence in assessment by most funding agencies and universities/research organizations.
For example, the number of publications has been often considered as the key indicator of science
productivity [[160]. With the established habit of referencing other works inside the publications, citation
counts became crucial for evaluating the academic achievements of researchers. In many of the research
communities, scholars are frequently evaluated on the perceived significance of their work with the
citation count. Thus, most methods for evaluating research and scholars are now based on bibliometric
indicators, such as various publication-based and citation-based metrics. This has pushed researchers
to publish as many articles as possible and crucially follow the number of citations gained from the
community. Therefore, the number of publications has substantially increased over the last few decades.
Thus, most of the excellence evaluation services established around the citation count as the indicator
of a researcher’s scientific performance. In the current era, many institutions and universities have to
attribute credit scores to their academic publications. In [111]], a list of criteria through which researchers
get credits are mentioned: Articles, Arguments, Data, Staff, Equipment, Funds, Recognition. Mainly
bibliometric information is used as the most commonly used metric for most such frameworks, for
example, h-index, citation counts etc. However, it is proved in a recent survey [36] that the prediction of
citation counts, as well as the h-index of the corresponding author, do not necessarily correlate to the
significance of the work from the community point of view.

The authors of this work concluded that peer judgments of importance and significance differ from
metrics-based measurements. The same fact is applicable for the Journal Impact Factor (JIF) which is
used for evaluation of research works and authors. Originally, JIF emerges in 1972 as a tool for librarians
in making decisions on the purchase of journal subscriptions [159]. Later, it became a common success
measure while widely acknowledged to be a poor indicator of the quality of individual papers. Some of
these methods have been used in order to evaluate organizations and institute. The damages or advantages
such success measurement are bringing in the scholarly communication, ranking systems and the career
of researchers is explained in [[161]]. Lawrence has clearly stated the example cases and the impact of
such measurement of science. For example, he stated the fact of having one paper in a journal with high
JIF and receiving the high number of citations can change the prospects of a postdoc from nonexistent to
substantial. Two or three such papers can make the difference between unemployment and tenure. The
fact is, it is not only the incomplete measurement of success by these approaches, it is also the effect
they have on the whole scholarly communication. The growth of open access is also being held back by
success measuring factors related to publishing. The need to maximize publications and citations makes
the large research groups benefit from the group size in gaining more citations or number of papers
However, other factors such as number of supervision, recruitment promotion, research prizes could also
be considered.

In general, the success rate of researchers or a scholarly organization cannot be evaluated with a
single number. The problem arises from stakeholders which favor numerical evaluation of performance
and reward compliance inside the scholarly communication. Increasingly complex grant applications
requirements in research excellence result at the expense of research effort. Institutions, research groups,
and researchers find themselves in a competitive scholarly communication system Scholars have complex
merits and achievements that involve different variables. This makes the evaluation of their success and
judgment about their excellence impossible and unfair to only be summarized by a single figure. Publish
or perish culture where quality and relevance are subordinate to quantity forces science to follow a close
system. Under such constrains, initiatives towards open science, FAIR principles, Open access etc. are not
powerful enough. The Leiden Manifesto [[113]] attempts in proposing basic policies for metrics of research
evaluation. One of the main points mentioned in the manifesto is to consider quantitative evaluation
of excellence with a support on qualitative, expert assessment. Since scientists have diverse research
missions, no single evaluation model applies to all contexts. Success measures should consider metrics
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relevant to policy, industry or the public aspects of science. There are a criticism about the limitations
of such metrics built on English only literature. Therefore, the manifesto suggests consideration of
local excellence metrics. A better approach is through multidimensional criteria evaluation, taking into
consideration what is expected from a researcher and what is relevant for the career of any researcher.
A multidimensional and comprehensive assessment of researchers by their employers and funders in a
broader scope is required due to the mobility of researchers across borders, in all scientific domains and
at all career stages. Changing practice from the traditional paradigm in most disciplines will require a
fundamental shift.

2.2 State-of-the Art of Services Supporting Scholarly Communication

In order to position the proposed approach, it is crucial to explore the already existing systems facilitating
scholarly communication. A short overview of highlighted attempts is discussed in the remaining of this
section. Most of the currently available services are custom implementations with a focus on covering
certain problems. Looking deeply into the present systems, it is clear that supporting interoperability and
services based on the quality assessment of artifacts have not yet been comprehensively realized; for
example, a cross-disciplinary publication venue recommendation system is missing.

* Domain Modeling: Sharing a common understanding of the structure of information is one of the
more common goals in developing ontologies. Ontologies have become common on the World-
Wide Web. Ontology-based languages have been developed for encoding knowledge on Web
pages to make it understandable for human and machines while exploring knowledge. Domain
modeling and development of ontologies are often used as milestones in providing better knowledge
management and exploration. Scholarly Publishing, as well as other domains, witnessed the
development of specific ontologies. One of the main research areas in semantic publishing is the
development of semantic models of scholarly communication (more details in[subsection 2.2.1).

* Scholarly Metadata Extractors A lot of information is already carried inside the scholarly
artifacts. Especially publications as the main means of the scholarly communication contain a lot of
metadata. The research contributions are introduced in using different sections and representation
types such as text, tables, figures, bullet points etc. Despite various formats, almost all scientific
publications include basic segments such as title, author, affiliation, abstract, list of keywords,
publisher, year, number of pages, and list of references. Metadata extraction from scholarly artifacts
especially from publications is a crucial task in building a scholarly knowledge graph. Subsequently,
some of the selected metadata extraction tools are introduced (subsection 2.2.2]).

* Datasets and Repositories: Along with the development of the Web, a huge amount of datasets
have been published. In the domain of scholarly communication, different artifacts have been made
available by individuals and organizations. Online repositories have been created in order to have a
centralized management of such artifacts and their metadata. Different research communities have
developed their own repositories and the culture of publishing datasets. With a focus on Computer
Science field, a set of relevant related work will be discussed in details (subsection 2.2.3).

* Services: Diverse type of services have been developed in order to make the life of researchers
in making use of the artifacts and the metadata disseminated over the Web. Such services have a
wide range of types such as digital libraries, search engines or statistical and analytical web pages.
Such services mostly have a focus on supporting researchers with regard to a particular artifact.
For example, there are search engines for publications and different search engines for events etc.
An overview of most-used and related services are respectively introduced (subsection 2.2.4)).
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2.2.1 Domain Modelings

The preliminary requirement of building services with the help of the Semantic Web technologies
is to have the domain conceptualization and vocabularies at hand. It enables building a knowledge
graph for representing the research findings in a structured and semantic format. There are several
ontologies developed for describing the domain of scholarly communication and scholarly artifacts
mainly publications. One of the early attempts in modeling the scholarly communication domain is
Functional Requirements for Bibliographic Records (FRBR) which was developed using the entity-
relationship model to conceptualize online library catalogs and bibliographic databases from a user’s
perspective. FRBR conceptualizes three groups of entities. The first group considered the scholarly
artifacts as research results (e.g., publications). Group two focuses on those entities responsible for the
content of scholarly artifacts (a person or corporate body).

The third group includes the entities that serve any research effort (concept, object, event, and place).
FRBR represent a series of structured ideas about bibliographic records and can be used for basic
assumptions entities involved in default publishing activities. However, FRBR has limited focus on some
special aspects of the scholarly communication and further developments require extensions of the model.
Metadata Encoding and Transmission Standard (METS) is one of the initial schema modeling attempts
as a metadata standard for encoding descriptive, administrative, and structural metadata regarding objects
within digital libraries [179]]. A comprehensive version of METS was published as a standard for
descriptive cataloging labeled as Resource Description and Access (RDA). METS and RDA are still
considered as the pioneer guidelines and instructions for creating a library and cultural heritage resource
metadata. They have been updated and the vocabularies have been used in developing metadata registries
using Linked Data technologies.

The need for more concrete ontologies in different aspects of scholarly communication lead to the
development of specific vocabularies. As one of the early attempts, the Dublin Core (DC for short)
schema developed to describe metadata terms related to digital and physical resources. It was initially
proposed as a simple set of fifteen metadata elements with the focus on scholarly artifacts such as books
or CDs (contributor, coverage, creator, date, description, format, identifier, language, publisher, relation,
rights, source, subject, title, and type). Dublin Core Abstract Model (DCAM) is a reference model
independent of any particular encoding syntax [213]]. The metadata vocabularies of DC have been widely
used for applications of the linked data cloud and Semantic Web implementations. However, it is not
sufficiently comprehensive to describe specific properties of objects of the scholarly domain for example
properties of online courses.

Semantic Web for Research Communities (SWRCﬂis an ontology for modeling entities of research
communities such as persons, organizations, publications (bibliographic metadata) and their relation-
ships [259]]. The Semantic Web Conference Ontology (SWCf] models knowledge about conferences.
It covers the sub-domains of describing papers and modelling the roles. The defined terms include
the authors and their affiliations, the role of the researchers in different venues. The above-mentioned
ontologies have focused on metadata about scholarly artifacts, however, there are also content modelings.
The ontology of Rhetorical Blocks (ORBis a formalization capturing the coarse-grained rhetorical
structure of scientific publications [52]. The Scholarly Article (SAE-I ontology comprises a set of concepts
related to published articles such as article, keywords, contributor and citation. Moreover, it comprises a
set of properties such as isStyleOf and dateRejected.

8 SWRC: http://ontoware.org/swrc

9 SWC: http://www.scholarlydata.org/ontology/doc/
10 ORB: Inttps: //www.w3.0rg/2001/sw/hcls/notes/orb/
L SA:|http://ns.science.ai/
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The scientific EXPeriments Ontology (EXPOPE] is a core ontology to provide a structured framework
for scientific experiments by formalizing the generic concepts of experimental design, methodology, and
results representation [251]]. Discourse Elements Ontology (DEO) is an ontology for describing articles
in terms of its main components such as Abstract, Introduction, Reference List and Figures [55]]. Linked
Science Core is an ontology for describing scholarly communication resources involving Publication,
Researcher, Method, Hypothesis, and Conclusion [[13]]. The Semantic Survey Ontology (SemSur) is an
ontology for capturing the content of survey articles involving research approaches, problems, imple-
mentations, publications and evaluations [82]]. Due to the important role of bibliographic citations, there
has been a number of ontologies developed only with this focus.

One of the widely used ontologies is SPAREI, family of Semantic Publishing and Referencing onto-
logies. Two of the ontologies from SPAR family ontologies are focusing on citation information. The
Citation Typing Ontology (CiTOfEI provides a set of object properties related to citing published articles,
such as “is cited by” and “cites” [209]]. The Bibliographic Ontology (BIBOE covers the main concepts
and properties for describing citations and bibliographic references [59]. Scholarly artifacts other than
publication witnessed a less amount of attention with regard to the ontologies developed for describing
them. For example, there are few ontologies for scientific events still in a very preliminary status.

The Scholarly Event Description Ontology (SEDEfE] is a comprehensive ontology for describing
scholarly events in terms of agents (e.g., persons, committees), places (e.g., cities, venues) and time (e.g.,
start/end date). SEDE provides a basis to represent, collect, and share from scholarly event data [[125].
The Semantic Web Dog Food (SWDF) datasetE] and its successor ScholarlyData are among the pioneers
of datasets of comprehensive scholarly communication metadata. There was hardly any ontology found
specifically developed for modeling of the online courses. The Teaching Core Vocabulary |*°| providing
terms about course materials and documents. It is based on practical requirements set by providing
seminar and course descriptions as Linked Data. Due to the broad spectrum of the scholarly domain, the
addressed ontologies in this section are limited to the artifacts focused in this thesis (Publications, OCW,
events).

2.2.2 Scholarly Metadata Extractors

Rule-based metadata extraction is of the widely used methods in extracting the fine-grained metadata.
Most of the developed tools are using the upper part of the first pages of the publications as the actual
source of the metadata. Constructing author profiles by extracting author names, affiliations, contact
addresses, the research grant is one of the main use cases for article search services. These approaches
perform promising with certain format and style of documents. The performance of the tools also highly
affected by the name ambiguity. Machine-learning approaches are used with the purpose of extracting
information from the complex and diverse type of documents. Different tools have been developed to
deal with metadata extraction from different types d scholarly documents such as books, theses [89, 295].
However, the range of the metadata being extracted still stays limited to a particular set of properties.
Citations play an important role in evaluating the research work of scientists and the impact of their
work, extracting citation information. As a common style of publishing scientific documents, usually, the
last page of articles are considered as the section pointing to the citations. A survey is done about the

12 EXPO: http://expo.sourceforge.net/
Bhttp://www.sparontologies.net/

14 CiTO: http://purl.org/spar/cito

15 BIBO: http://bibliontology.com/

16 SEDE: http://eventography.org/sede/

T http://data.semanticweb.org

18 http://linkedscience.org/teach/ns#
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development of the citation extraction tools over the period of 2006-2010 [304]]. They also analyze the
coupling task of citation and impact indicators in the field of information science. The section is often
called as “bibliography”, “references” or “resources”. In order to provide services evaluating research
impact, co-citation networks have been built using citation extraction techniques. SemEval 2018 is a
challenge that has been held on semantic relation extraction and classification in scientific papers [117]].
Neural Networks [292] have been used as the main method in the approaches proposed by the participants
of the challenge. The reported results show the extraction of such instances is a challenging task.
The challenges in obtaining high-quality metadata require working with a smaller corpus, dealing with
specialized vocabularies. Moreover, the scarcity of annotated data and available domain-specific resources
influence the quality of extracted metadata. In [[152]], the authors are automatically extracting 5178 terms
from Wikipedia. They have collected the titles of all the mentioned scientific articles in these wiki pages
and terms redirecting to them.

The extracted terms are used to categorize the publication under the fields of “physics”, “applied and
interdisciplinary physics”, “theoretical physics”, “emerging technologies” and their direct subcategories.
Citation networks of the pages and the articles are built to reveal scientific memes. In order to evaluate
the performance of this approach, human annotations are used for categorization of the same publications.
This work shows the wide spectrum of the possible analytics with scholarly metadata and citation net-
works. FLUX-CIM is a tool for extraction of citation metadata using flexible unsupervised techniques [|56].
This approach does not rely on patterns encoding specific citation style and as claimed by the authors, it
suffers from expensive training phase for the learning. In order to do so, a number of citation parsing
tools have been developed. ParsCit is a similar tool that uses machine learning approaches for reference
string extension. It was used in CiteSeer, however, it was limited to a certain training data with low
scalability. In [202], researchers from CiteSeer mention the issues of the previously developed algorithms.
It is explained that new methods are using Web crawling approaches and metadata integration in order
to benefit from the already available scholarly metadata. TeamBeam is a scholarly metadata extractor
that performs by classification of the text blocks [[136]. Depending on the layout of the input article, the
quality and diversity of extracted metadata vary. The TeamBeam algorithm exploits layout information
and contains dictionaries for names. The algorithm used for extraction outperforms ParsCit. However, its
performance depends on the number of metadata and only performs for a specific format of the article.
Recently developed service namely EXCIT is a generic tool for extracting reference information from
scholarly documents in PF format. The still ongoing activities in this direction show the open challenges
in metadata extraction. Due to the diversity of scholarly artifacts and the need for various properties and
metadata being extracted, the approaches are also offered in wide ranges yet not comprehensive.

2.2.3 Datasets and Repositories

Several efforts on publishing reusable, machine-readable metadata (i.e. linked open data) related to
scholarly data such as publication, scientific events, authors and etc, have been motivated quality
considerations [244]]. Our own ongoing work on extracting linked data from the CEUR-WS.org open
access computer science workshop proceedings volumes is also motivated by quality assessment. We run
a few dozen of quality-related queries such as “What workshops have changed their parent conference?”
against the linked dataset in order to assess the quality of the workshops published at CEUR-WS.org and
to validate different information extraction implementations [[121},|170]. Both the work of Bryl, Birukou,
Eckert and Kessler and ours have in common that they lack a systematic, comprehensive definition of
quality dimensions. Currently, many RDF data are made available, the Semantic Web Dog Food (SWDF)

9https://github.com/exciteproject/
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datasetm as one of the pioneers and ScholarlyDataFE] that provides RDF dumps for scientific events. The
Springer LOD datase about their conference proceedings (Lecture Notes in Computer Science) serves
trust-related questions of stakeholders. Bryl, Birukou, Eckert and Kessler mention questions such as
“Shall I submit a paper to this conference?”, and point out that the data that is required for answering
such questions is not easily available but, e.g., hidden in conference management systems [40].

DBLPFE] is one of the most widely known bibliographic databases in computer science. It provides
information mainly about publications but also considers related entities such as authors, editors, confer-
ence proceedings and journals. The metadata of events, deadlines, and subjects are out of the scope of the
DBLP database. However, it allows event organizers to upload XML data with bibliographic data for
ingestion. The dataset of DBLP is available in multiple formats as well as an RDF dump @

OpenAIREE], Open Access Infrastructure for Research in Europe, is an aggregator of scholarly
metadata collected from thousands of repositories, libraries, institutes, publishers and individual data pro-
viders. OpenAIRE collects metadata about open access publication, projects and research datasets [|175].
In addition, the schema of the OpenAIRE database management system covers metadata about the
scholarly organization, people, software. C OR is a gate to access research papers under FAIR prin-
ciples. Metadata enrichment is done by text-mining approaches. Similar to OpenAIRE, CORE aggregates
metadata about scientific papers from data providers from all over the world including institutional
repositories, subject-repositories, and journal publishers. They call the process of collecting metadata,
harvesting which allows CORE to offer search, text-mining and analytical services. CORE also collects
the full-text of the research papers and applies text-mining in order to extract metadata. SciGraph similar
to OpenAIRE aggregates data sources from Springer Nature and key partners from the scholarly domain.

Zenodo created by OpenAIRE and CERN, acts as a repository for research datasets from different
disciplines. It enables any individual, scientific community or research institution to load their datasets
freely. The users keep the ownership over their unique community collections. Upload allowance per
each piece of data is IGB. Metadata management and enrichment of the entries inside Zenodo is directly
done by OpenAIRE. This makes Zenodo be able to offer a strong search facility. However, updates of
the already existing data are not automatic and versioning requires specific steps to be done by the data
provides together with the managers of Zenodo. Similarly, there are other online repositories in order to
store and share scholarly artifacts. FigShare is an online digital repository of different kinds of scholarly
artifacts including figures, datasets, images, and videos [247].

Difterent categories of data, publications, preprints and manuscripts can be uploaded by individuals
before the process of peer review. In order to authors retain ownership, the Figshare repository makes
data available under the Creative Commons Attribution License (CCAL). Sharing research results on
such online repositories allows the authors to receive early feedback and may be helpful in revising and
refining the article for final submission. Another example of this category is DataHu@ It is an free
online tool to share and discover high quality datasets. Gradually, every community have built their own
data repository such as PANGAEA[Z_g] for earth and environment science, NCBI-PubMech] for medical
science. More details on such repositories are out of the scope of this thesis. Therefore, more details in

2http://data.semanticweb.org/
2linttp: //www.scholarlydata.org/dumps/
22 nttp://wuw.lod.springer.com/

23 http://www.dblp.uni-trier.de/

2 http://www.dblp.13s.de/d2r/

2 https://www.openaire.eu/

20 https://www.core.ac.uk/
2Ittps://www.datahub.io/

28 nttps://www.pangaea.de/

2 mttps://www.ncbi.nlm.nih.gov/
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this regard is skipped. Due to diversity and heterogeneity of such repositories, there are directories to
support both repository administrators and service providers in sharing best practice and improving the
quality of the repository infrastructure. OpenDOAR is one of the academic metadata aggregating tools of
open access repositories. The main focus of OpenDOAR is to provide a quality assured list of artifacts
which are openly accessible. Along with digitization, as ownership and credits to research works play an
important role in the entire scholarly communication, having unique and persistent identifies became
very important.

Crossrefl?]is a cooperative effort to enable persistent cross-publisher citation linking. Citation data are
not usually freely available to access, however, OpenCitations is a scholarly infrastructure organization
that provides a Data Model for citation information and uses the SPAR (Semantic Publishing and
Referencing) Ontologies for encoding scholarly bibliographic and citation data in RDF [210]]. It has
developed the OpenCitations Corpus (OCC) of open downloadable bibliographic and citation data
recorded in RDF. OCC is a database that harvests citation data from Crossref and other sources. Initiative
for Open Citations (I4OCE] makes citations available through a REST API.

2.2.4 Tools and Systems

In this section, the current services that are provided by different communities and organizations in
order to serve the needs of stakeholders through the scholarly communication are captured. Due to the
complexity of the scholarly communication pipeline and the broad range of stakeholders and their needs,
we only focus on the relevant state-of-the-art for this thesis. The sections follow a discussion about the
systems that provide services around the three artifacts focused on this thesis namely publications, online
courses, and scientific events. Three types of services are selected to be reviewed in this section:

* Social Networks such as Facebook and Twitter have changed the way people and communities
have been interacting with each other. These social networks are a new environment for commu-
nication and information sharing. Along with all the other domains, academic social networks
emerged for the target group of researcher, students and all the stakeholders involved in scholarly
communication. Social networks enhance the possibility of managing and disseminating scholarly
ideas, results, events, and discoveries. Furthermore, they are influencing collaborations, education,
and research. In this section, we focus on covering some of the most used and famous social
networks in the context of scholarly communication.

* Digital Libraries are containers of digital collections which constitute of a significant number of
documents in it combined with metadata for each. Such collections are organized by a group of
people or organizations and classified according to a set of certain criteria. Usually, a centralized
metadata repository is needed to closely couple with the collection of documents to store inform-
ation about them. In the narrow sense, scholarly metadata repositories are in the similar usage
of catalog cards of physical libraries. A digital library is a digital library system if and only if it
contains a digital library management system and at least one collection of documents and at least
one catalog of its content with an (optional) interface for offering search facilities.

* Search Engines are built of sets of programs which are used to search and collect for information
within a specific realm. Typically, web search engines retrieve answer of queries by sending out a
spider to fetch as many matches as possible. Another program is called an indexer which reads
these matches and creates an index based on the words contained in each match. Each search
engine works based on a specific algorithm to and the deal reaction is to return for meaningful

30
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results for each query. A Search Engine is a set of programs in the shape of an integrated system
that takes an entry query and browses indexed catalogs without offering any content and displays
the matched results with the search keyword.

A huge amount of scholarly data is published after the appearance of the Web 2.0 as scholars are using
social media in communicating with other community members about their research results and activities.
One of the platforms is ResearchGate @ a social network designed for researchers in order to create
their scientific profiles, to list their publications among others and to interact with each other by sharing
research results out of the official publishing limits. It also provides researchers with a functionality to
create discussion groups, share updates, results, and resources with their networks, and internal search
engine that allows users to search through major databases. In addition, researchers can upload their
published articles onto their personal profile pages and access events such as scientific conferences.
Mendeley@is also a social a desktop and web program produced by Elsevier for managing and sharing
research papers. Researchers use Mendeley in discovering research data and collaborating online [[85].
Although it was developed as a social network service, it also has several other features such as metadata
extraction, RDF viewers, search facilities and citation management.

Academic.edu and VIVO @ are other examples of social networks for scholars. Academia.edu is the
platform for scholars to share their research, monitor deep analytics around the impact of their research,
and track the research of academics they follow in specific fields. Since its inception in September 2008,
over 22 million users signed up and added about 6 million papers and 1.5 million research interests.
It also attracts over 36 million unique visitors per month. VIVO is developed for recording, editing,
searching, browsing, and visualizing.

There are some digital libraries (DL) which are hosted by organizations with different initial goals.
Most of DL(s) in this category are constructed to manage the documents of various specific subjects such
as ACME] and IEEE Xplore E] digital library. The ACM digital library is a comprehensive collection of
full-text articles and their bibliographic information. It provides search facilities on top of the library.
Special research institutes are granted with free access to the articles, otherwise, access is under close
licenses. IEEE Xplore is the online indexing facility for material published by IEEE. Access to the
material requires a subscription and is under close and payment-based permission. Some type of digital
libraries are collections of digitized documents of libraries to survive the old versions and make the
content of the libraries remotely available. Elsevier as one of the active multidisciplinary publishers
provides several services as well as digital libraries such as ScienceDirect and Scopus @ ScienceDirect
is a large collection of scientific and medical research and provides access to full-text articles. Both
services require subscription and metadata of authors and citations are the only information provided is
search features. Both have subscription-based access to the material and pay-per-view purchase. Web
Of Science @ has a similar access policies for the collection of articles provided by Thomson Reuters
publisheﬂ It can also be considered as a citation indexing system with a search facility on top of the
underlying collection. Another special digital library in this category which is built in the purpose of a

32 https://www.researchgate.net/

B https://www.mendeley.com/

3 https://www.vivoweb.org/

BShttp://dl.acm.org/

36 mttps://ieeexplore.ieee.org/Xplore/home. sp

3 https://sciencedirect .com/

3B https://www.scopus.com

P https://clarivate.com/products/web-of-science/
40https://thomsonreuters.com/en.html
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digital library and directed by an informal steering committee is NDLTD EkNetworked Digital Library
of Theses and Dissertations).

Other digital libraries investigated in this thesis are namely the digital library of Congress @,
JeromeDLE‘l BUILD—ER@ Google ScholarE]is an online, freely accessible search engine that realized
in 2004 and allows users to look for both physical and digital copies of articles. It searches a wide
variety of sources, including academic publishers, universities, and preprint depositories looking for
Peer-reviewed articles, Theses, Books, Technical reports, Abstracts, Reprints. The regular version of
Google crawls over web pages but Google Scholar gets the data from three sources. Google Scholar is in
cooperation with most of the scientific communities such as publishers, institutes, societies. They are
the first source which provides scholarly materials, abstract, and citation data which is not available via
regular Google search. Second, Google Scholar uses an algorithm which runs over the Internet to identify
web documents that look scholarly and are publicly available. The third source is the reference part of
the content of the scholarly documents.

More recently, Google Scholar has added a feature that allows authors to take control of their own
publications enabling these to be presented as a corpus of work. The facility includes the ability to include
keywords that allows grouping of authors, although there is no control of these keywords or linking of
similar terms. The other search engine is CiteSeerX @ which is developed as a specific service for the
computer science domain in order to explore the scholarly artifacts. Although it might be considered
as a digital library as it makes the access to the PDF format of the searched document, it retrieves from
metadata and data from cached pages. Therefore, we categorize it under the currently available search
engines for scholarly documents. Aminer is a mining and search engine service for researchers. They
can create profiles and track their publishing records. Aminer provides a graphical view of statistics
about individual researchers. It provides advanced search facilities in order to explore metadata about
authors, publications, events, citations and research topics. Inside Aminer, a ranking system is developed
that collects information and calculates h-index for all the considered artifacts. The whole metadata set
of Aminer is freely available for developers and service providers of scholarly communication. The
Bielefeld Academic Search Engine (BASE @) runs over massive academic web resources. It has a faceted
browser and uses an indexing technique for retrieving the metadata. BASE provides access to the full
texts of about 60 percent of the indexed documents for free (Open Access).

There is a number of search engines developed for exploring metadata about scientific events. CFP
Manager [123]] is an information extraction tool specific to the domain of computer science; it extracts
metadata of events from an unstructured text representation of CfPs. Because of the different representa-
tions and terminologies of CfPs across research communities, this approach requires domain-specific
implementations. The extracted data is limited to the keywords used in the content of CfPs. In addition,
the CFP Manager does not support data curation workflows involving multiple stakeholders. Hurtado
Martin et al. proposed an approach based on user profiles, which takes a scholar’s recent publication
list and recommends related CfPs using content analysis [118]. Xia et al. presented a classification
method to filter CfPs by social tagging [[299]. Wang et al. proposed another approach to classify C{Ps
by implementing three different methods but focus on comparing the classification methods rather than

41 http://www.ndltd.org/

42 http://loc.gov/library/libarch-digital.html
Bhttp://jeromedl.org/

4 http://builder.bham.ac.uk
®https://scholar.google.de/

4 http://www.citeseerx.ist.psu.edu/
4Thttps://www.aminer.org/
“®https://www.base-search.net/
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services to improve scientific communication [281]. DBWorlﬂ collects data about upcoming events and
other announcements in the field of databases and information systems. Each record comprises event title,
deadline, event homepage and the full-text description. WikiCFPF_U] is a popular service for publishing
CfPs. Similar to DBWorld, WikiCFP only supports a limited set of structured event metadata (title, dates,
deadlines), which results in limited search and exploration functionality. WikiCFP employs crawlers to
track high-profile conferences. Although WikiCFP claims to be a semantic wiki, there is no collaborative
authoring, versioning, minimal structure and the data is not downloadable as RDF or accessible via a
SPARQL endpoint.

Cfplist_TI works similar to WikiCFP but focuses on social science related subjects. Data is contributed
by the community using an online form. SemanticSchola:FE] offers a keyword-based search facility that
shows metadata about publications and authors. It uses artificial intelligence methods in the back-end
and retrieves results based on highly relevant hits with the possibility of filtering. Conference.ci isa
new service initialized in 2016 that lists upcoming conferences by location. For each conference, title,
date, deadline, location, and number of views of its conference.city page is shown. Based on the location
of the conference, Google plug-ins are used to recommend flights, accommodation, and restaurants. The
service collects data mainly from event homepages and from mailing lists. In addition, it allows users to
add a conference using a form.

PaperslnviteaF_Z] focuses on collecting CfPs from event organizers and attracting potential participants
who already have access to the ProQuest servicﬂ ProQuest acts as a hub between repositories holding
rich and diverse scholarly data. The collected data is not made available to the public. The ISO 20121
international standard supports organizers of events of all types — sports, business, culture, politics —
in integrating sustainability with their activitiesF_G] The standard provides general guidelines but also
mentions some of the metrics of our model, such as event sponsoring registration methods and other
types of financial support of events.

The currently available services for open educational resources and OCW are not developed as much
as the services for other scholarly artifacts. A thorough search of the literature indicates that work related
to OCW quality assessment is still rather scarce. Most of the previous works consider repositories and
their impact on education rather than quality of courses. In [279], a set of quality assurance criteria is
introduced considering four aspects of OCW: 1. content, 2. instructional design, 3. technology and 4.
courseware evaluation. About half of the dimensions that we consider in this work (such as availability,
multilinguality) are also introduced in Vladoiu’s work. However, some of them are not considered in this
work because either they are subjective (e.g., self-containedness) or difficult to measure (e.g., relevance
of the content for self-learning) or out of the scope of assessing course quality (e.g., interoperability
of the interface). In [187]], a machine learning approach has been devised to support automatic OCW
quality assessments. A problem here, however, is the availability of suitable training data, which could be
provided by expert sample assessments obtained using the methodology presented in this paper.

The University of Berlin and the university of MIT also invested in OCW services. The OCW services
names OpenHPI from Berlin university provides online free course with multimedia materials. The
courses are designed along the semester period and include exercise and exam material. High-quality

49 https://www.research.cs.wisc.edu/dbworld/

50 http://www.wikicfp.com/

51 https://www.cfplist.com/

52 https://www.semanticscholar.org

53 http://www.conference.city/

54 http://www.papersinvited.com/

35 http://www.proquest.com/

56 nttp://www.1s0.0rg/iso/news.htm?refid=Ref1598
5T https://www.open.hpi.de/
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Service Name Addressed Entities Accessibility of  Quality Community Advanced Publishing
Artifacts Criteria Contribution Search Metadata
ACM DL Publications X X X X X
IEEEx DL Publications X X X X X
Arnetminer Publications X X X X X
arXive Publications v X X X X
DBLP Publications X X X X v
Google Scholar Publications X X X X X
Mendeley Publications v X v X X
ScienceDirect Publications v X X X X
Scopus Publications X X X X X
WOoS Publications X X X X X
OpanAIRE Publications, Datasets v X X X v
ResearchGate Publications v X v X X
SciGraph Publications X X X X X
CFP Manager Events - X X X X
Zenodo Publications, Datasets X X X X X
VIVO Publications v X X X X
CEUR-WS Publications v X X X X
SemanticScholar Publications v X X X X
Springer LOD Events - X X X v
ProQuest Publications v X X X X
PubMed Publications v X X X X
OpanDOAR Publications v X X X X
SPAR Publications v X X X X
OpenCitations Publications v X X X v
CrossRef Publications v X X X X
HocC Publications v X X X v
EasyChair Publications, Events - X X X X
DBWorld Events X X X X
CORE Events X v X X
CFP Manager Events - X X X X
BASE Publications v X X X X
Academic Search Publications v X X X X
SlideWiki OpenCourseWare v X X X X
OpenHPI OpenCourseWare v X X X X
GSM Events - v X X X
MIT OER OpenCourseWare v X X X X
Jorum OpenCourseWare v X X X X
OER Commons OpenCourseWare v X X X X
Temoa OpenCourseWare v v X X X
WikiCFP Events - X v X X
Cfplist Events - X X v X
CiteSeer Publications, Events X X X X v
ScholarlyData Events - X X X v
Springer LOD Events - X X X v
Conference.city Events - X X X X
Papersinvited Events - X X X X
SemanticScholar Publication, Persons X X X X X

Table 2.1: Comparison of existing services. A selective group of services has been analysed based on their support

in accessibility, quality, community involvement, search options and availability of metadata.

videos are recorded from the lecturers. However, the metadata availability and search functions are not
fully semantified. MIT OpenCourseWare @ only provides text material for courses as well as syllabus
exam material. The students can train themselves by using such material. However, grading system
and value of courses remain out of the system to the physical world. These courses are all made for
practice. OER Commons @quoted “he worldwide OER movement is rooted in the human right to access

58 http://www.ocw.mit.edu/index.html

59 http://www.oercommons.org/
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high-quality education”. Quality issues are critical for scholarly artifacts. It provides the subscribers a
platform to create, share, and discuss resources with others in your network. More than 250 institutions
worldwide are openly publishing courses today. Further OCW repositories have been made available by

organizations and will be discussed in
The Open Education Consortium®)| as the central community of institutions and organizations ag-

gregates open education lists 26,611 courses from 80 providers. Many of the repositories mentioned
above are members of the Open Education Consortium. MIT OpenCourseWare as one of the popular
OCW repositories reports that they have made 2,150 courses available so far. Since its launch, 137
million people have been visiting MIT OpenCourseWare annually. OpenCourse Ware Consortium@is an
organization to provide policies in support and advance openness in education around the world. Many of
the OER and OCW services work under the framework of the OpenCourseWare Consortium. The current
visible problem of OER services is that accessibility has been considered as the main challenge. Quality
of OCW has not been seriously taken into account. Therefore, similar to other scholarly artifacts OCW
users suffer from quality issues. In addition, quality related metadata of courses are also not specifically
made available for the users and the developers. Temoa @ is a knowledge hub that eases a public and
multilingual catalog of OCW. Temoa supports the users to find resources and materials based in their
needs for teaching and learning (fitness for use).

It is possible to search the OCW based on the material type such as video, text, audio. It provides a
faceted browser in order to filter results based on several metrics. However, Temoa does not provide
information about multilingualism, license, and content of the OCW. Xpert@ is an integrating system
that contains metadata and resources from data providers. Bulk import of material is made available for
registered users. It has a single search button that can take several keywords and retrieves the results
based on query terms. Learning material in Xpert is tagged by the corresponding science domain and
topics. However, quality metrics are not considered in this service also. SlideWiki[*"|is a collaborative
platform for creating educational material in slide presentation. It is based on semantic technologies
and provides features to ease multilinguality, license assurance, linking information. It also provides an
interactive environment for students and teachers.

shows a selected list of most relevant services for this thesis categorized by the artifacts
they focus. So far the development of services was discussed which has happened independently of
the criticism of the overall process of current scientific communication. The current paradigm of schol-
arly communication comprises of specific steps such as: preparation of manuscripts, organization of
publishing channels, peer-review process and publishing [30]. However, analysis of the state-of-the-art
services shows the main focus of service providers and the scientific communities has been on how
research articles are evaluated and disseminated. The services are marked with regard to the extent they
support accessibility, quality, collaborative creation of artifacts and community involvement, search
options and availability of metadata. This gap shows the inadequacy of current services in providing
comprehensive support for researchers with regard to the life-cycle stages of discovering, integrating,
sharing, evaluating and re-using metadata about scholarly artifacts. In order to realize modern scientific
communication exploiting the potential of digitization, stakeholders involved in scientific communication,
from researchers to policymakers, publishers, etc., require a joint and comprehensive reference model for
scholarly metadata management.

OMhttp://www.oeconsortium.org/

6l http: //www.ocwconsortium. org/
%2ttp://www.temoa.info/

03 ttp://www.xpert.nottingham.ac.uk/
4 https://www.slidewiki.org/
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CHAPTER 3

Metadata Integration and Management

Metadata-driven technologies and smart infrastructures for metadata management and analytics are
increasingly improving web-based services for a broad range of application domains. The enormous
amount of data generated day by day, demands the development of integration, management approaches
to provide high quality and accurate analytics. The focus of this research is on using a metadata life
cycle as a methodology for metadata management steps in order to transform such information into the
actionable knowledge that enables such useful analytics. Artifacts as the subjects of their metadata are
engaging in the scope of this research with regards to specific criteria, e.g., quality or how their metadata
are “FAIRly” manageable.

In order to follow the discussions, discusses the concept of “metadata” and the different per-
spectives of research communities (mainly the Semantic Web community and the Database Community).
In this chapter, a methodology in the form of a life cycle is introduced to structure the required steps for
metadata management. There are already several attempts using a life cycle structure in order to define
(meta)data management steps for different purposes. The discusses the life cycle structure
as a suitable methodology for the objective of this research. [section 3.2 presents the required technical
foundations before introducing the proposed life cycle for scholarly metadata management in

3.1 Data and Metadata

The two key concepts of data and metadata have been used by scholars mostly without specific borderlines.
In some cases, the two terms utilized interchangeably. From an ontological point of view, the term “data”
is the plural E] form of the Latin word “datum” [70]. The term “datum” means “a piece of information”
or “something to give” [50]. The term “metadata” is a modified version of the term “data” with a
Greek prefix that means “after”, “behind”, or “higher” [[100] and used for emphasizing on transcending
a concept such as metamathematics and metatheories, which are mathematical theories about other
mathematical theories. A common interpretation of “metadata” is data that provides information about
other data [215]]. However, this definition neither encapsulates the full scope of the term metadata nor
differentiates it from the concept of data. This section includes discussions to clarify the notation, origin
and perspectives of research communities on the meaning of the two terms,“data and metadata”. The
already existing definitions about the two concepts of “data” and “metadata” have been explored and
collocated from scientific literature and standards. A set of characteristics have been derived from the
highlighted definitions to clarify the meaning of the term “metadata” within the scope of this thesis.

! 1t is widely recommended to use the term in a plural form. also followed in this thesis (same for the term metadata).
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Data is a broadly used term by almost all science disciplines. In a general sense, the term “data” refers
to the representation of the real world objects. In the digital era, such representations are considered to be
in the form of numbers, characters, symbols or signals of binary codes etc., to be given to a system or a
computer. In the pyramid of Data, Information, Knowledge, and Wisdom (DIKW) [230]], “informaton” is
defined as inferred descriptions with meaning from data. The concept of “knowledge’ is considered as
information having been processed or structured. Knowledge can provide a framework for inference of
new information from a mix of experimental results, contextual information, etc. “Wisdom” is articulated
as integrated knowledge.

Research communities are widely using the term “data” to express the application domain they deal with
e.g., medical data, bibliographic data. Greenberg in the Encyclopedia of Library and Information Sciences
(ELIS) [98]] considers “data objects are ranging from information resources, such as a monograph,
newspaper, or photograph — to activities, events, persons, places, structures, transactions, relationships,
execution directions, and programmatic applications etc.” Instance of individual objects are represented
in smaller granularity as data elements [84]. A data element is the smallest unit of a class of objects
captured and represented by specific attributes [[157]).

Exploration of the literature shows the meaning of the term “data” have been influenced by the
development and usage of information systems over time. As a trend in the computer science field,
the term “data” is combined with certain adjectives to emphasize the specific characteristics about the
structure of the data e.g., relational model of data, linked data, big data, and smart data. In terms of
structure, “Data” can be divided into three categories:

* Structured data are modelled and organized either in the form of tables or in some other way. The
searching and accessing information from such type of data are easily facilitated e.g., data stored
in the relational databases [[1635]].

* Unstructured data are unorganized and require advance tools and software to access information
e.g., web contents, wikis and emails [33]].

* Semi—Structured data are basically structured data that are unorganized. For example, JSON
(JavaScript Object Notation) files, BibTex files, CSV files, XML and other markup languages are
the examples of semi—structured data found on the Web [43]].

Relational model data is structured representation of data in terms of tuples (rows) and attributes
(columns), grouped into relations (tables) [53[]. From the classical databases and data management point
of view, data have been mostly considered as structured representation of entities. Relational database
management systems (RDBMSs) are originally designed for a single server in order to maintain the
integrity of the table mappings and avoid the problems of distributed computing [3]]. RDBMSs are
designed for low—latency retrieval or update of data. With the massive data present on the Web and the
new application domains with requiring immediate processing, traditional RDBMS do not scale to be
used for large analysis.

Linked data refers to a specific representation of structured data including semantics that enable
interlinking in the scale of the Web data [28]]. The Semantic Web is a Web of Data. Linked data provides
freely available data on the Web that are identified by the Uniform Resource Identifier. Such data can be
retrieved directly via HTTP. The exponential growth of the information exchange through innovative
platforms on the Web over the past years brought a surge in creation of diverse data types in huge
quantities. The Web of Data employs Linked Data standards see i.e., RDF data model
(Resource Description Framework) as a lingua franca for knowledge representation, SPARQL as a query
language for RDF, and the Web Ontology Language (OWL) as a logical formalism to encode ontologies.

Big data is about huge quantities of information represented in heterogeneous data structures. The five
dimensions of heterogeneity of big data (Volume, Velocity, Variety, Value, and Validity) are discussed
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in Nowadays, the concept of “data” covers text documents, multimedia content, audio and
video, as well as log files and recorded web activities which are mostly in unstructured formats. Big data
statistics of the year 2017 shows 80% of the available data on the web is unstructured while only 20% is
structured [233]]. Data with such characteristics are too complex for traditional data management systems.
Therefore, management steps for big data starting from capturing data, sharing, querying to visualization
follow a different process. The MapReduce programming model has been introduced to handle such data
with parallel processing of data [[155]].

Smart data is focused on representation of valuable and actionable information [291]] often with im-
mediate analysis on dynamic data. Big and smart data are designed for zero-latency in data processing and
information retrieval. The data on the Web is contently changing. For the applications with requirements
on continuous decision making, meaningful insights from data becomes crucial. Such smart analysis
heavily depend on format, characteristics and temporality of data and requires specific management than
traditional system.

Data (in every format) are quantified, counted, collected or measured through experimental activities
by either human or a series of automated processes by machines [[178]. The output of computation and
processing activities are also “data” as derived information from the input “data”. A comprehensive data
management model can be defined based on the characteristics of the underlying data see

Stated By Quotation

ISO [122] “Re-interpretable representation of information in a formalized manner suitable for
communication, interpretation or processing”.

UNECE |54] “The physical representation of information in a manner suitable for communication,
interpretation, or processing by human beings or by automatic means.”

IFIP [286] “A representation of facts or ideas in a formalized manner capable of being commu-
nicated or manipulated by some process”.
OECD [76] “A representation of facts and concepts in a formalized manner suitable for commu-

nication, interpretation or processing by human beings or by automatic means” .
Landry [157]  “Facts that are the result of observation or measurement”.
Guptill [[101]  “Generally viewed as elements that model or represent real-world phenomena’.
Bequai [17] “Any representation of fact or idea in a form that is capable of being communicated
or manipulated by some process”.

Table 3.1: Data. Collected statements and quotations about the term “data” from literature and standards.

Table 3.1| shows a selective list of quotations about the term data given by researchers of different
communities such as librarians and computer scientists. Most of these attempts goes back to the classic
interpretation of the term in the field of computer science in the efficiency of the retrieving, compressing
and storing information. One of the common characteristics of data given by the definitions is to represent
facts or elements.

As a general conclusion of the presented quotations, the concept of “data” is considered as representa-
tion of prime objects of focus from real world. Thus, the working assumption of this thesis is that any
representation of real world objects including digitized versions of artifacts are considered as data e.g.,
digitized documents, videos, figures, evaluation datasets.

Metadata — Notion and Origin The term “metadata” is known to have been in use since the late 1960s
by scholars of data management and statistics communities [98]]. One of the early usages of the term
was documented in 1968 in Philip Bagley’s book on Extension of programming language concepts [116].
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Howe describes meta level data from data container and storage point of view. The first appearance of the
term in a scientific publication is in the dissertation of Sundgren [258]], where several meta level concepts
for data management such as “metadata” and “metainformation” are introduced [252].

In the early 1990s, NASA’s Global Change Master Directory (GCMD) [34] released Earth and
space as a data collection to describe data where users can understand what the data is about. NASA
started to report the huge investigations on managing “data about data” and the challenges encountered
with managemnet of such data [34]. At the same time, DARPA was investing on the languages for
representing data and early proposals of “infradata” E]had been suggested [83]]. A combination of all
the challenges encountered with the previous definitions of the term “metadata” and needs emerging
from these challenges led to the adoption of the concept of “metadata” in the metadata registry standard.
Since then, the term “metadata” has been generally (not exclusively) associated with digital information
systems and related topics.

To address all the issues defined around this concept, a metadata workshop was held by the National
Center for Supercomputing Applications (NCSA) [288]]: As a result, Dublin Core (DC), a set of vocabulary
terms about metadata elements, was described in a publication by the participants. The initial version of
Dublin Core was to facilitate the discovery of objects in a networked environment. This was in parallel
with a proposal of a generic metadata model for the World Wide Web [23]] , the starting point of the
Semantic Wed. The Dublin Core Metadata Initiative (DCMI) combined both ideas and made use of
DC vocabularies and defined more domain specific terms in a broader scope [119]]. By embedding DC
metadata into web pages, the precision of information discovery improved. For example, Web—based
search services adopted such vocabularies and and increased information retrieval.

Nowadays, metadata is inevitable to be mentioned when it comes to digital infrastructures and systems
preserving and supporting discovery, access, and use of information. Today, it plays a vital role in
information communication and discovery, especially on the Web as it became the main information
dissemination channel. This is evidenced by the wide range of developments and implementation of data
integration tools and digital asset management systems and increasing need of enterprise applications [99].

Metadata — Description and Quotations The most common definition of the term “metadata” is “data
about data” [215]]. As the two terms of “data” and “information” have been also used interchangeably
(despite of their distinct meanings), it is not excluded to define “metadata” as “information about
information” or “data about information” or “information about data”. It means metadata represent
informative and relevant details of the underlying data.

Codd proposed a systematic use of a relational model for organizing data that became the foundation
of relational databases. In this classical view of representing data by means of the theory of relations , the
database’s schema (data about data) is stored in “data dictionary”, and is disconnected from the database
as the information storage (data) [53]]. However, the old paradigm of information dissemination has
changed with the Web. As stated by Greenberg, considering the Web and Internet, metadata management
and related activities are far beyond the simple information cataloging [[99]. Metadata are data about data
where “data” refers to any resources as a prime interest of the observer(s) [98]]. Such resources cover
data or digital and physical objects. This is in contradiction with the classical view on the two concepts
of “data” and “metadata” and creates disagreements. From a data manager perspective, “metadata”
is “data about data” which only means the schematic information. Whereas, from a data scientist
point of view, “metadata” is “‘data about data” which means both schematic alongside instance level
information. shows a comparison of data and metadata with regards to the defined list of defined
characteristics.

2 Infradata is a special kind of metadata in a networked infrastructure.
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Stated by Quotation

1SO [122] “Metadata is data that defines and describes other data.”

Scott [105] “Metadata is a love note to the people and machines after you.”

Liu [222] “Metadata is a semiotics framework for analyzing data provenance research.”
NISO [215] “Metadata is structured information that describes, explains, locates, and makes

it easier to retrieve, use, or manage an information resource.”
McCarthy [178|]  “Metadata is descriptive information about data contents and organization.”
Bergman [|20] “Metadata is data providing information about one or more aspects of the source
data, thus data about data.”

Table 3.2: Metadata. Collected statements and quotations about the term “metadata” from literature and standards.

A list of criteria is deducted from the proposed and accepted definitions framework of characterist-
ics [[101]] and are adopted to the FAIR principles [293]]. The following explanation of the FAIR principles
is taken from the guidelines.

To be findable:

* “F1. (meta)data are assigned a globally unique and eternally persistent identifier.”
* “F2. data are described with rich metadata.”
* “F3. (meta)data are registered or indexed in a searchable resource.”
* “F4. metadata specify the data identifier.”
To be accessible:

* “Al (meta)data are retrievable by their identifier using a standardized communications protocol.”
— “Al.1 the protocol is open, free, and universally implementable.”

— “A1.2 the protocol allows for an authentication and authorization procedure, where necessary.”
* “A2 metadata are accessible, even when the data are no longer available.”
To be interoperable:

* “I1. (meta)data use a formal, accessible, shared, and broadly applicable language for knowledge
representation.”

* “I2. (meta)data use vocabularies that follow FAIR principles.”
* “I3. (meta)data include qualified references to other (meta)data.”
To be re-usable:

* “R1. meta(data) have a plurality of accurate and relevant attributes.”
— “R1.1. (meta)data are released with a clear and accessible data usage license.”
— “R1.2. (meta)data are associated with their provenance.”

— “R1.3. (meta)data meet domain-relevant community standards.”
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Criteria FAIR Data Metadata

Discovery Findable Data being openly available can Metadata makes underlying data
not influence discovery of its own more discoverable .
or underlying facts.

Accessibility  Accessible Data needs to acquire an identified Metadata is an identified set of
set of data. data about another data.

Quality Interoperable Fitness of data for use from repres- Metadata determines if a set of
entation, completeness mainten- data meets a specified need .
ance point of views.

Representation Interoperable Data refers to physical elements in  Metadata refers to digital or phys-
the realty. ical objects.

Structure Reusable Completely unstructured digitized Metadata has at least a basic level
artifacts can be considered as data.  of structured representation of the

referred elements.

Table 3.3: Metadata Characteristics. Characteristics of the term metadata is summarized and classified with
FAIR princples.

As stated in the guidelines:“The Principles define characteristics that contemporary data resources, tools,
vocabularies and infrastructures should exhibit to assist discovery and reuse by third-parties. FAIRness is
a prerequisite for proper data management.” The shows the classification of the metadata and
data characteristics based on the FAIR principles.

As depicted in “metadata” are generated in two possible ways: (a) Sequential Order of Data
and Metadata. Data and metadata can be distinguished depending on the status of an observer. Real world
objects are the artifacts under the focus of observation from which raw information have been collected.
Data elements are representation of such real world objects. Considering the data already in the abstract
level, metadata represent information about data i the previous level. (b) Metadata collected directly from
data resources either from real world by human using forms, or through automated application directly
from data resources.

B R
> >~ bj
~

" Datal EI;m;nt; as
Real World Objects

Level 1: Metadata Elements
as Data Elements

Level 1: Data Elements

Y Level 2: Metadata Elements
0.
rds, Ce

Level 2: Metadata Elements

Figure 3.1: Data and Metadata Generation. Metadata are generated either in sequential order after having data
or they can be directly collected from data resources.

In a basic level of observation, data represent elements as raw values collected from real world domains.
Metadata represent information about the underlying data in a second abstract level. State of the real
world can change depending on the view of the observant. The already defined or collected metadata can
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be considered as real world in the next level. Thus, meta level of already created metadata defines the
concepts of “data” and “metadata”. Therefore, “metadata are data about data” where:

1. the real world objects have already been observed at least once and represented as data,
2. previous representation of such data is captured as metadata and
3. observant defines a meta level on top of the abstractions of the objects of prime interest.

Metadata describe a wide variety of information about the underlying resource. Thus, metadata
increase consistency and maintenance of represented data elements. Search engines of the Web are mainly
keyword-based. Metadata increases visibility of digital artifacts (documents, videos, images etc.) by
providing identifiers. Therefore, discovery of such resources by the right consumers (machines or human)
increases. Furthermore, the embedded semantics and knowledge in textual documents are impossible to
be discovered without metadata. Without metadata, resources are isolated information stored in separated
silos on the Web. Metadata allows a resource to be understood by both humans and machines. For
example, the metadata elements are crucial for machines in order to automatically discovering and
connecting with suitable Web application programming interfaces (APIs). Explicit knowledge about the
structure and datatypes of such APIs are required to be made available under certain criteria such as the
FAIR (Findable, Accessible, Interoperable, Reusable) principles. Analytics are outcome of a series of
human-machine metadata life cycle.

In this thesis, metadata are are considered as data about data where the second “data” refers to
resources of a prime interest. Describing a resource with metadata increases its discovery, promotes
interoperability across systems and facilitates integration with other relevant information [215]]. The
discussed characteristics of the concept “metadata” represents “Big Data” characteristics which is a
virtual representation of each real-world entity captured and stored in data sources. The complexity
of such data is known as the 6Vs as characteristics of Big Data [[249]]. The term Big Scholarly Data
(BSD) [297]] is coined to represent the vast amount of information about scholarly networks including
stakeholders and artifacts such as authors, organizers, papers, citations, figures. The heterogeneity and
complexity of data and their associated metadata distributed on the Web bring new issues and challenges
with respect to general semantic interoperability issues. In order to further proceed with the vision of this
research in management of scholarly metadata, it is required to understand the main characteristics of the
available metadata sources and integration issues.

The 6Vs of Scholarly Metadata The following is the detailed explanation of the 6 Vs for big scholarly
metadata which was already discussed.

* Volume refers to ability to ingest and store very large datasets; in the context of scholarly metadata,
at least over 114 million scholarly documents [137]] are recorded in 2014 to be available in PDF
formats. In computer science, the total number of publications of the different types is reaching 4
million [224]. Different types of publication in different formats is being published every day in
other scientific disciplines, more details have been discussed in[subsection 2.1.1]

* Velocity denotes the growth rate generating such data; the average growth rate of scientific
publishing is measured as 8 to 9 percentage [37]].

* Variety indicates multiple data formats and models, the domain of scholarly communication is a
complex domain [[15]] including many different types of entities with complexity interrelationship
among them.

* Value concerns the impact of high quality analytics over data; as discussed in [subsection 2.1.4]
certain facts play enormously important role in the reputation and basically life of research
stakeholders. Providing precise and comprehensive statistics supports researchers with already
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existing success measurement tools such as number of citations. In additions, deep and mined
knowledge with flexible analytics can provide new insights about artifacts and people involved in
the scholarly communication domain.

* Veracity refers to the biases, ambiguities, and noise in data; this characteristic is especially
applicable in the context of scholarly communication domain due to deduplication problems [|176]
and ambiguity problem for various scholarly artifacts as well as person names.

* Variability of the meaning of the metadata [297].

Semantic Interoperability Conflicts Transformation of scholarly metadata into knowledge will
enable domain understanding and providing better services for the scholarly communities. Knowledge
graphs enables integration of such metadata sources, which evolve over time and can reach large
dimensions [87]]. However, in order to integrate such resources in a unified way, semantic interoerability
challenges need to be studied [[96]. The aforementioned heterogeneity and complexity characteristics
of the scholarly metadata leads integration and interoperability challenges. That affects ability of an
underlying metadata management system or infrastructure to be engaged in the ongoing activity process
of other system. Such issues originates from difference in modeling of the same real world entities,
representation of different or same entities in various formats.

A systematic categorization of interoperability issues have been introduced in [[19]]. The following is
the identified and adopted categories of interoperability issues in the context of scholarly metadata:

 Structure: scholarly metadata among the already existing resources are described in different
formats e.g., structured, unstructured or semi-structured data.

* Schema: metadata resources of the scholarly communication domain are using different schemas
for modeling of the entities, attribution and relationships. Due to complexity of the domain,
schematic issues also include modeling conflict in attributes and classes e.g., properties of one
modeling are entities of the other model.

* Domain: various interpretations of the same domain can occur. For example the same term can be
used for different meanings or different terms can be used for the same concept. As a common
practice, different acronyms are given to the same concept.

* Representation: while collecting or representation scholarly metadata, various granularity levels
of details for the same concepts can be captured by different resources. Scholarly metadata are
represented in different scales and units and languages.

The heterogeneous scholarly metadata published on the Web are disconnected. As a preliminary step
towards serving information needs of the target users (scholars), scholarly metadata on the Web need to
follow the FAIR principles. As a summary, metadata is created to improve resource discovery, resource
management and content rating. It is also recorded for other reasons including administrative control,
security and preservation. In the context of this research, metadata management is aimed with the purpose
of improving quality, discovery and interoperability of resources.

3.2 Technical Foundations

The Semantic Web technologies are employed as technical foundations of this thesis. Therefore, we
introduce the Resource Description Framework (RDF), the data model used as the underlying repres-
entation of Semantic Web data. The discussion follows by the introduction of SPARQL, the querying
language of RDF data. This research aims at using Semantic Web technologies to collaboratively create
and curate a scholarly knowledge graph, the definition of knowledge graphs in the context of information
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management and retrieval. Furthermore, we describe the Wikibase software that is used for community
involvement in metadata collection and curation.

Resource Description Framework (RDF) The Resource Description Framework (RDF) is a family of
World Wide Web Consortium (W3C) speciﬁcationsﬂ originally designed as a metadata data model. It is
a semantic graph—based data model tailored for representing semi—structured data on the Web. The main
building block of RDF is a triple. RDF triple consists of three elements shown in subject,
predicate, object. Subject denotes a resource to which predicate and object belong; only URIs or blank

@ oav:DataSourceOrganization @

A A A
rdf:type rdf:type rdf:type
oad:DBLP oad:DataSourceOrganization_1 oad:Trier University
oav:isServedBy oav:dataSourceOforganization
oav:hasProvenannce {

oav:Provenance

oav:trust oav:deletedBylInference

oav:inferred

Figure 3.2: An example of RDF graph. Representation of an RDF graph and instance level.

nodes can be subjects in RDF. Predicate denotes a trait of the subject, i.e., a relationship between the
subject and object; only URIs can be predicates in RDF. Object specifies predicate with a particular
value; URIs, blank nodes or string literals can represent a value of the predicate. As anything can be the
subject of multiple triples at the same time, and often also the object of other triples, things are becoming
connected with each other in a network structure in graphs.

Best practices for publishing such graphs on the Web in a way that is as reusable as possible are
subsumed under the term “Linked Data”. Linked Data technology involves standards such as the Uniform
Resource Identifier (URIs), HyperText Transfer Protocol (HTTP) to encode dereferenceable URIs and
RDF to represent the objects. It primarily enables the machines to explore the Web of Data, but in a second
step also humans who use machine services, such as search engines. RDF has come to be used as a general
method for conceptual description or modeling of information that is implemented in Web resources,
using a variety of syntax notations Turtle [}, N-Triples E} It is also used in knowledge management
applications. The Resource Description Framework (RDF) was adopted as a W3C recommendation in
1999 and today is a standard for exchanging data on the Web.

SPARQL as Querying Languages SPARQL is the W3C recommend language [108]] to query RDF
datasets and stands for SPARQL Protocol and RDF Query Language. It is able to retrieve and manipulate
data stored in RDF format. Therefore, SPARQL queries are executed against RDF datasets, consisting of

3lhttps://www.w3.org/standards/semanticweb/
4https://www.w3.org/TR/turtle/
5 https://www.w3.0rg/TR/n-triples/
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RDF graphs. It is a W3C standard, and it is recognized as one of the critical technologies of the semantic
web. A SPARQL query consists of triple patterns, conjunctions, disjunctions, and optional patterns. A
SPARQL endpoint accepts queries and returns results via HTTP. Triple patterns are similar to RDF triples
where the subject, predicate, or object may be variables. In a query, variables act like placeholders which
are bound with RDF terms to build the solutions of the query. The expressive power of SPARQL comes
in the ability to combine data properties as well with the schema of the data. A SPARQL query consists
of up to five parts:

* Prefix Declaration: A list of URI prefixes to avoid writing complete URIs in the query.

* Dataset Clause: Similarly to SQL databases, where the user specifies the schema to be used, in
the dataset clause is specified which graph is going to be queried.

* Result Clause: In this clause the type of query (SELECT, ASK, CONSTRUCT or DESCRIBE)
and the variables to return are specified.

* Query Clause: The query clause contains the patterns that have to be matched in the graph.
Resources fulfilling the specified patterns will be associated with the corresponding variables in
the result clause.

* Solution Modifiers: The results of the queries can be paginated, ordered or sliced.

The results of SPARQL queries can be returned and/or rendered in a variety of formats such as XML,
JSON, RDF. SPARQL variables start with a ? and can match any node (resource or literal) in the RDF
dataset. Triple patterns are just like triples, except that any of the parts of a triple can be replaced with
a variable (pattern matching). Variables named after the SELECT keyword are the variables that will
be returned as results. Listing shows an example of SELECT query. The rdf:type predicate links
individual instances to rdfs:Class types.

PREFIX ex: <http://example.orqg/2017/03/schema#>
PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.0rg/2000/01/rdf-schemat>

SELECT ?name

WHERE {?s rdf:type ex:Person
?s ex:affiliation ex:BonnUniversity
?s ex:name ?name. }

Listing 3.1: SPARQL Example 1. An example of SELECT clause in a simplest for is shown in SPARQL query. It
retrieves a list of people who are affiliated at the University of Bonn.

shows another example of a SPARQL query using CONSTRUCT query. According to the
SPARQL Query Language for RDF W3C Recommendation, CONSTRUCT returns a graph; a set of
triples. It is useful to fetch a set of triples out of a triplestore, especially a remote triplestore and more
importantly to create new triples and import them into the graph.

CONSTRUCT
?s rdf:label ?name
?s rdf:type ?Researcher
WHERE {
?s rdf:type ex:Person
?s ex:affiliation ex:BonnUniversity .}

Listing 3.2: SPARQL Example 2. An example of CONSTRUCT clause in a simplest for is shown in SPARQL
query. The query fetches all persons who are researchers and affiliated at the University of Bonn.
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The access interfaces to query raw RDF dumps are either through SPARQL Endpoints or Linked Data
Fragments. SPARQL endpoints are HTTP-based means that are easy to use, as they allow highly specific
fragment selection. However, public endpoints have low availability as each unique query requires time
on the server. Linked Data Fragments provide Web scale querying by offering datasets as fragments that
requires little time on the server for query processing.

Knowledge Graphs A graph (G) is an ordered pair G = (V, E) where V is the set of vertices and E
is the set of edges. The vertices are the entities of the graph, and the edges denote the connections or
associations between pairs of vertices. A Knowledge Graph (KG) a representation of knowledge in graphs
in such a way that entities are represented by nodes and the relationships between entities are represented
by edges of the graph[283]]. More formally, let £ = {ey,-- - ,en, } be the set of entities, R. = {ri,--- ,rn, }
be the set of relations connecting two entities, D = {d\,-- ,dy, } be the set of relations connecting an
entity and a literal, i.e., the data relations, and L be the set of all literal values. A knowledge graph G is a
subset of (£ x R x E)U(E x D x L) representing the facts that are assumed to hold.

Knowledge graphs expand our understanding of metadata management using more flexible schemes
such as Linked Data [28]]. In 2012, the concept of knowledge graphs was used by Google to refer to
their graph—based collections of knowledge [248]]. There are several global knowledge graphs such
as WikiDateﬂ and DBpediaﬂ However, under certain characteristics, any data can be represented as
knowledge graphs. In this thesis, we consider the knowledge graphs as RDF graphs with explicit schema
provided by ontologies by following the definition given in [207] which shows a knowledge graph:

e describes real world entities and their interrelations,

* defines possible classes and relations of entities in a schema,

* allows for potentially interrelating arbitrary entities with each other
* covers various topical domains.

Wikibase Software A wiki is a website on which users collaboratively create and curate content and
structure directly from the web browser. A wiki is a system using wiki software or engine which is a type
of content management system. However, the content is not owned by any specific agent neither a person
nor an organization. The online encyclopedia project Wikipedi is the most popular wiki—based website
with hundreds of wikis. MediaWiki (MWﬂ is a free and open-source wiki software. It has large number
of configuration settings and extensions for enabling various features to be added or changed. MediaWiki
is used as a knowledge management system for groups of people who collaboratively create and modify
content. It uses an extensible lightweight wiki markup. A form-based interface appears for the registered
user. The users can use the editing environment or directly from the forms.

Semantic MediaWiki (SMWEF] is an extension to MediaWiki that allows for annotating semantic data
within wiki pages. Every semantic annotation within SMW is a property that represents a metadata entry.
The instances of such metadata are created in the form of RDF. Markup language using brackets is used
for the representation of the properties e.g., [[is Conference::ISWC 2018]]. Every Wiki page is a subject
and the metadata is the property. The Object is the value to which the semantic link is created. Similar to
MW, specific Templates can be designed to store metadata. Semantic forms enables user—created forms

for adding and editing pages that use semantic data, see

Shttps://www.wikidata.org/
7https://wiki.dbpedia.org

8https://en.wikipedia.org/
9

10

www.mediawiki.org
www.semantic-mediawiki.org
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3.3 Metadata Management in the Form of Life Cycle

Data and metadata management have been regarded as a series of activities for the administration of
data for decades [[97]]. However, given the growth rate of data collections and increasing heterogeneity
of their associated metadata in our era (as discussed in the previous section), new challenges have been
raised for the tasks of integrating, managing, and analysing such metadata. The ultimate objective of data
management activities is delivering efficient, interoperable and extensible services. Such services have
been designed to describe, share and access data to which underlying metadata refers. Data management
processes consist of actions perform under the control of certain rules as guidelines [6]. Several series of
management activity steps have been introduced by leading research domains of computer science such
as information science, databases and the web communities [51,97].

In the context of digital libraries, metadata management is defined [154] as a set of design decisions
that coordinates required activities to create, transform, preserve and maintain metadata about physical
resources. As of the earliest comprehensive works is a survey [[193[] from 1970s that lists all the required
contemporary data processing methods that are used in a wide range of applications. The need for
metadata management of distributed and heterogeneous resources becomes more and more critical. In
order to facilitate scholarly metadata management, a collaborative and partially decentralized environment
is required to enable domain specific metadata capturing, transformation, community-based curation
including reuse of already existing datasets. Such an approach would need to be able to represent metadata
semantically to provide comprehensive interlinking from different resources of other relevant artifact
types and datasets. Since the automated data acquisition methods alone do not achieve the required
coverage and accuracy, a semi-automated method including community contributions is required. Several
obstacles have been reported in metadata management process [285]] such as being expensive and difficult
to implement etc. Therefore, metadata creation and management need to be done as efficiently as possible
through an already examined trusted process.

Types of the topology of the action steps in data management models depend on the type of data
under consideration, objectives of the activities of each stage and their interrelations and the type of data
manager. Based on a study of proposed models (Table 3.4)), the possible patterns of modeling for such
data/metadata management activities can be categorized into four classes:

* Sequenced modeling is used for a process with a start step and an end point. Each action of the
sequenced model is following the other;

* Tree model is the type of modeling used for depicting parallel and dependent stages of a series of
data management activities;

* Centralized Cycle model composes of stages controlled by an action manager (human or machine);

* Decentralized Cycle is the model used for representing a series of stages that are repeatedly
happening independent of a central control.

These four models are depicted in An overview of the seven most used models for scientific
data is discussed in [14]]. In addition, with a survey study on 51 data and metadata models in [62]], the
decentralized and cyclic model seems to be the best practice for representing metadata management
activities. While the concept of life cycle mostly appears in biology-related literature, it has been used
in a metaphorical way by different communities in particular economy and business [[103[], energy
science [234] and data management [14]]. Multiple versions of a data life cycle exist with differences
attributable to variation in practices across domains or communities. In computer science, the life cycle
idea is applied in several but related different variations. For example, the sequence of changes that data
undergoes applied by specific systems are considered as data management life cycles [[62].
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o SN

Sequenced Tree Centralized Cycle De-Centralized Cycle

Figure 3.3: Possible positioning of the data management stages in data management models. Each node is
representing an action step and their relation and order with regards to the other steps define the type of the model.

One of the active projects in data management, DataOneEI, describes the data life cycles from their
point of view as a process that provides a high level overview of the stages involved in successful
management and One of the highlighted models is the DCC Curation life cycle [114]]. The core part of
the model is consist of the digital data inside databases. The proposed steps for curation of metadata for
such objects are: information representation, curation preservation planning, and community involvement.
However, the model lacks to of required stages before and after curation and only focuses on limited
systems and possible metadata curation activities for them. In another work, a more specific model is
presented for research data management in order to support researchers as data managers.

Similarly, the Research360 Project has developed a data management life cycle model with six
stages [126]]. A specific work is done for research data management that analysis literature to determines
four key process areas in the form of a life cycle [58]. These four proposed phases cover acquisition,
representation, dissemination and storage. In the context of heterogeneous data management on the
Web, these phases remain incomplete. More precise and extended stages are required to be considered
in order to provide approaches for challenges of metadata interoperability and semantics. In addition,
dissemination is a best practice in many discussions of open science and data. is a summary of
the proposed life cycles for data management purposes. While there are several variations of this spelling
e.g., life cycle, lifecycle, life-cycle, in this thesis we adopt to LOD life cycle and will use the concept as
“life cycle”. A specific life cycle is proposed for linked open data [[10]. This model focuses on required
stages to cover aligned tools which support the whole life cycle of Linked Data. In a different work a life
cycle is proposed for big data which focuses on stages for management of business data.

It has nine steps starting from business case evaluation, data identification and acquisition. Although,
they give the name of life cycle for the proposed process, it is a sequence of steps specifically designed
for business purposes. Considering 6Vs of big data, the proposed stages remains incomplete. Big data
is about heterogeneous data that is created in different formats and requires transformation, curation,
and mining which are not considered in the big data life cycle. The proposed life cycle in this thesis is
fundamentally adapted to the LOD life cycle towards a big scholarly metadata life cycle. The required
stages for metadata management in the context of scholarly communication are significantly different
from pure linked data. For example, selecting of the eligible elements for the activity cycle is the primary
stage for metadata management which is not considered in the LOD life cycle. The focus of big data life
cycle is mainly business projects whereas the focus of this thesis is metadata management. Therefore, a
new version of the processes for scholarly metadata management is created which will be discussed in

more details in[section 3.4]
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Name Proposed Stages FAIR 5Vs

The Digital Curation  Curation: Create or Receive, Appraise, Select, Access,  Accessible, Reusable Veracity,

Centre (DCC) model [|[114|] ~ Use and Reuse, Transform; Preserve: Ingest, Preserve Volume
DataONE:  Data Life  Analyze, Collect, Assure, Describe, Deposit, Pre- Findable Volume, Vari-
Cycle Management [|182)] serve, Discover, Integrate ety

Linked Open Data Life- Extraction, Storage and Querying, Authoring, Inter-  Findable, Interoperable, Re-  Volume, Vari-

cycle [|10)]

linking, Classification, Quality Analysis, Evaluation,
Search and Browsing

usable

ety, Veracity

Big Data Life-cycle [212|]

Evaluation, Identification, Acquisition and Filtering,
Extraction, Validation and Cleansing, Aggregation
and Representation, Analysis, Visualization, Utilisa-
tion of Analysis Results

Findable, Reusable

Volume, Vari-
ety, Velocity,
Veracity, Value

Research ~ Data  Life- Discovery and planning, Collection, Processing and  Reuse Volume
cycle [|105)] Analysis, Publishing and Sharing, Long-term manage-
ment, Reusing data
JISC Research Data Life- Plan, Create, Use, Appraise, Publish, Discover, Reuse  Findable, Reuse Volume
cycle [171)]
Scientific Metadata Man-  Acquisition, Verification Assignment, Registration, Findable, Accessible, Inter- Volume, Vari-
agement Framework  Deposition, Extraction and Transformation, Discov-  operable ety
(Prabhune) [214] ery and Access, Analysis and Visualization

Table 3.4: An overview of already proposed Data Management Life-cycles. Several other life cycles and
sequence of data management processes have already been proposed. The collected list of life cycles has been
classified considering the stages an coverage of FAIR principles and 6Vs of big scholarly metadata.

3.4 MEDAL: A Metadata Life Cycle

Adopted to the Linked Data life cycle [10], we propose a management cycle for scholarly metadata. The
aim of this cycle is to provide a comprehensive structure of steps required for metadata management.
MEDAL (MEtaDAta Life cycle) is an integrated distribution of aligned steps which covers the whole
management processes from eligibility checking of the associated metadata of artifacts to interlinking,
providing smart analytics. The steps of the life cycle look discrete, however they do not exist in isolation
from each other. In fact, step n is triggered by the output of its predecessor step and provides input for its

successor step, see

The life cycle starts with eligibility checking of target metadata and resources to be considered
for the entire management process (Selection). Such heterogeneous metadata in different formats are
embedded in the artifacts, resource objects, and datasets. Some parts of the target metadata need to
be projected out from the reference resources (Extraction). A step is required to converts information
represented in unstructured, structured or semi-structured forms to a unified format (Transformation).
Integration of generated or collected metadata with other already existing datasets expands the information
space (Interlinking). Semantic enrichment of interlinked data by relation discovery adds missing or
overlooked metadata and supports creation of a rich knowledge graph Enrichment. Data acquisition from
heterogeneous resources have the potential of being incomplete. In order to provide a comprehensive
knowledge graph of gathered metadata, data cleaning, annotation and manual correcting is needed
(Curation). The information gathered and curates as a knowledge graph could be inferred by applying
graph mining and machine learning techniques (Mining). Metadata improves the quality of underlying
resources. Based on the present metadata, one can define quality metrics and provide complex assessment
that would not be possible without metadata. Such assessments can give insights about quality artifacts
(Quality Assessment). At this stage, having a rich metadata at hand would enable comprehensive
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Acquisition Refinement
and Metadata and

Integration Life Cycle Utilization
Phase Phase

Figure 3.4: Metadata management cycle. A life cycle is used as a methodology to order the required steps for
management of scholarly metadata.

querying of data with the purpose of providing analytics (Analysis). In order to make the results easily
understandable for human, a better representation is necessary (Visualization).

depicts the overall process required for such facilitation of scholarly metadata management.
The cycle is not limited to scholarly metadata, and it can be applied for any type of metadata with the
specific characteristics introduced in this thesis. For example the same life cycle could be applied for
metadata related to music collections.

There are multiple implicit information around the life cycle.

The proposed action steps have been characterized into three main phases that are required for metadata
management:

* Acquisition and Integration Phase: includes steps to select metadata and gather from different
types of sources, and follow with metadata aggregation.

* Refinement and Utilization Phase: includes steps regarding the enrichment and mining of the
collected metadata as well as curation. The result of this phase is a knowledge graph and analysis
and visualization of the results are also covered in this phase.

Inspired from the success of software engineering community by re-modeling software development
process as a series of spirals [135]), a complete or partial application of the life cycle is envisioned
as spirals. All the three proposed phases and their corresponding stages are present in individual spiral.
Each spiral builds on previous work, and requirements are addressed through multiple application of
life cycle. The idea of life cycle spirals has been already presented in a recent work in [[102]. However
the proposed life cycle for data in that work focuses on required process for project acquisition in the
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Predecessor Action Successor Action .
— —_— —_— — L] _— — —_— —_— —_— _— _— — —_— —_— —_— — —_— — _— —_— _. — —_—

b) REARER SR .

Figure 3.5: Implicit information of the life cycle. Each of the action steps of the life cycle requires input resources.
The input of action steps can be the output of previous action step. Each action step of the life cycle is done by an
actor that can be either human or machines.

institutional level and describes stages required for scientific data generated alongside. The detailed
description of the phases and their associated action steps f the life cycle is presented in the upcoming
subsections.

3.4.1 Acquisition and Integration Phase

The initial phase in the metadata management is acquisition and integration of required datasets that
includes the following steps: Selection, Extraction, Transformation, and Interlinking. The detained
description of each step will be discussed in this section.

Selection Metadata integration and management actions are applicable over a selection of resources
with to be considered as an input. The confirmation whether a resource is an eligible input to be taken
through the further management steps is made based on the requirements of the individual use case
and specific objectives of that action. At this stage of the life cycle, metadata is not directly involved.
However, criteria for eligibility checking of resources are expected to be defined based on the available
metadata of the target resources at the time of selection. Resources are selected per their matching with
the least required characteristics. A resource in this level can be an individual artifact or a repository of
metadata or artifacts as well as collection of content.

Selection of the resources to be carried to the other steps is the starting point of the life cycle. In
relation to the first step which is a required starting point, any of the other steps have the potential to
become the second step. More precisely, the eligibility checking is the step that always comes in front of
the next selected step that is required to trigger the life cycle. The other steps of the life cycle can be
skipped according to the status of the input resources and the required action. However, the order of the
steps have to be followed as it is proposed. As a consequence of this assumption, the checking criteria
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can change in relation to the next upcoming step of the life cycle. Therefore, for extraction as the second
proposed step, the checking criteria would be considered different than the selection process of resources
for interlinking etc. The selection step acts as an observatory of the underlying resources of the main
focus. It is composed of three main sub-action steps:

* Conceptual modeling is the process of understanding the logical structure of an application
domain for which an information management system is aimed to be designed. In other words, the
conceptual schema designing starts with documenting all detailed requirements in the application
landscape to represent “concepts” and relationship types between them. Since many decades ago,
data modeling in invented to assist in the design of databases in particular relational databases.
This type of modeling is aiming at the exploration of the real world and meaning of concepts. The
conceptual model of a domain is to express the meaning of terms and concepts used by domain
experts to discuss the problem, and to find the relationship types between different concepts and
their attributes. New models are continually being developed and varieties of existing models
are extended over years. There are different methodologies to use in the purpose of conceptual
modeling such as object oriented modeling and entity-relationship types modeling and ontology
languages etc. A decade ago, from a completely different direction than database community, the
artificial intelligence world, the concept of semantics has arisen as a subject of focus for data
modeling and conceptualization of domains. Modeling of a domain provides a basis for collecting
data according to the defined categories, and its corresponding database design. The purpose is to
classify them so that computers can make inferences from them.

* Criteria defining is another step after conceptualization. In this step, domain experts together
with data managers capture fundamental criteria to be considered for checking the eligibility of
metadata resources and artifacts. This step requires a deep understanding of the final use cases of
the metadata management and utilization of the results. Based on the conceptual modeling of the
domain and the envisioned endpoint, the criteria are defined. Such criteria are the bases for the
quality assessment stage.

* Eligibility checking is the final step of selection where eligible artifacts, repositories, datasets or
the target metadata will be filtered. Those resources passing the eligibility checking test are passed
through the next stage of the life cycle.

The Selection stage and the corresponding sub-stages have a close connection with the quality assessment
stage. The checking criteria defined in the selection stage are considered as the quality assessment
metrics.

Example 1. Publication-Related Finding and selecting the list of the scientific publications to be
read or cited is currently done through the trusted ranking provided by the available search engines.
Researchers often use keywords combined with filtering of metadata about publication year, author name
or event name.

Example 2.Event-Related Researchers with different incentives and needs have interest on a group
of events in their domain to submit research results of participate. Events with low acceptance rate is
usually considered as the most successful one. However, this is not the only criteria to target an event for
publishing research results. There are characteristics such as location, fees, reputation of the organizers
and speaker also play an important role. Senior researchers often collect a subjective opinion over years
about events and other venues and possibilities for publishing their research results within their domain.
Exploration and accessibility of such metadata is often challenging for researchers out of the exact
research domain.
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Example 3. OCW-Related The selection of repositories to take online courses from are done through
a systematic approach. Certain criteria should be defined based on the needs of the users. List of the
repositories and the courses with most fitness for use can be selected.

Extraction Most of the information required for providing sophisticated querying, comprehensive
services and analytics are embedded in unstructured form of artifacts or adhered to the other structured
or semi-structured formats. In order to use the selected information (pre-specified in the selection stage)
within the metadata life cycle, the second default