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CHAPTER 1

Introduction

Humanity’s interest in the formation of the universe and the constituents of matter has been ubiquitous
and enduring. Since the discoveries of cathode rays in 1838 [1] and the electron in 1897 [2], human
beings have stepped into the subatomic scale epoch and quantum era. As a consequence, two major
questions emerge: what are the fundamental building blocks of matter and what are the forces to hold
them together. Until the early 1930s, the known fundamental particles were the electron (1897), the
proton (1919) [3], and the neutron (1932) [4]—all necessary building pieces of an atom. By then,
quantum mechanics and general relativity had also been well established. However, solving problems
are sometimes accompanied by observing novel phenomena that are hard to be understood, which
drives humans to explore the unknown, push the boundaries of the scientific and technical limits, and
then push further. In 1928, Paul Dirac realised that the positively-charged electrons, named positrons,
were required by his equation to unify quantum mechanics and special relativity [5]. And about
four and half years later, the positron, as the first antimatter, was experimentally discovered by Carl
Anderson [6]. Loss of energy and momentum in radioactive beta decays provoked the hypothesis of
neutrino by Wolfgang Pauli in 1931 [7]. After almost three decades, Clyde Cowan and Fred Reines
found a particle that fit the description of the proposed neutrino when studying the particles created by
a nuclear power plant [8]. This particle turned out to be the electron neutrino. During the period of
time, people also gained plenty of skills on how to accelerate particles. Indeed, accelerators are the
driving tool of particle physics research, and acquisition of particle physics knowledge has in turn
provided more possibilities for the development of accelerators.

From late 1940s to late 1960s, hundreds of strongly interacting particles were found, and believed
to be distinct elementary particles in their own right. The confusion was gradually cleared up when
people discarded the idea that not all the hundreds of particles were fundamental. There may be
substructures of most if not all these observed particles such that fewer elements could form those
particles. In 1964 the quark model [9–11] was proposed to classify those strongly interacting particles,
hadrons as we know now. The tight structure organises the large number of lighter hadrons (composed
of three quarks), resulting in a further simplification. By that time people had also made great advances
in the relativistic quantum electrodynamics (QED) [12–14] describing electrically charged particles
interacting with matter. It was not only successful and accurately predictive, but also inspiring so that
the same basic concepts were applied to the other forces of nature. In 1960s, the weak interaction, first
observed in beta decay, was successfully unified with QED, forming electroweak interaction [15–17].
Thus two of the four known fundamental interactions of nature: electromagnetism and the weak
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Chapter 1 Introduction

interaction, do share the same basic concepts and mathematical formulation. This is the first step
towards the Standard Model (SM) of particle physics [18], which is currently the most successful
theory of fundamental particles and how they interact.
At the same time, not only were many new types of accelerators discussed and built, but also the

energy and intensity of accelerators were pushed higher and higher [19, 20]. By the 1940s, three types
of accelerators using different mechanisms had been demonstrated: direct current acceleration [21],
resonant acceleration [22] and the betatron mechanism [23]. All types were limited in a few hundred
MeV barrier by various reasons. The breakthrough happened in 1945, when the principle of phase
stability were discovered [24, 25], resulting in the invention of synchrotron. Later came a number of
technical inventions, such as strong focusing [26], storage ring collision, stochastic cooling [27] and
so on, allowing dramatic moves of the energy frontier. The synchrotron overshadowed other types
of accelerators in the race for high energy. Even until today, the record holder of high energy—the
Large Hadron Collider (LHC) [28], which generates the data used in this thesis—is a synchrotron-type
accelerator.
From 1970 till the end of the 20th century, many breakthroughs were made to complete the

elementary particles list and to refine the SM. The J/ψ meson was first identified in November
1974 [29, 30], with the profound, rapid changes in particle physics causing the “November Revolution”.
The discovery demonstrated the existence of the 4th quark. The 3rd generation of charged leptons,
τ, was discovered in 1975 [31], which, together with electron and muon (1937) leptons [32], form
three generations of charged leptons. In 1977 the Υ meson was observed [33], indicating the existence
of the 5th quark. The particles that carry the forces—the gluon (1979) [34] and W and Z bosons
(1983) [35–38]—were also observed later on. Finally the top-quark, the 6th and also the last quark
predicted by SM, was discovered in 1995 [39, 40]. In the final year of the last century, the tau neutrino,
counterpart of τ, was observed [41] and completed the three generations of neutrinos as counterparts
of three charged leptons. So far, the six types of quarks, three generations of leptons, and three out of
four force carriers have been discovered and identified. Mankind, with all these great achievements,
entered in the 21st century.
The LHC was built from 1998 to 2008 [42], aiming to answer some of the fundamental open

questions in physics concerning the four fundamental forces and all elementary particles. One of the
unsolved mysteries was the origin of particle mass. The SM kept W and Z bosons massless to be
self-consistent, while measurements showed that these bosons actually have relatively large masses.
The Brout-Englert-Higgs mechanism was introduced to solve the conundrum in 1964 by Englert
and Brout [43], followed independently by Higgs [44]. The simplest description of the mechanism
added a Higgs field that permeates all of space, to the SM. A Higgs boson was predicted as the
excitation of the Higgs field. On 4 July 2012, two experiments at the LHC announced the observations
of a new particle [45, 46] which was confirmed to be the Higgs boson [47, 48]. The successful
operation of LHC delivers a lot of data to not only profoundly study the properties of the Higgs, but
also test the SM predictions to all possible processes. As the heaviest particle found so far, the top
quark plays an important role in understanding the structure of the SM and the Brout-Englert-Higgs
mechanism. Before the LHC era, most of the experiments were limited by the small number of
available top-quarks. In contrast, the LHC is a top-factory that produced 35million of top-quark
events for a single experiment in 2016 alone. The large samples of top-quarks collected offer the
opportunity to scrutinise the physics involving top-quark.
The topic of this thesis is related to the top-quark physics. It is organised as follows. The

theory of particle physics and experimental high energy physics are briefly summarised in Chapter 2.
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Chapter 3 describes how particles are detected and reconstructed experimentally, in particular at
the LHC. Chapter 4 presents data and simulation samples used in the thesis, and furthermore, from
reconstructed particles, how one can identify an event of interest. In order to estimate signal yields
in data, a discriminator that can separate signal and background is necessary. Chapter 5 details a
multivariate analysis to achieve better separation. The sources of systematic uncertainties are presented
in Chapter 6. All these are combined in a maximum likelihood fit used for extracting the results. In
addition, differential cross-section measurements are performed and described in Chapter 7, including
techniques and results. Last but not least, a new deep learning technique to further reduce systematic
uncertainty is tested and presented in Chapter 8. The final chapter gives a short summary of this thesis.
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CHAPTER 2

Theoretical and experimental basics

This chapter introduces the theoretical and experimental basics of particle physics. Section 2.1 briefly
describes quantum field theory, and Section 2.2 summarises the most successful model in particle
physics so far, the Standard Model. Some basic information on particle colliders is presented in
Section 2.3, while Section 2.4 and Section 2.5 detail the physics related to the topic of this thesis, the
top quark and its properties.

2.1 Introduction to the quantum field theory

Quantum field theory (QFT) is a theoretical framework to combine quantum mechanics, classical
fields, and special relativity. In this theory, particles are quanta of the corresponding fields, represented
by wave functions, and interactions between particles are mediated by the exchange of particles. QFT
is developed from the Lagrangian formalism1 of classical field theory, and quantised by imposing
canonical (anti-)commutation relations on it.

2.1.1 The Lagrangian density

The Lagrangian density, or simply the Lagrangian, is a function of the fields and their derivatives.
The time and spatial integral of the Lagrangian, the action, is stationary with respect to the changes
of paths, known as the principle of least action. Physical insights can be revealed by the terms of
the Lagrangian. For example, a product of three or more fields denotes an interaction between the
corresponding particles, in other words these particles couple to each other; the coefficient of the
product illustrates the intensity of the coupling (coupling strength); a product of one field with itself
and its derivative indicates the mass and the kinetic energy of the corresponding particle, respectively.

2.1.2 (Local) Gauge invariance

An essential feature of QFT is its invariance under local gauge transformations. Unlike global trans-
formation that applies the same phase transformation at each point in space-time, local transformation
implies different phase transformations at different points. It is possible to generalise these gauge

1 The Lagrangian formalism manifests Lorentz-invariance, thus is preferred in order to be consistent with relativistic field
theory.
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Chapter 2 Theoretical and experimental basics

transformations to more sophisticated groups of transformations, leading to a large class of so-called
gauge theories. The required local gauge invariance (or gauge symmetry) is encoded to the invariance
of the Lagrangian under Lie groups2, via replacing the partial derivative in the Lagrangian by the
gauge covariant derivative.

The gauge covariant derivative introduces additional fields, called gauge fields. Interactions between
particles are introduced as well, mediated by the gauge particles excited from gauge fields. These
particles are then said to be charged under the gauge fields. Within a certain type of interaction, the
more charges particles carry, the tighter they couple. The coupling strength indicates how strong this
interaction is. Conversely, charges create a gauge field surrounding it. The dynamics of the gauge
fields, such as the kinetic energy and self-interactions of gauge bosons if they exist, also enter into the
Lagrangian.

2.1.3 Interaction of fields

Perturbative expansion

Physical quantities usually cannot be analytically solved via the equations of motion that arise from
the Lagrangian. To overcome this problem, an approach is to expand the observable in a power series
of the coupling strength. The power series is called a perturbative expansion. The individual terms of
a perturbation series are known as orders, the first order of a series is called leading order (LO), the
second order is called next-to-leading order (NLO), the third order is called next-to-next-to-leading
order (NNLO), etc. Higher order calculation requires dramatically more efforts as the complexity
grows exponentially. When the coupling strength is sufficiently small, i.e. � 1, the power series
converges fast and the higher orders can be treated as perturbations of the lower orders. When it is
not sufficiently small, other techniques are developed to accelerate the convergence. For instance, if
the calculation contains logarithm patterns where the logarithm is smaller than 1, the series can be
reordered and resummed by the power of the logarithms, and converge faster. Similarly, the first term
of such logarithm series is called leading log, the second term is called next-to-leading log, the third
term is called next-to-next-to-leading log (NNLL).

Invariant Matrix Element

When calculating the probability of a process to happen, it is convenient to write in bra-ket notation
with a “bra” of outgoing (final) particles and a “ket” of incoming (initial) particles. To manifest the
interaction, a unitary operator expressed as a matrix sits in between, which is called the scattering
matrix. If the incoming particles miss each other or do not interact at all, the scattering matrix is
simply the identity matrix. Thus, to isolate the reaction, an identity matrix is deducted from the
scattering matrix. Furthermore, stripping the energy and momentum conservations that are satisfied
by any process, it ends up with the invariant Matrix Element (ME),M, which conveys the information
of interaction, and is different for any process.

2 In mathematics, group theory studies the algebraic structures of groups. It is a perfect tool for studying symmetry since
symmetry forms a group. Gauge symmetries can be represented by Lie groups, which are continuous groups.
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2.2 The Standard Model of particle physics

Feynman diagram

A Feynman diagram (or Feynman graph) is a formal tool in perturbation theory, serving to evaluate
the ME. It consists of external lines representing incoming and outgoing particles, internal lines
representing intermediate particles, and vertices representing the coupling strength of the interaction
occurring. Arising uniquely from the Lagrangian, all these components have precise associations to
mathematical expressions, defined by Feynman rules. The full expression of a diagram corresponds
to the multiplication of all components. Each order of the perturbation series may contain multiple
Feynman diagrams. A physical observable is evaluated by the square of the sum of all possible
Feynman diagrams contributing to it. Likewise, to calculate the observable up to a certain order, the
diagrams that contribute up to that order need to be included. This can be identified by counting the
vertices in a Feynman diagram, as the number of vertices reflects the order of the coupling strength.
The calculation, in general, contains not only the squares of the individual graphs, but also interference
terms between the graphs, stemming from quantum interference.

2.2 The Standard Model of particle physics

The Standard Model (SM) is an assemblage of theories that embodies all our current understandings of
fundamental particles and forces, supported by a great deal of experimental observations. According to
the SM, quarks and leptons are the building blocks of the matter, and forces act through carrier particles
exchanged between the matter particles. The complete picture of the SM requires 18 parameters3,
including nine quark and lepton masses, three strengths of force, four parameters from the quark
mixing model (Section 2.2.4), and two directly related to the Higgs sector (Section 2.2.3).

2.2.1 Ingredients of the SM

Fermions and their antiparticles

Matter is composed of elementary particles with a spin4 of one half, called fermions. There are twelve
fermions: six quarks and six leptons. The quarks and leptons are arranged in three generations, where
each generation is identical to the others except for their masses and flavours. An overview of the
particles in the SM is given in Fig. 2.1. The electron (e), the electron neutrino (νe), the up quark
(u), and the down quark (d), known as the first generation, represent the basic building blocks of the
low-energy universe. For instance, the proton consists of two up quarks and one down quark while the
neutron is made up of one up quark and two down quarks. Protons and neutrons make up the nuclei,
and surrounding with one or more electrons, they form different types of atoms. When encountering a
higher energy scale, however, the other generations are revealed. Every generation of quarks consists
of one “up-type” quark (u, the charm quark c, or the top quark t), carrying electric charge of two
thirds, and one “down-type” quark (d, the strange quark s, or the bottom quark b), having negative one
third electric charge. All quarks have a unit colour charge. Each lepton generation consists of one
charged lepton (e, muon µ, or tau τ) with one negative electric charge and an associated electrically
neutral partner called neutrino (νe, muon neutrino νµ, or tau neutrino ντ). No colour charges are carried

3 QCD vacuum angle is not counted.
4 Spin is an intrinsic angular momentum carried by the particles. According to the spin-statistics theorem in relativistic
quantum field theory, particles with integer spin are bosons, while particles with half-integer spin are fermions.
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by leptons. Except for the massless neutrinos5, the masses of the other fermions are undetermined
in the theory and are measured by experiments. Among the quarks, three of them (u, d, and s) with
masses below 1GeV are called light quarks.

Every fermion has an antiparticle of itselfwith the samemass but opposite charges. Particle–antiparticle
pairs can annihilate each other, by the simultaneous creation of both a particle and its antiparticle.
Antiparticles are denoted by putting a bar on top of the symbol of the corresponding particle, or
switch the sign of its electric charge, i.e. the antiparticle of X being X or the antiparticle of X− being
X+. Sometimes though, its anti-partner is implied by using the name of the particle when it is clear
from the context. For instance if a W boson decays to a up-down pairs, one of the quarks must be an
antiparticle, which can be derived from the electric charge conservation.

Figure 2.1: Overview of the particles in the SM and some of their properties. The quarks (in lavender) and the
leptons (in green) are the building blocks of matter. The gauge bosons (in red) are force carriers. The scalar
boson (in yellow) is the excitation of the Higgs field that introduces mass to the elementary particles, and will
be discussed in Section 2.2.3. The quarks and leptons are grouped into three generations. Their antiparticles are
not shown. Figure is taken from [49].

5 The absence of the right-handed components makes it difficult for the neutrinos to acquire masses within the SM. However,
the discovery of the neutrino oscillation indicates that their masses are non-zero.
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2.2 The Standard Model of particle physics

Gauge bosons and fundamental interactions

The interactions between quarks and leptons aremediated by the exchange of particles with a spin of one,
known as the gauge bosons or vector bosons (see Fig. 2.1). There are four fundamental interactions: the
gravitational, electromagnetic, strong and weak interactions. Except for the gravitational interaction,
the other three are incorporated in the SM. The electromagnetic force is carried by the photon (γ)
and is responsible for the attraction between orbital electrons and atomic nuclei, chemical bonding
and electromagnetic waves. The weak force, carried by W± (or W to refer to both) and Z0 (or Z to
ignore the charge) bosons, acts between subatomic particles. It causes radioactive decay and plays an
essential role in nuclear fission and fusion. The strong interaction is mediated by a particle called a
gluon (g), which binds quarks together to form hadrons, such as protons and neutrons. Its residual
creates the nuclear force that binds protons and neutrons to atomic nuclei. Fermions couple to bosons
by charges that are distinctive for different interactions. The electric charge, the colour charge, and the
weak hypercharge and isospin are the source of the electromagnetic force, the strong force, and the
weak force, respectively. The masses of the bosons arise after the spontaneous symmetry breaking by
the Brout-Englert-Higgs mechanism [43, 44].

2.2.2 Electroweak unification

Although the two forces appear to be very different at low energies, the electromagnetic and weak
interactions can be unified above the unification energy in electroweak theory.

Gauge bosons in electroweak theory

In quantum electrodynamics (QED), the local gauge invariance of the Lagrangian is represented by
U(1) group, where there are a single gauge coupling e and a single gauge boson, γ. It turns out
that the weak isospin and hypercharge are more fundamental than the electric charge. The weak
isospin of a particle describes a transformation under SU(2), while the hypercharge describes how it
transforms under U(1), which is different from U(1) in QED. Therefore, the electroweak model is
based on a more complicated group SU(2) ⊗ U(1). The Lagrangian of the model introduces three
bosons W (i)(i = 1, 2, 3) associated with SU(2), and one boson B associated with U(1). However, these
states are not the bosons observed in the experiments. The physical W± bosons can be identified as
the linear combinations of W (1) and W (2). And the weak mixing angle, or the Weinberg angle θW , is
introduced to describe a linear mixture of W (3) and B, giving rise to Z and γ. The coupling strengths
of the γ, W , Z fields, ge, gW , gZ , respectively, are related to each other as follows:

ge = gW sin θW = gZ sin θW cos θW,

Problems in the electroweak model

The electroweak model, beautiful as it is, has some serious shortcomings. All vector bosons involved
are required to be massless since their mass terms violate gauge symmetry. However, in reality, the
W and Z bosons are so massive that the weak force only acts at very small distances. In addition,
fermion masses are absent as well. Left-handed fermions with spins anit-parallel to their momenta
form isospin doublets of SU(2), while right-handed fermions with parallel spins and momenta form
isospin singlets. Doublets and singlets transform differently under SU(2). As a result, the mass term
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of a fermion, which can be written as a product of left-handed and right-handed terms, does not
respect gauge invariance. Furthermore, several processes in the SM such as WW-scattering violate
unitarity at high energy. These problems are solved by the Brout-Englert-Higgs mechanism.

2.2.3 Higgs field and its boson

The Brout-Englert-Higgs mechanism and the associated Higgs field are an essential part of the SM.
The Higgs mechanism, in short, allows the W and Z bosons to acquire masses without breaking the
local gauge symmetry. Leptons and quarks acquire their masses by interacting with the Higgs field.

Higgs mechanism

The Higgs mechanism adds an additional field to the theory, the Higgs field, which has a Mexican-hat-
like potential. This potential is chosen such that its vacuum expectation value, i.e. the position of
its minimum, is non-zero. Although the Lagrangian is still symmetric in the field, the perturbations
around the minimum (the vacuum) are not symmetric any more, which is known as spontaneous
symmetry breaking or electroweak symmetry breaking (EWSB). As a complex field, its perturbative
expansion about the vacuum state contains perturbations both in the radial direction and in the
tangential directions along the trough of the potential. The former describes a massive scalar field,
the Higgs field, while the latter describes one or more6 massless scalar bosons, named Goldstone
bosons. Except for the masses and dynamics of these scalar fields, the Lagrangian introduces the
mass terms of the gauge bosons, and interaction terms between the Goldstone fields and the gauge
fields. By choosing the unitary gauge, the interaction and Goldstone dynamics terms can be absorbed
by the gauge transformation of the gauge fields. Sometimes it is said that the Goldstone bosons are
“eaten” by the gauge fields. As a result, a massive Higgs field and massive gauge fields remain in the
Lagrangian; while the Goldstone fields no longer appear.

Boson masses

The Higgs field of the SM is described by a complex doublet, which has four independent degrees of
freedom. Three degrees of freedom create three Goldstone bosons “eaten” by the three electroweak
mediators, W± and Z0. From this, the W and Z bosons acquire their masses (mW , mZ , respectively),
connected with the vacuum expectation value (v) of the Higgs field and the coupling constants (gW
and gZ) of the SU(2) gauge interactions:

mW =
1
2
· gWv,

mZ =
1
2
· gZv.

6 The new introduced field may contain N degrees of freedom. It leaves N − 1 massless fields and needs N − 1 gauge fields
to absorb them. For example, in the SM the Higgs field is a complex doublet containing four degrees of freedom. So
three massless fields are generated.
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With measured values of mW and gW , v is found to be 246GeV. An unexpected bonus is that the
masses of the W and Z bosons are related by the Weinberg angle:

mW

mZ
= cos θW .

The remaining degree of freedom gives rise to the Higgs boson. The mass of the Higgs boson,
determined by the coefficients of the Higgs potential, is not predicted by the theory. In July 2012,
the ATLAS and CMS collaborations announced the discovery of a new particle with a mass of
125GeV [45, 46] and a year after it was confirmed as the Higgs boson of the SM [48, 50]. The
Higgs boson interacts with itself and with the W and Z bosons. Adding these interactions also gives
a solution to the aforementioned unitarity problem in the electroweak model. The photon, on the
contrary, stays massless due to a remaining U(1) symmetry of the QED.

Fermion masses

For each fermion, a doublet Higgs field is inserted in the production of the left-handed doublet and
the right-handed singlet of the fermion. Such a term is gauge invariant and can be added to the
Lagrangian. By choosing the unitary gauge, each fermion leaves two terms in the Lagrangian: one
with the coupling of the fermion to the Higgs field through its non-zero vacuum expectation value, the
other one with the interaction between the fermion and the Higgs boson itself. The fermion masses
(m f ) arise from the first term, while the second term gives the coupling strength (gf ) of the fermion to
the Higgs boson, proportional to the fermion mass:

gf =
√

2 ·
m f

v
.

There are nine independent parameters gf , or equivalently m f , for each fermion, excluding neutrinos
whose masses are set to zero.

2.2.4 Quarks in electroweak theory

The leptonic weak vertices only connect leptons in the same generation. Therefore, the individual
conservations of electron number, muon number, and tau number are guaranteed. In the quark
sector, however, transitions between different generations are possible, even though the strengths are
weaker than those between the same generations. These phenomena triggered the invention of the
Cabibbo–Kobayashi–Maskawa (CKM) matrix[51, 52]. It takes the assumption that weak eigenstates
of the quarks that couple to the W are not identical to the mass eigenstates that couple to the Higgs.
The weak eigenstates (d′, s′, b′) are defined as linear combinations of the mass eigenstates (d, s, b),
related by the CKM matrix VCKM:

d′

s′

b′

 = VCKM ·


d
s
b

 =


Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 ·


d
s
b

 .
The matrix element Vi j squared gives the probability of a transition from quark i to quark j or vice
versa. In Feynman diagrams, the matrix elements are associated with the corresponding vertices, for
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example, the Wtb vertex includes a factor of Vtb.
The CKM matrix must be unitary as it relates two orthonormal bases. It is also complex in order

to explain CP (symmetry) violation7 in the SM. To isolate the contribution to CP violation, a useful
approximation is given by the Wolfenstein parametrisation [53]. It reads as follows, together with the
current best experimental values [54]:

VCKM =


1 − λ/2 λ Aλ3 (ρ − iη)
−λ 1 − λ/2 Aλ2

Aλ3 (1 − ρ − iη) −Aλ2 1

 + O
(
λ4

)
=


0.97434 +0.00011

−0.00012 0.22506 ± 0.00050 0.00357 ± 0.00015
0.22492 ± 0.00050 0.97351 ± 0.00013 0.0411 ± 0.0013

0.00875 +0.00032
−0.00033 0.0403 ± 0.0013 0.99915 ± 0.00005

 .
A, ρ, and η are real numbers intended to be of order unity, and λ ≈ 0.22. From the Wolfenstein
parametrisation or the experimental values, one can see that the CKM matrix has a clearly hierarchical
structure. The diagonal values are close to one, while the off-diagonal values are reduced by about a
factor of λ for each step away from the diagonal. It illustrates that quark mixing in general is small.

2.2.5 Quarks in the strong interaction

Quarks not only participate in the electroweak interactions, but are also involved in the strong
interaction, which is represented by the theory of quantum chromodynamics (QCD).

Colour charge of quarks and gluons

The underlying theory of QCD is similar to that of QED: instead of requiring local U(1) gauge
invariance, posing the transformation under SU(3). The electric charge of QED is then replaced by
three colour charges, r, b, and g. Quarks carry one unit of colour charge while antiquarks carry
an opposite colour (anti-colour) charge, r̄, b̄, and ḡ. Due to the natural structure of SU(3), the
colour charges are exchanged by eight different gauge fields, corresponding to eight massless gluons.
The gluons form an colour octet and all of them carry colour change. This feature enables gluon
self-interaction. Quarks and gluons are the only particles participating the strong interaction.

Colour confinement

Colour confinement, or simply confinement, is the phenomenon that colour charged particles are
always confined to colour neutral (colourless) states, and thus isolated particles with non-zero colour
charge cannot be directly observed. It can be qualitatively explained by the QCD coupling strength and
gluon self-interaction. The interaction between quarks can be thought as exchanging virtual gluons.
Since the QCD coupling strength is the order of 1, these gluons can easily radiate other gluons. The
colour field is then squeezed in a tube between the two quarks. The potential energy stored in the tube
is not only dense, but also nearly constant along the distance. When the two quarks are moving apart,

7 CP symmetry violation plays a key rule in the dominance of matter over antimatter in the present universe. The
initial proposal by Kobayashi and Maskawa was motivated by it, when only three types of quarks had been discovered
experimentally. They concluded that imaginary parts of some CKM matrix elements can be used to explain it.
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the potential energy increases almost linearly, thus requires input energy8. When the input energy to
the bi-quark system is high enough, another pair of quarks can be created from the vacuum to keep the
system at a low energy level. This can recursively happen to the newly born quark pairs. As a result,
coloured particles arrange themselves into colourless bound states that are known as hadrons. The
process to form a hadron from a bare quark or gluon is called hadronisation. Due to the confinement,
the strong interaction is a short distance interaction.

Asymptotic freedom

The QCD coupling strength, also called the QCD coupling constant in many places, is not constant
at all. Its value depends on the energy scale, or equivalently, the distance of the interaction being
considered.9 This feature can be derived theoretically, but here will be demonstrated pictorially. The
field surrounding a colour charged particle gets polarised due to a cloud of virtual particle-antiparticle-
pairs and mediators continuously popping in and out of existence. Although the virtual anti-coloured
quarks screen the original quark’s colour charge, the virtual gluon cloud has an anti-screening effect
that prevails. As a result, the effective colour charge becomes larger with a larger distance. At high
energies (short distances), the QCD coupling strength becomes sufficiently small and the theory is
asymptotically free. For instance, at an energy scale above 100GeV, the QCD coupling strength is of
the order of 0.1 and perturbation theory can be used, although the higher-order corrections cannot be
neglected.

2.2.6 Resonances

In particle physics, resonance particles, or resonances, refer to those extremely short-lived particles,
whose lifetime is of the order of 10−23 seconds. Even travelling at almost the speed of light, these
particles could only pass about 10−15 meters, about the diameter of a proton, before decaying. If we
fill the invariant mass of a resonance’s decay children into a histogram, the histogram will peak at the
mass of the resonance.10 In scattering processes, the incoming particles with total energy near the
invariant mass of a resonance are keen to bind for a while, increasing the scattering cross-section at
that energy.

Hadrons

Most of the resonances in particle physics are hadrons. The quarks are held together by the strong force,
which also contributes to the hadron mass in the form of potential energy. Hadrons are grouped into
two categories: baryons, made of three quarks, and mesons, made of one quark and one antiquark11.
Protons and neutrons are examples of baryons, while pions (π±, π0) and kaons (K±, K0

S, etc.) are
examples of mesons. Among all hadrons, protons are stable, and neutrons bound within atomic nuclei
are stable. Other hadrons are unstable under ordinary conditions and will decay to other particles.

8 From experimental measurements, the potential in the colour field is ∼1GeV fm−1.
9 The statement is also true for all other coupling constants, even though the dependencies on the energy scale are different
for each of them.

10 The invariant mass, m =
√

E2 − ®p2, is Lorentz-invariant. Thus it is unchanged before and after the decay.
11 Hadrons containing more than three valence quarks (exotic hadrons) have been discovered in various experiments [55–57].

However, their features do not match the expectation of QCD, and whether they are hadrons is debatable.
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2.2.7 Flaws and limitations of the SM

Being the best theoretical description in particle physics, though, the SM does not explain the complete
picture of the universe. One major problem is that the gravity is omitted in the theory. In addition, the
amount of matter in the universe predicted using the CKM matrix falls several orders of magnitude
short of what is observed by astrophysicists [58]. Therefore, other CP violation sources must contribute.
Moreover, discoveries of neutrino oscillations from many sources and over a wide energy range require
neutrinos to be massive [59], which contradicts the SM assumption. Last but not least, the SM only
describes visible matter, that is all matter that makes up the things around us: the Earth, the stars and
galaxies we have observed. But cosmological observation indicates that the universe contains about
five times more dark matter [60], participating only gravitational force. Among all the particles in the
SM, none has the properties of dark matter. To explain the drawbacks of the SM, a lot of theories
beyond the SM [61], known as new physics, are developed and tested. However, no new physics has
been discovered experimentally so far.

2.3 Collider physics

In order to test the SM and search for new physics, colliders are built to accelerate particles to very
high energy and let them interact. Analysing outcomes of the collisions reveals the structure of the
subatomic world and the laws that govern it. These become apparent at high energies, and therefore
high energy colliders are powerful tools for the research.

2.3.1 Basic concepts

Natural units

The natural units system is widely used in high energy physics. It sets the speed of light c, the reduced
Planck constant ~, and the Boltzmann constant kB to unity, so that they can be dropped from all
equations. In this way, all quantities are expressed in powers of eV:

[energy] = [momentum] = [mass] = [temperature] = [width] = eV,

[time] = [length] = eV−1.

The natural units system not only largely reduces the complexity of the equations and calculations, but
also makes dimensional analysis easier.

Cross-section and decay rate

Cross-section, σ, describes the probability of two particles react during a collision. It is an effective
size of an area transverse to their relative motion, within which they undertake the process. The unit
used in particle physics is barn (b), where 1 b = 10−28 m2. More commonly used are its submultiples:
1 pb = 10−12 b or 1 fb = 10−15 b. It is calculated as an integration of the ME over the allowed phase
space with additional factors reflecting four-momentum conservation, coupling strength, normalisation,
etc. When the phase space covers all scattering angles (and possibly other variables), it is called a
total (or inclusive) cross-section. When a cross-section is specified as a function of some certain
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observables, such as an angle or energy (of final-state particles), it is called a differential (or exclusive)
cross-section.
Decay rate, or decay width, reflects the probability per unit time that a given particle decays. It

is associated with the statistical behaviour of populations of identical particles. For an ensemble of
sufficiently large amount of the particles, the expected number surviving as a function of time follows
an exponential decay. The exponential decay constant is called the decay rate, denoted by Γ. The time
after which the ensemble is expected to be reduced to 1/e of the original size is called the lifetime,
τ = 1/Γ. The higher the decay rate is, the shorter the particle lives. When multiple decay modes are
available, as is often the case, individual decay rates (Γi) can be associated with each mode, and the
total rate (Γtot) is the sum of the individual rates:

Γtot =

n∑
i=1
Γi .

The particle lifetime is then given by

τ =
1
Γtot

.

The unit of the lifetime is eV−1 or GeV−1 in natural units, while the decay width is in eV or GeV. The
ratio of the partial decay width to the total decay width defines the branching fraction of an individual
decay mode:

Bi =
Γi

Γtot
.

Event rate and luminosity

The event rate of a physical process in a collision experiment is proportional to its cross-section:

dN
dt
= L · σ.

The factor L is called the instantaneous luminosity, which reflects the property and capability of an
accelerator. For two Gaussian beams colliding head-on in the z-direction, it can be calculated by

L = f n1n2
4πσxσy

,

where f denotes the crossing frequency, n1, n2 the number of particles in the two beams, σx , σy the
Gaussian shaped beam sizes.

One can get the total event number of the process by integrating the rate over time:

N = σ ·
∫
Ldt ≡ σ · Lint.

Lint is called the integrated luminosity.
In practice, the instantaneous luminosity is hard to measure precisely. Therefore, the integrated

luminosity is determined by the event number of some accurately known processes, such as QED
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processes:

Lint =
NQED

σQED
.

However, at the Large Hadron Collider (LHC) such processes are hard to find. Therefore, van der
Meer scans [62] are adopted to measure the beam parameters under special running conditions and
extrapolate to normal running conditions to calculate the instantaneous luminosity.

2.3.2 Hadron collider

A hadron collider smashes two high energy hadron beams into each other. It is able to reach higher
centre-of-mass energy than electron-positron (e+e−) colliders. For example, the LHC accelerates
protons to the energies of ∼6.5 TeV. In contrast, the energies of electrons and positrons in the LEP
reached around 100GeV. Thus a hadron collider is a great place to search for new heavy particles.

Parton distribution function

In a proton, the valence and virtual quarks, and gluons are collectively called partons. In a proton–
proton inelastic collision, this parton-parton collision is denoted as the hard collision/scattering. Since
the parton carries a part of the energy and momentum of the proton, the effective collision energy is
lower than the sum of the beam energies, and the flavour of the initial parton is unknown. Both pieces
of information are encoded in the parton distribution function (PDF) of the proton, which is defined
as the probability density for finding a certain parton with a momentum fraction x =

pparton
pproton

inside a
proton. The cross-section to produce a final state X in the collision of two protons at a centre-of-mass
energy

√
s can be expressed as

σp1p2→X(s) =
∑

i, j=partons

∫
dxidxj · f1(xi, µ2) f2(xj, µ2)σi j→X(ŝ, µ2).

In this equation, i, j refer to the partons in two protons p1, p2; f1 and f2 are the PDFs of the protons
defined at the energy scale µ; σi j→X is the cross-section for i and j to create X at the centre-of-mass
squared ŝ = xixj s.

Kinematics at hadron colliders

Transverse momentum. Since the partons are boosted along the beam direction (z direction), the
sum of their projection to the transverse plane12, the transverse momentum, is close to zero. The total
transverse momentum of the final objects then vanishes due to momentum conservation. To access the
information of undetectable particles, such as neutrinos, one can reconstruct all the other objects, and
deduct them from zero as missing transverse momentum. If there are two or more neutrinos in the final
states, however, the missing transverse momentum reflects the vector sum of all missing momenta.

12 The transverse plane is perpendicular to the beam direction.
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Rapidity. Because of the unknown boost of the partons, the rapidity y is used, defined as the
following:

y =
1
2

ln
(

E + pz
E − pz

)
,

where E is the energy and pz is the projection of the momentum along the z axis. It can be shown that
upon a Lorentz transformation β = v

c along the z axis, the transformation on rapidity is

y′ = y − tanh−1 β.

Thus, rapidity differences are invariant under boosts along the beam direction.

Pseudorapidity. The disadvantage of the rapidity is that both the energy and the z-component of
the momentum need to be measured. In the limit of high energy, | ®p| ' E , the pseudorapidity η is a lot
easier to calculate:

η =
1
2

ln
( | ®p| + pL
| ®p| − pL

)
= − ln tan

(
θ

2

)
,

where θ is the polar angle. Paired with the azimuthal angle φ, a boost-independent angular distance
between two particles can be defined as

∆R =
√
∆η2
+ ∆φ2,

where ∆η and ∆φ are the differences of pseudorapidity and the azimuth, respectively.

Transverse mass. The transverse mass, mT, is another quantity that is invariant under Lorentz
boosts along the beam axis. It is defined as

m2
T = E2

T − p2
T =

∑
p2
T −

∑
®p2
T,

where ET =

√
p2
T + m2 is the transverse energy and becomes

√
p2
T in the high energy limit.

Underlying event and pile-up

The underlying event (UE) consists of tracks and energy that come from other partons in the same
beam particles, from non-scattering proton remnants, and from other beam particles which happen to
interact. Pile-up (PU) comes from the objects outside of the hard collision. There are two sources
of PU: in-time and out-of-time. In-time PU is the result of multiple hadron interactions in the same
bunch crossing. Out-of-time PU comes from earlier and later bunch crossings, which leave electronic
signals in the detector.
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2.3.3 Detectable particles

Detectable particles of a collision must live long enough to travel several metres. They include e,
µ, K±, π±, p, γ, n. Nuclei could also be counted if they are produced. Other particles decay before
reaching even the innermost subdetector, with a few exceptions that fly a short distance in the detector,
such as K0

S , Λ, B mesons, and τ leptons.
A highly energetic parton undergoes QCD radiation thereby losing energy. It leads to the formation

of parton showers (PSs). Hadronisation also takes place afterwards. The hadrons (including their
decay products) tend to cluster concentrated in a narrow cone around the original parton momentum
direction, which is called a jet. On average, about 60% of the jet energy is from charged particles
(mostly π±) and 30% is from γ via π0 decays. The remaining 10% is carried by neutral hadrons.

2.4 Top-quark physics

2.4.1 Discovery

The top quark, as the weak isospin partner of the bottom quark, was predicted by Kobayashi and
Maskawa in 1973, when they were trying to explain the observed CP violation. In 1975, the tau lepton
was discovered [31]. This gave more confidence in the existence of the third generation. Shortly after
that, in 1977, the Υ meson was discovered at Fermilab [33] as a resonance in the µ−µ+ invariant mass
spectrum, interpreted as the bound state of bb. Lots of effort was put on measuring the bottom-quark
properties. For example, the electric charge was measured as −1/3 e and weak isospin being −1/2.
These properties strongly suggest the existence of its weak isospin partner, the top quark. After about
two decades of searching for it, it was finally discovered in 1995 by the CDF and DØ experiments [39,
40] at the Fermilab Tevatron.

2.4.2 Top-quark properties

The top quark is the “up-type” quark of the third generation with one unit colour charge and two
thirds positive electric charge. It is the heaviest elementary particle in the SM, with a mass mt ∼
173GeV [63], ∼35 times heavier than the next fermion, the bottom quark, and also heavier than the
Higgs boson (mH ∼ 125GeV). The width of the top quark is Γt ≈ 1.41 GeV, corresponding to a very
short lifetime of τt ≈ 5 × 10−25 s. In fact, it is smaller than the hadronisation time τQCD ∼ 10−23 s.
This means that top quarks decay before they form hadrons. It provides a great opportunity to explore
the interactions of a bare quark at a few hundred GeV. Furthermore, top-quark decay also preserves
the spin polarisation and spin-spin correlations which manifest themselves in characteristic angular
distributions and correlations of the final states, providing direct access to the properties of the bare
top quark.

2.4.3 The role of the top quark in the EWSB

The top quark has an unquestionable leading role with a mass close to the EWSB. The top-quark mass
enters the electroweak precision observables as an input parameter via loop corrections. For example,
it dominates the main production mechanism gg→ H (Fig. 2.2(a)) and contributes in an important
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way to one of the decay channels H → γγ (Fig. 2.2(b)). It is sensitive not only to the absolute value
of the top quark to Higgs coupling but also to its sign.
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t
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γ
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Figure 2.2: SM contributions to gg→ H via a top-quark loop (a) and H → γγ via a top-quark loop (b).

In addition, the request of the vacuum expectation value v to be the true minimum of the Higgs
potential, up to a cut-off scale,Λ, implies a relation betweenΛ, the Higgs boson mass and the top-quark
mass [64]. At scales larger than Λ, the Higgs potential becomes negative, and then it develops a new
minimum, potentially leading to an unstable electroweak vacuum. According to the recently measured
Higgs mass and top-quark mass, the vacuum state is at the boundary of being stable and metastable. It
would be a bit odd if the vacuum is not certainly stable with a lifetime of the age of the universe.

Furthermore, the Higgs mass receives radiative corrections from each existing fermion and gauge
boson, and other types of corrections. The corrections from the fermions (mainly from the top quark)
are massive and of order λ. As λ is normally chosen as 1016–1019, it is unnatural for the Higgs mass
to be the currently measured value (∼125GeV). In some scenarios beyond the SM, heavier particles
are introduced and almost cancel the contributions from fermions [65]. Studying detailed properties
of top quarks and its coupling with the Higgs boson can give handles on new physics.

In a word, understanding the top quark is crucial to give answers to these open questions and help
us to understand the nature better.

2.4.4 Top-quark production at hadron colliders

At hadron colliders, top quarks are produced via two production mechanisms: in pairs pp
(
p
) → tt,

where a virtual gluon splits into a top-antitop-quark pair via strong interaction, and as singly coupled
with a W boson and a bottom quark via the electroweak force. In this section, hadron colliders
refer to the Tevatron or the LHC. The Tevatron [66], located at Fermilab in the United States, was
a proton–antiproton collider, which made the top-quark discovery as mentioned earlier. The LHC
located at CERN near Geneva, Switzerland, is a proton–proton collider with higher centre-of-mass
energy, which produced the data used in the thesis.

Top-quark pair production

The pair production (tt production) can be produced either by gluon-gluon fusion (gg fusion) or by
two quarks annihilation (qq annihilation). The Feynman diagrams at LO are shown in Fig. 2.3. At
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the LHC, gluon-gluon fusion becomes the dominant process. For comparison, at the Tevatron with
centre-of-mass energy

√
s = 1.96 TeV the qq annihilation contributes ∼85% of the total tt production,

while at the LHC with
√

s = 14 TeV gg fusion contributes ∼90% [54].
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Figure 2.3: Example LO Feynman diagrams of the tt production by gg fusion (a) and by qq annihilation (b).

Theoretical calculations of top-quark pair production using perturbation theory are now available at
NNLO with NNLL soft gluon resummation [67]. Assuming a top-quark mass of 172.5GeV13, the
pair production cross-section is computed as [68, 69]

σtt (
√

s = 8 TeV) = 252.9 +6.4
−8.6 ± 11.7 pb,

σtt (
√

s = 13 TeV) = 832 +20
−29 ± 35 pb.

The first uncertainty comes from the renormalisation scales, while the second one is associated with the
PDF choice and strong interaction coupling. Theoretical predictions and experimental measurements
of the tt production cross-sections are summarised in Fig. 2.4.

Single top-quark production

Electroweak single top-quark production includes three different signatures: t-channel, s-channel, and
associated production of a top quark and a W boson (tW14). These production modes have smaller
cross-sections compared with tt production. Single top-quark production was first observed in 2009
by the DØ [71] and CDF [72] experiments at the Tevatron via t-channel and s-channel combined.
Example Feynman diagrams at LO for all three channels are presented in Fig. 2.5.
The t-channel is the dominating process where a bottom quark scatters off a light quark via a W

boson and turns into a top quark. The bottom quarks in the initial states can be generated either
by gluon splitting (g → bb) or directly from the proton according to its PDF. The next dominant
process at the Tevatron is s-channel production, where light quark-antiquark-pair annihilate each other
to a virtual W , thereby creating a top-bottom quark pair. In contrast, this process has the smallest
cross-section at the LHC, where finding an initial antiquark is more difficult. In tW production, the
most distinct feature is the fermionic propagator for the top-quark creation. The tW channel can be
drawn as t-channel-like as Fig. 2.6(a) or s-channel like as Fig. 2.6(b). In the t-channel like diagram,
the bottom quark first emits a W , turning to a virtual top quark, then interacts with a gluon. In the
s-channel like diagram, the bottom quark first gets stuck by a gluon, becoming a virtual bottom quark,
then “decays” to a W and a top quark. Similarly as in the t-channel, it requires the existence of a
13 The input top-quark mass gives the best description of the ATLAS data.
14 It is also known as Wt in some literature.
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Figure 2.4: Theoretical predictions and experimental measurements of tt production cross-sections as a function
of the centre-of-mass energy. Theory curves and uncertainties are generated at NNLO with NNLL soft gluon
resummation for mt = 172.5 GeV. ATLAS and CMS are two of the experiments at the LHC and will be
introduced in Chapter 3. Figure is taken from [70] updated in September 2018.
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Figure 2.5: Example LO Feynman diagrams of the single top-quark productions via t-channel (a), tW channel
(b), and s-channel (c).
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bottom quark inside the proton, which gets solved by introducing a bottom-quark PDF. It is known as
the five-flavour scheme theoretical description. As the name suggests, five flavours (u, d, s, c, and b)
are treated as active flavours inside the proton. Without a bottom-quark PDF, the so-called four-flavour
scheme, provides another theoretical description. In this scheme, a bottom quark is instead produced
from gluon splitting and another bottom quark flies along the beam direction (see Figs. 2.6(c) to 2.6(d)).
By doing this, the mass of the bottom quark could be non-zero while in five-flavour scheme it is set to
zero.
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b W
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(b)
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g b

(c)

b

g

b

t
W
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Figure 2.6: LO Feynman diagrams for the tW production of t-channel like (a) and s-channel like (b) in the
five-flavour scheme, t-channel like (c) and s-channel like (d) in the four-flavour scheme.

With the same top-quark mass of 172.5GeV assumption as is done in the top-quark pair production
calculation, the cross-sections of single top-quark productions at the LHC at

√
s = 13 TeV are

calculated as [73, 74]
σt-channel(

√
s = 13 TeV) = 217.0 +6.6

−4.6 ± 6.2 pb,

σtW -channel(
√

s = 13 TeV) = 71.7 ± 1.8 ± 3.4 pb,

σs-channel(
√

s = 13 TeV) = 10.32 +0.29
−0.24 ± 0.27 pb.

The first uncertainty comes from the renormalisation scales, while the second one is associated with the
PDF choice and strong interaction coupling. Theoretical predictions of the cross-sections of the single
top-quark production are summarised in Fig. 2.7, together with some of the existing experimental
measurements up to June 201615. The cross-sections of the tW channel and s-channel at 13 TeV were
not available by then, which is one of the motivations of the topic in this thesis.

15 The time is chosen intended to motivate the topic of this thesis.
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Figure 2.7: Theoretical predictions and experimental measurements of the single top-quark production cross-
sections as a function of the centre-of-mass energy. Theory bands and uncertainties are generated at NLO
with NNLL soft gluon resummation for mt = 172.5 GeV (except for t-channel the calculation is at NNLO with
NNLL). ATLAS and CMS are two of the experiments at the LHC and will be introduced in Chapter 3. Figure is
from LHC top-physics working group, and updated in June 2016.

2.4.5 Decay of the top quark

In the SM, the top quark decays into a “down-type” quark and a W boson. According to the CKM
matrix, the decay mode is nearly exclusively to a bottom quark and a W as the |Vtb | is close to 1.
Hence, it reduces the complexity of the final states and increases the efficiency of searching for a top
quark. The W has several decay modes via the electroweak interaction. It can decay leptonically
to a charged lepton with its corresponding neutrino, or hadronically to different flavours of quarks.
Figure 2.8 shows the full chain of a top-quark decay.
For the production channels that have two W bosons in the decay chain, such as the tW or tt

productions, there are three combinations of the decays: all-hadron channel, where both W bosons
decay hadronically, corresponding to a branching fraction B = 45.3 %; single-lepton channel, where
one of the W bosons decay hadronically and the other leptonically16, corresponding to B = 44.0 %;

16 Here ` = e, µ, τ.
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Figure 2.8: LO Feynman diagrams of the top-quark decays where the W decays leptonically (a) or hadronically
(b).

and the dilepton channel, where both W bosons decay leptonically, corresponding to B = 10.7 %17.
Despite the lowest branching fraction, dilepton channel gives the cleanest signature. Because of

two neutrinos in the final state, there is certain amount of missing transverse momentum, which is
also a distinct topology. However, to measure the kinematics of the top quark or the W boson, the
kinematics of the two neutrinos need to be properly assigned. This can be done in tt production but
not tW production, as the latter is an under-constrained system.18 The next cleanest channel is the
single-lepton channel, with relatively high branching fraction (comparable to the all-hadron channel).
The all-hadron channel is usually considered last for analysis because it is challenging to separate
signal from background. This thesis will focus on the dilepton decay channel of tW production.

2.5 Interference between tW and tt productions

The theoretical calculation of the t-W-b final state is non-trivial. The tW production process, known
as singly resonant, interferes with tt production, so-called doubly resonant, see Fig. 2.9. The total
amplitude, A, is composed of the contribution from all singly resonant diagrams, AtW , and the
contribution from all doubly resonant diagrams, Att :

A = AtW +Att,

The calculation of the cross-section involves the modulus square of the total amplitude:

σtWb ∝ |A|2 = |AtW |2 + 2<(AtWA†tt ) + |Att |2

= S + I +D .

In order to remove the tt contribution from the calculation, two treatments were developed [75]. The
first one, called diagram removal (DR), removes the tt contribution at the amplitude level, leaving only
the tW contribution S. However, this treatment violates gauge invariance as it removes contributions
all over the phase space. The second one, called diagram subtraction (DS), subtracts a gauge-invariant

17 In experiment, since τ− can decay leptonically or hadronically, the branching fraction of the dilepton final status is further
suppressed to be about B = 6.4 %.

18 Both of them have the same number of degrees of freedom. However, an additional top-quark mass constraint in tt
production makes the system iso-constrained.
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Figure 2.9: Representative Feynman diagrams of tW channel (a) and tt production with top-quark decay (b)
with the same final states.

term D ′, such that the difference δ = D − D ′ is as close to zero as possible.19 So the DS scheme
ends up with S + I + δ.
As the tt production has a much larger cross-section than the tW channel, the interference is non-

negligible; it turns out that the interference term amounts to about 10% of the total cross-section [76].
The question arises how well the tW production can be treated as a separate process. This has been
discussed in the literature [76–79]. One general idea is to access tW in some particular phase space
where the interference is small, the strategy this thesis uses. For instance, if the invariant mass of
the final state Wb is far from the top-quark mass, the tt process is suppressed. In this sense, the tW
channel can be regarded as a well-defined channel, given that proper selections are imposed.
A recent study proposes another scheme, called DR2, which removes the tt contribution D at the

cross-section level, leading to S + I [80]. Although DR2 is also gauge dependent, the effects of
the gauge dependence have been found to be negligible. So it provides an alternative approach to
this problem. There is also an inclusive calculation of the cross-section for the W+W−bb final states
at NLO [81]. In this treatment, instead of trying to separate tW from tt, one can identify the final
states regardless of which process they are. However, this is not as trivial as it seems to be. Lots
of care has to be taken to avoid double counting from the NLO corrections and PS (non-)emissions
from the intermediate top quarks. Moreover, the non-resonant process, bottom quark associated ``νν
production, has to be included in the calculation, too.

19 The difference is non-zero if the gauge invariance is preserved.
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CHAPTER 3

Particle detection and reconstruction

This chapter discusses the technologies used to conduct the particle physics research in this thesis.
The collider and detector used to collect the data analysed are presented in Section 3.1 and Section 3.2,
respectively. Reconstruction of the stable particles detected can be found in Section 3.3.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [42] is the highest-energy particle collider ever built. It is a circular
superconducting accelerator housed in the former LEP [82] tunnel at CERN1 [83] near to the city of
Geneva, Switzerland.

3.1.1 Accelerator complex

The accelerator complex is a succession of machines accelerating the beam energy progressively. The
LHC is the last element of this chain. It mainly collides proton beams but also collides heavy ions.2

This thesis will use the data produced in proton–proton collisions.
The protons are obtained by stripping electrons from hydrogen atoms. Then they are successively

injected into the Linac 2, the Booster, the Proton Synchrotron (PS) and the Super Proton Synchrotron
(SPS), to reach an energy of 450GeV. Finally proton beams enter the LHC and are accelerated
to 6.5 TeV after 20min. The beams are kept circulating and colliding for about 24 h under normal
operating conditions. More details can be found in Fig. 3.1.

3.1.2 Main ingredients

The LHC has a circumference of 27 km and is installed roughly 100m underground. Two adjacent
parallel beam pipes are installed in the tunnel, and the beams travel in opposite directions. Dipole
magnets are used to keep the beams in their nearly circular orbits. Quadrupole magnets focus the
beam and bring them to collide at four different points. Magnets of higher multipole orders (such as
sextupoles, octupoles, decapoles, etc.) correct smaller imperfections in the field geometry. About

1 The European Organization for Nuclear Research; name derived from Conseil Européen pour la Recherche Nucléaire.
2 For a few weeks, proton–lead collisions were performed in 2013 and 2016; lead–lead collisions took place in 2010, 2011,
and 2015. A short run of xenon–xenon collisions took place in 2017 [84–87].
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Figure 3.1: Schematic of the CERN accelerator complex including the LHC (left) and the acceleration chain
(right). Protons are injected from Linac 2 to Booster. Then PS and SPS accelerate them sequentially before they
enter the LHC. For each accelerator, the year of start and the circumference/size are shown. Figure is adapted
from [88].

9 600 magnets in total are used. To maximise the number of collisions, i.e. to ensure high luminosity,
the LHC achieves 2 808 bunches per beam. They are separated by 25 ns, and each contains about 1011

protons.

3.1.3 Experiments at the LHC

Detectors are installed at the four collision points of the LHC ring, capturing the particles generated
in the collisions. The two biggest experiments, A Toroidal LHC ApparatuS (ATLAS) [89] and
CMS (Compact Muon Solenoid) [90], are general-purpose detectors. They adopt forward-backward
symmetric cylindrical geometry to cover nearly the full solid angle. Having two independent
experiments allow scientists to cross-confirm any discovery at the LHC. The other two detectors are for
specific purposes. LHCb (LHC beauty) [91] aims at studying the CP violation and searching for rare
B meson decays. It adopts an asymmetric geometry, as B mesons are emitted mostly at small angles
to the beams due to their relatively small mass compared with the high collision energy. ALICE (A
Large Ion Collider Experiment) [92] studies the quark–gluon plasma, a state of matter where quarks
and gluons are free, which is essential to understand the mechanism of colour confinement and hadron
formation.

In addition, three minor experiments are installed for different physics goals. The TOTEM (TOTal
Elastic and diffractive cross section Measurement) experiment [93], aiming at the total cross-section,
elastic scattering, and diffractive processes of the proton–proton collisions. The LHCf (LHC forward)
experiment [94], studies particles generated in the forward region of collisions. With its unique
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location, particles at nearly zero degrees to the proton beam pipe direction can be captured and
measured. The MoEDAL (the Monopole and Exotics Detector at the LHC) experiment [95] searches
directly for the magnetic monopole and other exotic particles.

3.1.4 Operation energies and integrated luminosities

At the LHC, physics operation started in November 2009 and achieved 1.18 TeV per beam [96], beating
the record of 0.98 TeV per beam at the Tevatron. In 2010, the LHC was able to reach 3.5 TeV per
beam [97], producing a centre-of-mass energy,

√
s, of 7 TeV. It delivered 6.1 fb−1 at

√
s = 7 TeV in

2011 and 23.1 fb−1 at
√

s = 8 TeV in 2012 [98]. The LHC was shut down in February 2013 for its
two-year technical stop [99], preparing to double the collision energy of Run 1. On 3 June 2015, the
LHC restarted delivering physics data with

√
s = 13 TeV [100], known as Run 2. In 2016 and 2017,

the machine focused on increasing the luminosity and reached its design value of 1.0 × 1034 cm−2 s−1

on 29 June 2016 [101]. The maximal instantaneous luminosity is 2.05 × 1034 cm−2 s−1, which was
reached on 2 November 2017 [102]. Run 2 was stopped on 10 December 2018 [103], and will be
followed by a second two-year technical stop in 2019–2020 [86].

Thanks to the successful and stable operation of the LHC, the ATLAS experiment, like all the other
experiments, has accumulated a vast amount of data. Figure 3.2 depicts the data that LHC delivered
and ATLAS recorded in the past years.
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Figure 3.2: Integrated luminosity in ATLAS during stable beams for different data-taking periods (2011-2018)
(a). Integrated luminosity delivered by the LHC (green), recorded by ATLAS (yellow), and certified quality
data for physics analytics (blue) at

√
s = 13 TeV from 2015 to 2018 (b). The plateaus correspond to so-called

technical stops of the LHC. Plots are taken from ATLAS public website [104].

3.2 The ATLAS experiment

The ATLAS experiment [89, 105] is the largest detector ever built for a particle collider. It has a
cylindrical shape, 46m long, 25m in diameter, and a weight of 7 000 t. It is a general-purpose particle
physics experiment, designed to capture a huge range of physics opportunities that can happen at the
LHC. For this purpose, ATLAS consists of several subdetectors stacked from inside to outside, to

29



Chapter 3 Particle detection and reconstruction

record the trajectory, momentum, and energy of particles. Such information together allows particle
reconstruction and identification. A huge magnet system bends the trajectories of the charged particles
so that their momenta can be measured with a high precision. Particles emerging from the collisions
transverse to the beam directions are detected in the barrel part while those close to the beam are
measured in so-called endcaps. The four major components of the ATLAS detector are the tracker, the
calorimeter, the muon spectrometer, and the magnet system. Figure 3.3 depicts a schematic view of
the ATLAS detector and its components.

Figure 3.3: Schematic of the ATLAS detector. All subdetectors are included. From inside to outside they are the
inner tracker, calorimeter, solenoid magnets, and muon spectrometer in an onion-like structure. A few human
models are placed for size comparison. Figure is taken from [106].

Coordinate system

A right-handed coordinate system is used in ATLAS. The origin is at the nominal interaction point
(IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to
the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r , φ) are also used
in the transverse plane. The azimuthal angle, φ, is measured around the z axis, and the polar angle, θ,
is the angle to the z axis.
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3.2.1 The inner detector

The inner detector (ID) is the innermost part of the ATLAS detector used to reconstruct the primary
and secondary vertices, and charged3 particle tracks with high efficiencies over the pseudorapidity
range of |η | < 2.5. It consists of three sub-components all present in a magnetic field parallel to the
beam axis: pixel detector (Pixel), semiconductor tracker (SCT), and transition radiation tracker (TRT),
each of which is comprised of a barrel and two endcaps (see Fig. 3.4). The main parameters of the
subcomponents are summarised in Table 3.1.

Figure 3.4: Cutaway view of the ATLAS ID. From inside to outside it consists of the Pixel, the SCT, and the
TRT. Figure is taken from [107].

Sub-component Technique Sensor size Resolution |η | r z
[µm × µm] [µm × µm] [mm] [mm]

IBL Silicon pixel 50 × 250 8 × 40 <2.5 31–242 <3 092Pixel (no IBL) Silicon pixel 50 × 400 10 × 115 <2.5
SCT Silicon microstrip 80 17 × 580 <2.5 251–610 <2 797
TRT Gaseous straw tube 4 000 130 <2.0 554–1 166 <2 744

Table 3.1: Summary of the main parameters of the ID subdetectors [108]. The resolution of the IBL, the Pixel,
and the SCT is reported along φ and z (r if endcaps) and for TRT along φ (z if endcaps). For SCT and TRT the
sensor sizes refer to the spacing of the readout strips and the diameter of the straw tubes, respectively.

3 Hereinafter “charge” implies electric charge and colour charge will be mentioned explicitly.
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The Pixel detector

The Pixel [105, 109] consists of four layers of concentric cylinders (one layer from the Insertable
B-Layer (IBL)4 [110]) enclosing the beam pipe in the barrel section and three layers of disks in endcap.
It covers a pseudorapidity region of |η | < 2.5. Silicon pixel sensors are used with the size of 50 × 250
µm2 for the IBL and 50 × 400 µm2 for the other parts. The intrinsic spatial resolution in φ-z (φ-r
if endcaps) is 8 × 40 µm2 for the IBL and 10 × 115 µm2 for the rest. Overall, it occupies the space
of 31 mm < r < 242 mm and |z | < 3 092 mm. The exact sizes and positions of all layers and disks
without IBL can be found in Fig. 3.5.

Figure 3.5: A quarter-section of the ATLAS ID. Sizes and positions for each barrel layer and endcap disc of
each sub-component can be read off. Bottom left shows more details on Pixel, yet the IBL is not displayed. The
envelopes of each sub-component are summarised in the table on the bottom right. Figure is taken from [111].

The SCT

The SCT [105, 109] is a silicon microstrip tracker consisting of four cylindrical barrel layers and nine
planar discs in each endcap. The sizes and positions of the components have been optimised so that
any track typically crosses four SCT layers, independently of its pseudorapidity. Both the barrel and
the endcaps are build by modules, which are formed mostly by four microstrip sensors. Two microstrip
sensors with each a size of 6.36 × 6.40 cm2 are wire-bonded together to form a 12.8 cm long strip, and
two such strips are glued together back-to-back at a 40mrad stereo angle, in order to provide a required
z (barrel) or r (endcaps) measurements. The SCT achieves an intrinsic spatial resolution in φ-z (φ-r if
endcaps) of 17 × 580 µm2. The envelope of the SCT is 251 mm < r < 610 mm and |z | < 2 797 mm.
4 The IBL was installed during the ATLAS upgrade from 2013 to 2015, to improve the tracking and flavour tagging
performance.
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The TRT

The TRT [105, 109] is a gaseous detector, made of 4mm diameter straw tubes, each acting as a single
drift chamber. Radiators are placed between the straws to increase the transition radiation of particles
crossing the boundary between two materials. The barrel contains about 50 000 straws grouped into
three rings. In the endcaps, straws are oriented radially and arranged in 20 wheels on each side,
with eight layers in each wheel. The straws are filled with a gas mixture of 70% base component,
Xe, 27% neutral quencher, CO2, and 3% electronegative gas, O2. The TRT not only improves the
momentum resolution of tracks but also provides a particle identification due to the transition radiation.
In total, a track crosses approximately 30 straws, with a maximum of 36, over a distance of about half
a meter. The intrinsic resolution is 130 µm in the r direction within |η | < 2. It encloses the space of
554 mm < r < 1 106 mm and |z | < 2 744 mm.

3.2.2 The calorimeter

The calorimeter system absorbs the energy of incident charged and neutral particles and measures
the energy deposit over a large pseudorapidity range of |η | < 4.9. Different types of calorimeters
complement each other, focusing on different particle-matter interactions. Showers are produced
by a cascade of secondary particles, giving an energy measurement and particle identification. The
electromagnetic calorimeter (EMC) precisely measures the energy of particles that interact primarily
via the electromagnetic force, such as electrons and photons. The hadron calorimeter (HCal) measures
the energy of hadrons that interact strongly. Besides the EMC and the HCal, ATLAS calorimetry also
includes the forward calorimeter (FCal) to cover the forward region. The total weight of the colorimeter
system is about 4 000 t, more than half of the ATLAS weight. An overview of the calorimeter system
can be found in Fig. 3.6.

The EMC

The EMC is a liquid-argon (LAr) sampling detector using lead as an absorber material. With an
accordion geometry, it provides a full azimuthal coverage until |η | < 3.2 without any cracks. It
consists of a barrel part (|η | < 1.475) and two endcaps (1.375 < |η | < 3.2) with some overlap. The
barrel is further divided into two halves at z = 0 for necessary electronics and cabling. Each endcap
calorimeter is mechanically composed of two coaxial wheels. In the region |η | < 1.8, a presampler
is installed to correct for the energy loss in the material upstream of the calorimeter. Three (two if
without presampler) samplings layers are designed to have different granularities. Finer granularity is
in the inner layer to have excellent resolution while coarser in outer layer to detect leakage. The total
thickness of the EMC is above 24 radiation lengths (X0) in the barrel and above 26 X0 in the endcaps.

The HCal

The HCal uses a plastic-scintillator-tiles technique with iron absorber in the barrel (|η | < 1.0) and two
moveable extended barrel parts (0.8 < |η | < 1.7). The endcaps are LAr calorimeters with copper
as absorber, covering 1.5 < |η | < 3.2. Some overlaps are left with both the tile and the FCal. The
three-layered FCal is placed radially inside the HCal endcaps in the range of 3.1 < |η | < 4.9. The first
layer that uses copper absorber is optimised for electromagnetic shower measurements, while the other
two layers using tungsten focus on hadronic shower measurements. The total thickness of the HCal
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Figure 3.6: Cutaway view of the ATLAS calorimeter system. From inside to outside it consists of the EMC and
the HCal. The FCal is in the very forward and backward regions close to the beam pipe. Figure is taken from
[112].

is 11 absorption length5 at η = 0, sufficient to reduce the punch-through for the muon spectrometer.
Figure 3.7 shows the amount of material in the calorimeter as a function of η.

A comparison of the different parts of the ATLAS calorimeter system is made in Table 3.2.

3.2.3 The muon spectrometer

The outer part of the ATLAS detector is the muon spectrometer (MS) [114]. It is designed to identify
muons that pass through the detector and measure their momenta. It comprises trigger chambers for a
bunch-crossing identification and high-precision chambers for a momentum measurement. The trigger
chambers use fast time response: resistive plate chambers (RPCs) in the barrel and thin gap chambers
(TGCs) in the endcaps, covering |η | < 2.4. The high-precision chambers employ technologies with
good spatial resolution: monitored drift tubes (MDTs) for the majority and resistive plate chambers
(CSCs) for the innermost part of the innermost endcap disks, covering |η | < 2.7. Figure 3.8 shows a
sketch of the MS with the four different sets of chambers.

5 The distance after which 1/e of the incident particles survive.

34



3.2 The ATLAS experiment

Figure 3.7: Stacked distribution of the material budget for individual parts of the calorimeter system in the unit
of absorption length as a function of pseudorapidity η. Figure is taken from [113].

Calorimeter system Active medium Absorber |η | Number of layers

EMC barrel
LAr Lead

<1.475 3

EMC endcaps 1.375–1.8 3
1.8–3.2 2

Tile barrel Plastic scintillator Iron <1.0 3
Tile extended barrels 0.8–1.7 3

HCal endcaps
LAr

Copper 1.5–3.2 3

FCal Copper 3.0–4.9 1
Tungsten 3.1–4.9 2

Table 3.2: The active and absorber material used in different calorimeter parts, as well as some geometrical
parameters.
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chambers
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Resistive plate

Thin gap

Monitored drift tube Figure 3.8: A sketch of the AT-
LASMS. Four technologies are
employed. Figure is taken from
[114].

The high-precision chambers

The MDT, a gaseous tube-style detector, is used for precision tracking of muons throughout all of
the MS. The barrel (|η | < 1.3) consists of three concentric layers at radii of approximately 5, 7.5,
and 10m, each of which embraces 16 small or large sectors overlapping each other to avoid holes
in acceptance. The endcaps (1.3 < |η | < 2.4) have three wheels on each side, placed at z = 7.5, 14,
and 22.5m, and sectors overlap to achieve a full coverage. The single tube resolution is about 80 µm,
leading to a full tracking resolution of about 35 µm.
The CSCs, multi-wire proportional chambers, are deployed in the place near the beam pipe

of the endcap innermost layer, taking advantage of its higher rate capability and lower neutron
sensitivity. They can provide not only a similar (∼40 µm) resolution as the MDT, but also a very
coarse measurement in φ. In addition, they have a decent time response (∼7 ns) as the sensitivity for
neutrons is low and the drift times are small, although the response is still slower than the trigger
chambers.

The trigger chambers

The trigger chambers are optimised to have a good timing response, including contributions from
signal propagation and backend electronics. The timing information contributes to the muon level 1
trigger. Moreover, the trigger chambers measure the coordinate both in the bending and non-bending
planes, which is also used for the final muon reconstruction. Three layers of the RPCs, wireless
gaseous detectors, are installed in the barrel (|η | < 1.05), achieving a temporal resolution of about
1.5 ns. In the endcaps (1.05 < |η | < 2.4), multi-wire proportional chambers, TGCs, are placed to
provide a temporal resolution of 4 ns.

The parameters of the four technologies in the MS are summarised in Table 3.3.
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Technology Function Resolution |η | r z

z/r φ [mm] t [ns] [m] [m]

MDT Tracking 35 µm — — <2.4 5, 7.5, 10 7.5, 14, 22.5
CSC Tracking 40 µm 5 7 2.0–2.7 — 5
RPC Trigger 10mm 10 1.5 <1.05 8, 8, 10 —
TGC Trigger 2–6 mm 3–7 4 1.05–2.4 — ∼14

Table 3.3: Summary of the main parameters of the MS subdetectors. Resolution shows the track level resolution.
The z/r resolution shows the resolution in z in the barrel and in r in the endcaps. Distinct values in “r” and “z”
columns represent the positions of different layers. “—” indicates unavailable items.

3.2.4 The magnet system

The ATLAS detector is equipped with a superconducting magnet system [115] that bends the charged
tracks to measure the momentum with great precision and determine the charge sign. It consists of a
central solenoid [116] surrounding the ID and three large toroids (one barrel and two endcaps) [117,
118] as a part of the MS (see Fig. 3.9).

The solenoid has the shape of a cylinder with a diameter of 2.4m and a length of 5.3m. A
homogeneous magnetic field of 2 T is generated longitudinally, bending the charged particles in the
transverse plane. The solenoid coil and its supporting structure must be as transparent as possible to
particles. In fact, the solenoid shares the same cryostat with the LAr barrel calorimeter to minimise
the material. The energy loss due to the solenoid and other material is corrected by the presampler as
mentioned before.

The toroidal magnet is composed of a barrel and two endcaps, providing an azimuthal 4 T magnetic
field, perpendicular to the solenoid field. The barrel toroid is 25.3m long with a 20.1m outer diameter,
while each of the endcap toroids has an axial length of 5.0m and a outer diameter of 10.7m. Each of
the three toroids consists of eight coils symmetrically arranged around the beam pipe.

Figure 3.9: A sketch of the
ATLAS magnet system. It
comprises a central solen-
oid [119] providing a 2 T mag-
netic field for the ID, and three
toroids generating a 4 T mag-
netic field for the MS.
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3.2.5 The trigger system

With a 25 ns bunch spacing of the LHC, the bunch-crossing rate in the ATLAS detector is around
40MHz. At this rate, it is impossible to record every event. Therefore, a trigger system [120] is needed
to select and record useful events. A substantial change in the trigger system has been made for Run 2
to deal with the higher rate stemming from the higher centre-of-mass energy and higher luminosity.
The Run 2 trigger [121] consists of two steps: the level-1 (L1) trigger and the high-level trigger (HLT).
The L1 trigger is hardware based, determining Regions-of-Interest in the detector based on coarse
calorimeter and muon information with a latency of less than 2.5 µs, while the HLT is software based,
executing fast reconstruction algorithms in either the Regions-of-Interest or the whole event. The total
event rate is reduced from 40MHz to 100 kHz by the L1 trigger, and further down to 1 kHz by the
HLT.

The L1 trigger consists of the L1 calorimeter trigger system (L1Calo), the L1 muon trigger system
(L1Muon), the L1 topological trigger modules (L1Topo), and the central trigger processors (CTP). As
the names suggested, the L1Calo processes information from the EMC and HCal and the L1Muon
exploits the responses from the MS trigger chambers. The L1Topo then takes the information from
the both and quickly calculates event topological quantities, for instance, the angular distance, the
invariant mass, to increase the probabilities of hard collision identification. The CTP makes the final
L1 trigger decision based on the information from the three. If the L1 trigger accepts the event, the
CTP informs the subdetector readout systems and the fragment of the event passes to the HLT with an
L1 trigger summary.
The HLT runs fast reconstruction algorithms to identify electrons, muons, tauons, jets, missing

transverse momentum or other objects that are interested in physics analyses, and makes some basic
requirements on their properties. Events passing the HLT trigger are written to permanent storage to
be further revisited.

3.3 Object reconstruction

Particles interact with the detector in different ways. Each particle has a specific signature, illustrated in
Fig. 3.10. The offline reconstruction algorithms make use of all subdetector information to reconstruct
and identify these objects.

3.3.1 Charged tracks and vertices

Tracks are reconstructed trajectories of the charged particles that pass through the ID or MS.They can
be assumed as helices, as they are bent by uniform, axial magnetic fields, and parametrised in terms
of perigee parameters at the closest approach of the reconstructed track to a reference point in the
transverse plane:

• d0, transverse impact parameter, signed distance to the z axis,
• z0, longitudinal impact parameter, z-component,
• φ0, azimuthal angle,
• θ, polar angle,
• Q/pT, inverse transverse momentum with charge-sign.
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Figure 3.10: Signatures of various particles in the ATLAS detector. Each of them interacts differently with the
matter, leaving signals in various subdetectors. Figure is taken from [122].

Tracking

The reconstruction of tracks, or tracking, consists of two stages [123, 124].6 The first stage is inside-out.
Information in the Pixel and the SCT subdetectors are converted to three dimensional space points,
called hits. Starting with a seed formed by three hits, hits in other layers are iteratively added to the
track candidate. This procedure is done by a combinatorial Kalman filter algorithm, which uses the
hits information (positions and covariances) to predict the track representation on the next layer. A
massive number of track candidates are created in this way. The candidates are ranked by their score
evaluated from the number of hits, χ2 of the track fit, etc. Sharing hits between tracks is allowed if
dedicated requirements are satisfied. The remaining tracks passing the requirements are prolonged to
the TRT. With all the hits including the TRT, a refit is made on the track and the score is updated. If the
newer score is lower, the silicon track is kept, and the TRT hits are flagged as outliers. This completes
the inside-out sequence of reconstruction. To further recover ambiguities and reconstruct tracks from
secondary vertices or photon conversions, which may not leave a seed in the inner silicon detectors, a
second stage, called outside-in sequence, is applied. In this stage, segments are reconstructed by the

6 Only ID tracks are discussed here as these tracks are common for all charged particles. MS tracks will be described in
Section 3.3.4.
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unused TRT drift circles7 and then silicon hits are added to complete the reconstruction.

Vertexing

Closely related to tracking is the reconstruction of vertices, points from which a set of tracks originate.
The vertices where a collision happened are called primary vertices. They are reconstructed using a
vertex finding algorithm [124, 125] that iteratively gathers tracks for a vertex candidate. During the
iteration, the vertex position is updated by weighting down the less compatible tracks. After the last
iteration, a vertex candidate is created based on the final weights. A valid primary vertex candidate
must have at least two associated tracks. When no associated tracks are left, or no further vertex can
be reconstructed from the remaining tracks, the procedure stops. Among all valid primary vertices,
the one associated with the hard collision is the hard-scatter vertex, to be distinguished from the PU
vertices.

Secondary vertices, where a particle has presumably decayed into two or more charged particles,
are reconstructed as well. They can be used for identifying heavy flavour jets [126]. Starting with all
two-track vertices, uninteresting vertices from photon conversions, detector material interactions, etc.,
are removed. Then the remained vertices are merged, and only a single one associated with the most
tracks is kept per jet.

3.3.2 Calorimeter clusters

A calorimeter measures the energy deposited by the particles flying into it. The calorimeter cells
first need to be grouped to clusters, which are typically assumed to correspond to individual particles
that hit the calorimeter. Calorimeter clusters are further calibrated and used to reconstruct electrons,
photons, jets, and missing transverse momenta.

Clustering

Two types of clustering algorithms are used for different purposes: the sliding window algorithm and
the topological algorithm [127, 128].
The sliding window algorithm defines a rectangular window with a fixed-size, and all cells inside

the window form the cluster. The window is placed such that the total transverse energy it contains is
a local maximum. This algorithm is mainly used for electron and photon reconstruction. The fact that
the cluster size is fixed allows for a precise cluster energy calibration.
The topological algorithm starts with a seed cell with a large signal to noise (electronic and PU

related) ratio (s/b > tseed) and iteratively adds its neighbouring cells8, if their signal to noise ratio
exceed a threshold, tneighbour. Then, the neighbours of the newly included cells are checked with
their signal to noise ratio and appended if the ratio surpasses tedge. Seeds are not allowed to be
in the presampler layer of the calorimeter, in order to suppress low-energy PU showers. In most
physics analyses, the “420” topological cluster is used, where tseed = 4, tneighbour = 2, and tedge = 0.
Higher thresholds for seeds and neighbours effectively suppress the noise, while lower threshold
at the perimeter ensures tails of showers to be included. When two showers overlap, they might

7 The TRT records the time at which the ionisation signal first exceeds the threshold. Later, this time can be translated into
a drift circle radius, making use of the relation between drift time and drift distance.

8 Neighbouring cells can come from either the same calorimeter layer, or adjacent layers and subsystems.
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be constructed as one cluster with two local maxima. If so, they are further resolved by a splitting
algorithm. The topological algorithm is appropriate for clusters with a large number of cells and is
used for jet and missing transverse momentum reconstruction.

3.3.3 Electrons

Electrons leave charged tracks in the ID and create clusters in the EMC, so the electron reconstruction
combines the information of track and cluster. Electron identification and isolation criteria determine
whether a candidate is accepted.

Reconstruction and identification

Electron reconstruction starts from the sliding window calorimeter clusters in the region of |η | < 2.47.
These clusters match ID tracks originating from the hard-scatter vertex, based on the angular distance
between the cluster barycentre and extrapolated track position to the calorimeter. An algorithm
resolves ambiguity matching using the cluster-track distance under different momentum hypotheses
and some criteria on hits information. Afterwards, the cluster is enlarged a bit to account for the
energies deposited outside of the sliding window. Once the matching is determined, energy and
momentum of the electron are computed using the final calibrated cluster energy and the matched track,
respectively [129]. The direction of the momentum is obtained from the track direction extrapolated
to the hard-scatter vertex.
The electron identification algorithm uses a multivariate technique to identify electrons and to

suppress fake electrons9. A likelihood value is built from the information of tracks and clusters,
including hits in the IBL and the Pixel, the radiation-energy measurement in the TRT, the track
quality, shower shape, cluster-track matching, etc. Based on the thresholds of the likelihood, “Loose”,
“Medium”, or “Tight” electrons are defined, where the latter is a subset of the former.

The overall efficiency of electron reconstruction and identification is depicted in Fig. 3.11. High
efficiencies are achieved at higher ET due to better performance with reasonable energy deposits. The
efficiency drops in the calorimeter transition region between the barrel and the endcaps (1.37 < |η | <
1.52), where a large amount of material is placed. A drop is also seen in the crack region of the EMC
barrel (z = 0).

Isolation

Electron isolation further purifies prompt electron candidates by spatially isolating them from other
reconstructed objects. Two types of discriminating variables are designed to build the requirements:
ET, coneXY and pT, coneXY. The ET, coneXY is defined as the sum of ET of additional topological
clusters, within the cone of ∆R = 0.XY around the candidate electron cluster, while the pT, coneXY
is the sum of pT of additional tracks originating from the hard-scatter vertex, within a cone of
∆R = min(0.XY, 10 GeV/pT) around the candidate electron track. The typical value of XY is 20 for
electrons. By posing requirements on ET, coneXY/pT and pT, coneXY/pT, different working points are
defined. The criteria vary in electron pT ranges such that the isolation efficiencies can be constant or
as a function of pT. Table 3.4 summarises the isolation efficiencies for different working points.

9 Fake electrons arise from other physical objects misidentification (mostly light-flavour jets), photon conversions,
heavy-flavour hadron semileptonic decays, etc.
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Figure 3.11: Combined electron reconstruction and identification efficiencies with respect to ET (a) and η
(b) from a simulated Z → ee sample. Correction factors are applied to the simulated events to compare
with data. Data efficiencies are derived from a tag-and-probe method. The uncertainties are obtained with
pseudo-experiments. Figures are taken from [130].

Efficiency [%]
Working point Calorimeter isolation Track isolation Combined isolation

LooseTrackOnly — 99 99
Loose 99 99 99
Gradient 92.14 + 0.1143 × pT 92.14 + 0.1143 × pT 90 (99) @ 25(60) GeV
GradientLoose 95.57 + 0.057 × pT 95.57 + 0.057 × pT 95 (99) @ 25(60) GeV

Table 3.4: Efficiencies for different lepton isolation working points. pT is in a unit of GeV. The table holds for
both electrons and muons.

Calibration

The calibration of the electron energy corrects the electron energy response from the cluster energy [129,
131]. Firstly, the relative energy scales of the different layers of the EMC are corrected. Then a
multivariate regression algorithm is used to take into account the effect from the material in front of
the calorimeter. The non-uniformity of the detector response arising from non-uniform magnetic fields
or non-nominal high-voltage settings in some regions of the calorimeter is also corrected. Afterwards,
an in-situ procedure using data Z → ee events is applied to correct remaining residual disagreement
in the energy scale and resolution.

3.3.4 Muons

Muons are reconstructed from objects that leave tracks in both the ID andMS [132]. The reconstruction
algorithms run independently in the two subdetectors, and the information is combined to form the
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muon tracks. Identification and isolation algorithms determine whether a candidate is accepted.

Reconstruction and identification

Muon reconstruction in the ID is similar to the electron reconstruction described above. In the MS,
Hough transforms are adopted to search for hit patterns to build segments in each muon chamber.
Reconstruction starts from the segments in the middle layer, the layer that usually contains more hits.
Track candidates are built by extending the segments to the inner and outer layer segments. An MS
track must have at least two segments, except in the MS barrel–endcap transition region, where a single
high-quality segment is sufficient. Two tracks can share a segment under certain conditions. All hits
associated with the candidate are fitted, and the track is accepted if it passes some high-quality checks.
Then a combined muon reconstruction takes into account the information from the ID, MS, and

calorimeters. Four different situations are possible [133]. “Combined” muon uses tracks that are
independently built in the ID and the MS, and perform a global fit to extract the track parameters. In
the “Segment-tagged” scenario, an ID track is extrapolated to the MS and it must match at least one
segment there. “Calorimeter-tagged” muon extrapolates an ID track to the calorimeter and accepts it
when it matches a minimum-ionising shower. In the “Stand-alone” scenario, the muon trajectory is
reconstructed only in the MS and extrapolated to the interaction point. It is mainly used to extend the
acceptance to the range 2.5 < |η | < 2.7, which is not covered by the ID. Afterwards, overlaps between
different categories are resolved before finalising the muon candidate collection.
The muon identification algorithm identifies prompt muons and suppresses fake muons10 by

requiring particular criteria on the quality of tracks, such as the number of hits, from a global fit of the
ID and MS tracks. Some benchmark selections (“Medium”, “Loose”, “Tight”, and “High-pT”) are
studied in ATLAS and provided for different physics analyses.
The total efficiency of the muon reconstruction and identification is illustrated in Fig. 3.12. High

efficiencies, close to 99%, are observed over the full η range with an average fake rate of 0.2%, except
for the central region (|η | < 0.1), where the “Medium” muon efficiency is reduced to 60%.
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Figure 3.12: Combined muon reconstruction and identification efficiency as a function of η (a) with pT > 10 GeV,
and as a function of pT (b) for the “Medium” muon (and “Loose” on the left) in the region of 0.1 < |η | < 2.5.
Figures are taken from [132].

10 Fake muons arise from falsely reconstructed charged hadrons.
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Isolation

Muon isolation distinguishes prompt muons, which are often produced isolated, from those stemming
from jet constituents decay. Like electron isolation, a track-based isolation quantity pT, coneXY and a
calorimeter-based isolation quantity ET, coneXY are available. The values of XY are 20 for ET, coneXY
and 30 for pT, coneXY. Different working points are defined by posing requirements on the quantities.
The working points are harmonised to electron isolation working points (Table 3.4).

Calibration

The transverse momenta of muons are calibrated due to the energy loss in the calorimeters. The
procedure is done in different η-φ bins that are homogeneous regarding detector technology and
performance [134]. The calibration constants are extracted by comparing the invariant mass
distributions for J/ψ → µµ and Z → µµ candidates in data and Monte Carlo (MC) simulation.

3.3.5 Jets

Jets are reconstructed as a bunch of particles originating from the hadronisation of a parton. The
particles, predominantly π±, photons from the decays of π0, K±, deposit large amounts of energy in
the calorimeters. Before running the jet algorithm, calorimeter clusters are reconstructed, each of
which presents approximately such an object. The jet reconstruction algorithm then groups collimated
objects to form a jet and deduces the initial properties of the parton.

Reconstruction

The anti-kt algorithm [135] is the most common jet algorithm used in ATLAS. The distance between
two objects i and j, di j , is defined as

di j = min

(
1

p2
T,i
,

1
p2
T, j

)
∆R2

y

R2 ,

where pT is the transverse momentum of each object and ∆Ry is the angular distance calculated from
∆R2

y = (yi − yj)2 + (φi − φ j)2. R is a tunable radius parameter and is set to 0.4 for the small-R jets
used in the analysis. The algorithm searches for the smallest distance between any pair of objects and
merges them. This process continues until no object remains or the smallest distance di j is greater
than the distance to the beam line. Then the group of merged objects form a jet. The whole procedure
repeats to reconstruct multiple jets in an event, and stops when no object is left.
As a small pT leads to a considerable distance, the anti-kt algorithm is insensitive to the emission

of real and virtual soft gluons that are both individually infrared divergent but cancel each other.
Because of this, the algorithm produces very smooth cone-shaped jets with an area of Ajet = πR2. In
other words, the anti-kt algorithm achieves both theoretically infrared safety and phenomenologically
sensible behaviour.
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Identification

Several discriminants are built to separate hard-scatter jets from PU jets. The jet-vertex-fraction
(JVF) [136] is defined by the pT of the tracks that are associated with a certain jet:

JVF =
∑

i pT(trki)∑
i pT(trki) +

∑
j pT(trkj)

,

where i runs over all hard-scatter tracks and j runs over the rest (presumably PU) tracks associated with
the jet. A more significant value of JVF implies that the jet comes more likely from the hard-scatter
vertex while a smaller fraction indicates the jet is more likely to be a PU jet. However, JVF is vertex
number dependent. A modified quantity, corrJVF, corrects for the number of vertices dependence
from the scale sum pT of PU tracks:

corrJVF =
∑

i pT(trki)∑
i pT(trki) +

∑
j pT(trk j )

k ·Ntrk(PU)
,

where k = 0.01. It is validated, though, that the performance is insensitive to the choice of k [137].
Another variable is RpT, defined as the scalar sum of the hard-scatter track pT in the jet over the
calibrated jet pT:

RpT =

∑
i pT(trki)
pT(jet)

.

RpT peaks at 0 for PU jets while is spread largely for hard-scatter jets. Since it uses only hard-scatter
tracks, it is insensitive to the number of PU tracks, thus provides supplementary information to
corrJVF.

A combined discriminant called jet-vertex-tagger (JVT) [137] is built as a two-dimensional corrJVF-
RpT likelihood, based on a k-nearest neighbour algorithm. k = 100 is a user-defined constant. The
algorithm looks for the nearest k neighbour points of the unlabelled query point in the two-dimensional
space and assigns the probability for the jet to be hard-scattered as the fraction of hard-scatter jets in
the k neighbours. The distance in the two-dimensional plane is defined by a Euclidean metric. The
training sample contains hard-scatter jets and PU jets with 20 GeV < pT < 50 GeV and |η | < 2.4.
Figure 3.13 shows PU fake rate versus efficiency curves for JVT, as well as corrJVF and RpT. The
JVT achieves the lowest fake rate given a certain efficiency. Its performance is driven by corrJVF in
the high efficiency region and RpT in the high rejection range. Efficiencies of 80%, 90%, 92% and
95% are achieved for fake rates of respectively 0.4%, 1%, 2% and 4%.

Jet energy scale calibration

Calibration of the jet energy scale (JES) restores the truth energy of the jet, accounting for non-
compensated calorimeter, dead material effects, energy leakage, energy deposits below thresholds, etc.
The calibration is done in several steps [138]. Firstly, a jet is forced to point back to the identified
hard-scatter vertex. Then, the contamination from PU tracks is estimated and subtracted using
ρ × A, where ρ is the PU energy density and A is the jet area in the η-φ plane. A PU residual term
depending on the number of primary vertices, NPV, and the number of bunch crossings, µ, is also
deducted. Thirdly, the energy responses (precoT /ptruthT ) in pT and η regions are corrected. The residual
dependencies on the responses from jets with different longitudinal and transverse features (most
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Figure 3.13: Fake rate vs efficiency for
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in simulated dijet events. Figure is taken
from [137].

notably between quark- and gluon-initiated jets), such as energy distribution within the jet, particle
composition and shower shape, therefore different levels of energy leakage, are also taken into account
by the global sequential calibration (GSC). It uses five variables to access the response dependence
on several sources. The fractions of deposits in the first layer of the Tile calorimeter and in the third
(last) layer of the EMC give a hint to the energy leakage. The number of tracks in the jet and their
pT-weighted width11 access the information of jet flavours. The number of muon segments in the
jet helps for high-pT jets. The last step is the in-situ calibration, applied only to data measurements.
This step accounts for the differences in the jet response stemming from the imperfect simulation of
detector material and response, approximation in the hard scattering, UE, PS simulation, inaccurate
particle-detector interaction, etc. The relative in-situ calibration (η-intercalibration) and absolute
in-situ calibrations (Z/γ+jet balance and multijet balance) are developed, and both together cover a
large kinematic phase space,
The jet energy resolution (JER) quantifies the amount of fluctuations in the measurement of a

reconstructed energy at a fixed true energy. It is measured with two in-situ techniques [139]: dijet
balance and bisector method in both data and MC events. Overall, the JER in data is well modelled by
the MC.
The systematic uncertainties are also studied thoroughly in [138]. 88 JES systematic uncertainty

terms, propagated from the individual calibrations, are associated with the final calibration. 75 in-situ
calibration related terms can be further grouped to 8 for easier and faster implementation in physics
analyses. In total, 21 sources of JES (including JER) uncertainties are used in this thesis. Figure 3.14
shows the relative size of even further categorised JES uncertainties as a function of pT at η = 0
and as a function of η at pT = 80GeV. The uncertainty is notable at low pT, reaches a minimum
value around a few hundred GeV, then rise sharply after 2 TeV. The significant uncertainties mainly
come from insufficient statistical information in in-situ calibration. The flavour composition and
response uncertainties from the assumption of a quark-gluon ratio of one-to-one have significant
contributions. This is further reduced in the analysis by using the proper fractions in tt and tW events.
The uncertainties over η are relatively flat. Slight raise presents in the forward regions and humps in
2.0 < |η | < 2.6 due to the non-closure uncertainty of the η-intercalibration.

11 The track width is defined as the pT-weighted mean of the angular distances between the jet axis and all the associated
tracks.
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Figure 3.14: Relative uncertainty in the JES of fully calibrated jets as a function of jet pT at η = 0 (a) and η at
pT = 80GeV (b). Figures are taken from [138].

3.3.6 Tagged jets

The identification of jets that stem from the hadronisation of a b quark, or b-jets, makes use of the
distinctive features of these quarks or hadrons. Usually, the b hadron carries about 70% of the original
b-quark momentum. Due to its large mass, decay products of a b hadron may have large transverse
momenta and large opening angle. Last but not least, b hadrons have a relatively long lifetime, of
the order of a picosecond, and can fly a few millimetre before they decay. Therefore, there is a high
probability to create a secondary vertex. The procedure of identifying b-jets, called b-tagging, is done
using a multivariate analysis that combines all the information.

b-tagging algorithm

Three basic algorithms are used in Run 2 [140, 141] to exploit the b-jet properties. The impact
parameter based algorithm is based on large impact parameter of tracks from the b-hadron decay. It
builds two likelihood ratios between b-jet and other flavour jets. One such ratio, IP3D, uses both
transverse and longitudinal impact parameter and their correlation, while the other one, IP2D, takes
into account only the transverse impact parameter. The secondary vertex finding algorithm searches
for a secondary vertex and checks its properties such as the invariant mass of objects associated to
it, the number of tracks, the transverse decay length, etc. The multi-vertex fit algorithm attempts to
reconstruct the full b-hadron to c-hadron decay chain using a Kalman filter technique. This approach,
when resolution allows, can resolve b- and c-hadron vertices. In total, 24 variables are derived from
the three basic algorithms and fed into a boosted decision tree algorithm (MV212). The name of
the algorithm with the pattern MV2cXY suggests that the training is done on signal b-jets against a
mixture background of about (1 − XY%) light-flavour jets and XY% c-jets13. The tagger used in the
thesis is MV2c10, which gives a good trade-off between light-jets and c-jet rejections. The efficiencies
of different jet-flavours are depicted in Fig. 3.15.

12 MV1 was used during Run 1, based on a neural network approach rather than a boosted decision tree algorithm.
13 Given that the majority of physics analyses are more limited by the c-jet rejection, the fraction of c-jets used is 7% (15%)

for MV2c10 (MV2c20).
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Working points

For harmonisation purpose and centralisation of the systematic uncertainty estimation efforts, several
b-tagging working points are provided and recommended for all ATLAS analyses. They are defined by
a single cut on the MV2c10 output (Fig. 3.15) so that a particular b-jet efficiency is satisfied. Table 3.5
summarises the efficiencies for different working points. Rejection is calculated such that one out of
this number of jets is misidentified as a b-jet. The numbers are averaged over jet pT and η. In this
thesis, 77% efficiency working point is chosen to balance b-tagging efficiency and rejection power.

Efficiency [%] Cut value Purity c-jet rejection τ-jet rejection Light-jet rejection

60 0.9349 99.0 34 184 1 538
70 0.8244 97.5 12 55 381
77 0.6459 95.2 6 22 134
85 0.1758 89.7 3.1 8.2 33

Table 3.5: Efficiency and rejections rates for each MV2c10 b-tagging algorithm working points. Rejection is
calculated such that one out of its value number of jets is misidentified as a b-jet. Values are estimated using a
simulated tt sample. Numbers are taken from [141].

3.3.7 Missing transverse momentum

The missing momentum in the transverse plane is computed to cover the undetectable particles, such
as neutrinos. It relies heavily on track and cluster measurements, as well as jet measurement, therefore
is also a measure of overall event reconstruction performance.

The x and y components of the missing transverse momentum, using calibrated hard-scatter objects,
are defined as [142]

Emiss
x,y = Emiss,e

x,y + Emiss,γ
x,y + Emiss,τ

x,y + Emiss,jets
x,y + Emiss,µ

x,y + Emiss,soft
x,y ,

where each object term is the negative vectorial sum of the momenta of the respective calibrated
objects in the event. The final term, soft term, comes from contributions of low momenta objects that
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3.3 Object reconstruction

originate from hard-scatter vertex but could not be reconstructed as any of the other identified objects.
It can be computed using low-pT tracks, resulting in a track-based soft term, or using low energy
topological clusters, resulting in a calorimeter-based soft term. As the tracker is insensitive to the PU
tracks and is able to catch particles that cannot reach the calorimeters, the track-based soft term is
preferred. In this way, Emiss

T is robust against PU effects but is sensitive to soft neutral particles.
From the x and y components, the magnitude can be calculated as

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2,

and the azimuthal angle is
φmiss

= arctan(Emiss
y /Emiss

x ).
Another important quantity is the scalar sum of transverse momenta of those objects,

∑
ET, defined as∑

ET =
∑

pe
T +

∑
pγT +

∑
pτT +

∑
pjetsT +

∑
pµT +

∑
psoftT .
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CHAPTER 4

Analysis setup

This chapter presents the setup of the analyses. Section 4.1 details the dataset delivered by the LHC
and collected by ATLAS. Simulated samples that are used to check the sensitivity of the analysis and
to understand the backgrounds are summarised in Section 4.2. To enrich the tW events in data, a
series of selections is designed and explained in Section 4.3. After the event selection, Section 4.4
documents the fake-lepton background estimation. Section 4.5 presents the performance of the full
event selection.

4.1 Collision data

The dataset used in this thesis corresponds to an integrated luminosity of 36.1 fb−1 at
√

s = 13 TeV. It
was collected by the ATLAS detector at the LHC in 2015 and 2016, operating with a bunch spacing of
25 ns and in-time PU 〈µ〉 ∼24 (see Fig. 4.1). The dataset is labelled as “good for physics” when all
ATLAS detector systems are operating properly.
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Figure 4.1: The integrated luminosity up to 2017 data taking period (a) and in-time PU condition in 2015–2016
(b). The thesis uses only 2015-2016 data. Plots are taken from ATLAS public website [104].
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4.2 Monte Carlo (MC) simulation

MC simulation includes event generation and detector simulation. The generator programs determine
which partons collide using the PDFs information, perform the hard collisions according to the ME,
generate initial- and final-state radiation (ISR/FSR), develop parton showering and hadronisation,
overlay UE and PU, choose the decay modes of each unstable particle, and compute their angles and
momenta. In addition, the detector simulation models the geometry of the detector from the beam pipe
to the end of the cavern. The simulation traces the interactions between particles and matter in the
entire detector. Millions of events are simulated to cover all interesting phase space. For data analysis,
all physical processes that are relevant are simulated, added up, and compared to real collision data.

4.2.1 Detector simulation

Geant 4 [143] is used in ATLAS to simulate the geometry and material of the subdetectors in great
detail [144]. Alternatively, two programs are also developed to accelerate the simulation speed.
FastCaloSim (Fast Calorimeter Simulation) package [145] provides a parametrised simulation of
the particle energy response and the energy distribution in the calorimeters and hence reduces the
time of calorimeter simulation. The parametrisation is based on the Geant 4 simulations of a single
photon, electron and charged pion in a fine grid of simulated particle energies and directions. The
overall simulation time is reduced by approximately one order of magnitude compared to the full
Geant 4 simulation. Fatras (Fast ATLAS TRAcking Simulation) package [146] simplifies the
geometry used in tracking and uses parametrised models for the particle-matter interaction. It achieves
a time reduction of one order of magnitude in the trackers [147]. By independently turning on and off
both programs, it ends up with four different configurations with varying degrees of accuracy and
simulation speed. Table 4.1 summarises the four strategies in ascending order of speed (descending
order of accuracy).

Strategy Nickname Description Used in the thesis?

Full Geant 4 Simulation Fullsim Detailed detector simulation 3

Fast Geant 4 Simulation — Pre-simulated showers 7

Atlfast-II Af2 FastCaloSim 3

Atlfast-IIF Af2f FastCaloSim and Fatras 7

Table 4.1: Different detector simulation strategies used in ATLAS. “Fullsim” and “Af2” are used in the thesis.

4.2.2 Signal tW channel

The nominal tW event samples [148] (DR scheme) are produced using the Powheg-Box 1 [149]
event generator with the CT10 PDF set [150] in the ME calculation. The PS, hadronisation, and UE
are simulated using Pythia 6.428 [151] with the CTEQ6L1 PDF set [152] and the corresponding
Perugia 2012 (P2012) tune [153]. The EvtGen v1.2.0 program [154] is used to simulate properties of
the bottom and charmed hadron decays and Fullsim is used for the detector simulation. PU effects are
included by overlaying collisions with the soft QCD processes from Pythia 8.186 [155] using a set of
tuned parameters called the A2 tune [156] and the MSTW2008LO PDF set [157]. The five-flavour
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scheme is used for the PDFs. The top-quark mass, mt, is set to 172.5GeV and the W → `ν branching
ratio is set to 0.108 per lepton flavour. The renormalisation and factorisation scales are set to mt.
The tW cross-section at

√
s = 13 TeV is scaled by a K-factor and set to the NLO value with NNLL

soft-gluon corrections: σtheory = 71.7 ± 1.8 (scale) ± 3.4 (PDF) pb. The first uncertainty accounts
for the renormalisation and factorisation scale variations (from 0.5 to 2 times mt), while the second
uncertainty originates from uncertainties in the MSTW2008 NLO PDF sets.
Additional tW samples are generated to estimate systematic uncertainties in the modelling of the

signal process. An alternative tW sample is generated using the DS scheme instead of DR. A tW
sample generated with MadGraph5_aMC@NLO 2.2.2 [158] (instead of the Powheg-Box) interfaced
with Herwig++ 2.7.1 [159] is used to estimate uncertainties associated with the modelling of the ME
event generator. A sample generated with Powheg-Box interfaced with Herwig++ 2.7.1 (instead of
Pythia 6.428) is used to estimate uncertainties associated with the PS, hadronisation, and UE models.
This sample is also compared with the previously mentioned MadGraph5_aMC@NLO sample to
estimate an ME event generator uncertainty with a consistent PS event generator. In both cases, the
UE-EE-5 tune [160] is used for the UE and the Af2 fast simulation is used for the detector simulation.
Finally, in order to estimate uncertainties arising from additional ISR/FSR in the tW events, a pair of
samples are generated with Powheg-Box interfaced with Pythia 6.428 using Af2 and the P2012 tune
with higher and lower radiations relative to the nominal set, together with various renormalisation
and factorisation scales. To avoid comparing two different detector response models when estimating
systematic uncertainties, another version of the nominal Powheg-Box with Pythia 6.428 sample is
also produced with Af2. The parameters such as the top-quark mass, branching ratios, cross-section,
renormalisation and factorisation scales are set to be the same as the nominal sample settings in all
these alternative samples. For all the additional samples, EvtGen v1.2.0 is used to simulate properties
of the bottom; charmed hadron decays and PU effects are simulated in the same manner as the nominal
sample. Table 4.2 summarises simulated tW samples used in the thesis.

4.2.3 Major background

The major background process comes from the top-quark pair production, tt. The nominal tt event
sample [148] is produced using the Powheg-Box 2 [161] event generator with the CT10 PDF
set [150] in the ME calculations. The PS, hadronisation, UE and PU effects are simulated using the
same setup as the tW nominal samples. Similarly, the EvtGen v1.2.0 program is used to simulate
properties of the bottom and charmed hadron decays. Fullsim is used for the detector simulation.
The parameters such as the top-quark mass, branching ratio, and cross-section are set to be the
same as well, except for the renormalisation and factorisation scales being

√
m2

t + pT(t)2. The hdamp

resummation damping factor is set to equal the mass of the top quark. The tt cross-section is set to be
σtt = 831.8 +19.8

−29.2 (scale) ± 35.1 (PDF + αS) pb as calculated with the Top++ 2.0 program to NNLO,
including soft-gluon resummation to NNLL [162]. The first uncertainty comes from the independent
variation of the factorisation and renormalisation scales, while the second one is associated with
variations in the PDF and strong interaction coupling, αS, following the PDF4LHC prescription with
the MSTW2008 68% CL NNLO, CT10 NNLO and NNPDF2.3 5f FFN PDF sets [163–166].

Additional tt samples are generated to estimate systematic uncertainties. These are used to estimate
the uncertainties associated with the ME event generator (a sample produced using Af2 fast simulation
with MadGraph5_aMC@NLO 2.2.2 interfaced with Herwig++ 2.7.1), PS and hadronisation models
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(a sample produced using Af2 with Powheg-Box interfaced with Herwig++ 2.7.1) and additional
ISR/FSR. For uncertainty estimation of the ISR/FSR, a pair of samples is produced using Fullsim
with the varied sets of P2012 parameters for higher and lower radiations, as well as with varied
renormalisation and factorisation scales. In these samples, the resummation damping factor hdamp and
scale factors are doubled in the sample for higher radiation while they are halved in the sample for
lower radiation. Table 4.3 summarises the simulated tt samples used in the thesis.

4.2.4 Other (small) backgrounds

Samples used to model the Z + jets background [169] are simulated with Sherpa 2.2.1 [170]. In
these samples, the ME is calculated for up to two partons at NLO and four partons at LO using
Comix [171] and OpenLoops [172], and merged with the Sherpa PS [173] using the ME+PS@NLO
prescription [174]. The NNPDF3.0 NNLO PDF set [175] is used in conjunction with Sherpa PS
tuning, with a generator-level cut-off on the dilepton invariant mass of m`` > 40 GeV applied. Fullsim
is used for the detector simulation. The Z + jets events are normalised using NNLO cross-sections
computed with FEWZ [176]. They are simulated in pT slices for each leptonic Z decay channel and
jet flavour (see Table 4.4).
Diboson processes with four charged leptons, three charged leptons plus one neutrino, or two

charged leptons plus two neutrinos [178] are simulated using the Sherpa 2.1.1 event generator. The
ME contains all diagrams with four electroweak vertices. NLO calculations are used for the purely
leptonic final states as well as for final states with two or four charged leptons plus one additional
parton. For other final states with up to three additional partons, the LO calculations of Comix and
OpenLoops are used. Their outputs are combined with the Sherpa PS using the ME+PS@NLO
prescription. The CT10 PDF set with dedicated PS tuning is used. Fullsim is used for the detector
simulation. The cross-sections provided by the event generator (which are already at NLO) are used for
diboson processes. A scaling of 0.91 is applied to the predicted cross-section from the Sherpa diboson
samples to account for the choice of QED coupling parameter and other electroweak parameters
chosen in the sample generation. Table 4.5 lists the generators and cross-sections used for simulated
diboson processes.

Other processes such as W + jets, `` + jets with m`` < 40 GeV are found to be negligible. Therefore
they will not be mentioned explicitly, although they are included in fake-lepton event estimates
(Section 4.4). The samples used and their corresponding cross-sections are documented in Appendix A.
Example Feynman diagrams for these processes are illustrated in Fig. 4.2.
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Figure 4.2: Example LO Feynman diagrams of small backgrounds Z + jets (a), `` + jets (b), diboson (c), W + jets
(d). `` + jets and W + jets contribute via a fake lepton.
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tW sample ME + PDF PS + PDF Tune PU +
PDF + tune

b/c
decay Detector

Nominal (DR) Powheg-Box 1

CT10

Pythia 6.428

CTEQ6L1

P2012

Pythia 8.186 +
MSTW2008LO

+ A2

EvtGen
v1.2.0

FullsimAf2 nominal (DR) Powheg-Box 1 Pythia 6.428 P2012

Af2
DS Powheg-Box 1 Pythia 6.428 P2012
ME (DR) aMC@NLO 2.2.2 Herwig++ 2.7.1 UE-EE-5
PS (DR) Powheg-Box 1 Herwig++ 2.7.1 UE-EE-5
ISR/FSR (DR) Powheg-Box 1 Pythia 6.428 P2012radHi
ISR/FSR (DR) Powheg-Box 1 Pythia 6.428 P2012radLo

Table 4.2: Summary of generators used in simulated tW events. “Nominal” sample is used as baseline while alternatives samples are used to estimate the
systematic uncertainties. More details can be found [167].

tt sample ME + PDF PS + PDF Tune PU +
PDF + tune

b/c
decay Detector

Nominal Powheg-Box 2

CT10

Pythia 6.428

CTEQ6L1

P2012

Pythia 8.186 +
MSTW2008LO

+ A2

EvtGen
v1.2.0

Fullsim
Af2 nominal Powheg-Box 2 Pythia 6.428 P2012

Af2ME aMC@NLO 2.2.2 Herwig++ 2.7.1 UE-EE-5
PS Powheg-Box 2 Herwig++ 2.7.1 UE-EE-5
ISR/FSR Powheg-Box 2 Pythia 6.428 P2012radHi FullsimISR/FSR Powheg-Box 2 Pythia 6.428 P2012radLo

Table 4.3: Summary of generators used in simulated tt events. “Nominal” sample is used as baseline while alternatives samples are used to estimate the
systematic uncertainties. More details can be found [168].
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Jet filter Z decay Cross-section [pb]
Jet pT [GeV]

0–70 70–140 140–280 280–500 500–1 000 > 1 000

Light-jet
ee 1 590 74.9 24.4 4.80
µµ 1 590 73.4 23.4 4.66
ττ 1 610 74.7 24.6 4.76

c-jet
ee 220 20.3 9.24 2.25
µµ 220 20.9 9.15 2.21
ττ 212 20.5 9.30 2.24

b-jet
ee 127 12.7 6.08 1.49
µµ 127 12.5 6.08 1.47
ττ 127 12.0 6.17 1.49

—
ee 1.76 0.145
µµ 1.74 0.144
ττ 1.76 0.145

Table 4.4: The cross-sections for Z + jets as a function of jet pT slices and lepton-jet flavours from Z decay. They
are normalised to NLO (LO for more than 2 jets) theoretical calculation. Jet flavours are simulated inclusively
when jet pT > 500GeV. Numbers are extracted from [177].

Sample Generator PDF Detector σ [pb] Comment
ZZ→ `` `(′)`(′)

Sherpa 2.2.1 CT10 Fullsim

11.7

m`` > 2 × m` + 250 MeV,
pT(`) > 5 GeV

ZW−→ `` `−ν 1.68
ZW−→ `` `−′ν 3.30
ZW+→ `` `+ν 2.33
ZW+→ `` `+′ν 4.57

ZZ (WW)→ `` (′) νν (′) 12.7
W+W−→ `+ν qq′ 23.7
W+W−→ qq′ `−ν 23.6

W+Z→ `+ν qq 11.4
W+Z→ qq′ `` 3.42

ZZ→ qq `` 2.15

Table 4.5: Generator information and the input cross-sections of the diboson processes for each decay channel.
The cross-sections are calculated at NLO (LO for more than 1 jet) and the numbers shown are before applying
the scale factor 0.91 (see text). Numbers are extracted from [179].
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4.3 Event selection

Event selection is applied to filter out the signal events, at the same time to minimise the background
contribution. Event selection is done according to the topology of the final state.1

4.3.1 Preselection

Events are triggered by a single-electron or single-muon trigger. Single-lepton triggers are designed
to select events containing a well-identified charged lepton with a high transverse momentum [121].
They require a pT of at least 20GeV (26GeV) for muons and 24GeV (26GeV) for electrons for the
2015 (2016) dataset, and also have requirements on the lepton quality and isolation. These triggers
are complemented by triggers with higher pT thresholds and relaxed isolation and identification
requirements to ensure maximum efficiency at higher lepton pT.
Events must contain exactly one electron and one muon with opposite charges to minimise the

Z + jets contamination. The electron is required to be in the |η | < 2.47 region, with the exclusion of the
transition region between the barrel and endcap of the EMC (1.37 < |η | < 1.52). It is required to have
a transverse momentum of pT > 27 GeV to suppress fake electrons from the jets. The electron must
pass the Tight criterion for the identification and Gradient for the isolation. Electron tracks are also
required to be consistent with the beam spot, requiring the impact parameter to satisfy |d0 |/σd0

< 5
and |∆z0 sin θ | < 0.5 mm, with σd0

being the uncertainty in d0, ∆z0 being the longitudinal distance
from the primary vertex along the beam pipe, and θ being the angle of the track to the beam pipe.
The muon must have pT > 27 GeV as well as |η | < 2.5. The muon candidate must pass the Medium
criterion for the identification and Gradient for the isolation. For muons tracks the impact parameter
is required to satisfy |d0 |/σd0

< 3 and |∆z0 sin θ | < 0.5 mm, tighter than those for electrons. Events
with a third charged lepton with pT > 20 GeV are rejected. At least one of the selected electrons
(muons) must be matched within a ∆R cone of size 0.07 (0.1) to the electron (muon) selected online
by the corresponding trigger.

A track-based Emiss
T is required to have Emiss

T > 20 GeV to count for neutrinos.

4.3.2 Jet and tag selection

Events must contain at least one interaction vertex and at least one jet. The jet must have pT > 25 GeV
and |η | < 2.5. The JVT has to be larger than 0.59 for the jets with pT < 50 GeV and |η | < 2.4, to
suppress PU jets with a 92% efficiency and a 2% mistagging rate. Events are required to contain
at least one b-jet with the 77% working point to have a fair balance between tagging efficiency and
background jet rejection. At LO, the signal process results in a final state with one b-jet arising from
the top-quark decay, and no additional jets, while the tt process results in two b-jets from the top-quark
decays. However, events with additional jets are also studied since the UE, higher order QCD, and
other effects may produce an additional jet in signal events. Therefore, up to two jets are required, and
the sample of selected events is further divided into regions based on the jet and b-jet multiplicities.

1 It is similar to the selection used in [180]
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4.3.3 Overlap removal

To avoid cases where a single physical object is reconstructed as two separate final-state objects, the
overlap removal is implemented. It works as follows. First, identified muons that deposit energy
in the calorimeter and share a track with an electron are removed, followed by the removal of any
remaining electrons sharing a track with a muon. This step is designed to avoid cases where a muon
mimics an electron through radiation of a hard photon. Next, the jet closest to each electron within an

angular distance of ∆Ry ≡
√
(∆y)2 + (∆φ)2 = 0.2 is removed to reduce the number of electrons being

reconstructed as jets. Electrons with a distance ∆Ry < 0.4 from any of the remaining jets are removed
to reduce backgrounds from non-prompt, non-isolated electrons originating from heavy-flavour hadron
decays. Jets with fewer than three tracks and distance ∆Ry < 0.2 from a muon are then removed to
reduce the number of jet fakes from muons depositing energy in the calorimeters. Finally, muons
with a distance ∆Ry < 0.4 from any of the surviving jets are removed to avoid contamination due to
non-prompt muons from heavy-flavour hadron decays.

4.3.4 Cut flow

The resulting numbers of events after the event selection of each step are displayed in Fig. 4.3. It
depicts the yields of real data and each simulated process, as well as the sum of all simulations,
with event weight correction. The initial simulation events do not necessarily match the initial data
as unrelated processes are not included in the simulation and therefore trigger efficiencies can be
different. When requiring two opposite charged leptons though, data and MC events reach the same
level. Opposite lepton-flavour requirement helps to suppress the Z + jets and W + jets background.
Emiss
T further reduces the Z + jets background without losing too much signal. After the jet and tag

selections, the number of simulated events matches quite well to the number of data events.
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-1 = 13 TeV, 36.1 fbs

Figure 4.3: Measured and expected event yields in log-scale after each requirement. Data are shown in black
dots and the sum of all simulated samples is shown as the dashed blue line. Fake lepton events are not included.
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4.4 Fake-lepton estimation

In simulated events, information recorded by the event generator is used to identify events in which
any selected lepton does not originate from the hard-scatter process. These non-prompt or fake leptons
arise from processes such as the decay of a heavy-flavour hadron, photon conversion, or hadron
misidentification, and are identified when the electron or muon does not originate from the decay of a
W or Z boson (or a τ lepton itself originating from a W or Z). Events with a selected lepton which is
non-prompt or fake are labelled as fake (from tW or other sources), and are treated as a contribution to
the background. Events with a fake lepton are estimated from tW , tt, Z + jets, W + jets, diboson, and
`` + jets with m`` < 40 GeV MC samples.2 The contribution of each process to the events with a fake
lepton are given in Fig. 4.4.
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Figure 4.4: Relative contributions to the events with a fake lepton from each process in the 1j1b (a), 2j1b (b),
2j2b (c) regions. No uncertainties are included.

4.5 Selection performance

4.5.1 Analysis regions and event yields

Two signal regions are defined by the presence of exactly one b-jet and either zero (denoted 1j1b) or
one (denoted 2j1b) additional jets. A tt-enriched control region is defined by the presence of exactly
two jets, which are both b-tagged (denoted 2j2b). This control region is used to constrain the tt
background normalisation. These three regions—1j1b, 2j1b and 2j2b—are called fit regions, as
they will be used in the simultaneous fit for the inclusive cross-section measurement (see Chapter 6).
The 1j1b is further used to measure the differential cross-sections (see Chapter 7). Two additional
regions, in which events are required to contain one (denoted 1j0b) or two (denoted 2j0b) jets without
b-jets, are used to validate the simulation. A schematic view of the regions definition can be found in
Fig. 4.5(a). The event yields for signal and backgrounds with their total systematic uncertainties (see
Chapter 6) and the number of observed events in data are shown in Fig. 4.5(b).

2 Most people argue that this has to be done using a data-driven estimate. For this analysis, due to its small contribution, an
estimating from the simulation is sufficient.
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Figure 4.5: A schematic view of different regions (a) and event yields in each region (b). The signal and
backgrounds are normalised to their theoretical predictions, and the error bands represent the total systematic
uncertainties.

As expected, the 1j1b region has the highest signal purity (signal over background ratio), followed
by 2j1b. The 2j2b region contains more than 96% tt events. tt is also the dominant background
in both signal regions. Additional background sources include the Z + jets process, mostly from Z
→ ττ where one τ decays to an e and the other to a µ, and the diboson process, where both bosons
(W) decay leptonically. These processes contribute to around 1% of the total background in the three
regions together.

4.5.2 Control plots

Distributions of kinematic variables reveal underlying physics that might not be visible in the yields.
Separation of signal and background in shape helps to determine the number of signal events in data
more precisely. The shapes are also crucial to verify the theoretical models and the detector simulation.

Figures 4.6 to 4.8 present kinematic distributions of the final objects, and of some variables that use
multiple objects, for each region. Good agreement between data and the MC predictions can be seen.
Shape disagreements in some variables are covered by the total systematic uncertainties.
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Figure 4.6: Comparison of data and MC predictions of some kinematic variables in the 1j1b region. Signal and
backgrounds are normalised to their theoretical predictions, and the error bands represent the total systematic
uncertainties used in the thesis. The first and last bins of each distribution include underflow and overflow
events, respectively. The upper panels give the yields in the number of events per bin, while the lower panels
give the ratios of the numbers of observed events to the total prediction in each bin.
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Figure 4.7: Comparison of data and MC predictions of some kinematic variables in the 2j1b region. Signal and
backgrounds are normalised to their theoretical predictions, and the error bands represent the total systematic
uncertainties used in the thesis. The first and last bins of each distribution include underflow and overflow
events, respectively. The upper panels give the yields in the number of events per bin, while the lower panels
give the ratios of the numbers of observed events to the total prediction in each bin.
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Figure 4.8: Comparison of data and MC predictions of some kinematic variables in the 2j2b region. Signal and
backgrounds are normalised to their theoretical predictions, and the error bands represent the total systematic
uncertainties used in the thesis. The first and last bins of each distribution include underflow and overflow
events, respectively. The upper panels give the yields in the number of events per bin, while the lower panels
give the ratios of the numbers of observed events to the total prediction in each bin.
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CHAPTER 5

Multivariate analysis

After the event selection, the background consists primarily of tt events (see Fig. 4.5(b)). The
similarity of signal and background event topologies excludes the possibility of extracting signal
yields using a single observable, nor from a cut and count analysis. Therefore, a model that combines
several observables into one powerful discriminant is necessary. This chapter explores the use of the
multivariate analysis to separate signal from vast backgrounds. Section 5.1 briefly introduces the
boosted decision trees technique. Then its application in the analysis is presented in Section 5.2.

5.1 Boosted decision trees technique

The boosted decision trees (BDTs) [181] uses the decision trees idea and ensembles them by a boosting
algorithm [182].

5.1.1 Decision tree

A decision tree is a tree-like structure, where a predictive rule is represented in each path from the
root to a leaf, to predict the value of a target variable, based on multiple input variables. A binary tree
is sufficient, since any multi-way tree could degenerate to a binary tree without losing information.
An upside down view of a decision tree is shown in Fig. 5.1. The root node or each internal node
represents a condition that contains a single variable at a time. Two branches that connect down to the
node represent the pass and fail of that condition. A stop node, also known as a leaf node, together
with conjunct branches and internal nodes back to the root node, define a predictive rule. A decision
tree can be used for either classification or regression. In the classification trees, the target are discrete
values and leaves represent class labels (Signal or Background) depending on the majority of training
events that end up in the node. In the regression trees, the target takes continuous real values and
leaves represent prediction score estimated by a pre-defined regression function.

5.1.2 Training a decision tree

Training a decision tree is a procedure that each node learns the splitting criteria from a collection
of training events with known targets (so-called training sample). Starting with the root node, a
split is determined by looking for a variable and a corresponding cut value that provide the best
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Figure 5.1: Schematic view of an upside down decision tree. Starting from root node indicated by the circle
on the top, a sequence of binary splits using the discriminating variables xi, j,k,... is applied to the data. The
variable used at a node gives the best separation between signal and background when being cut on the value c,
which is also optimised. The same variable may be used at several nodes. The leaf nodes at the end of the tree
either produce the label “S” for signal or “B” for background in a classification tree, or return a real value as a
score in a regression tree; both pieces of information are labelled on the leaf nodes. The higher opacity of a
node indicates a higher number of events remained in that node.

signal-background separation for the training sample. The split leads to two subsets of the training
events. Each subset goes through the same algorithm to determine the next splitting criterion. The
procedure is repeated at each node until one of the stopping criteria is fulfilled. The stopping criteria
can be related to the minimum number of events in leaf nodes, the minimum percentage of events in
leaf nodes, the maximum number of layers, etc.
The splitting criterion can be configured using a variety of indices, and they are found to have no

significant difference. The Gini index is used in the thesis. At each node, the Gini index is defined as

G =
∑
i∈S,B

wi · p · (1 − p),

where wi is the event weight of event i, and p is the probability to find a signal event in the total events
in this node:

p =
∑

s∈S ws∑
i∈S,B wi

.

Small G indicates imbalance of signal and background contributions, and thus is preferred.

5.1.3 Boosting

Boosting is an ensemble technique that combines sequentially trained decision trees (each tree is
called a learner). Early learners fit a simple model to the training sample and identify the events that
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5.1 Boosted decision trees technique

are hard to fit the model. Later learners focus primarily on those examples and try to get them right.
The boosting of a decision tree [182] creates a tree iteratively and combines them to a forest. Each tree
generates an output f (®x) associated with a weight W , which is related to the accuracy. The ensemble
response is the weighted sum of the single tree output:

ŷ(®x) =
∑
t

Wt · ft (®x),

where t runs over all trees. Boosting stabilises the decision trees response concerning fluctuations in
the training sample, as well as enhancing the performance of prediction to a single tree.
Different techniques vary in how to improve the early learners with the failed events. One idea

is to increase the importance of those events, so that the later learners pay more attention to them.
This method is known as adaptive boosting [183]. Another idea is to reformulate the problem as a
minimisation of a loss function, given by the inaccuracy of the prediction to the truth. Then it can be
generalised by using other loss functions. This method is known as gradient boosting [184].

Gradient boosting

The performance of the prediction of an imperfect decision tree ft (®x) is improved by adding a
correction,

ft+1(®x) = ft (®x) + βtht (®x;αt ),
such that ft+1(®x) is closer to the truth y(®x). Here, ht (®x;αt ) is a function of the inputs ®x and unknown
parameters αt , while βt is another parameter of the model that needs to be determined. A loss function
L( ft+1(®x); y(®x)) that measures the deviation of the prediction and the true value is minimised:

(βt ;αt ) = arg min
βt,αt

∑
data points

L( ft (®x) + βtht (®x;αt ); y(®x)).

The above equation is hard to solve if ht (®x) is unknown. However, if one takes a step back and
considers the following minimisation problem:

ft+1(®x) = arg min
ft+1( ®x)

∑
events

L( ft+1(®x); y(®x)),

it formally fits the gradient descent algorithm,1 and can be given in the closed-form solution,

ft+1(®x) = ft (®x) − γ
∂L( f (®x); y(®x))

∂ f (®x)

����
f ( ®x)= ft ( ®x)

,

where γ is the step size of the iteration. Comparing the two iterative formulas above, one gets

βt = γ,

ht (®x;αt ) = −
∂L( f (®x); y(®x))

∂ f (®x)

����
f ( ®x)= ft ( ®x)

.

1 It is worth pointing out that the gradient descent algorithm is usually performed in parameter space, whereas f (®x) is a
function. However, for this particular case, the algorithm still works (see the discussion in [184]).
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Chapter 5 Multivariate analysis

βt is renamed as shrinkage in gradient boosting and it tunes the learning speed of the algorithm. A
small shrinkage demands more trees to be grown but it can significantly improve the robustness and
accuracy of the prediction in challenging settings. The boosting procedure is repeated until the number
of trees reaches the designed value. The final prediction of the BDT is the averaged output from all
decision trees.
Different types of loss functions can be chosen, for instance, the absolute loss function, L( f ; y) =
| f − y |, or the squared loss function, L( f ; y) = 1

2 ( f − y)2. To maintain the high efficiency of squared
loss function while benefitting from the robustness of absolute loss for the outliers, the Huber loss
function [185] is defined in the following way:

Lδ( f ; y) =
{

1
2 ( f − y)2 | f − y | ≤ δ,
δ | f − y | − 1

2δ
2 | f − y | > δ,

where δ is a parameter to tune the transition boundary and the coefficients are chosen such that the
function is continuous. It is suitable for the regression problem. For classification problems, however,
the logistic loss function below is more capable [186]:

L( f ; y) = ln(1 + e−2 f ·y).

5.1.4 Bagging

Bootstrap aggregating, also called bagging, is a resampling technique where a model is repeatedly
trained using resampled training events such that the combined model represents an average of the
individual models. Resampling with replacement from the training data could represent the population
and suppress noise. It effectively improves the performance and stabilises the response. Technically,
resampling is achieved by applying a random mean-one Poisson weight to each training event.

5.1.5 Figure of merit

To verify how well a model performs, one can inspect the signal efficiency, the fraction of correctly
identified signal events, and the background rejection, the fraction of correctly rejected background
events, given a threshold of the predicted value. The efficiency and rejection quantities are combined
in the receiver operating characteristic (ROC) curve, which is a common figure of merit. Various
interpretations of the ROC curve are available, one of which is the area under the ROC curve (AUC).
Larger AUC translates to better performance of the model as it keeps higher background rejection
while maintaining higher signal efficiency.

5.1.6 Overtraining and undertraining

A critical aspect in the BDT, or in general in any multivariate analysis technique, is how to avoid
overtraining/overfitting. An overtraining occurs when the model contains more parameters than the
ones that can be determined by the data. An overtrained model is too dependent on the training
data and does not generalise well to unseen data. In order to avoid this, a statistically independent
dataset, the test sample is prepared. Overtraining can be recognised and its impact can be measured
by comparing the relative performance of training and test samples.
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On the contrary, undertraining/underfitting happens when a model cannot identify properties that
are owned by the data. This can also be measured with the test sample. Increasing the complexity
of the model, such as increasing the number of nodes or the number of trees, gives more chance to
capture the underlying structure of the data.

5.2 Application of BDT

In this thesis, the BDT, provided by the TMVA package [187] using the gradient boosting algorithm,
is implemented to solve the classification problem. Separate BDTs are constructed for the signal
regions (1j1b, 2j1b) and the control region (2j2b). MC simulated tW nominal and DS samples are
used as a signal sample to increase its statistics, and the tt nominal sample is used as a background
sample (see Tables 4.2 to 4.3). Other backgrounds are not included in the training due to their low
number of events. The three individual samples are randomly split to half-half. One half is used as a
training sample while the other as a test sample. The input list of variables is optimised, followed by
the hyperparameter optimisation of the BDT models. The optimisations are done iteratively until a
convergence is reached.

5.2.1 Variables selection

Variables used in the BDT are chosen to maximise the signal to background separation power of the
BDT response. The separation power S of a variable x is defined by

S =
1
2

∫ (Ys(x) − Yb(x))2
(Ys(x) + Yb(x))

dx,

where Ys(x) and Yb(x) are the signal and background probability distribution functions of variable x,
respectively.

A few hundreds of variables are constructed from combinations of final objects: for a set of objects
o1 . . . on,

• pT(o1. . . on) is the vector sum of transverse momenta;
• HT(o1. . . on) is the scalar sum of transverse momenta of the visible objects;
• σ(pT)(o1. . . on) is the ratio of pT(o1. . . on) to

√
HT(o1 . . . on) +

∑
ET with a unit of

√
GeV;

• m(o1. . . on) is the invariant mass of the system;
• mT(o1. . . on) is the transverse mass of the system;
• E/m(o1. . . on) is the ratio of the total energy to the invariant mass;
• C(o1. . . on), the centrality, is the ratio of HT to ΣET.

For two systems of objects s1 and s2 (using a comma in between):
• ∆R(s1, s2) is the angular distance;
• ∆pT(s1, s2) is the pT difference;
• ∆φ(s1, s2) is the φ difference.

The selection of the variables for the BDT training is done as follows:
1. Rank the variables by descending separation power S.
2. Keep only one variable with the highest S if several variables are highly correlated (linear

correlation above 70%). An exception is accepted when the correlation shows a large difference
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(> 10%) between signal and background samples. After this step, the number of variables are
largely reduced to a few dozen in each region.

3. Append variables one by one from the top of the list and repeat training. If the S of the newly
trained BDT response increases more than 5% (10%) compared with previous response, or it
exceeds more than 1% (2%) of the maximum S ever emerged in the 1j (2j) region, the new
variable is kept.

4. Finalise the collection with fewer variables if different collections give similar S (difference
smaller than 1%).

5.2.2 Hyperparameters optimisation

After the variable selection, a set of BDT parameters are optimised in a sequential procedure. These
parameters include:

• NTrees, the number of trees used in the boosting;
• Shrinkage, the learning rate in the boosting;
• MaxDepth, the maximal layers of a decision tree;
• nCuts, the number of grid points in the variable range scanned when finding the optimal cut in
the node splitting;

• MinNodeSize, the minimum percentage of training events in a leaf node;
• BaggedSampleFraction, relative size of bagged event sample to the original size of the training
sample.

A certain range is scanned for each of the hyperparameters, and the S of the training response
is examined. The value that gives the highest S is kept. An accepted value should also pass
the overtraining check, which is done by computing the Kolmogorov–Smirnov (KS) [188, 189]
probabilities for the training and test distributions. High KS probabilities suggest that two distributions
share the similar underlying distributions, while low values imply that they differ. Both the signal KS
and background KS probabilities are required to be higher than 10% to avoid overtraining.
After the optimisation of the hyperparameters, the variables might not be the optimal any longer.

Therefore, variable optimisation and hyperparameters optimisation are iteratively reprocessed until
the result does not change.

5.2.3 BDT performance

The final hyperparameter values used are summarised in Table 5.1. NTrees are tested from 20 to
400. Due to its larger signal portion (∼18 %), the 1j1b region uses higher number of trees to capture
the characteristics encoded in the input variables. As the signal sample has only 3% of its events
in the 2j2b region, fewer trees are ensembled to reduce the risk of overtraining. TheMinNodeSize,
together with the BaggedSampleFraction, gives a minimum of 22 events per leaf node in the extreme
case2, which is statistically sufficient. Shrinkages are found to be small (< 0.3) such that they provide
good performance in general [187]. Varying nCuts values do not noticeably modify the performance;
therefore, smaller values are preferred to reduce the computing. MaxDepth is scanned among 2, 3 and
4; such small trees tend to not easily be overtrained and thus no further regularisation techniques, for
instance pruning, are needed.
2 About 7 500 tW events in the 2j2b region before applying event weights multiplies the MinNodeSize and the Bagged-
SampleFraction.
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Region NTrees MinNodeSize
[%]

BaggedSample
Fraction Shrinkage nCuts MaxDepth No. of

variables

Range 20–400 0.5–10 0.05–1 0.01–0.2 5–100 {2,3,4}
Step 20 0.5 0.05 0.01 5 —

1j1b 300 0.5 0.40 0.03 20 4 14
2j1b 280 2.0 0.15 0.14 5 3 11
2j2b 100 0.5 0.60 0.19 5 4 11

Table 5.1: The final settings of the hyperparameters of the BDTs in different regions. Initial ranges and scanning
steps are also included.

Variable lists

The selected variable lists for each region are presented in Table 5.2. They are ranked by their
separation power. In the 1j1b region, the combination of `1, `2, j1, and Emiss

T reveals significant
separations, appearing till the seventh variable (except for the third one). The most powerful variable
is pT(`1`2 j1Emiss

T ), which is expected to be zero for tW events but non-zero for tt events due to the
second/missing jet. In the two-jet regions, the sub-leading jet j2 in tW is either from loop contributions
or PU; therefore, it is softer compared with the one from a top-quark decay in tt. Due to the distinctive
feature, j2 shows up in all variables in both two-jet regions. Moreover, at least one of m(`1 j2) and
m(`2 j2) in tt events has a constraint due to the top-quark mass if the lepton-jet pair comes from the
same top-quark decay, while such a constraint does not persist in tW events. The W from tt also has
a top-quark mass threshold, resulting in a softer lepton production. This information is encoded in
∆pT(`1`2, j2), which is kept in both regions.
The MC modelling of the variables used in the BDTs and their correlations are carefully checked

to avoid any poorly described variables. Figure 5.3 shows the two most important variables in each
region. The rest of the variables are attached in Appendix B. The MC modelling is compatible with
data, increasing the confidence in the BDT training results.

Variable correlations

Figure 5.2 shows the correlation of each variable pair in signal (left) or background (right) sample.
Bin numbers correspond to the the rank of the variables, which can be read off in Table 5.2, and which,
in the following discussions, are denoted by underlined numbers in the parentheses.

High correlations persist among the same type of variables. For example, in the 1j1b region, pT (1,
9) are highly correlated, as are ∆pT (2, 4, 11) and m (8, 13, 14).

∑
ET (3) has high correlations with

pT variables such as (1, 9). In the 2j1b region, (2, 4, 11), (3, 7), and (5, 6, 9) are highly correlated
among each set, as they represent ∆R, m, and pT collections, respectively.

∑
ET (10) again shows

large correlation with pT (5, 6, 9). In the 2j2b region, four mass variables (1, 5, 9, 10) are highly
correlated.

Variables calculated using the same objects also show a certain degree of correlation. For instance,
a high correlation between (12, 14) in the 1j1b region comes from the fact that they are constructed
by l1 and j1. The same argument holds for (3, 11) in the 2j1b region where both variables are derived
from l1 and j2; or for (8, 10) in the 2j2b region.
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1j1b S Figure
R Variable [10−2] reference

1 pT(`1`2 j1Emiss
T ) 4.8 Fig. 5.3(a)

2 ∆pT(`1`2, j1Emiss
T ) 2.8 Fig. 5.3(b)

3
∑

ET 2.8 Fig. 4.6(e)
4 ∆pT(`1`2 j1, E

miss
T ) 2.7 Fig. 4.6(f)

5 ∆φ(`1`2 j1, E
miss
T ) 1.7 Fig. B.1(a)

6 ∆R(`1`2, j1Emiss
T ) 1.6 Fig. B.1(b)

7 η(`1`2 j1Emiss
T ) 1.4 Fig. B.1(c)

8 m(`2 j1Emiss
T ) 1.2 Fig. B.1(d)

9 pT(`1 j1Emiss
T ) 1.2 Fig. B.1(e)

10 C(`1`2) 1.1 Fig. B.1(f)
11 ∆pT(`1`2, E

miss
T ) 1.0 Fig. B.2(a)

12 ∆R(`1, j1) 0.6 Fig. B.2(b)
13 m( j1) 0.5 Fig. B.2(c)
14 m(`1 j1) 0.1 Fig. B.2(d)

BDT response 8.6 Fig. 5.6(a)

2j1b S Figure
R Variable [10−2] reference

1 ∆pT(`1`2, j2) 1.9 Fig. 5.3(c)
2 ∆R(`1`2, j1 j2Emiss

T ) 1.7 Fig. 5.3(d)
3 m(`1 j2) 1.4 Fig. B.3(a)
4 ∆R(`1`2, j1 j2) 1.3 Fig. B.3(b)
5 pT( j2) 1.0 Fig. 4.7(d)
6 pT( j1 j2) 0.9 Fig. B.3(c)
7 m(`1 j1 j2) 0.9 Fig. B.3(d)
8 σ(pT)(`1`2 j1 j2Emiss

T ) 0.9 Fig. B.3(e)
9 pT(`2 j1 j2Emiss

T ) 0.8 Fig. B.3(f)
10

∑
ET( j2Emiss

T ) 0.6 Fig. B.3(g)
11 ∆R(`1, j2) 0.5 Fig. B.3(h)

BDT response 7.3 Fig. 5.6(b)

2j2b S Figure
R Variable [10−2] reference

1 m(`1 j2) 4.0 Fig. 5.3(e)
2 ∆pT(`1`2, j2) 3.4 Fig. 5.3(f)
3 pT( j2) 2.9 Fig. B.4(a)
4 pT( j1 j2) 2.9 Fig. B.4(b)
5 m(`1`2 j1 j2) 2.4 Fig. 4.8(d)
6 ∆R(`1`2, j1 j2) 2.2 Fig. B.4(c)
7 pT(`2 j1 j2Emiss

T ) 1.2 Fig. B.4(d)
8 ∆R(`2, j2) 1.1 Fig. B.4(e)
9 m(`2 j2Emiss

T ) 0.8 Fig. B.4(f)
10 m(`2 j2) 0.7 Fig. B.4(g)
11 E/m(`1`2 j1 j2) 0.6 Fig. B.4(h)

BDT response 16.2 Fig. 5.6(c)

Table 5.2: The variables used in the 1j1b region (top), in the 2j1b region (bottom left), and in the 2j2b region
(bottom right), and their rank R, separation power S, and figure reference. The variables are derived from the
four-momenta of the leading lepton (`1), sub-leading lepton (`2), the leading jet ( j1), sub-leading jet ( j2), and
Emiss
T . The last row gives the separation power of the BDT response.
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Figure 5.2: Correlation matrices of BDT input variables in the tW sample (left column), and in the tt sample
(right column) for the three regions. Numbers are shown in percent. Numerical variable label stands for the R
of the variable, which can be read off from Table 5.2.
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Chapter 5 Multivariate analysis

In the 2j1b and 2j2b regions, the information of l1 and j1 (especially their pT) plays an important
role. Although the pT variables of the single object are removed by the linear correlation criteria, the
information is preserved in the combination of other variables. In the 2j1b region, for instance, (5,
6) give an access to the pT( j1) information while (9) is complementary to pT(l1) (as it is built from
all other objects). From the correlation matrices in the 2j1b region (Figs. 5.2(c) to 5.2(d)), the tW
BDT response correlates differently with (5, 6) than that of tt sample. The difference also appears
with (9): it has 42% correlation in tW sample with BDT response, while 21% in tt sample. Similar
phenomena emerge in the 2j2b region. pT( j1) is accessed via (3, 4), while (7) is the complement
of pT(l1). Information of l1 and j1 is not only presented in the above variables but also in the rest of
variables. This can be seen from their correlation with the BDT response, e.g. in the tW samples.
In the 2j1b region, the BDT response shows quite low correlation with (5, 10) (Fig. 5.2(c)), which
contain neither l1 nor j1, while the rest have much stronger correlations. In the 2j2b region, the BDT
response shows similar behaviour such as with (3) in tW sample (Fig. 5.2(e)). Different correlations
in tW and tt samples help BDTs to better separate them.

BDT response

The ROC curves of each region are given in Fig. 5.4 and the AUC values are around 0.65 to 0.73 in
different regions. The substantially larger values of AUC in the 2j2b are due to the characteristic of
the j2 as just mentioned,3 which is also reflected by the separation power S of the BDT response in
Table 5.2.

Overtraining is checked in Fig. 5.5. KS test probabilities are printed on the plots, which are required
to be larger than 10% as aforementioned. Signal tW is shifted to large values of the BDT response,
while background tt tends to sit on the other side. The shapes of test samples are close to the training
shapes, implying no obvious overtraining. The stacked BDT responses are illustrated in Fig. 5.6, with
the same range and binning as the one used in the final fit (Section 6.4). Overall, the prediction agrees
very well with data, and the discrepancy is covered by the systematic uncertainties.

3 The additional b-jet requirement enhances the separable behaviour in that phase space, although the tagging information
is not directly used in the BDT.
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Figure 5.3: Top two BDT input variables used in the 1j1b region (top row), 2j1b region (middle row) and
2j2b region (bottom row). Signal and backgrounds are normalised to their theoretical predictions, and the error
bands represent the total systematic uncertainties used in the thesis. The first and last bins of each distribution
include underflow and overflow events, respectively. The upper panel gives the yields in the number of events
per bin, while the lower panel gives the ratios of the numbers of observed events to the total prediction in each
bin. The sub-caption gives the rank R defined in Table 5.2.
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test shapes. All the shapes are normalised to
the unit. A KS test is performed on each pair
of training and test shapes.
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Figure 5.6: Comparison of data and predic-
tions for the BDT response in all regions.
Signal and backgrounds are normalised to
their theoretical predictions, and the error
bands represent the total systematic uncer-
tainties used in the thesis. The first and last
bins of each distribution include underflow
and overflow events, respectively. The upper
panels give the yields in the number of events
per bin, while the lower panels give the ratios
of the numbers of observed events to the total
prediction in each bin.
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CHAPTER 6

Uncertainty estimation and statistical analysis

This chapter describes the uncertainty estimation of the measurement and the statistical analysis.
Section 6.1 introduces some basic ideas on the measurement errors. The maximum likelihood method
is used to extract signal yields, which is introduced in Section 6.2. Section 6.3 details sources of
uncertainty used in the analysis while Section 6.4 presents the results of the inclusive cross-section
measurement.

6.1 General concepts

Measurements are accompanied by uncertainties, or errors, which indicate the accuracy of measure-
ments. The uncertainties are conventionally divided into statistical and systematic uncertainties.
Statistical uncertainty describes the stochastic fluctuations of a finite sample size used in the

measurement. They are uncorrelated among independent samples. Enlarging the sample size will
reduce the statistical uncertainty.
Systematic uncertainty stems from implicit or explicit assumptions/approximations in the meas-

urement, or from the theoretical models. It includes contributions from many different sources.
Each source of uncertainty is correlated among independent samples if these samples share the
same assumption, or if they are generated by the same model. They come along with each step of
the measurement and propagate downstream. The propagation must satisfy the following coverage
probability:

P(ŷ − σy < y < ŷ + σy) = P(x̂ − σx < x < x̂ + σx).
ŷ and σy denote the final measured observation and its standard deviation, respectively; x̂ and σx

denote the source quantity and its standard deviation, respectively.
If the outcome of the measurement is a continuous distribution, the uncertainties can be split into

two components: the rate uncertainty that is an error of the total number of events, and the shape
uncertainty that distorts the distribution.

6.2 Maximum likelihood method

The goal of the measurement is to extract the signal cross-section from the observed events. The task
can be encoded into a statistical model where the signal cross-section is represented by a parameter. A
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Chapter 6 Uncertainty estimation and statistical analysis

maximum likelihood fit of the model to data is used to obtain the parameter estimate.

6.2.1 Multi-region and multi-bin likelihood function

Binned likelihood model

Consider the Poisson distribution that describes event yields n in an experiment given the true unknown
yields, λ:

P(n|λ) = λn e−λ

n!
,

If an observable x follows a distribution f (x), the likelihood of the parameter λ can be expressed as

L(λ) = P(n|λ)
n∏

event
f (x).

When several disjoint regions are available, such as multiple signal and control regions, the likelihood
is the multiplication of the likelihood in each region,

L(λr ) =
∏

r ∈regions

[
P(nr |λr )

n∏
event

f (x)
]
.

The probability density function f (x) is usually represented by histograms where the observable x is
binned to discrete values. The event yields in each bin of each region are Poisson distributed, making
the likelihood a product of multiple Poisson distributions. Regions and bins are commutable and are
treated uniformly. This is sometimes referred to as the binned likelihood:

L(λr,b) =
∏

r ∈regions

∏
b∈bins

P(nr,b |λr,b).

nr,b is the observed event yields in region r bin b. λr,b is the expectation in that region and bin, and
can be factorised as λr,b = µλ

pred.
sig + λ

pred.
bkg . Here λpred.sig and λpred.bkg denote the predictions for signal and

background yields from the simulation, respectively; µ = σ/σSM is the scale factor on the signal
cross-section to be determined with respect to the SM prediction σSM, called the signal strength. The
measurement of the signal cross-section is translated to a measure of µ.

Parameter estimation and its error

The values of parameters that maximise the likelihood function are the maximum likelihood estimates,
denoted with a hat (ˆ) on top of the parameter. The natural logarithm of the likelihood function
(sometimes multiplied with a non-unit constant factor), known as the log-likelihood function, is more
popular in practice as it converts the multiplication into a summation: (expressed in terms of µ)

lnL(µ) =
∑

r ∈regions

∑
b∈bins

lnP(nr,b |µλpred.sig + λ
pred.
bkg ).

Since the logarithm is a monotonic transformation, the argument that maximises the likelihood
also maximises the log-likelihood function. With a negative sign, the whole problem becomes a
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6.2 Maximum likelihood method

minimisation problem, which can make use of various minimisation software programs. Moreover,
the negative sign makes it an up-opening shape, emphasising that it is a likelihood not a probability
density function.

The estimate µ̂ can be solved via
∂ lnL(µ)

∂µ

����
µ=µ̂

= 0.

To access to its uncertainty, one can expand the log-likelihood to a Taylor series around µ̂, and
ignore higher than second order terms:

lnL(µ) = lnL(µ̂) + ∂ lnL(µ)
∂µ

����
µ=µ̂

(µ − µ̂) + 1
2
∂2 lnL(µ)

∂µ2

�����
µ=µ̂

(µ − µ̂)2 + ...

' lnL(µ̂) + 1
2
∂2 lnL(µ)

∂µ2

�����
µ=µ̂

(µ − µ̂)2.

The first-derivative term is also eliminated due to the definition of µ̂. Therefore,

L(µ) = L(µ̂) · exp


1
2
∂2 lnL(µ)

∂µ2

�����
µ=µ̂

(µ − µ̂)2
 .

Since a likelihood is asymptotically Gaussian distributed, the uncertainty of the estimates σ can be
extracted from

1
σ2 =

∂2L(µ)
∂µ2

�����
µ=µ̂

.

Thus1,
lnL(µ̂ ± Zσ) ' lnL(µ̂) + 1

2
Z2.

Let Z = 1; σ is then accessed by shifting the maximum log-likelihood value down by one half and the
intersections correspond to µ̂ ± σ.

6.2.2 Incorporating systematic uncertainties

Generalised statistical model

Information from systematic estimation adds constraint terms to the likelihood function:

L(µ, ®θ) =
∏

r ∈regions

∏
b∈bins

P(nr,b |λr,b(µ̂, ®̂θ)) ·
∏

s∈systematics
G(θ̂s |θs).

The signal strength µ is called the parameter of interest (POI), and sometimes can be many. θs that
parametrised the systematic effect from the source s is called the nuisance parameter (NP), and ®θ is
the assembly of all NPs. ®θ also alter the Poisson expectation λr,b(µ̂, ®̂θ) and need to be determined but
1 The conclusion is in fact stronger. The 68.3% central confidence interval for a non-Gaussian shaped likelihood can be
constructed in the same way. See detailed discussions in [190].
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Chapter 6 Uncertainty estimation and statistical analysis

are of minor interest. This likelihood function gives the most general statistical model used in the data
analyses. The constraint terms chosen in the thesis are Gaussian [191, 192].

Interpolation and extrapolation

Systematic variations are measured at one standard derivation from the nominal, corresponding to
θs = ±1, respectively. For instance, for the luminosity uncertainty, θs = +1 increases the event
yields by 2.1%, while θs = −1 reduces the yields by 2.1%. Interpolation and extrapolation of θs are
necessary for the likelihood evaluation; a 6th-order polynomial interpolation and a linear extrapolation
are used in the thesis [191, 192]:

λ(θs) =


(
λ(1)
λ(0)

)θs
θs > +1,

1 +
∑6

p=1 ap · (θs)p |θs | ≤ 1,(
λ(−1)
λ(0)

)−θs
θs < −1.

λ(1), λ(−1), and λ(0) are bin-wise yields for variation up, down, and nominal, respectively. Coefficients
ap are fixed by continuous conditions of the function itself and its first and second derivatives.

6.2.3 Hypothesis testing

p-value and discovery significance

Physics discovery is translated to a hypothesis test of whether the background-only hypothesis (null
hypothesis H0(µ = 0)) is rejected, or equivalently, whether the signal-plus-background hypothesis
(alternative hypothesis H1(µ = 1)) is accepted. The probability that a measurement D occurs under
the null hypothesis is defined as the p-value.2 If the p-value is less than a chosen threshold, we
shall say the null hypothesis is rejected at the chosen level; if it is not the case, the measurement is
insufficient to reject the null hypothesis. The p-value is calculated with a random variable called the
test statistic. According to the Neyman–Pearson lemma [193], the likelihood ratio of the null and
alternative hypotheses is a good test statistic:

Λ =
L(H0 |D)
L(H1 |D)

.

Furthermore, the p-value can be converted to the number of the Gaussian standard deviations,
beyond which the cumulated area in the upper tail is equal to the p-value. A three sigma significance,
corresponding to a p-value of 1.35 × 10−3, conventionally reveals evidence, while a five sigma
significance, corresponding to a p-value of 2.87 × 10−7, claims a discovery. To exclude a hypothesis,
a threshold of 0.05 (i.e. 95% confidence level) is often used, corresponding to 1.64σ.

2 As a Bayesian you might use the posteriori test and the Bayes factors instead. However, the debate of the frequentist and
Bayesian is beyond the scope of the thesis.
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6.2 Maximum likelihood method

Profile likelihood ratio

If the test statistic would rely on the NPs, the hypothesis testing should take into account p-values for
all values of the NPs and find out the maximum, which is practically impossible. Therefore, a NP-free
test statistic is used. From model L(µ, ®θ), a profile likelihood ratio Λ(µ) is defined as

Λ(µ) = L(µ,
ˆ̂®θ)

L(µ̂, ®̂θ)
=
L( ˆ̂®θ(µ)|µ,D)
L(µ̂, ®̂θ |D)

,

where
ˆ̂®θ(µ) denotes the maximum likelihood estimates of the NPs given µ. Λ(µ) explicitly depends

only on µ, so the dependence on the NPs is removed via profiling.
Λ(µ) is between 0 and 1. To stretch the range to non-negative values, a negative logarithm is taken

as the test statistic tµ, with a factor of 2 that cancels a factor of half coming from the logarithm:

tµ = −2 lnΛ(µ).

If the distribution of tµ is known, the p-value is the integration from the observed value to positive
infinity.

Toy MC approach and asymptotic approach

The distribution of tµ can be obtained from two alternative approaches. In the toy MC approach, the
histograms generated by the measurement are randomised according to Poisson distributions, and
corrected by the systematics contributions converted from Gaussian distributed NPs. Then with the
pseudo-experiment, the likelihood function is re-maximised and tµ is re-calculated. After doing this
hundreds of thousands of times, a distribution of tµ is constructed and the integration can be evaluated.

The toy MC approach is computational expensive. According to the Wilks’ theorem [194–196], the
distribution of tµ asymptotically converges to a chi-square distribution for one degree of freedom,
with a sufficiently large sample size. Thus, the integration no longer requires generating a massive
number of pseudo-experiments, and can be computed much faster and easier.

Pull and impact

The pull ρ of a NP θ is defined as [197]

ρ =
θ̂ − 〈θ〉
σθ

,

where 〈θ〉 is the expectation and σθ is the standard deviation. The pull obeys a standard Gaussian
distribution and thus can clarify whether the fit value is pulled from expectation and the uncertainty is
under-/over-estimated.

The impact of a NP θ on the POI µ is defined as the shift of the POI estimates due to fixing the NP
to its up/down variation [198]

∆µ± = ˆ̂µθ̂±σθ
− µ̂.

The other NPs, in the meantime, can be either floated or fixed to their maximum likelihood estimates.
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Chapter 6 Uncertainty estimation and statistical analysis

The floated version usually gives a smaller impact since the other NPs can absorb the impact by a little
pull due to correlations. Therefore, the difference in impacts of two schemes unmasks the degree of
correlations.

6.2.4 Validation of the statistical model

Before fitting the statistical model to the real collision data, the model is validated on an Asimov
dataset [196] to obtain the measurement sensitivity. An Asimov dataset is artificially constructed with
known POI and NPs, for instance all NPs are set to zero and the POI to one for an SM process or
zero for a new physical process. In other words, the Asimov data is the stacked nominal distributions
of the SM processes. The fit performed on such a dataset should reflect the input values and reveal
the expected uncertainties. It helps to check the behaviour of the fit in terms of constrains, pulls and
impacts, and find potential problems or wrong assumptions.

6.3 Systematic uncertainty estimation

Systematic uncertainty estimation needs to be consistent both with the statistical uncertainty and
among its different sources. In the ATLAS experiment, every step from event generation to the final
object reconstruction is inspected and a systematic uncertainty is assigned.

6.3.1 Theory uncertainties

In simulation, the choices of generators and their parameters are empirical. Different choices lead to
different observable spectra, which will affect the measurement. A general procedure to estimate the
impact is to replace a generator by another one or vary the values of the parameters, re-simulate the
full sample, and then evaluate the effect on the final measurement.

Matrix Element (ME)

Computation of the ME at NLO involves subtraction of one-loop virtual contributions and the emission
of additional soft real partons, to cancel divergences. Two frameworks are available: Powheg and
aMC@NLO. For both the tW and tt processes, the Powheg+Herwig++ and aMC@NLO+Herwig++
with Af2 simulation are compared (the ME sample vs the PS sample in Tables 4.2 to 4.3). Event
weights are derived from the difference on BDT responses between the two samples and are applied to
the nominal sample. The difference is taken as a one-sided uncertainty, and then symmetrised to the
other side. This uncertainty is uncorrelated between tW and tt.

Parton Showering (PS)

The uncertainty on PS and hadronisation is evaluated by comparing the cluster model implemented
in Herwig, and the Lund string model implemented in Pythia. For both the tt and tW processes,
the Powheg+Pythia6 and Powheg+Herwig++ with Af2 simulation samples are compared (Af2
nominal vs the PS sample in Tables 4.2 to 4.3). The variation is symmetrised. This uncertainty is
correlated between tW and tt.
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6.3 Systematic uncertainty estimation

Initial- and final-state radiation (ISR/FSR)

Powheg-Box+Pythia samples using a dedicated P2012 tune with two different radiation levels are
generated in order to evaluate the effect of different radiation emission. The high radiation sample
uses the P2012radHi tune with factorisation scale 2.0 and renormalisation scale 2.0. The low radiation
sample with P2012radLo tune sets these factors to 0.5. They are generated for both the tW and tt
processes. Event weights are derived from the difference of BDT responses between the two samples
and applied to the nominal sample. Half of the difference is taken as the uncertainty and symmetrised.
Af2 simulation is used for the tW process while Fullsim simulation is used for tt (see Tables 4.2
to 4.3). This uncertainty is uncorrelated between tW and tt.

DR vs DS

The results obtained using the DR and DS schemes implemented in Powheg+Pythia6 are evaluated
and the difference is symmetrised.

PDF

The uncertainty due to the choice of PDF is evaluated using the PDF4LHC15 combined PDF set [199]
with 30 symmetric eigenvectors. The tW and tt aMC@NLO+Herwig++ samples are reweighted with
the central value and eigenvectors of the combined PDF set to construct a set of varied systematic
templates. The full difference between the central value of the PDF4LHC15 prediction and the central
aMC@NLO+Herwig++ with CT10 prediction is symmetrised and taken as an uncertainty. Each
additional eigenvector is then compared with the central PDF4LHC15 prediction, symmetrised, and
taken as an additional uncertainty. The dominant uncertainty is the difference in central values,
though overall the PDF uncertainty is a relatively small effect on the final result. Therefore, the PDF
uncertainty is negligible in the thesis.3

6.3.2 Detector and algorithm performances uncertainties

Uncertainties arising from the imperfect detector and reconstruction algorithms are derived and studied
by the various performance groups in ATLAS. These uncertainties are correlated between tW and tt
samples.

Lepton efficiencies

The mis-modelling of the electron and muon reconstruction/isolation efficiencies in the MC simulation
is corrected by scale factors including

• reconstruction scale factors (reco. SF),
• identification scale factors (ID SF),
• isolation efficiency scale factors (isol. SF),
• trigger scale factors (trigger SF).

Varying each factor within its uncertainty and re-performing the measurement gives an estimation of
the uncertainties from that source.
3 The PDF uncertainty is studied and included in the published results of the measurements. Overall it contributes < 3 % to
the total uncertainties.
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Lepton energy scale and resolution

Uncertainties in the muon energy scale and resolution are negligible and therefore are not taken
into account, while those in the electron energy scale (Ee scale) and resolution (Ee resolution) are
considered. They stem from the uncertainties in the lepton energy scale calibration.

JES and JER

As introduced in Section 3.3.5, 21 sources [200] are considered in the thesis. They include
• 8 sources from the in-situ calibration (Eff1–8),
• 3 sources from η-intercalibration: modelling (ηmodel), statistics/method (η stat.) and calibration
non-closure (η noncl.),

• 4 sources from the PU (PU µ, PU NPV, PU pT, PU ρ),
• 1 source for high-pT jets, from the propagation of single hadron calibration (single particle),
• 1 source from the flavour composition (flav. comp.),
• 1 source from the flavour response (flav. resp.),
• 1 source for b-jets (BJES),
• 1 source for punch-through jets (punch-through),
• 1 source for the JER.

b-tagging

The uncertainties due to the identification of b-jets are estimated by varying the efficiency corrections
in the MC simulation. They include

• 6 independent eigenvectors for the b-jets efficiency (b0–b5),
• 3 independent eigenvectors for the c-jets efficiency (c0–c2),
• 16 independent eigenvectors for the light-jets efficiency (light0–light15),
• 2 factors for the extrapolation uncertainty (extrap. and extrap. c).

These 27 variations are filtered from a list of about 100 variations by removing variations with
negligible impact. These uncertainty factors alter the b-tagging scale factor on a per-event basis.

Emiss
T calculation

The hard objects (leptons and jets) energy scale and resolution uncertainties are propagated to the
Emiss
T through the re-computation of its corresponding terms. Therefore the impact from the hard

objects is evaluated when shifting lepton and jet energy. The soft track related uncertainties, however,
need to be considered. The pT balance between hard and soft Emiss

T components [201] are examined
on data and MC, and deviations are treated as uncertainties. Three sources, with respect to the vector
sum of hard pT objects (phardT ), are:

• the soft-track pT (psoftT ) scale shift along the phardT axis (MET scale),
• the psoftT resolution smearing along the phardT axis with the psoftT positive scale shift being applied4

(MET reso. ||),
• the psoftT resolution smearing perpendicular to the phardT axis with the psoftT positive scale shift
being applied (MET reso. ⊥).

4 The psoftT positive scale produces a better data-MC agreement. Hence the psoftT resolutions are estimated on the positive
scaled sample to avoid double-counting.
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Luminosity

The central value and uncertainty of the measured integrated luminosity are estimated by Van-der-Meer
scans [202], performed in August 2015 and May 2016. A variation of 2.1% on event yields for signal
and all background samples was applied. Luminosity uncertainty introduces only rate uncertainty.

6.3.3 Cross-section normalisation on small backgrounds

Additionally, normalisation uncertainties on yields for small backgrounds are estimated. A 100%
uncertainly is assumed for the fake-lepton backgrounds. An uncertainty of 50% is assigned to
the Z + jets backgrounds with one b-tagged jet, while a 100% uncertainty is assumed for Z + jets
events with two b-tagged jets. These uncertainties are chosen to be consistent with previous ATLAS
measurements of these processes. For diboson backgrounds, an uncertainty of 25% is assigned to
cover the difference between the predictions of the Sherpa and Powheg-Box generators. These
uncertainties are treated as uncorrelated across the various fit regions.

6.4 Application of maximum likelihood fit

A binned likelihood model is used in the fit to extract the cross-section for tW .

6.4.1 Simultaneous fit

Fits are simultaneously performed in three different regions for both Asimov data and real data.
The tt normalisation factor is floated in the fit, to be constrained by the 2j2b control region, while
the other normalisation factors are fixed with uncertainties set to the values discussed above. The
BDT distributions before and after fit are shown in Figs. 6.1 to 6.2 for Asimov data and real data,
respectively. For Asimov data, the ratios of the data and the prediction are lined at one in the prefit
plots by definition, and the fit gives out the input values so they are again lined at one in the postfit
plots. The total uncertainties are reduced after fit due to the constraint from (Asimov) data. Note that
the scales of the ratio panels before and after fit are different.

The predicted and fitted yields for each process and the observed yields are shown in Table 6.1. The
“Pred. events” are the total predictions of all processes and the errors are the quadratic sum of statistical
uncertainty and all systematic uncertainties. The fitted events of individual processes are calculated
by the interpolation and extrapolation method described earlier, assuming no correlations among NPs.
The tW and tt fitted yields are adjusted according to the signal strength and tt normalisation factor,
respectively. The errors in each process are calculated from the errors of the POIs and the NPs. Note
that the errors of POIs only exist after fit.5 However, because of the correlations among the POIs and
the NPs, it makes more sense to quote one number than to split up to two parts. The “Fitted events” are
the summation over all processes. Due to many negative correlated systematic uncertainties among
the processes (constrained by the total yields), the errors on the “Fitted events” are largely reduced,
which can also be seen in Figs. 6.1 to 6.2.

The maximum likelihood fit gives the following results, where fitting to Asimov (expected) data
and real (observed) data.

5 In fact 1%�� on POIs is assumed before fit but is negligible.
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Figure 6.1: BDT response in three regions 1j1b, 2j1b, and 2j2b before (a) and after (b) fit to the Asimov
dataset. Vertical bars on data represent the statistical uncertainties and the error bands represent the total
systematic uncertainties. The upper panels give the yields in the number of events per bin, while the lower
panels give the ratios of the numbers of Asimov data events to the total prediction in each bin.
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Figure 6.2: BDT response in three regions 1j1b, 2j1b, and 2j2b before (a) and after (b) fit to real data. Vertical
bars on data represent the statistical uncertainties and the error bands represent the total systematic uncertainties.
The upper panels give the yields in the number of events per bin, while the lower panels give the ratios of the
numbers of observed events to the total prediction in each bin.
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1j1b 2j1b 2j2b

Pred. events 27100± 4400 37800± 5100 31900 ± 7700
Pred. tW events 4910± 800 3370± 640 1080 ± 290
Pred. tt events 21700± 3700 34000± 4900 30700 ± 7500
Pred. Z + jets events 152± 76 116± 58 10 ± 10
Pred. diboson events 169± 42 168± 42 9.5± 2.4
Pred. fake events 120± 120 180± 180 92 ± 92

Observed events 26171 37147 29874

Fitted events 26150± 200 37160± 230 29890 ± 200

Fitted tW events 5300± 1000 3900± 680 1050 ± 140
Fitted tt events 20300± 1000 32820± 760 28740 ± 270
Fitted Z + jets events 154± 75 99± 53 10 ± 10
Fitted diboson events 168± 42 162± 41 10.0± 2.4
Fitted fake events 130± 120 140± 140 79 ± 79

Table 6.1: Predicted event yields and fit results. The errors on predicted events include the statistical and
systematic uncertainties before fit, assuming no correlations among systematic uncertainties or among processes.
The errors on fitted events include the statistical and systematic uncertainties after fit, propagated from the
errors in the POIs and the NPs. Correlations are taken into account among systematic uncertainties and among
processes.

Expected Observed

µsig 1.00+0.20
−0.17 1.14+0.26

−0.22

µtt 1.000+0.032
−0.031 1.004+0.033

−0.032

The observed signal strength corresponds to a measured cross-section of σtW = 82+19
−16 pb.

Table 6.2 shows the breakdown of the uncertainties in the measured cross-section. Uncertainties
in each category are obtained by subtracting in quadrature the error of the POI with other sources
floated from the error of the global estimate. Due to the missing correlations among categories, the
total systematic uncertainty is not necessarily the quadratic sum of individual errors. The correlation
matrices for all parameters are given in Fig. 6.3. Theory uncertainties tend to present some correlations,
for instance, PS with ISR/FSR and ME. Rate uncertainty sources such as the luminosity are highly
correlated with the tt normalisation, which is rate dominant due to the large contribution of tt
events. JES components have small correlations among themselves, indicating that they are properly
decoupled.

6.4.2 Validations and discussions

In order to further verify the fit results and understand the systematic uncertainties, the pull and impact
of each NP are inspected. In Fig. 6.4, the ranking plots with the NP floating (in yellow) and fixed (in
violet) are presented. Only the top 10 uncertainties, ordered by their impact after fit (hatched boxes) in
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Figure 6.3: Correlation matrix of parameters used in the profile likelihood fit. The results shown represent fits
to the Asimov dataset (a) and real data (b). Rows or columns with all correlations lower than 0.2 are pruned to
simplify the plots.
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Chapter 6 Uncertainty estimation and statistical analysis

Source ∆µsig[%]
ME 4.2
PS 3.6
ISR/FSR 11
DR vs DS 19
PDF '0
Non-tt background normalisation '0
Lepton efficiency, energy scale and resolution 4.1
JES 21
JER 8.9
b-tagging 8.2
Emiss
T calculation 9.3

Luminosity 4.2

Total systematic uncertainty 23
Data statistics 3.4

Total uncertainty 23

Table 6.2: Relative uncertainties in the tW cross-section. They are estimated by fixing systematic sources to
their best fit values in each category, re-fitting, and subtracting refitted uncertainty from the total uncertainty in
quadrature. Due to correlations between categories, the individual uncertainties are not expected to add up to the
total systematic uncertainty. The statistical uncertainty is evaluated by fitting without any NP corresponding to
systematic uncertainties, and the total systematic uncertainty is evaluated by subtracting the statistical uncertainty
from the total uncertainty in quadrature. For simplicity, the uncertainties in the table are symmetrised.

the floated version, are shown. The full list can be found in Appendix C. Constraints on the NP lead to
a shrinkage of impact after fit.
The NPs with a large effect are also expected to have a shift away from zero by (1 − (∆θ̂)2)1/2. In

practice, the values shift less, primarily because many uncertainties are estimated in a conservative
way. “DR vs DS” is the dominant systematic uncertainty due to its large shape uncertainties. It has a
big impact in the 2j2b region. The preferred value sits between DR and DS6 indicating some mixture
of the two schemes, i.e. neither of them is ideal but the reality is enclosed. “JES PU ρ” is pulled
to the boundary of the interval. In fact, a known issue [203] in the estimation procedure is fixed,
which is expected to reduce the uncertainty, yet not propagated to this measurement. Both tt and tW
“ISR/FSR” are pulled towards negative values. Overall, lower level radiation is significantly favoured.
“JER”, however, is pulled to the positive direction and is also constrained. In order to investigate this
more closely, a fit without tt control region was performed and a smaller constraint and smaller shift
were seen—the shift and constraint come from the 2j2b region. It also reveals that “b-tag SF: b0”
is constrained when adding the tt control region, where two b-jets are required. Modest constraints
related with Emiss

T calculation, e.g. “MET reso. ⊥”, is also seen.
ME and PS are significantly constrained in the fit but not much pulled away. This indicates a good

modelling of the nominal sample. Alternative generators predict different shapes, which is strongly

6 When symmetrising the uncertainty, DS is set to θ = +1.
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Figure 6.4: Pull (corresponding to the lower x-axis) and impact on µsig (corresponding to the upper x-axis) of
the top 10 NPs ordered by the post-fit impact. The ranking in Asimov (a) and in data (b) are similar, but not
identical. Bands in yellow represent the floated version of the impact, i.e. the NP in study is fixed to its up/down
variations while others are floated. Bands in violet represent the fixed version of impact, i.e. the NP in study is
fixed to its up/down variations while others are fixed to their global fit values. The differences between the
yellow and the violet bands comes from the correlations among the NPs. The hatched boxes follow the same
definitions of the bands albeit presenting after fit impact.
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Chapter 6 Uncertainty estimation and statistical analysis

disfavoured by data. Thus, the likelihood function is very narrow, resulting in a very precise parameter
estimation.
It is noticeable that some of the impacts are asymmetric. This is not due to asymmetric up/down

variations entering into the impact calculation—the variations are given in a symmetrised manner. In
fact, it turns out to be very natural in the maximum likelihood fit, accompanied with large background
over signal ratio. As mentioned earlier, signal strength can be solved by setting the first order derivative
of log-likelihood to zero, resulting in a function of signal and background yields that are modified
respectively by the signal strength and the NP (considering one systematics here for simplicity).
Ignoring the Gaussian constraint term, it is easy to work out with only the Poisson part:

∂
∑

b∈bins lnP(nb |µλpred.sig + λ
pred.
bkg )

∂µ

������
µ=µ̂

= 0,

⇔
∂
∑

b∈bins
(
nb ln(µλpred.sig + λ

pred.
bkg ) − (µλ

pred.
sig + λ

pred.
bkg ) + ln(nb!)

)
∂µ

�������
µ=µ̂

= 0,

⇔
∑

b∈bins

©­«
nbλ

pred.
sig

µ̂λ
pred.
sig + λ

pred.
bkg

− λpred.sig
ª®¬ = 0,

⇔
∑

b∈bins

(
nb

µ̂λsig(θ) + λbkg(θ)
− 1

)
= 0,

The last step shows an explicit dependence on θ. Even though the predicted yield linearly depends on
θ, µ̂ is not linear as a function of θ.

Another source of the asymmetry comes from the large background-over-signal ratio (in this analysis
Ntt : NtW ' 8 : 1). The fit will constrain the total number of events to be the data yields Ndata
(with some uncertainties). Let Nothers being the yields for other backgrounds, one could write out the
following two equations:

(1 + ∆µ+tW ) × NtW + (1 + ∆µ+tt ) × N+tt = Ndata − Nothers,

(1 + ∆µ−tW ) × NtW + (1 + ∆µ−tt ) × N−tt = Ndata − Nothers.

∆µ±tW are the impact of θ = ±1 while ∆µ±tt are variations of fitted µtt from one in up/down cases.

Summing up the two equations and using N (+)tt + N (−)tt '2Ntt implied by a symmetric NP, one gets

(∆µ+tW + ∆µ−tW ) × NtW = −(∆µ+tt × N+t t̄ + ∆µ
−
tt × N−t t̄ ) + 2 × (Ndata − Nothers − NtW − Ntt ).

If the fit converges, Ndata − Nothers − NtW − Ntt '0,

∆µ+tW + ∆µ
−
tW = −

(
∆µ+tt ×

N+tt
NtW

+ ∆µ−tt ×
N−tt
NtW

)
, 0.
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6.4 Application of maximum likelihood fit

Even if the fitted tt scale factor is symmetric, ∆µ+tt '∆µ−tt , a small deviation from one will be amplified
by the large value of N±tt /NtW , resulting in ∆µ+tW and ∆µ−tW asymmetric around zero.

Many other NPs, however, are not significantly constrained by the fit. This is the expected behaviour
for the parameters with a small effect on the discriminant. The estimate of such parameters is expected
to be close to zero because almost no information can be extracted from data that would make the
value shift away from zero.

6.4.3 Results

A measured cross-section for σtW = 82 ± 2 (stat.)+18
−15 (syst.) ± 3 (lumi.) pb is obtained by simultan-

eously fitting the BDT response in the three regions, corresponding to an observed (expected)
significance of 10σ(11σ).
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CHAPTER 7

Differential cross-section measurements

This chapter presents the tW differential cross-section measurements. The measurements are motivated
in Section 7.1. Methodologies and technique details are introduced in Section 7.2. An application of
the technique is illustrated in Section 7.3, and results are shown in Section 7.4.

7.1 Motivation

Differential cross-sections convey more information than the inclusive cross-section, since they allow
the detailed behaviour in a certain phase space to be studied. New physics models may have different
impacts on the kinematic distributions. Therefore, differential cross-section measurements test models
in a more precise way. In addition, the results help to tune the parameters of MC generators to achieve
a more accurate simulation. Experimentally, differential cross-section measurements are possible
once the amount of dataset is sufficiently large.

7.2 Unfolding

7.2.1 Deconvolution problem

In the inclusive cross-section measurement, the physical objects used are at the reconstruction level.
It measures the kinematic quantities, such as pT and η, that are after the detector detection and
object reconstruction. These reconstruction-level kinematic distributions are distorted by the limited
acceptance and the finite resolution of the detectors. It is acceptable for the inclusive cross-section
measurement since a migration effect between neighbouring bins would not give any difference.
However, it becomes a crucial problem of differential cross-section measurements where the kinematic
quantities before being “smeared” by the detector, the so-called particle-level quantities, are of more
interest. Therefore, a deconvolution from the measured distributions to the corresponding particle-level
distributions is required. In particle physics, this process is usually called unfolding. The unfolded
distributions can be directly compared with the results of other experiments and with theoretical
predictions.

Mathematically the probability density functions for a measured value x and its corresponding true
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Chapter 7 Differential cross-section measurements

value y are related by a convolution function [204],

fmeas(x) =
∫
R(x |y) ftrue(y)dx.

For a discrete case where the probability densities are represented by histograms with a finite number
of bins, it becomes

xi =
bins∑
j=1
Ri j yj .

The response matrix Ri j can be interpreted as a conditional probability:

Ri j = P(observed in bin i | true value in bin j).

It includes the inefficiency, the bias and the smearing effects from the detector. Note that Ri j can be
non-square matrix when different bin numbers are used in true and measured histograms.
Ri j is usually computed from the MC simulation, and xi is represented by the observed data yields,

ni. In addition, background events, bi, should be subtracted. Therefore,

®x = E[®n] = R®y + ®b.

The key point is how to solve the true value ®y from R, ®x and ®b.

7.2.2 Bin-by-bin corrections

When true and measured histograms have the same binning and the bin-to-bin migrations are negligible,
R is approximately a diagonal square matrix and the correction factors can be evaluated for each bin
using MC and applied to the measurements. However, this method is subject to additional random
fluctuations from data and MC. It is not used in this thesis, but rather serves as a cross check.

7.2.3 Matrix inversion

An alternative idea to solve ®y is by inverting the matrix R:

®̂y = R−1(®x − ®b)
= R−1(®n − ®b),

if one realises that ®n is the maximum likelihood estimates for ®x.
The estimates ®̂y is unbiased [204]. Although it has the smallest possible variance among all unbiased

estimates, the variance is still large. Besides, there are other disadvantages. Firstly, the method would
not work for a singular matrix whose inversion does not exist. Secondly, it cannot handle large negative
correlations between neighbouring bins [205].
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7.2 Unfolding

7.2.4 Regularised unfolding

The large variances in the matrix inversion method can be regularised by including an additional term
(a bias) on the maximum log-likelihood L(®y):

Φ(®y) = L(®y) + αS(®y),

It is known as bias–variance tradeoff. S(®y) is the regularisation function and α is the regularisation
parameter. One can choose S(®y) as a measure of the smoothness of the distribution, for instance
the square sum of the differences in adjacent bins, such that the fluctuations are disfavoured in the
estimation by a factor of α. If α is zero, it degenerates to the matrix inversion unfolding; if α is
positive infinity, any steps of the bin heights are disfavoured—the unfolded distribution will be flat.

By choosing the regularisation function and parameter carefully, this method can produce satisfactory
results. However, it has not been widely used, probably due to technical complexity. Also notice that
it works only with one dimensional distributions.

7.2.5 Iterative unfolding

A different approach is an iterative method proposed by D’Agostini [206], formulated using the
Bayesian language. The particle-level value is a “cause” (C) while the observed/reconstructed value is
an “effect” (E). The response matrix element can be interpreted as the conditional probability of the
i-th cause to produce the j-th effect:

Ri j = P(reconstruction-level value in bin j | particle-level value in bin i) = P(Ej |Ci).

According to Bayes’ theorem, the posterior, P(Ci |Ej), is proportional to the prior, P(Ci):

P(Ci |Ej) ∝ P(Ej |Ci)P(Ci).

On the other hand, once the posterior is known, the expected number of events in the bin i of the
cause-distribution can be expressed as

n̂(Ci) =
1
ε̂i

∑
j

n(Ej)P(Ci |Ej).

Dividing by the total number of events N̂(C) = ∑
i n̂(Ci) on both sides, and taking the estimate of the

efficiency ε̂i = n̂(Ci)/n̂(Ei), one retrieves another relation between the prior, P(Ci), and the posterior,
P(Ci |Ej):

P̂(Ci) =
1
ε̂i

∑
j

P(Ej)P(Ci |Ej),

which is different from the one given by Bayes’ theorem. With the two relations between P(Ci) and
P(Ci |Ej), an iterative procedure can be applied to solve P(Ci |Ej).
The method does not require a matrix inversion, and is theoretically well grounded. Moreover, it

can cope with multidimensional problems and different binning in true and observed distributions.
Due to these advantages, the iterative method is used in this thesis.
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Chapter 7 Differential cross-section measurements

7.2.6 RooUnfold package

The iterative unfolding technique is implemented in the RooUnfold software package [207]. To
make the calculation more reliable, the unfolding procedure is factorised into a migration part and
two additional corrections. The reconstructed distribution ®x of the events that pass both the fiducial
selection (will be discussed in Section 7.3.1) and reconstruction-level requirements is related to the
true distribution ®y by the response matrix R:

®x = R · ®y.

In addition, ®y is corrected to the number of events in the full fiducial phase space (Nfid) by a bin-by-bin
correction to the efficiency, εeffi :

εeffi =
yi

Nfid
i

,

while ®x is corrected to the number of events in the reconstruction phase space (N reco) by a bin-by-bin
acceptance correction, εoofj , to account for out-of-fiducial events that are reconstructed but fall outside
the fiducial acceptance at the particle level:

1
εoofj

=
N reco
j

xj
.

Taking the background contributions into account, the full unfolding procedure is then described by

N reco
j = Nobs

j − Bj =
1
εoofj

∑
i

R ji · (εeffi Nfid
i ),

where i ( j) denotes the bin at the particle (reconstruction) level, Nobs
j the observed number of events

and Bj the background contributions. A schematic picture is shown in 7.1.

Nreco

⃗x = R ⋅ ⃗y

Reconstruction level (reco)Particle level (fid)

Nfid
Figure 7.1: A
schematic picture
showing the rela-
tions of fiducial
phase space in blue,
and reconstruction
phase space in red.

In order to validate the unfolding procedure, MC samples are split into a training set, which is
used to determine the response matrices and correction factors, and a test set, which is used to valid
the results. Instead of using a flat distribution, the training truth is taken as a prior to accelerate the
convergence. Unfolding errors are calculated by error propagation. As pointed out in [207], the errors
stem not only from the observed events, but also from the correlation between the response matrix and
the observed events. That is because with the iterative updates of the response matrix, the uncertainty
in the observed events propagates to the matrix repeatedly. Therefore, the unfolding error increases
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with the number of iterations.

7.3 Cross-section determination

7.3.1 Particle-level objects and fiducial region

Particle-level objects in the MC simulation consider all stable (cτ > 10 mm) outgoing particles [208].
Particle-level prompt charged leptons and neutrinos that arise from decays of W bosons or Z bosons
are accepted. The charged leptons are then dressed with nearby photons, considering all photons that
satisfy ∆R(`, γ) < 0.1 and do not originate from hadrons, adding the four-momenta of all selected
photons to the bare lepton to obtain the dressed lepton four-momentum. Particle-level jets are built
from all remaining stable particles in the event after excluding leptons, and the photons used to dress
the leptons, by clustering them using the anti-kt algorithm with R = 0.4. Particle-level b-jets are built
by associating jets to any b hadron with pT > 5 GeV. This is done by reclustering jets with b hadrons
included in the input list of particles, but with their pT scaled down to negligibly small values. Then
the jets containing b hadrons after this reclustering are considered to be b-jets.
The definition of the fiducial region is chosen to match the lepton and jet requirements at the

reconstruction level. Two leptons with pT > 27 GeV and |η | < 2.5 are required, rejecting events with
a third lepton with pT > 20 GeV and |η | < 2.5. Furthermore, exactly one jet must be found which is
b-tagged and satisfies pT > 25 GeV and |η | < 2.5. No cuts are placed on event-level particle quantity
Emiss
T .

7.3.2 Choice of variables and binning

Although the top quark and the two W bosons cannot be directly reconstructed due to insufficient
kinematic constraints, one can select a list of observables that are correlated with kinematic properties
of tW production and sensitive to the differences in theoretical modelling. While keeping the list of
observables as short as possible, unfolded distributions are measured for:

• the energy of the b-jet, E(b)1;
• the mass of the leading lepton and b-jet, m(`1b);
• the mass of the sub-leading lepton and the b-jet, m(`2b);
• the energy of the system of the two leptons and b-jet, E(``b);
• the transverse mass of the leptons, b-jet and neutrinos, mT(``ννb); and
• the mass of the two leptons and the b-jet, m(``b).

The top-quark production is probed most directly by E(b), the only final-state object that can
unambiguously be matched to the decay products of the top quark. The top-quark decay is probed by
m(`1b) and m(`2b), which are sensitive to angular correlations of decay products due to production
spin correlations. The combined tW-system is probed by E(``b), mT(``ννb), and m(``b). Here
the transverse mass is preferred if a neutrino is involved. At the particle level the vector summed
transverse momenta of simulated neutrinos are used in mT(``ννb); while at the reconstruction level,
the transverse momenta of the neutrinos in mT(``ννb) are represented by the measured Emiss

T . All
quantities for leptons and jets are taken simply from the relevant reconstructed or particle-level objects.

1 Hereinafter, the jet is denoted as b, which, however, is identical to j1 in the previous chapters.
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Chapter 7 Differential cross-section measurements

These observables are selected to minimise the bias introduced by the BDT requirement, since it makes
unfolding more difficult to unfold observables with high correlations with the BDT discriminant.

The same binning of the variables are chosen at the reconstruction- and particle-level to not introduce
unnecessary confusion to the unfolding procedure. Although any binning is conceptually possible to
use, the decision is made to balance statistical and systematic uncertainties in each bin, and to create
an unfolding procedure stable against statistical fluctuations. In practice, at most approximately 20%
statistical uncertainty in each bin and at least approximately 60% of events per column of the response
matrix lie on the diagonal entry. The range is trying to cover the majority of simulated and data events
such that the variables measured tend to peak somewhere near the centre of the range, with tails near
the minimum and maximum. Underflow and overflow events, if any, are added into the first and last
bin, respectively. The binning selected for each variable is given in Table 7.1.

Variable Bins Bin boundaries [GeV] Number of
iterations

Figure
reference

E(b) 5 25, 60, 100, 135, 175, 500 15 Fig. 7.2(a)
m(`1b) 6 0, 60, 100, 150, 200, 250, 400 7 Fig. 7.2(b)
m(`2b) 4 0, 50, 100, 150, 400 5 Fig. 7.2(c)
E(``b) 6 50, 175, 275, 375, 500, 700, 1200 5 Fig. 7.2(d)
mT(``ννb) 4 50, 275, 375, 500, 1000 7 Fig. 7.2(e)
m(``b) 6 0, 125, 175, 225, 300, 400, 1000 5 Fig. 7.2(f)

Table 7.1: Summary of the number of bins, bin boundaries, and the number of iterations chosen in the unfolding
procedure.

7.3.3 Signal-enriched region

The 1j1b region contains the largest fraction of the signal events. To further enrich the signal events,
a requirement can be placed on the BDT response (see Fig. 5.6(a)). It is optimised to reduce the total
uncertainty of the measurement, considering both statistical and systematic uncertainties, and the
decision is made to be larger than 0.1 to give on average the smallest uncertainty over all bins.

The effect of this requirement on event yields is shown in Table 7.2 and the distributions are shown
in Fig. 7.2. The BDT requirement lowers systematic uncertainties by reducing contributions from the
tt background, which is subject to large modelling uncertainties. For example, the total systematic
uncertainty in the fiducial cross-section is reduced by 18% of the total when applying the BDT
response requirement, compared to having no requirement.

7.3.4 Number of iterations

As the number of iteration grows, the statistical uncertainty inflates, while the bias of the results away
from the true values, which indicates the accuracy of the unfolding, generally tends to reach a plateau.
Thus the number of iterations is chosen to minimise the growth of the statistical uncertainty propagated
through the unfolding procedure while operating in a regime where the bias is sufficiently independent
of the number of iterations. The numbers used in the measurements are summarised in Table 7.1.
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Figure 7.2: Distributions of the variables chosen for the differential cross-section measurements. The BDT
response is required to be larger than 0.1. The signal and backgrounds are normalised to their theoretical
predictions, and the error bands represent the total systematic uncertainties in the MC predictions. The first and
last bins of each distribution include underflow and overflow events, respectively. The upper panel gives the
yields in the number of events per bin, while the lower panel gives the ratios of the numbers of observed events
to the total prediction in each bin.
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Process Events Events
BDT response > 0.1

tW 4910± 800 2350± 510
tt 21700± 3600 5500± 1400
Z + jets 152± 76 88± 44
Diboson 169± 42 75± 18
Fakes 120± 120 28± 28

Predicted 27100± 3700 8000± 1500
tW fraction [%] 18± 4 29± 8

Observed 26171 7545

Table 7.2: Predicted and observed yields in the 1j1b region before and after applying the BDT requirement.
After the BDT requirement, the tW fraction increases.

7.3.5 Unfolding and cross-section calculation

The unfolding procedure is performed for each of the observables. The acceptances (εoof), efficiencies
(εeff), and response matrices (R) are calculated and summarised in Fig. 7.3.

Unfolded event yields in the i-th bin (Nfid
i ) are converted to cross-section values as a function of an

observable X using the expression:
dσi

dX
=

Nfid
i

L∆i
,

where L is the integrated luminosity of the data sample and ∆i is the width of bin i of the particle-level
distribution. The fiducial cross-section is the sum of the differential cross-sections in each bin
multiplied by the corresponding bin widths:

σfid
=

∑
i

(
dσi

dX
· ∆i

)
=

∑
i

Nfid
i

L
.

Differential cross-sections are divided by the fiducial cross-section to get normalised differential
cross-sections:

1
σfid ·

dσi

dX
=

Nfid
i

∆i ·
∑

i Nfid
i

,

7.3.6 Validation of unfolding methods

Before unfolding real data, a number of statistical tests are performed to validate the implementation
of the unfolding technique.
First, the test sample is picked to be identical to the training sample. In these trivial tests, the

unfolded data matches exactly the truth values of the test data, within limits of numerical machine
precision.

Next, a series of tests is performed to check that the statistical uncertainties assigned to the unfolded
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Figure 7.3: The acceptance corrections (a), εoof, the efficiency factors (b), εeff, and the response matrices (c), R,
in bins of the variables. Error bars subjected to εoof and εeff correspond to statistical uncertainties from the MC
sample.
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data represent the true uncertainty in the test sample. The MC reconstruction-level distribution
is interpreted as a probability density function, which is then used to generate 2 000 pseudo-data
distributions. The training sample is also taken from the same underlying nominal MC sample. Each
pseudo-data distribution is then used as a test sample, unfolded and compared to the corresponding
MC truth. For each bin of the observables, the residual is divided by the assigned statistical uncertainty
(see Section 7.3.7) to obtain a pull value, then a Gaussian is fitted to this pull distribution to extract the
mean and width. The means and widths of each pull distribution are summarised in Fig. 7.4. The
pulls are centred around zero with widths close to one, indicating that the statistical uncertainties are
correctly estimated.
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Figure 7.4: The means and widths calculated for each bin of each observable. The means are centred around
zero and the widths are close to one.

7.3.7 Uncertainty estimation

Sources

In addition to the sources of systematic uncertainties for the inclusive cross-section measurement
listed in Section 6.3, three additional sources are considered related with the unfolding procedure.
Uncertainties due to the size of the MC samples are estimated using pseudo-experiments. An ensemble
of pseudo-data is created by fluctuating the MC samples within the statistical uncertainties. Each set
of pseudo-data is used to construct εoof, εeff, and R, and the nominal MC sample is unfolded. The
width of the distribution of unfolded values from this ensemble is taken as the statistical uncertainty.
Additional non-closure uncertainties are added after the stress test of the unfolding procedure with
injected Gaussian or linear functions. Each distribution is tested by reweighting the input MC sample
according to the injected function, unfolding, and checking that the weights are recovered in the
unfolded distribution. The extent to which the unfolded weighted data are biased with respect to the
underlying weighted generator-level distribution is taken as the unfolding non-closure uncertainty.
Lastly, an uncertainty of 5.5% is applied to the tt normalisation to account for the renormalisation
and factorisation scale, and PDF uncertainties in the NNLO cross-section calculation.

Procedure for the uncertainty estimation

The propagation of uncertainties through the unfolding process is computed by constructing the
migration matrix and correction factors with the baseline sample, and performing the unfolding with
the varied sample as an input. In most cases, the baseline sample is Powheg-Box+Pythia 6 Fullsim,
but in those cases where the varied sample uses the Af2, the baseline sample is also changed to Af2.
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For uncertainties modifying background processes, varied samples take into account the changes in
the background. Experimental uncertainties are treated as correlated between signal and background
in this procedure. The varied samples are unfolded using the response matrices and correction factors
from the baseline sample, and compared to the corresponding particle-level distributions from the MC
event generator; the relative difference in each bin is the estimated systematic uncertainty.

7.4 Results

Normalised differential cross-sections as a function of the particle-level observables are given in
Table 7.3. In Figs. 7.5 to 7.7, the cross-sections are compared to the predictions of various MC event
generators in the same fiducial region. The results show that the largest uncertainties come from the
size of the data sample and tt and tW modelling. The detailed uncertainty tables for each observable
can be found in Appendix D. Both the statistical and systematic uncertainties have a significant impact
on the result. The exact composition varies bin-to-bin but there is no single source of uncertainty
that dominates each normalised measurement. Some of the largest systematic uncertainties are
those related to tt modelling. The cancellation in the normalised differential cross-sections is very
effective at reducing a number of systematic uncertainties. The most notable cancellation is related
to the tt parton shower model uncertainty, which is quite dominant prior to dividing by the fiducial
cross-section.

Differences between theMC predictions are smaller than the uncertainty on the data. The predictions
of DS and DR samples give very similar results for all observables as expected from the fiducial
selection. The predictions of Powheg-Box+Pythia 6 with varied ISR/FSR tuning were also examined
but not found to give significantly different distributions in the fiducial phase space of this analysis.

Furthermore, the covariance matrix, C, for each differential cross-section measurement is computed
following a procedure similar to the one used in [209]. Two covariance matrices are constructed
in different ways and summed to form the final covariance. The first one is computed using 10 000
pseudo-experiments and includes statistical uncertainties on data as well as systematic uncertainties
from experimental sources. The statistical uncertainties are included by independently fluctuating
each bin of the data distribution according to Poisson distributions for each pseudo-experiment. Each
bin of the resulting pseudo-data distribution is then fluctuated according to a Gaussian distribution for
each experimental uncertainty, preserving bin-to-bin correlation information for each uncertainty. The
other matrix includes the systematic uncertainties from event generator model uncertainties, unfolding
non-closure uncertainties, and MC statistical uncertainties. In this second matrix, the bin-to-bin
correlation value is set to zero for the non-closure and MC statistical uncertainties, and set to unity for
the other uncertainties. The impact of setting the bin-to-bin correlation value to unity was compared
for the non-closure uncertainty, and this choice was found to have negligible impact on the results.
This covariance matrix is used to compute a χ2 and corresponding p-value to assess how well the
measurements agree with the predictions. The χ2 values are computed using the expression:

χ2
= vᵀC−1v,

where v is the vector of differences between the measured cross-sections and predictions. The
comparison between the data and MC predictions is summarised in Fig. 7.8, where χ2 values and
corresponding p-values are presented. Most of the MC models show fair agreement with the measured
cross-sections, with no particularly low p-values observed.
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E(b) bin [GeV] [25, 60] [60, 100] [100, 135] [135, 175] [175, 500]
(1/σ) dσ/dx [GeV−1] 0.00422 0.00937 0.00428 0.00169 0.000801

Stat. unc. [%] 22 12 27 48 11
Total syst. unc. [%] 27 28 30 59 28
Total unc. [%] 35 31 40 76 30

m(`1b) bin [GeV] [0, 60] [60, 100] [100, 150] [150, 200] [200, 250] [250, 400]
(1/σ) dσ/dx [GeV−1] 0.00105 0.0036 0.00887 0.00328 0.00163 0.000692

Stat. unc. [%] 29 25 9.6 18 25 16
Total syst. unc. [%] 54 48 21 29 26 47
Total unc. [%] 61 54 23 34 36 50

m(`2b) bin [GeV] [0, 50] [50, 100] [100, 150] [150, 400]
(1/σ) dσ/dx [GeV−1] 0.00205 0.00885 0.00654 0.000512

Stat. unc. [%] 26 9.9 9.9 17
Total syst. unc. [%] 83 8.4 9.9 65
Total unc. [%] 87 13 14 67

E(``b) bin [GeV] [50, 175] [175, 275] [275, 375] [375, 500] [500, 700] [700, 1200]
(1/σ) dσ/dx [GeV−1] 0.00069 0.00364 0.0025 0.0014 0.000435 7.39×10−5

Stat. unc. [%] 30 9.7 12 15 22 34
Total syst. unc. [%] 95 12 22 21 66 74
Total unc. [%] 99 16 25 26 70 81

mT(``ννb) bin [GeV] [50, 275] [275, 375] [375, 500] [500, 1000]
(1/σ) dσ/dx [GeV−1] 0.00353 0.00121 0.000498 4.25 ×10−5

Stat. unc. [%] 6.1 22 22 28
Total syst. unc. [%] 9.6 31 43 78
Total unc. [%] 11 38 48 83

m(``b) bin [GeV] [0, 125] [125, 175] [175, 225] [225, 300] [300, 400] [400, 1000]
(1/σ) dσ/dx [GeV−1] 0.00112 0.0043 0.00586 0.00315 0.000486 0.000112

Stat. unc. [%] 24 17 11 12 35 17
Total syst. unc. [%] 130 21 23 14 54 84
Total unc. [%] 140 27 25 18 64 86

Table 7.3: Summary of the measured normalised differential cross-sections, with uncertainties shown as percents.
The uncertainties are divided into statistical and systematic contributions.
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Figure 7.5: Normalised differential cross-sections unfolded from data, compared with selected MC models (a)
(b), with respect to E(b) and m(`1b), and the main uncertainties (c) (d). The error bars on the data points show
the statistical uncertainties. Values of differential cross-sections and uncertainties can be found in Table 7.3.
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Figure 7.6: Normalised differential cross-sections unfolded from data, compared with selected MC models (a)
(b), with respect to m(`2b) and E(``b), and the main uncertainties (c) (d). The error bars on the data points show
the statistical uncertainties. Values of differential cross-sections and uncertainties can be found in Table 7.3.
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Figure 7.7: Normalised differential cross-sections unfolded from data, compared with selected MC models
(a) (b), with respect to mT(``ννb) and m(``b), and the main uncertainties (c) (d). The error bars on the data
points show the statistical uncertainties. Values of differential cross-sections and uncertainties can be found in
Table 7.3.
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Figure 7.8: Reduced χ2 and p-values for the measured normalised cross-sections compared to various
particle-level MC predictions.
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CHAPTER 8

Adversarial neural network training

This chapter explores a deep learning technique for a further reduction of the systematic uncertainties in
the inclusive cross-section measurement. A brief introduction to deep learning is given in Section 8.1,
followed by the concept of adversarial networks which can include systematic deviations during
training in Section 8.2. Lastly, a training is performed in the 2j2b region and an improvement in
overall precision of the measurement is seen, comparable with the previous results from the BDT
discriminant.

8.1 Introduction

The field of machine learning, such as aforementioned BDT technique, has been assisting high
energy physics for decades. It is developing rapidly and provides advanced and intelligent methods
for data analysis, pattern recognition, and model inference [210, 211]. Deep learning, a technique
for implementing machine learning,1 has revealed extraordinary performance in several domains.
Applying deep learning to high energy physics promises improvements in many fronts, such as detector
simulation and calibration, jet reconstruction, flavour tagging and data analysis.

8.1.1 Information theory

Information theory is a branch of applied mathematics that quantifies the amount of information an
event conveys. Intuitively, a more likely event should have less information content and independent
events should have an additive information content. An operation that satisfies both properties
is the negative logarithm of the probability density function P(x) for the event x = x, called the
self-information:

I(x) = − log P(x).
The self-information deals only with a single outcome. Information of an entire probability distribution
is the expectation of the self-information, also known as the differential entropy (continuous case) or

1 In the thesis, deep learning and machine learning are treated interchangeably despite their different scopes.
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the Shannon entropy (discrete case):

H(P(x)) = −
∫

P(x) log P(x)dx = −
∑
x

P(x) log P(x).

It is analogous to the entropy in statistical thermodynamics and gets maximum if P(x) is a uniform
distribution.
Furthermore, a measure of the difference between two probability distributions P(x) and Q(x) is

defined by the Kullback-Leibler (KL) divergence:

DKL(P | |Q) = −
∑
x

P(x) log
P(x)
Q(x) = −

∑
x

[P(x) log P(x) − P(x) log Q(x)]

In other words, it is the expectation of the logarithmic difference between P(x) and Q(x), where the
expectation is taken using the probabilities P(x). Without losing too much generalisation, we define
the cross-entropy as

H(P,Q) = H(P) + DKL(P | |Q) =
∑
x

P(x) log Q(x).

Minimising the cross-entropy with respect to Q(x) is equivalent to minimising the KL divergence,
because Q(x) does not participate in the omitted term. Moreover, minimising the cross-entropy is also
equivalent to maximising the likelihood of a model Qmodel with a parameter θ given Pdata. The reason
is the following: a maximum likelihood estimator, θ̂, is given by the following equations:

θ̂ = arg max
θ

∏
i

Qmodel(xi, θ)

= arg max
θ

∑
i

logQmodel(xi, θ).

Since xi follows an underlying distribution Pdata(x), the summation can be expressed as an expectation
of the distribution:

θ̂ = arg max
θ

∑
x

Pdata(x) logQmodel(x, θ)

= arg max
θ

H(Pdata,Qmodel).

8.1.2 Feed-forward networks

Although artificial neural networks were initially inspired by the biological neural networks that
constitute animal brains, modern deep learning goes beyond the neuroscientific perspective. Instead of
trying to simulate the brain, neural networks attempt to approximate the underlying functions relating
inputs and outputs. Deep feed-forward networks are the quintessential deep learning models. An
example is shown in Fig. 8.1. It comprises an input layer, an output layer, and several hidden layers,
and each layer contains a certain number of nodes, where the nodes in one layer are connected to the
nodes in adjacent layers. In a dense network, the nodes in one layer are connected to all nodes in
adjacent layers. Information flows through the layers via the connections between the nodes and no
circles or feedback connections exist. A linear combination of the weighted inputs is converted to an
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output in a node via an activation function. Each connection is associated with a weight which will be
updated during training to reduce the loss value, a value that measures the deviation of the prediction
and the true value.

Input layer Hidden layers Output layer

Figure 8.1: A graph of a five-layer feed-forward network. Nodes are represented by circles and weights are
associated with arrows. Number of nodes and layers can be customised depending on the problem to be solved.
Information flows from left to right.

The underlying function that a feed-forward network tries to represent is not necessarily linear.
Nonlinear elements are incorporated via the activation functions. Table 8.1 summarises some typical
activation functions. A binary step function would be the simplest one. It outputs 1, if the input sum
is above a certain threshold, or 0 if the input sum is below a certain threshold. In practice, however,
zero derivatives almost everywhere make the network impossible to learn with the gradient-based
learning methods (see Section 8.1.5). The sigmoid and hyperbolic tangent smooth the behaviour close
to the threshold (usually at 0) and add an appreciable derivative in a wider range. These functions are
valuable for the output layers, but are still not ideal for the hidden layers. Gradients in large absolute
values are asymptotically vanishing, which makes the learning very slow in these regions. In addition,
certain information from the input is lost since the output is squeezed to a small range. The rectified
linear units (ReLU) give a satisfactory solution: the output value is zero when the input value is less
than zero, and greater than or equal to zero when the output is equal to the input. When the input
value is positive, the derivative is 1, hence there is no squeezing effect. The gradient at zero is not
defined, but it is not worrisome since taking the exact value zero would never happen. With so many
nice features, the ReLU are recommended as the default for hidden layers. Nevertheless, because of
the zero gradients in the negative regime, once the inputs get negative, they will refuse to update. This
problem, called dying ReLU problem, can cause neurons to not respond, making a substantial part of
the network passive. Several generalised functions try to overcome this shortcoming, for instance,
leaky rectified linear unit (leaky ReLU), exponential linear unit (eLU) and so on, by adding finite
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slopes in the negative regime in different ways.

Name Plot Equation

Binary step
g(z) =

{
0 x < 0
1 x ≥ 0

Sigmoid
g(z) = σ(z) = 1

1 + e−x

Hyperbolic tangent
g(z) = tanh(z) = ex − e−x

ex + e−x

ReLU
g(z) =

{
0 x < 0
x x ≥ 0

Leaky ReLU
g(z) =

{
0.01x x < 0
x x ≥ 0

ELU
g(z;α) =

{
α(ex − 1) x < 0
x x ≥ 0

Table 8.1: Distributions and mathematical expressions of some example activation functions in deep learning.
Figures are taken from [212].

8.1.3 Model capacity

Training error is the discrepancy between predictions and the true values when the trained model is
applied to the training sample. Although the training data has already been used to train the model, it
does not mean that the model will accurately perform when applied back on the training data itself.
The test error, on the other hand, is the discrepancy measured using a test sample that was collected
separately from the training set. The model is predictive if the two errors are small and close to each
other. Similar to what is described in Section 5.1.6, underfitting occurs when the model is unable to
obtain a sufficiently low error on the training set, while overfitting occurs when the gap between the
training error and test error is too large.

To avoid overfitting and underfitting of a model, its capacity should be considered and altered. The
capacity of a model is loosely defined as how complex a relationship this model can represent. A
sufficient capacity leads to an ability to solve complex tasks, but when the capacity is higher than
needed, it may overfit. On the other hand, a model with a lower capacity is unable to solve complex
tasks, bringing an underfit. The capacity of a neural network can be adjusted by altering its number of
hidden layers and number of nodes in each layer. Roughly speaking, a model with more layers and
more nodes has a higher capacity.
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8.1.4 Optimisation

After choosing an optimal capacity for a task, the network is trained to reduce the training error by
updating the weights. Optimisation is a procedure of minimising or maximising a certain objective
function or loss function, f (w), by altering w. The loss function can be the cross-entropy of the
predicted distribution and the true distribution. The minimum of the cross-entropy gives the smallest
training error by the model.

Gradient descent is an optimisation algorithm to minimise a function by an iterative procedure. To
minimise a function f ( ®w) with a starting point ®w0 = ®a0, we would like to find the direction which
causes the most rapid decline in the function value. The direction of the negative gradient of ®wn at ®an
gives a proposal for an update:

®wn+1 = ®wn − ε∇ ®w f (®an).
The learning rate, ε , is a hyperparameter of the method to determine the size of the moving step.

If the training sample is too large, the learning will be very slow because it updates the parameters
with the complete training set. The stochastic gradient descent (SGD) updates the parameters with a
subset of the training sample. It relies on the fact that the gradient is an expectation, which can be
estimated using a subset. The size of the sub-sample, usually called the batch size, is a hyperparameter
in SGD.
In some poorly conditioned objectives, the minimum may not lie on the direction of the negative

gradient descent, sometimes even much further away. For example in a long, narrow valley, the
minimum is towards the end of the valley. The SGD will lead to oscillation across the valley since
the negative gradient will point down one of the steep sides rather than along the valley towards the
optimum. The momentum of the SGD corrects the current gradient in each update by adding some
contributions from previous gradients and introduces a hyperparameter to control the decay of the
contributions with the updates.

8.1.5 Back-propagation

Back-propagation, or backprop for short, is a way to calculate the gradient descent of a loss function.
The procedure is based on the application of the chain rule and computationally proceeds “backwards”
with respect to the computations of the loss value. To demonstrate this, a simplified version of Fig. 8.1
is depicted in Fig. 8.2, with additional details. The input x that represents the initial information is
propagates forward to the nodes at each hidden layer, where a linear summation z(w) and a nonlinear
activation g(z) are sequentially performed. Finally the network outputs ŷ, and loss value can be
computed. To update w1, the gradient can be expressed using the chain rule as

∇ ®w1
Loss =

∂Loss
∂w1

=
∂Loss
∂g4

· ∂g4
∂z4
· ∂z4
∂g3
· ∂g3
∂z3
· ∂z3
∂g2
· ∂g2
∂z2
· ∂z2
∂g1
· ∂g1
∂z1
· ∂z1
∂w1

.

With known ®g(z) and ®z(w), these derivatives can be calculated analytically or numerically.

8.2 Invariant training on nuisance parameters

One of the challenges of applying machine learning to physics measurements is the need to incorporate
systematic uncertainties. Previously, as demonstrated in Chapter 5, a discriminator is built on nominal
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Figure 8.2: A schematic picture showing how backprop works.

samples and applied on systematic deviations. It lacks a cross-talk between the optimisation of the
separation and systematic deviations. Various ideas were explored to balance the separation and
the size of the uncertainty. For instance, certain variables that introduce large uncertainties can be
excluded from the variable list used in the training. Or use mixed nominal and systematic samples for
training, so that the model could also pick the features of systematic variations. However, it is hard to
disentangle the explicit effect of the systematic uncertainties in the results with these ideas.

A new idea to deal with this problem is to perform an adversarial training [213], implementing
a pivotal discriminant with respect to the NPs that parametrise the systematic uncertainties [214].
The adversarial neural networks (ANN) comprise two networks f and r, where f plays the role of
discriminating signal and backgrounds, and r tries to predict the NP values based on the output of
f . If the discriminant is sensitive to the NPs, a well trained r can tell whether an event is from the
nominal or systematic samples and gives a negative feedback to alter f . After some iterations, the
responses of f for the nominal and systematic samples get closer and closer and it becomes harder
and harder for r to predict the NP value. Thereafter the discriminant f is insensitive to the NPs and
the systematic deviation on the final ANN output is small.

To formulate the method, a joint loss function L(θ f , θr ) is constructed from the individual losses
L f (θ f ) and Lr (θr ):

L(θ f , θr ) = L f (θ f ) − λLr (θr ).
λ is a positive value that controls relative contributions of both networks. Model parameters θ f and θr
are therefore estimated by finding the minimax solution

θ̂ f , θ̂r = arg min
θ f

max
θr
L(θ f , θr ).

With respect to f , minimising the joint loss is equivalent to minimising L f (θ f ) and maximising
Lr (θr ) (due to the negative sign). In other words, f performs well at the classification task while r
performs as poorly as possible. With respect to r , maximising the joint loss is equivalent to minimising
Lr (θr ). So we want r to be as good as possible at the task of predicting NPs.
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8.3 Implementation

The “DR vs DS” uncertainty is one of the dominant uncertainties in the result obtained from the BDT
(see Table 6.2 and Fig. 6.4). Further investigation shows that this mainly comes from the 2j2b region,
as this region is close to the tt phase space and thus is sensitive to the interference. Therefore, the
implemented ANN mainly focuses on the “DR vs DS” uncertainty in the 2j2b region. However, the
final results are extracted using all available systematic uncertainties for a fair comparison with the
preceding BDT results.

8.3.1 Setup and training

The training sample is comprised of half of the tt nominal as the background sample and half of
tW nominal (DR) and DS signal samples (see Tables 4.2 to 4.3). Net f is trying to separate tW
nominal from tt nominal while net r differentiates tW nominal and DS samples. Other backgrounds
are not included in the training due to their low number of events. The second halves are used for test
purposes.2

Keras [215] with the Theano [216] backend is used to build an ANN and perform the training.
Classifier f is a fully connected deep network with nine layers (seven hidden layers plus one input
and one output layer).3 The number of nodes in the input layer is customised to be the number of
input variables. Hidden layers have 40 nodes each, and use eLU as the activation function. The output
layer contains 1 node for the ANN response, using the sigmoid activation. Adversary r is a shallow
network4 that takes the output of f as its input. Technically, r contains the full architecture of f and
shares parameters5 with it. Its unique hidden layer contains 100 nodes and the output layer has 1 node.
The ReLU is used in the hidden nodes while the sigmoid is used in the output node. The architectures
of f and r are tabulated in Table 8.2. The number of parameters in each layers is a multiplication of
the number of nodes in the previous layer plus one times the number of nodes in that layer, where the
additional one counts for a bias node in the previous layer. During the training of r , parameters that
are shared with f are fixed. Parameter λ is found to be insensitive to the final results, and chosen to be
10 in this thesis. The input variable list simply takes the optimised variable list from the BDT (see
Table 5.2), as they have quite good separation power.

Training starts with pretrainings of f and r to obtain reasonable initial values. Afterwards, f is
trained to allow a good signal-background separation.6 Then r is optimised with f fixed to discriminate
the systematic distribution from the nominal. After optimising r, the joint loss may not retain its
minimum and therefore f is retrained. The iterative procedure gives the optima of both f and r , and
the prediction of f is the response of the ANN. To find out the best number of iterations, a large
number of iterations are checked and results are shown in Fig. 8.3. The number of iteration is chosen
to be 100 such that L(θ f ) (in red) reaches a minimum while Lr (θr ) (in green) reaches a maximum.

2 In practice, the fractions for the training and test samples are 0.6 and 0.4, respectively.
3 The number of layers and nodes are studied using a feed-forward network that tries to separate signal from background.
4 A shallow architecture is chosen here to reduce the risk of overtraining and the results are satisfactory. Deep networks
should also work in theory.

5 Parameter sharing is a way to force sets of parameters to be equal. It is an important method of regularisation.
6 Technically, f is trained via a composed network f r constructed from f and r , in order to compute the joint loss function
that includes both f and r parts.
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Layer (type) Output Parameters
shape No. Free?

f input (InputLayer) (11) 0 —
f layer1 (Dense) (40) 480 Yes
f layer2 (Dense) (40) 1640 Yes
f layer3 (Dense) (40) 1640 Yes
f layer4 (Dense) (40) 1640 Yes
f layer5 (Dense) (40) 1640 Yes
f layer6 (Dense) (40) 1640 Yes
f layer7 (Dense) (40) 1640 Yes
f output (Dense) (1) 41 Yes

Total parameters: 10361
Trainable parameters: 10361
Non-trainable parameters: 0

Layer (type) Output Parameters
shape No. Free?

f input (InputLayer) (11) 0 —
f layer1 (Dense) (40) 480 No
f layer2 (Dense) (40) 1640 No
f layer3 (Dense) (40) 1640 No
f layer4 (Dense) (40) 1640 No
f layer5 (Dense) (40) 1640 No
f layer6 (Dense) (40) 1640 No
f layer7 (Dense) (40) 1640 No
f output (Dense) (1) 41 No
r layer1 (Dense) (100) 200 Yes
r output (Dense) (1) 101 Yes
Total parameters: 10662
Trainable parameters: 301
Non-trainable parameters: 10361

Table 8.2: The architecture of network f (left) and r (right).
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Figure 8.3: The evolution of values of L f , λLr (θr ) and L(θ f , θr ) = L f − λLr (θr ), respectively, with 500
iterations and λ = 10. In all cases, both training losses (solid lines) and test losses (dashed lines) are compared
and the differences are small.
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8.3.2 ANN response

The “DR vs DS” deviation on the ANN response in the 2j2b region is shown in Fig. 8.4(a), compared
with the same systematic variations for the BDT response (Fig. 8.4(b)). The ratio distribution is flatter,
which means the feedback from network r has an effect. Especially in the signal (larger response)
region, smaller deviations indicates a lower uncertainty from this source.
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Figure 8.4: The ANN responses (a) and the BDT responses (b) of the tW process nominal and DR in the 2j2b
region.

8.3.3 Fit results and discussions

To qualify the performance of the ANN, a maximum likelihood fit is performed on the Asimov dataset
and real data with all available systematics and all three regions. The BDT distributions are used in
the 1j1b and 2j1b regions while the ANN distributions are used in the 2j2b region. The fit strategy
is the same as the one used in Section 6.4. The following ANN results are obtained (compared to the
BDT results in Section 6.4.1):

(ANN) Expected Observed

µsig 1.00+0.18
−0.16 0.99+0.18

−0.17

µtt 1.000+0.033
−0.031 1.005+0.033

−0.032

(BDT) Expected Observed

µsig 1.00+0.20
−0.17 1.14+0.26

−0.22

µtt 1.000+0.032
−0.031 1.004+0.033

−0.032

The observed signal strength corresponds to a measured cross-section of σtW = 71+13
−12 pb, while the

preceding result given by the BDT discriminant is σtW = 82+19
−16 pb. The two results are consistent

within the uncertainty, while the one from ANN gets more precise (smaller errors).
The pull and impact summary plots for the NPs in the fit are given in Fig. 8.5 (the full list can be

found in Appendix E). Compared with the results from the BDT response (Fig. 6.4), the “DR vs DS”
after-fit impact, although still at the top, is reduced. Although all the other systematics except for the
“DR vs DS” were not fed to the training, due to the correlations, some of them are reduced as well.
For example, the tt ME and PS were in the top ten list while now they drop out of the list. The tW
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and tt ISR/FSR are reduced as well. This effect can be also seen from the correlation matrices of
the systematic uncertainties given in Fig. 8.6. Compared with Fig. 6.3, it is clear that the correlation
between the “DR vs DS” with other systematics reduced a lot. For example, in the data fit, the
correlations with the tt ISR/FSR is reduced to from 0.3 to 0.1, while the one with the tt ME is reduced
to from 0.4 to 0.3. The correlation with the “JES: Eff1” is also slightly reduced. The one with the
“JES: PU ρ” goes down dramatically, from 0.7 to 0.3. The distributions of the systematic deviations
are shown in Figs. 8.7 to 8.8. In general, the ratios are flatter in the ANN response compared with the
BDT response.
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Figure 8.5: Pull (corresponding to the lower x-axis) and impact on µsig (corresponding to the upper x-axis) of
the top 10 NPs ordered by the post-fit impact. The ranking in Asimov (a) and in data (b) are similar, but not
identical. Bands in yellow represent the floated version of the impact, i.e. the NP being studied is fixed to its
up/down variations while others are floated. Bands in violet represent the fixed version of impact, i.e. the NP
being studied is fixed to its up/down variations while others are fixed to their global fit values. The hatched lines
follows the same definitions of the bands albeit presenting after fit impact.
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8.3 Implementation

1−

0.5−

0

0.5

1

 0.1 -0.4  0.1  0.2 -0.2 -0.1 -0.1 -0.0  0.2 -0.1  0.1  0.1  0.1 -0.7  0.1 -0.0  0.1  0.1 -0.1 -0.0  0.0 -0.2  0.0  0.0 -0.0 -0.2  0.0 -0.2 -0.2  0.1  0.1  0.0 -0.0  1.0

 0.7  0.4 -0.3  0.1  0.2 -0.1  0.2  0.1 -0.1 -0.0 -0.0  0.1  0.4 -0.2  0.1  0.0  0.2  0.1  0.0  0.3  0.2 -0.1 -0.1  0.1 -0.1 -0.0  0.0 -0.0 -0.1 -0.1 -0.2 -0.0  1.0 -0.0

-0.0 -0.0  0.0 -0.1 -0.0  0.0  0.1 -0.0  0.0 -0.1  0.0 -0.0  0.0  0.0 -0.2 -0.0 -0.1 -0.1 -0.0 -0.1  0.1  0.1  0.0 -0.0  0.0  0.0  0.0  0.0  0.0  0.0  0.0  1.0 -0.0  0.0

-0.1 -0.2 -0.0 -0.0  0.0 -0.0 -0.1  0.1 -0.0 -0.1  0.0 -0.0 -0.1  0.0 -0.1  0.0 -0.1  0.1 -0.1 -0.0 -0.0 -0.0  0.0  0.0  0.0  0.0 -0.0  0.0  0.0  0.0  1.0  0.0 -0.2  0.1

-0.1 -0.1  0.0 -0.0  0.0 -0.0 -0.0  0.0  0.0 -0.0 -0.0  0.0  0.0 -0.0 -0.0  0.1  0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.0  0.0 -0.0 -0.0  1.0  0.0  0.0 -0.1  0.1

-0.0 -0.0 -0.0  0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.0 -0.0  0.0 -0.0 -0.0 -0.0 -0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.0  0.0  0.0  1.0 -0.0  0.0  0.0 -0.1 -0.2

-0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.0  0.0 -0.0  0.0  0.0  0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.0  0.0 -0.0 -0.0 -0.0 -0.0  0.0  0.0  1.0  0.0 -0.0  0.0  0.0 -0.0 -0.2

 0.1 -0.0 -0.0 -0.0 -0.0  0.0  0.0 -0.0  0.0  0.0 -0.0 -0.0  0.0 -0.0  0.1  0.1  0.1  0.0  0.0  0.0 -0.0  0.0  0.1  0.0  0.0  0.0  1.0  0.0  0.0  0.0 -0.0  0.0  0.0  0.0

 0.0  0.0 -0.0  0.0 -0.0  0.0  0.1  0.0 -0.1  0.0 -0.0 -0.0 -0.0  0.0 -0.1 -0.0 -0.0  0.0 -0.0  0.0 -0.0 -0.1 -0.1  0.0  0.0  1.0  0.0  0.0  0.0  0.0  0.0  0.0 -0.0 -0.2

-0.1  0.1  0.0  0.0  0.0 -0.0 -0.1  0.0  0.0 -0.0  0.0  0.0 -0.0 -0.0 -0.1 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.1  0.1 -0.0  1.0  0.0  0.0 -0.0 -0.0 -0.0  0.0  0.0 -0.1 -0.0

 0.0 -0.1 -0.0 -0.0  0.0 -0.0  0.0  0.0  0.0 -0.0  0.0  0.0  0.0 -0.0  0.1 -0.0 -0.0 -0.0  0.1 -0.0 -0.0  0.3  0.4  1.0 -0.0  0.0  0.0 -0.0 -0.0 -0.0  0.0 -0.0  0.1  0.0

-0.2  0.1 -0.1  0.2 -0.1  0.1 -0.0 -0.0  0.1  0.1 -0.1 -0.0  0.0 -0.0 -0.2  0.0  0.0  0.1 -0.0 -0.1  0.1 -0.2  1.0  0.4  0.1 -0.1  0.1 -0.0 -0.0 -0.0  0.0  0.0 -0.1  0.0

-0.3  0.2  0.0 -0.5  0.1  0.0  0.1 -0.0 -0.1  0.2 -0.0 -0.0 -0.2 -0.0 -0.1 -0.4 -0.2 -0.3  0.1 -0.2 -0.1  1.0 -0.2  0.3  0.1 -0.1  0.0 -0.0 -0.0 -0.0 -0.0  0.1 -0.1 -0.2

 0.1  0.0 -0.0  0.0 -0.0 -0.0  0.0 -0.0  0.1 -0.1 -0.1  0.0  0.1 -0.0  0.1  0.0 -0.0 -0.0 -0.1 -0.3  1.0 -0.1  0.1 -0.0 -0.0 -0.0 -0.0  0.0 -0.0 -0.0 -0.0  0.1  0.2  0.0

 0.2  0.1  0.1 -0.0  0.0 -0.0  0.1  0.0  0.0 -0.0 -0.0  0.0  0.2 -0.0 -0.1  0.2  0.0  0.0 -0.6  1.0 -0.3 -0.2 -0.1 -0.0 -0.0  0.0  0.0  0.0 -0.0 -0.0 -0.0 -0.1  0.3 -0.0

-0.0  0.1  0.0  0.0  0.1 -0.0 -0.2 -0.0 -0.0 -0.0  0.1  0.0 -0.0 -0.0  0.1 -0.0 -0.0  0.1  1.0 -0.6 -0.1  0.1 -0.0  0.1 -0.0 -0.0  0.0 -0.0  0.0 -0.0 -0.1 -0.0  0.0 -0.1

 0.2  0.2  0.1  0.1  0.1 -0.0  0.1  0.0 -0.1  0.0 -0.0  0.0  0.1 -0.0 -0.0  0.1 -0.0  1.0  0.1  0.0 -0.0 -0.3  0.1 -0.0 -0.0  0.0  0.0 -0.0 -0.0  0.0  0.1 -0.1  0.1  0.1

 0.2  0.3  0.0  0.5 -0.2 -0.0  0.1  0.1 -0.1  0.1  0.1  0.0  0.1 -0.0  0.6  0.2  1.0 -0.0 -0.0  0.0 -0.0 -0.2  0.0 -0.0 -0.0 -0.0  0.1 -0.0 -0.0  0.0 -0.1 -0.1  0.2  0.1

-0.1  0.1 -0.1  0.2  0.1 -0.0  0.0  0.0 -0.0  0.0  0.2  0.0  0.1 -0.0 -0.1  1.0  0.2  0.1 -0.0  0.2  0.0 -0.4  0.0 -0.0 -0.0 -0.0  0.1 -0.0 -0.0  0.1  0.0 -0.0  0.0 -0.0

 0.3  0.0 -0.1  0.2 -0.1 -0.0 -0.2  0.1 -0.1  0.1 -0.0  0.0 -0.0 -0.0  1.0 -0.1  0.6 -0.0  0.1 -0.1  0.1 -0.1 -0.2  0.1 -0.1 -0.1  0.1 -0.0 -0.0 -0.0 -0.1 -0.2  0.1  0.1

-0.0 -0.0 -0.0 -0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  1.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.0 -0.0  0.0  0.0 -0.0  0.0  0.0 -0.2 -0.7

 0.3  0.1 -0.1 -0.1 -0.5  0.0 -0.1 -0.1  0.1  0.1  0.2  0.0  1.0 -0.0 -0.0  0.1  0.1  0.1 -0.0  0.2  0.1 -0.2  0.0  0.0 -0.0 -0.0  0.0  0.0 -0.0  0.0 -0.1  0.0  0.4  0.1

 0.1 -0.1 -0.0  0.0 -0.1  0.0  0.1 -0.0 -0.0  0.0 -0.0  1.0  0.0 -0.0  0.0  0.0  0.0  0.0  0.0  0.0  0.0 -0.0 -0.0  0.0  0.0 -0.0 -0.0  0.0  0.0  0.0 -0.0 -0.0  0.1  0.1

-0.0 -0.1 -0.0  0.1 -0.1  0.0  0.2  0.0 -0.0  0.1  1.0 -0.0  0.2 -0.0 -0.0  0.2  0.1 -0.0  0.1 -0.0 -0.1 -0.0 -0.1  0.0  0.0 -0.0 -0.0  0.0 -0.0 -0.0  0.0  0.0 -0.0  0.1

-0.1  0.0  0.1 -0.1  0.0 -0.0 -0.1 -0.0  0.2  1.0  0.1  0.0  0.1 -0.0  0.1  0.0  0.1  0.0 -0.0 -0.0 -0.1  0.2  0.1 -0.0 -0.0  0.0  0.0 -0.0 -0.0 -0.0 -0.1 -0.1 -0.0 -0.1

-0.0 -0.1  0.0  0.1 -0.3  0.0  0.2 -0.0  1.0  0.2 -0.0 -0.0  0.1 -0.0 -0.1 -0.0 -0.1 -0.1 -0.0  0.0  0.1 -0.1  0.1  0.0  0.0 -0.1  0.0  0.0 -0.0  0.0 -0.0  0.0 -0.1  0.2

 0.1  0.1 -0.0 -0.0 -0.1 -0.0 -0.0  1.0 -0.0 -0.0  0.0 -0.0 -0.1 -0.0  0.1  0.0  0.1  0.0 -0.0  0.0 -0.0 -0.0 -0.0  0.0  0.0  0.0 -0.0  0.0 -0.0  0.0  0.1 -0.0  0.1 -0.0

 0.1  0.4  0.0 -0.1 -0.1 -0.1  1.0 -0.0  0.2 -0.1  0.2  0.1 -0.1 -0.0 -0.2  0.0  0.1  0.1 -0.2  0.1  0.0  0.1 -0.0  0.0 -0.1  0.1  0.0 -0.0 -0.0 -0.0 -0.1  0.1  0.2 -0.1

-0.1  0.1  0.0 -0.0  0.0  1.0 -0.1 -0.0  0.0 -0.0  0.0  0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.0  0.1 -0.0 -0.0  0.0  0.0 -0.0 -0.0 -0.0 -0.0  0.0 -0.1 -0.1

 0.2 -0.0 -0.1 -0.1  1.0  0.0 -0.1 -0.1 -0.3  0.0 -0.1 -0.1 -0.5  0.0 -0.1  0.1 -0.2  0.1  0.1  0.0 -0.0  0.1 -0.1  0.0  0.0 -0.0 -0.0 -0.0  0.0  0.0  0.0 -0.0  0.2 -0.2

 0.1 -0.1  0.0  1.0 -0.1 -0.0 -0.1 -0.0  0.1 -0.1  0.1  0.0 -0.1 -0.0  0.2  0.2  0.5  0.1  0.0 -0.0  0.0 -0.5  0.2 -0.0  0.0  0.0 -0.0 -0.0  0.0 -0.0 -0.0 -0.1  0.1  0.2

 0.1 -0.1  1.0  0.0 -0.1  0.0  0.0 -0.0  0.0  0.1 -0.0 -0.0 -0.1 -0.0 -0.1 -0.1  0.0  0.1  0.0  0.1 -0.0  0.0 -0.1 -0.0  0.0 -0.0 -0.0 -0.0 -0.0  0.0 -0.0  0.0 -0.3  0.1

 0.1  1.0 -0.1 -0.1 -0.0  0.1  0.4  0.1 -0.1  0.0 -0.1 -0.1  0.1 -0.0  0.0  0.1  0.3  0.2  0.1  0.1  0.0  0.2  0.1 -0.1  0.1  0.0 -0.0  0.0 -0.0 -0.1 -0.2 -0.0  0.4 -0.4

 1.0  0.1  0.1  0.1  0.2 -0.1  0.1  0.1 -0.0 -0.1 -0.0  0.1  0.3 -0.0  0.3 -0.1  0.2  0.2 -0.0  0.2  0.1 -0.3 -0.2  0.0 -0.1  0.0  0.1 -0.0 -0.0 -0.1 -0.1 -0.0  0.7  0.1

Correlation Matrix

D
S

 v
s 

D
R

 IS
R

/F
S

R
tt
 IS

R
/F

S
R

tW JE
S

: B
JE

S
1

JE
S

: E
ff1

JE
S

: E
ff2

 m
od

el
η

JE
S

: 
 s

ta
t.

η
JE

S
: 

JE
S

: f
la

v.
 c

om
p.

JE
S

: f
la

v.
 r

es
p. µ

JE
S

: P
U

 

JE
S

: P
U

 N
P

V ρ
JE

S
: P

U
 

Lu
m

in
os

ity

 M
E

tt
 M

E
tW

P
S

JE
S

: J
E

R
M

E
T

 r
es

o.
 

M
E

T
 r

es
o.

 
M

E
T

 s
ca

le
b-

ta
g 

S
F

: b
0

b-
ta

g 
S

F
: b

1
b-

ta
g 

S
F

: b
2

F
ak

e 
no

rm
. 1

j1
b

F
ak

e 
no

rm
. 2

j1
b

F
ak

e 
no

rm
. 2

j2
b

 ID
 S

F
e

 ID
 S

F
 s

ys
t.

µ
Z

+
je

ts
 n

or
m

. 1
j1

b

B
in

 7
B

in
 8 si

g
µ

ttµ

tt
µsig

µBin 8
Bin 7

Z+jets norm. 1j1b
 ID SF syst.µ

 ID SFe
Fake norm. 2j2b
Fake norm. 2j1b
Fake norm. 1j1b

b-tag SF: b2
b-tag SF: b1
b-tag SF: b0

MET scale
MET reso. 

MET reso. 
JES: JER

PS
 MEtW
 MEtt

Luminosity
ρJES: PU 

JES: PU NPV
µJES: PU 

JES: flav. resp.
JES: flav. comp.

 stat.ηJES: 
 modelηJES: 

JES: Eff2
JES: Eff1

JES: BJES1
 ISR/FSRtW
 ISR/FSRtt
DS vs DR

Correlation Matrix

(a)

1−

0.5−

0

0.5

1

-0.0 -0.4  0.2  0.1 -0.1 -0.1 -0.2  0.2 -0.2  0.0  0.1  0.1 -0.6  0.1 -0.0  0.0  0.1 -0.0 -0.1 -0.0 -0.2 -0.0  0.0 -0.1 -0.2 -0.2 -0.2  0.1  0.0 -0.2  1.0

 0.8  0.4 -0.4  0.2  0.3 -0.1  0.3 -0.2  0.0  0.0  0.1  0.4 -0.1  0.1 -0.1  0.1 -0.0 -0.1  0.2  0.2 -0.2  0.1  0.0 -0.1  0.0 -0.0 -0.0 -0.1 -0.0  1.0 -0.2

-0.0 -0.0  0.0 -0.0 -0.0  0.0  0.1  0.1 -0.1  0.0 -0.0  0.0  0.0 -0.2 -0.0 -0.1 -0.1 -0.0 -0.1  0.0  0.0  0.0 -0.0  0.0  0.0  0.0  0.0  0.0  1.0 -0.0  0.0

-0.1 -0.1 -0.0  0.0  0.0 -0.0 -0.1 -0.0 -0.0 -0.0  0.0 -0.0 -0.0 -0.1  0.0 -0.1  0.1 -0.1  0.0  0.0 -0.0 -0.0  0.0  0.0  0.0 -0.0 -0.0  1.0  0.0 -0.1  0.1

-0.0  0.0  0.0  0.0  0.0 -0.0 -0.0  0.0 -0.0  0.0  0.0 -0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.0  0.0  1.0 -0.0  0.0 -0.0 -0.2

-0.0  0.0  0.0  0.0  0.0 -0.0 -0.0  0.0 -0.0  0.0  0.0  0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.0  1.0  0.0 -0.0  0.0 -0.0 -0.2

 0.1  0.0  0.0  0.0 -0.0  0.0  0.1 -0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.1 -0.1 -0.0  0.0 -0.0  0.0  0.0 -0.2 -0.1  0.0  0.0  1.0  0.0  0.0  0.0  0.0  0.0 -0.2

-0.1  0.1 -0.0  0.0  0.0 -0.0 -0.1 -0.0 -0.0  0.0  0.0  0.0 -0.0 -0.1 -0.0 -0.0 -0.0 -0.0 -0.0 -0.0  0.1  0.1 -0.0  1.0  0.0 -0.0 -0.0  0.0  0.0 -0.1 -0.1

 0.0 -0.1 -0.0 -0.0  0.0 -0.0  0.0 -0.0 -0.0  0.0  0.0 -0.0 -0.0  0.1 -0.0 -0.0 -0.0  0.0 -0.0 -0.0  0.3  0.4  1.0 -0.0  0.0 -0.0 -0.0  0.0 -0.0  0.0  0.0

-0.0  0.2 -0.1  0.1 -0.1  0.1  0.1  0.2  0.0 -0.1 -0.0  0.2  0.0 -0.2  0.0 -0.1  0.0 -0.0 -0.0  0.1 -0.2  1.0  0.4  0.1 -0.1 -0.0 -0.0 -0.0  0.0  0.1 -0.0

-0.3  0.2  0.1 -0.4 -0.0  0.1  0.0 -0.0  0.2 -0.0 -0.0 -0.2 -0.0 -0.1 -0.3 -0.1 -0.2  0.1 -0.2 -0.1  1.0 -0.2  0.3  0.1 -0.2 -0.0 -0.0 -0.0  0.0 -0.2 -0.2

 0.2  0.1 -0.0 -0.0  0.0 -0.0  0.0  0.0  0.0 -0.0  0.0  0.1 -0.0  0.0  0.0 -0.0 -0.0 -0.1 -0.2  1.0 -0.1  0.1 -0.0 -0.0  0.0 -0.0 -0.0  0.0  0.0  0.2 -0.0

 0.2  0.1  0.1  0.0  0.1 -0.0  0.1  0.0 -0.1 -0.0  0.0  0.2 -0.0 -0.1  0.2 -0.0 -0.1 -0.6  1.0 -0.2 -0.2 -0.0 -0.0 -0.0  0.0 -0.0 -0.0  0.0 -0.1  0.2 -0.1

-0.1  0.1  0.1  0.0 -0.0 -0.0 -0.2  0.1 -0.1  0.1  0.0 -0.1 -0.0  0.1 -0.0 -0.0  0.1  1.0 -0.6 -0.1  0.1 -0.0  0.0 -0.0 -0.0 -0.0 -0.0 -0.1 -0.0 -0.1 -0.0

 0.0  0.2  0.1  0.0  0.2 -0.0  0.1 -0.2  0.0 -0.0  0.0  0.0  0.0  0.0  0.1  0.0  1.0  0.1 -0.1 -0.0 -0.2  0.0 -0.0 -0.0  0.0 -0.0 -0.0  0.1 -0.1 -0.0  0.1

 0.2  0.4  0.2  0.5 -0.1  0.0  0.1 -0.2  0.1  0.0  0.0 -0.0 -0.0  0.5  0.1  1.0  0.0 -0.0 -0.0 -0.0 -0.1 -0.1 -0.0 -0.0 -0.0 -0.0 -0.0 -0.1 -0.1  0.1  0.0

-0.1  0.1  0.0  0.2  0.1 -0.0  0.1 -0.1 -0.1  0.1  0.0  0.0  0.0 -0.1  1.0  0.1  0.1 -0.0  0.2  0.0 -0.3  0.0 -0.0 -0.0 -0.1 -0.0 -0.0  0.0 -0.0 -0.1 -0.0

 0.3  0.0  0.1  0.2 -0.1 -0.0 -0.2 -0.1 -0.0 -0.0  0.0 -0.0 -0.0  1.0 -0.1  0.5  0.0  0.1 -0.1  0.0 -0.1 -0.2  0.1 -0.1 -0.1 -0.0 -0.0 -0.1 -0.2  0.1  0.1

-0.0 -0.0  0.0  0.0  0.0 -0.0 -0.0 -0.0  0.0 -0.0  0.0  0.0  1.0 -0.0  0.0 -0.0  0.0 -0.0 -0.0 -0.0 -0.0  0.0 -0.0 -0.0 -0.0  0.0  0.0 -0.0  0.0 -0.1 -0.6

 0.4 -0.0 -0.1 -0.0 -0.2  0.0 -0.3 -0.1  0.1  0.1 -0.0  1.0  0.0 -0.0  0.0 -0.0  0.0 -0.1  0.2  0.1 -0.2  0.2 -0.0  0.0 -0.0  0.0 -0.0 -0.0  0.0  0.4  0.1

 0.1 -0.1 -0.0  0.0 -0.0  0.0  0.1 -0.0  0.0 -0.0  1.0 -0.0  0.0  0.0  0.0  0.0  0.0  0.0  0.0  0.0 -0.0 -0.0  0.0  0.0 -0.0  0.0  0.0  0.0 -0.0  0.1  0.1

 0.0 -0.1 -0.0  0.0  0.0  0.0  0.1 -0.0  0.0  1.0 -0.0  0.1 -0.0 -0.0  0.1  0.0 -0.0  0.1 -0.0 -0.0 -0.0 -0.1  0.0  0.0 -0.0  0.0  0.0 -0.0  0.0  0.0  0.0

-0.0  0.1 -0.0 -0.0  0.1 -0.0 -0.1  0.2  1.0  0.0  0.0  0.1  0.0 -0.0 -0.1  0.1  0.0 -0.1 -0.1  0.0  0.2  0.0 -0.0 -0.0  0.0 -0.0 -0.0 -0.0 -0.1  0.0 -0.2

-0.0 -0.1  0.1  0.1 -0.2  0.0  0.1  1.0  0.2 -0.0 -0.0 -0.1 -0.0 -0.1 -0.1 -0.2 -0.2  0.1  0.0  0.0 -0.0  0.2 -0.0 -0.0 -0.0  0.0  0.0 -0.0  0.1 -0.2  0.2

 0.2  0.5 -0.1 -0.1 -0.0 -0.1  1.0  0.1 -0.1  0.1  0.1 -0.3 -0.0 -0.2  0.1  0.1  0.1 -0.2  0.1  0.0  0.0  0.1  0.0 -0.1  0.1 -0.0 -0.0 -0.1  0.1  0.3 -0.2

-0.1  0.1 -0.0 -0.0  0.0  1.0 -0.1  0.0 -0.0  0.0  0.0  0.0 -0.0 -0.0 -0.0  0.0 -0.0 -0.0 -0.0 -0.0  0.1  0.1 -0.0 -0.0  0.0 -0.0 -0.0 -0.0  0.0 -0.1 -0.1

 0.3  0.0 -0.1 -0.1  1.0  0.0 -0.0 -0.2  0.1  0.0 -0.0 -0.2  0.0 -0.1  0.1 -0.1  0.2 -0.0  0.1  0.0 -0.0 -0.1  0.0  0.0 -0.0  0.0  0.0  0.0 -0.0  0.3 -0.1

 0.2  0.0 -0.1  1.0 -0.1 -0.0 -0.1  0.1 -0.0  0.0  0.0 -0.0  0.0  0.2  0.2  0.5  0.0  0.0  0.0 -0.0 -0.4  0.1 -0.0  0.0  0.0  0.0  0.0  0.0 -0.0  0.2  0.1

-0.2 -0.0  1.0 -0.1 -0.1 -0.0 -0.1  0.1 -0.0 -0.0 -0.0 -0.1  0.0  0.1  0.0  0.2  0.1  0.1  0.1 -0.0  0.1 -0.1 -0.0 -0.0  0.0  0.0  0.0 -0.0  0.0 -0.4  0.2

 0.1  1.0 -0.0  0.0  0.0  0.1  0.5 -0.1  0.1 -0.1 -0.1 -0.0 -0.0  0.0  0.1  0.4  0.2  0.1  0.1  0.1  0.2  0.2 -0.1  0.1  0.0  0.0  0.0 -0.1 -0.0  0.4 -0.4

 1.0  0.1 -0.2  0.2  0.3 -0.1  0.2 -0.0 -0.0  0.0  0.1  0.4 -0.0  0.3 -0.1  0.2  0.0 -0.1  0.2  0.2 -0.3 -0.0  0.0 -0.1  0.1 -0.0 -0.0 -0.1 -0.0  0.8 -0.0

Correlation Matrix

D
S

 v
s 

D
R

 IS
R

/F
S

R
tt
 IS

R
/F

S
R

tW JE
S

: B
JE

S
1

JE
S

: E
ff1

JE
S

: E
ff2

 m
od

el
η

JE
S

: 

JE
S

: f
la

v.
 c

om
p.

JE
S

: f
la

v.
 r

es
p. µ

JE
S

: P
U

 

JE
S

: P
U

 N
P

V ρ
JE

S
: P

U
 

Lu
m

in
os

ity

 M
E

tt
 M

E
tW

P
S

JE
S

: J
E

R

M
E

T
 r

es
o.

 

M
E

T
 r

es
o.

 

M
E

T
 s

ca
le

b-
ta

g 
S

F
: b

0

b-
ta

g 
S

F
: b

1

b-
ta

g 
S

F
: b

2

F
ak

e 
no

rm
. 1

j1
b

F
ak

e 
no

rm
. 2

j1
b

 ID
 S

F
e

 ID
 S

F
 s

ys
t.

µ

B
in

 7

B
in

 8 si
g

µ

ttµ

tt
µ
sig

µ
Bin 8
Bin 7

 ID SF syst.µ
 ID SFe

Fake norm. 2j1b
Fake norm. 1j1b

b-tag SF: b2
b-tag SF: b1
b-tag SF: b0

MET scale
MET reso. 

MET reso. 
JES: JER

PS
 MEtW
 MEtt

Luminosity
ρJES: PU 

JES: PU NPV
µJES: PU 

JES: flav. resp.
JES: flav. comp.

 modelηJES: 
JES: Eff2
JES: Eff1

JES: BJES1
 ISR/FSRtW
 ISR/FSRtt
DS vs DR

Correlation Matrix

(b)

Figure 8.6: Correlation matrices of the systematic uncertainties. The results shown represent fits to the Asimov
dataset (a) and real data (b). Rows or columns with no entries of magnitude greater than 0.2 are pruned to
simplify the plots.
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Figure 8.7: Comparison of ANN response (left) and BDT response (right) of some systematic deviations in the
2j2b region.
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Figure 8.8: Comparison of ANN response (left) and BDT response (right) of some systematic deviations in the
2j2b region. These systematic deviations only contain one side and symmetrised to the other side in the fit.
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CHAPTER 9

Conclusions

This thesis presents the inclusive cross-sectionmeasurement and so far the first differential cross-section
measurement for the associated production of a top quark and a W boson, known as the tW-channel,
at
√

s = 13 TeV. The dataset corresponds to an integrated luminosity of 36.1 fb−1, collected by the
ATLAS detector at the LHC in 2015 and 2016. This process is predicted by the SM. Any deviation
from the SM prediction could indicate modifications from new physics.
The analysis uses dilepton events with at least one b-tagged jet to suppress backgrounds. Events

are divided into signal and control regions based on the number of jets and b-jets. The tW signal is
separated from the tt background using a BDT discriminant, further improved by an ANN discriminant.
A likelihood fit is performed on the discriminant response to extract the inclusive cross-section for the
signal process. The inclusive cross-section is measured to be (using the ANN discriminant)

σmeas.(
√

s = 13 TeV) = 71 ± 2 (stat.)+12
−11 (syst.) ± 3 (lumi.) pb,

while the theoretical prediction for this process is

σtheo.(
√

s = 13 TeV) = 71.7 ± 1.8 (scale) ± 3.4 (PDF) pb.

The measured value agrees quite well with the theoretical prediction, indicating no new physics
observed.

Dominant uncertainties arise from JES, signal modelling, and tt background modelling. The result
of the measurement presented in this thesis is summarised together with other measurements of the
single top-quark production at the LHC in Fig. 9.1. The cross-section measured in this analysis is
consistent with the theory predictions and with a recent CMS result.
Furthermore, a tW enriched region is selected and the differential cross-section is measured

for several particle-level observables. Six observables are chosen, constructed from the masses
and energies of leptons and jets as well as the transverse momenta of neutrinos. Measurements
are normalised with the fiducial cross-section, causing several of the main uncertainties to cancel
out. Dominant uncertainties arise from limited data statistics, signal modelling, and tt background
modelling. Results are found to be in good agreement with predictions from several MC event
generators.

The results of this thesis are updates of the preceding results published in the two papers [180, 209].
The first paper reported the inclusive cross-section using only 3.2 fb−1 data, taken in 2015. The second
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Figure 9.1: The results of this and other measurements of the production of single top-quarks at the LHC,
compared to theory predictions. Two measurements of tW at

√
s = 13 TeV are added with respect to Fig. 2.7.

The one in blue represents the results from this thesis, while the one in red is a recent result from CMS [217].

paper presented the differential cross-section results with the same amount of data as that used in the
thesis. However, this thesis is an update with better object reconstruction and calibration and better
systematic uncertainties. The study using the ANN is newly introduced in this thesis.
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APPENDIX A

Generator information of samples used in the
fake-lepton events estimates

Jet filter W decay Cross-section [pb]
Jet pT [GeV]

0–70 70–140 140–280 280–500 500–1 000 > 1 000

Light-jet
eνe 15 300 619 197 38.3
µνµ 15 300 619 198 38.3
τντ 15 300 619 197 38.4

c jet
eνe 2 430 224 95.2 22.4
µνµ 2 430 223 96.5 22.4
τντ 2 440 223 94.1 22.3

b jet
eνe 832 94.9 35.9 9.59
µνµ 829 76.7 36.3 8.77
τντ 838 95.3 34.8 9.49

—
eνe 14.6 1.20
µνµ 14.6 1.20
τντ 14.6 1.20

Table A.1: The cross-sections for W + jets as a function of jet pT slices and lepton-jet flavours of the W decay.
They are normalised to NLO (LO for more than 2 jets) theoretical calculation. Jet flavours are simulated
inclusively when jet pT > 500GeV. Numbers are extracted from [218].
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Appendix A Generator information of samples used in the fake-lepton events estimates

Jet filter Lepton Cross-section [pb]
Jet pT [GeV]

0–70 70–280 > 280

Light-jet
ee 2 270 43.9 2.71
µµ 2 270 43.8 2.70
ττ 2 270 43.9 2.74

b jet
ee 81.7 5.35 0.487
µµ 81.1 5.50 0.513
ττ 81.6 5.41 0.499

Table A.2: The cross-sections for `` + jets as a function of jet pT slices and lepton-jet flavours. They are
normalised to NLO (LO for more than 2 jets) theoretical calculation. Numbers are extracted from [219].
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Rest BDT input variables
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Appendix B Rest BDT input variables
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Figure B.1: The rest BDT input variables used in the 1j1b region (supplementary to Fig. 5.3). Signal and
backgrounds are normalised to their theoretical predictions, and the error bands represent the total systematic
uncertainties used in the thesis. The first and last bins of each distribution include underflow and overflow
events, respectively. The upper panel gives the yields in the number of events per bin, while the lower panel
gives the ratios of the numbers of observed events to the total prediction in each bin. The sub-caption gives the
rank R defined in Table 5.2.
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Figure B.2: The rest BDT input variables used in the 1j1b region (supplementary to Fig. 5.3 and Fig. B.1).
Signal and backgrounds are normalised to their theoretical predictions, and the error bands represent the total
systematic uncertainties used in the thesis. The first and last bins of each distribution include underflow and
overflow events, respectively. The upper panel gives the yields in the number of events per bin, while the lower
panel gives the ratios of the numbers of observed events to the total prediction in each bin. The sub-caption
gives the rank R defined in Table 5.2.
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Figure B.3: The rest BDT input variables used in the 2j1b region (supplementary to Fig. 5.3). Signal and
backgrounds are normalised to their theoretical predictions, and the error bands represent the total systematic
uncertainties used in the thesis. The first and last bins of each distribution include underflow and overflow
events, respectively. The upper panel gives the yields in the number of events per bin, while the lower panel
gives the ratios of the numbers of observed events to the total prediction in each bin. The sub-caption gives the
rank R defined in Table 5.2.
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Figure B.4: The rest BDT input variables used in the 2j2b region (supplementary to Fig. 5.3). Signal and
backgrounds are normalised to their theoretical predictions, and the error bands represent the total systematic
uncertainties used in the thesis. The first and last bins of each distribution include underflow and overflow
events, respectively. The upper panel gives the yields in the number of events per bin, while the lower panel
gives the ratios of the numbers of observed events to the total prediction in each bin. The sub-caption gives the
rank R defined in Table 5.2.
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APPENDIX C

Pull and impact of the NPs (BDT)
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Appendix C Pull and impact of the NPs (BDT)
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Figure C.1: Pull (corresponding to the lower x-axis) and impact on µsig (corresponding to the upper x-axis) of
the NPs ordered by the post-fit impact. The ranking in asimov (a) and in data (b) are similar, but not identical.
Floated version of impact for asimov (a) and data (b) and fixed version of impact for asimov (c) and data (d) are
shown. The hatched lines follows the same definitions albeit presenting before fit impact.
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APPENDIX D

Detailed uncertainties on the differential
cross-sections
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Appendix D Detailed uncertainties on the differential cross-sections

E(b) bin [GeV] [25, 60] [60, 100] [100, 135] [135, 175] [175, 500]
(1/σ) dσ/dx [GeV−1] 0.00422 0.00937 0.00428 0.00169 0.000801

Statistical uncertainty 22 12 27 48 11
MC stat. uncertainty (bootstrap) 2.9 2.5 4.3 5.1 1.4
Unfolding non-closure -7.8 0 0 0 3.6
Ee ID SF 0.076 0.03 0.067 -0.47 -0.0016
Ee resolution 0.17 -0.11 0.2 0.65 -0.21
tW ISRFSR 7.3 -2.1 -2.8 2.6 -0.22
tW ME 11 -11 18 -15 3.1
tW PS -7.1 6.1 -7.7 5 -1.6
DR vs DS -5.3 3.9 -2.6 2.9 -1.8
Diboson norm. -0.087 0.22 0.36 0.66 -0.66
Fake norm. 2.1 -0.5 -0.71 2.3 -0.67
JER 5.6 -6.7 12 12 -3.4
JES: η model 1.2 0.54 -0.07 -0.28 -1.3
JES: η stat. 0.97 0.14 -0.57 -0.12 -0.38
JES: Eff1 3.9 -1 -0.5 4.9 -1.8
JES: Eff2 1.7 -1.4 0.84 2.7 -0.17
JES: JES 4.5 -0.27 -2.6 2.4 -1.3
JES: PU µ -1 0.19 0.51 -1.9 0.52
JES: PU ρ 2.4 0.77 -1.9 5.7 -2.8
JES: PU NPV 1.7 -0.66 -1.1 4.3 -0.51
JES: flav. comp. 0.14 0.83 -1.7 1 -0.53
JES: flav. resp. 0.2 -0.59 1.8 -1.8 0.17
Luminosity -0.14 -0.033 -0.21 -0.77 0.45
MET reso. ‖ 0.88 0.5 -1.5 4.3 -1.5
MET reso. ⊥ 5.3 -2.1 2.6 -0.71 -1.3
MET scale 0.98 -0.3 -0.61 2.1 -0.32
Z + jets norm. -3.2 0.63 1.7 -0.22 -0.019
tt ISRFSR -15 0.94 5.4 12 1.2
tt ME 4.3 22 -2.1 -50 -19
tt PS -0.26 -9 -17 18 18
tt norm. -0.42 -0.097 -0.6 -2.2 1.3
b-tag SF: b0 6.5 -0.5 -0.76 -0.14 -2.5
b-tag SF: b1 -1.2 0.11 0.24 0.54 0.25

Total syst. uncertainty 27 28 30 59 28
Total uncertainty 35 31 40 76 30

Table D.1: Normalised cross-sections differential in E(b). Uncertainties are shown in percent.
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E(``b) bin [GeV] [50, 175] [175, 275] [275, 375] [375, 500] [500, 700] [700, 1200]
(1/σ) dσ/dx [GeV−1] 0.00069 0.00364 0.0025 0.0014 0.000435 7.39e-05

Statistical uncertainty 30 9.7 12 15 22 34
MC stat. uncertainty (bootstrap) 3.2 1.3 1.9 2.3 2.5 2.6
Unfolding non-closure -8.4 -3.4 0 0 3.3 6.2
Ee ID SF 0.33 0.13 0.087 -0.39 -0.18 -0.36
Ee resolution -0.9 0.52 0.076 -1.1 0.64 0.41
tW ISRFSR 5.7 -0.48 -0.39 -3.7 5 -0.13
tW ME 7.7 -5.6 -4.6 6.5 21 -11
tW PS 13 -2.2 4.6 -8.5 -0.75 2.2
DR vs DS -9.2 2.4 -4.1 5.6 3.7 -9.5
Diboson norm. -0.25 0.27 0.13 -0.2 -0.23 -1.5
Fake norm. 4 -0.2 -0.11 -0.52 -0.49 -3.1
JER -2 -1.6 2.9 2 -2.3 -3.1
JES: η model 0.55 0.76 -1 1.3 -3.6 0.65
JES: η stat. 4.3 -0.38 -1.3 0.48 -0.5 1.4
JES: Eff1 -0.53 0.16 -0.68 2.3 -2.4 -0.85
JES: Eff2 -2.8 0.1 1.1 -0.59 0.31 -0.023
JES: JES 1.4 0.035 -0.028 -0.056 -1.2 -0.25
JES: PU µ -2.7 0.28 -1.1 1.5 1.1 1.2
JES: PU ρ -0.51 0.7 -0.62 0.52 -1.2 -1.3
JES: PU NPV 2 -0.47 -0.53 0.033 0.27 2.8
JES: flav. comp. -0.29 0.32 0.25 -1.3 0.63 0.53
JES: flav. resp. -1 0.25 -0.24 0.88 -0.86 -0.54
Luminosity 0.5 -0.096 0.11 -0.59 0.44 0.79
MET reso. ‖ -1.3 0.86 -1.9 0.1 2.9 -0.032
MET reso. ⊥ 2.1 -1.7 0.8 2.4 -2.5 0.78
MET scale -2.8 -0.23 0.48 0.26 1.8 0.14
Z + jets norm. -12 1.1 0.98 1.1 1.4 1.3
tt ISRFSR -7 -6.1 2.1 12 1.8 0.29
tt ME 84 1.4 -19 10 -36 -46
tt PS -34 -7 -6.1 3.3 50 55
tt norm. 1.5 -0.28 0.32 -1.7 1.3 2.3
b-tag SF: b0 1.8 0.75 -0.41 -0.3 -2 -2.7
b-tag SF: b1 -0.73 -0.094 -0.0052 0.47 0.11 0.16

Total syst. uncertainty 95 12 22 21 66 74
Total uncertainty 99 16 25 26 70 81

Table D.2: Normalised cross-sections differential in E(``b). Uncertainties are shown in percent.
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Appendix D Detailed uncertainties on the differential cross-sections

mT(``ννb) bin [GeV] [50, 275] [275, 375] [375, 500] [500, 1000]
(1/σ) dσ/dx [GeV−1] 0.00353 0.00121 0.000498 4.25e-05

Statistical uncertainty 6.1 22 22 28
MC stat. uncertainty (bootstrap) 0.65 2.4 3.1 2.5
Unfolding non-closure -4.6 0 0 10
Ee ID SF 0.1 -0.38 -0.62 0.15
Ee resolution -0.14 1 -0.59 1.3
tW ISRFSR -0.27 1.3 -0.19 3
tW ME -2.4 8.2 16 -4.4
tW PS 0.19 -5 6.2 3.3
DR vs DS -0.82 2.4 8.8 -8.9
Diboson norm. -0.019 0.33 0.35 -2.2
Fake norm. 0.11 -0.24 0.46 -4.1
JER -0.4 3.9 -5 7.2
JES: η model 0.21 1.2 -3 -5.8
JES: η stat. 0.076 -0.32 0.92 -3.7
JES: Eff1 -0.018 0.98 0.42 -6.1
JES: Eff2 -0.011 -0.49 -0.047 3.4
JES: JES 0.3 -1.7 -0.2 -0.8
JES: PU µ 0.025 -1.8 3.3 -0.36
JES: PU ρ 0.29 0.51 -2.5 -6.4
JES: PU NPV -0.071 -0.39 1.2 1.4
JES: flav. comp. -0.18 0.48 2 -2.1
JES: flav. resp. 0.25 -1.3 -1.3 1.9
Luminosity 0.036 -0.6 0.012 2
MET reso. ‖ -0.44 4 -1.2 -2.5
MET reso. ⊥ -0.96 6.2 0.62 -1.1
MET scale -0.81 4 3.1 -1.6
Z + jets norm. -0.31 1.3 1.6 -0.39
tt ISRFSR -1.5 7.2 -4.7 29
tt ME -0.011 11 -24 11
tt PS -7.7 25 28 68
tt norm. 0.11 -1.8 0.036 5.9
b-tag SF: b0 0.52 -1.3 -2.5 -4.5
b-tag SF: b1 -0.14 0.66 0.61 -0.2

Total syst. uncertainty 9.6 31 43 78
Total uncertainty 11 38 48 83

Table D.3: Normalised cross-sections differential in mT(``ννb). Uncertainties are shown in percent.
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m(`1b) bin [GeV] [0, 60] [60, 100] [100, 150] [150, 200] [200, 250] [250, 400]
(1/σ) dσ/dx [GeV−1] 0.00105 0.0036 0.00887 0.00328 0.00163 0.000692

Statistical uncertainty 29 25 9.6 18 25 16
MC stat. uncertainty (bootstrap) 3.6 2.4 1.5 3.2 3.9 1.4
Unfolding non-closure -11 -5 -1.7 0 0 4.7
Ee ID SF 1.1e-05 0.024 0.14 -0.1 -0.13 -0.38
Ee resolution -1.7 0.52 -0.45 1.6 -0.95 0.52
tW ISRFSR -0.15 4.4 -2 1.9 -4.1 2.6
tW ME 7.8 -2.9 -3.1 -2.2 9.2 8.8
tW PS -2.2 7.9 -1.1 -4.1 -1.7 2.8
DR vs DS -8.6 0.53 -0.57 4.3 -2.3 1.9
Diboson norm. -0.64 -0.14 0.26 -0.27 0.7 -0.68
Fake norm. 6 0.42 -0.6 0.17 -0.76 -1.3
JER 0.22 -14 -2 15 -2 6.1
JES: η model 1.9 2.4 -0.27 -1.1 1.2 -2.5
JES: η stat. 0.91 2.2 -0.26 -0.67 -1.5 -0.19
JES: Eff1 0.69 2.9 -1.2 1.7 -1.8 -0.66
JES: Eff2 -2.6 -1.7 0.74 -0.14 0.74 0.35
JES: JES 1.8 3.2 -1.1 -2 3.2 -0.069
JES: PU µ -0.35 -2.1 0.038 0.066 1.3 1.9
JES: PU ρ 2.4 3.3 -1.5 1.1 -1.3 -0.55
JES: PU NPV 2.4 -1.5 0.28 -0.88 -0.53 1.3
JES: flav. comp. -1.1 -0.069 0.16 0.21 -0.43 0.14
JES: flav. resp. -0.22 0.38 -0.099 0.46 0.13 -0.81
Luminosity -0.094 -0.26 0.17 -0.25 -0.14 0.2
MET reso. ‖ 4.3 -0.76 0.12 -1.4 0.79 -0.39
MET reso. ⊥ 1.8 0.25 -0.87 1.4 3.1 -2.5
MET scale -3.1 1.4 0.2 0.15 0.44 -1.6
Z + jets norm. 2.4 -3.5 0.25 1.1 0.53 0.11
tt ISRFSR 6.7 -18 1.5 3.5 7.9 3.2
tt ME 43 23 -7.2 -2.4 14 -34
tt PS -25 -33 19 -23 -16 30
tt norm. -0.27 -0.76 0.5 -0.74 -0.4 0.59
b-tag SF: b0 3 3.8 -0.026 -1.4 -2.2 -3.1
b-tag SF: b1 -0.57 -0.6 -0.11 0.43 0.47 0.6

Total syst. uncertainty 54 48 21 29 26 47
Total uncertainty 61 54 23 34 36 50

Table D.4: Normalised cross-sections differential in m(`1b). Uncertainties are shown in percent.
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Appendix D Detailed uncertainties on the differential cross-sections

m(``b) bin [GeV] [0, 125] [125, 175] [175, 225] [225, 300] [300, 400] [400, 1000]
(1/σ) dσ/dx [GeV−1] 0.00112 0.0043 0.00586 0.00315 0.000486 0.000112

Statistical uncertainty 24 17 11 12 35 17
MC stat. uncertainty (bootstrap) 3.1 1.8 1.8 1.9 2.8 1.8
Unfolding non-closure -7.2 -2.9 0 0 0 5
Ee ID SF -0.39 0.23 0.15 0.025 -0.53 -0.32
Ee resolution -1.9 -0.21 0.86 -0.068 0.6 0.7
tW ISRFSR 2.1 -0.77 0.093 -0.87 -2.1 2.3
tW ME -6.1 -3 -1.7 3.1 11 11
tW PS 21 -3 -2.3 -5.3 1.1 -6
DR vs DS 0.1 -0.83 1.2 -1.6 7.1 -2
Diboson norm. -0.5 -0.032 0.58 0.049 0.079 -1.6
Fake norm. 5.4 -0.32 -0.92 -0.86 -1.1 -2.5
JER -26 3.8 3 4.2 8.1 7.7
JES: η model 0.55 1.3 0.082 -0.54 -1.2 -3
JES: η stat. 1.4 0.51 0.39 -1.8 0.43 -0.31
JES: Eff1 -2.6 1.4 -0.44 0.82 -1.3 0.74
JES: Eff2 -2.1 -0.1 0.42 0.73 0.55 -0.015
JES: JES 0.3 1.2 -0.32 -0.83 -0.4 0.26
JES: PU µ 0.72 -1.8 0.24 0.36 1.7 0.62
JES: PU ρ -2.6 2.6 -0.99 0.25 0.27 0.33
JES: PU NPV 2 -0.59 -0.33 -0.6 1.1 0.56
JES: flav. comp. -1.5 0.64 0.38 -0.37 0.31 0.43
JES: flav. resp. 1.3 -0.8 -0.0057 0.41 -1.2 -0.83
Luminosity -0.47 0.24 0.035 -0.037 -0.63 0.64
MET reso. ‖ 3.2 -2.1 -2.7 3.9 -1.4 -0.66
MET reso. ⊥ 4.1 -2.1 -0.27 -0.29 5.4 -3.5
MET scale 0.23 -1 -0.73 1.9 1.4 -1.5
Z + jets norm. 2.1 -3.5 0.92 0.66 0.26 0.46
tt ISRFSR -19 -6 9.5 -1 15 9.7
tt ME 91 -13 -15 -9.1 -26 -33
tt PS -89 13 13 -4.6 41 75
tt norm. -1.4 0.7 0.1 -0.11 -1.8 1.9
b-tag SF: b0 3.5 0.81 -0.05 -1.6 -1.5 -3.2
b-tag SF: b1 -0.43 -0.33 -0.026 0.33 0.73 0.41

Total syst. uncertainty 130 21 23 14 54 84
Total uncertainty 140 27 25 18 64 86

Table D.5: Normalised cross-sections differential in m(``b). Uncertainties are shown in percent.
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m(`2b) bin [GeV] [0, 50] [50, 100] [100, 150] [150, 400]
(1/σ) dσ/dx [GeV−1] 0.00205 0.00885 0.00654 0.000512

Statistical uncertainty 26 9.9 9.9 17
MC stat. uncertainty (bootstrap) 3.2 1.1 1.4 2.7
Unfolding non-closure -9.5 -1.9 0 7.7
Ee ID SF -0.51 0.00051 0.041 0.3
Ee resolution 2.1 -0.4 0.79 -2.3
tW ISRFSR -1.4 1.7 0.66 -6.6
tW ME -20 1.1 3 4.7
tW PS 9.1 -1.4 -2.1 3
DR vs DS 7.6 -0.17 3.1 -13
Diboson norm. -0.24 0.7 1.3 -5.6
Fake norm. -0.55 0.79 -0.21 -1.8
JER 0.91 -1.5 0.37 3.7
JES: η model 1.4 0.32 -0.55 -0.79
JES: η stat. 0.99 0.23 -0.47 -0.41
JES: Eff1 4.2 -0.33 -0.77 -0.25
JES: Eff2 -1.2 -0.15 0.79 -0.53
JES: JES 2.1 0.12 -0.66 -0.43
JES: PU µ 1.4 -0.82 0.82 -0.41
JES: PU ρ 4.9 0.037 -1.2 -0.89
JES: PU NPV 2.2 0.16 -0.7 -0.53
JES: flav. comp. 2.2 -0.12 -0.077 -1.1
JES: flav. resp. -2.8 0.19 0.3 0.84
Luminosity -1.2 -0.021 0.21 0.51
MET reso. ‖ 4.8 -1.4 -1.2 4
MET reso. ⊥ 6.7 -1 -1.1 1.1
MET scale 1.4 -1.3 -0.28 3.9
Z + jets norm. 2 -0.69 1.5 -3
tt ISRFSR -9.6 -3.1 4.6 6.7
tt ME 74 -3.7 -3.7 -37
tt PS -24 -5.1 -4.7 49
tt norm. -3.5 -0.061 0.6 1.5
b-tag SF: b0 4.9 0.93 -1.9 -2.2
b-tag SF: b1 -0.19 -0.14 0.28 -0.08

Total syst. uncertainty 83 8.4 9.9 65
Total uncertainty 87 13 14 67

Table D.6: Normalised cross-sections differential in m(`2b). Uncertainties are shown in percent.
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APPENDIX E

Pull and impact of the NPs (ANN)
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Appendix E Pull and impact of the NPs (ANN)

b­tag SF: extrap. c

b­tag SF: extrap.

Diboson norm. 2j2b

b­tag SF: b3

+jets norm. 2j2bZ

 resolutioneE

 isol. SF stat.µ

 trigger SF stat.µ

JES: Eff5

 MEtt

Fake norm. 1j1b

b­tag SF: light 0

 trigger SF syst.µ

T
pJES: PU 

JES: Eff4

Fake norm. 2j2b

JES: Eff8

 trigger SFe

Diboson norm. 2j1b

 scaleeE

+jets norm. 2j1bZ

JES: Eff3

Diboson norm. 1j1b

JES: Eff6

 noncl.ηJES: 

 reco. SFe

JES: Eff7

Fake norm. 2j1b

 isol. SFe

JES: JER

+jets norm. 1j1bZ

 ID SF stat.µ

DS vs DR

 isol. SF syst.µ

b­tag SF: b1

µJES: PU 

b­tag SF: b2

MET scale

MET reso. 

MET reso. 

PS

JES: BJES1

b­tag SF: b0

JES: Eff2

JES: PU NPV

 stat.ηJES: 

 ISRFSRtW

 ISRFSRtt

JES: flav. comp.

 ME generatortW

 ID SF syst.µ

 ID SFe

 modelηJES: 

JES: flav. resp.

JES: Eff1

Luminosity

ρJES: PU 

0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4

µ∆

3− 2− 1− 0 1 2 3
ρ

Pull

µBefore fit impact on 

µAfter fit impact on 

­1
 = 13 TeV, 36.1 fbs

(c)

b­tag SF: extrap. c

b­tag SF: extrap.

Diboson norm. 2j2b

b­tag SF: b3

+jets norm. 2j2bZ

 MEtt

 resolutioneE

 isol. SF stat.µ

 trigger SF stat.µ

JES: Eff5

b­tag SF: light 0

 trigger SF syst.µ

JES: Eff4

T
pJES: PU 

Fake norm. 2j2b

JES: Eff8

 trigger SFe

 scaleeE

Diboson norm. 2j1b

+jets norm. 2j1bZ

JES: Eff3

JES: Eff6

Diboson norm. 1j1b

 noncl.ηJES: 

JES: Eff7

 reco. SFe

 isol. SFe

Fake norm. 2j1b

+jets norm. 1j1bZ

 ID SF stat.µ

JES: JER

Fake norm. 1j1b

 isol. SF syst.µ

MET scale

µJES: PU 

b­tag SF: b2

b­tag SF: b1

DS vs DR

MET reso. 

MET reso. 

JES: BJES1

 stat.ηJES: 

b­tag SF: b0

JES: Eff2

JES: PU NPV

 ISRFSRtW

 ME generatortW

 ID SF syst.µ

 ID SFe

JES: flav. comp.

JES: flav. resp.

 modelηJES: 

 ISRFSRtt

PS

JES: Eff1

ρJES: PU 

Luminosity

0.3− 0.2− 0.1− 0 0.1 0.2 0.3

µ∆

3− 2− 1− 0 1 2 3
ρ

Pull

µBefore fit impact on 

µAfter fit impact on 

­1
 = 13 TeV, 36.1 fbs

(d)

Figure E.1: Pull (corresponding to the lower x-axis) and impact on µsig (corresponding to the upper x-axis) of
the NPs ordered by the post-fit impact. The ranking in asimov (a) and in data (b) are similar, but not identical.
Floated version of impact for asimov (a) and data (b) and fixed version of impact for asimov (c) and data (d) are
shown. The hatched lines follows the same definitions albeit presenting before fit impact.
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