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## Summary

Many stochastic models exhibit a phenomenon called metastability. The first goal of this thesis is to study this phenomenon for certain classes of interacting particle systems. The second goal of this thesis is the following. Many models that are expected to exhibit metastable behaviour consist of a large number of particles. Thus, their dynamics takes place in a high-dimensional configuration space. It is then a typical idea to describe the system on the macroscopic level by introducing a macroscopic order parameter. In the case of high-dimensional diffusion systems, the empirical distribution turns out to be a suitable order parameter. The reason is that, under this mapping, the Markov property of the system is preserved. Hence, the macroscopic level is given by the infinite-dimensional space of probability measures. Therefore, in order to study the macroscopic behaviour, it is useful to have the structure of a Riemannian manifold on the space of probability measure. In the seminal papers [83] and [111], it is shown that the so-called Wasserstein formalism provides such a structure. The second goal of this thesis is to extend this Wasserstein formalism to a certain class of diffusion equations, and to use this formalism to build a rigorous bridge between the microscopic and the macroscopic level in the case of local mean-field interacting diffusions. It is left for future research to apply these results to study the metastable behaviour of the system on the macroscopic level.

The outline of this thesis is as follows. In Chapter I we provide a brief introduction to the main topics of this thesis. We briefly describe the phenomenon of metastability, explain the main steps in the construction of Wasserstein gradient flows, and illustrate the Fathi-SandierSerfaty approach by a simple example. Moreover, we provide a first formulation of the main results of this thesis.

In Chapter II we study the metastable behaviour of three modifications of the standard, two-dimensional Ising model. The first model is an anisotropic version of the Ising model, where the interaction energy takes different values on vertical and horizontal bonds. The second model adds next-nearest-neighbour attraction to the standard Ising model. In the third model, the magnetic field is assumed to have different alternating signs on even and on odd rows. The results of Chapter II were published as the paper [11].

In Chapter III we first establish a gradient flow representation for evolution equations that depend on a non-evolving parameter. These equations are connected to a local meanfield interacting spin system. We then use the gradient flow representation to prove a large deviation principle and a law of large numbers for the empirical process associated to this system. This is done by using the Fathi-Sandier-Serfaty approach. The results of Chapter III were published as the paper [13].

In Chapter IV we consider a system of $N$ mean-field interacting diffusions that are driven by a single-site potential of the form $z \mapsto z^{4} / 4-z^{2} / 2$. The strength of the noise is measured by $\varepsilon>0$, and the strength of the interaction by $J>1$. Choosing the empirical mean, $P: \mathbb{R}^{N} \rightarrow \mathbb{R}, P x=1 / N \sum_{i} x_{i}$, as the macroscopic order parameter, we show that the resulting macroscopic Hamiltonian admits two global minima, one at $-m_{\varepsilon}^{\star} \in(-\infty, 0)$, and one at $m_{\varepsilon}^{\star} \in(0, \infty)$. We are interested in the transition time to the hyperplane $P^{-1}\left(m_{\varepsilon}^{\star}\right)$, when the initial configuration is close to $P^{-1}\left(-m_{\varepsilon}^{\star}\right)$. The main result is a formula for this transition time, which is reminiscent of the celebrated Eyring-Kramers formula up to a multiplicative error term that tends to 1 as $N \uparrow \infty$ and $\varepsilon \downarrow 0$. Finally, we add estimates on this transition time in the case $\varepsilon=1$ and for a large class of single-site potentials. The results of Chapter

IV are contained in the preprint [14] and are the result of a collaboration with Georg Menz (UCLA).

In Chapter V we again consider the system of Chapter IV in the case $\varepsilon=1$ and for a large class of single-site potentials. This time, instead of the empirical mean, we choose the empirical distribution as the order parameter. We then prove some results about the basins of attraction in the macroscopic energy landscape. These results provide a first step towards the investigation of the metastable behaviour of the empirical process associated to (local) mean-field interacting diffusions, which we motivated above. The results of Chapter V are contained in the preprint [12].
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## Chapter I

## Introduction

The goal of this introduction is to provide a motivation and a background for the main results in this thesis. The main three topics in this thesis are metastability, Wasserstein gradient flows and the (Fathi-)Sandier-Serfaty approach. In this introduction, we discuss the main ideas behind these topics, briefly comment on their historical background and introduce simple examples to illustrate the main ideas. Moreover, we provide a first formulation of the main results of the Chapters II-V.

This chapter is organized as follows. In Section I. 1 we introduce the concept of metastability. We introduce its main elements, briefly discuss the most common mathematical approaches, and provide two simple examples to illustrate the so-called potential-theoretic approach to metastability, which is the basis of Chapter II and Chapter IV.

In Section I. 2 we provide a brief introduction to the theory of Wasserstein gradient flows. As a motivation, we start with the construction of gradient flows in Euclidean spaces. Then we introduce the main elements of the construction of Wasserstein gradient flows, i.e., of gradient flows in the space of probability measures with finite second moment equipped with the socalled Wasserstein distance. The main observation is the close relation between Wasserstein gradient flows and solutions to diffusion equations. This section is the basis of our construction of Wasserstein-like gradient flows in Chapter III. We also comment on the possible application of the Wasserstein formalism in the study of metastability, which is aimed for future research.

In Section I. 3 we use a simple example in the setting of the Wasserstein space to introduce the main ideas of the so-called Sandier-Serfaty approach. Indeed, it turns out that this example already contains many crucial ideas that are used in Chapter III, where we apply a slight extension of the Sandier-Serfaty approach to prove a law of large numbers and a large deviation principle for a sequence of local mean-field interacting diffusions.

In the Sections I.4-I. 7 we introduce the setting of the Chapters II-V, respectively. Moreover, we provide a first formulation of the main results in these chapters.

In Section I. 8 we list some open questions, related to the results in this thesis, that are aimed for future research.

Finally, at the end of this chapter, we introduce some notational conventions that we use throughout this thesis.

In this introductory treatment we only focus on the main ideas and omit most of the technical details.

## I. 1 Metastability

In this section we provide a brief introduction to the phenomenon of metastability. The main goal is to introduce the main elements of this phenomenon, and to give a first description of the rigorous study of metastability. Special emphasis is made on the so-called potential-theoretic approach to metastability, which is the basis of Chapter II and Chapter IV.

This section is organized as follows. We start in Subsection I.1.1 by introducing a simple thought experiment, from which we deduce a paradigmatic description of metastability. This description should act as a guiding rule throughout the whole thesis. Then, in Subsection I.1.2, we state the main goals in the rigorous mathematical study of metastability, and briefly explain the most common approaches to tackle metastability. In order to exemplify these ideas we consider in Subsection I.1.3 two specific models, where the main elements of metastability can be observed very easily. The first model is a one-dimensional diffusion in a double-well landscape at low temperature, and the second one is the Curie-Weiss model. In order to analyse the metastable behaviour of these models, we apply the so-called potential-theoretic approach to metastability. This should provide a motivation for the application of this approach in the Chapters II and IV.

## I.1.1 Paradigmatic description

In many physical, biological or chemical systems, one can observe a universal phenomenon called metastability. In the following, we first describe this phenomenon in a very simple thought experiment, which, although it might seem trivial, already provides many insights into the rigorous study of metastability. We then use this example to formulate a general paradigmatic description of metastability.

Suppose that, in a two-dimensional world, two valleys are separated by a mountain, and a ball is located in the base of the left valley as in Figure I. 1 a). Due to thermal fluctuations, such as strong wind, every now and then, the ball is moved to the left and to the right (Figure I. 1 b )). However, gravitational force constantly pushes the ball to the base of the valley. But eventually, after a very long time, the ball will be moved so much to the right (for example due to a hurricane) that it reaches the peak of the mountain (Figure I. 1 c )), and falls into the right valley and reaches its base very fast (Figure I. 1 d )).


Figure I.1: A paradigmatic example of metastability.
This basic picture leads to a first description of metastability as follows. Suppose that the states of a system are associated to an energy functional $E: S \rightarrow \mathbb{R}$, where $S$ denotes the state space of the system. For simplicity, we assume that $S$ is connected and that $E$ admits exactly one global minimum at $s \in S$ and exactly one local minima at some point $m \in S$ such that $E(m)<E(s)$. In the situation of Figure I.1, the role of the energy functional is played by the mountain landscape. Moreover, suppose that there is some source of noise in the system. In Figure I. 1 the noise was given by meteorological events, such as winds and hurricanes.

Then we say that the system persists in a metastable state if it is trapped in a neighbourhood of $m$, that is, it is trapped around a state that is associated to a local minimum of $E$. In order to leave this valley around the local minimum, the energy of the system has to be increased. Consequently, the system resides around this metastable state for a relatively long time. However, due to the presence of noise, after many unsuccessful attempts, the system is finally able to free itself from this valley, and to make the crossover to the state $s$, i.e., it reaches a state which is associated to a global minimum of $E$. This state is called a stable state of the system. Often, this crossover is triggered by the fact that the system reaches a critical state. In Figure I. 1 this critical state was given by the mountain peak.

Moreover, provided that the dynamical system is of Markovian nature, the (appropriately rescaled) transition time to the stable state is often shown to be (approximately) exponentially distributed. This comes from the fact that the system returns to the metastable state many times before it eventually makes the crossover to the stable state.

Another way to understand the above description is to look at metastability as a "dynamical signature of a first-order phase transition" ${ }^{1}$. More precisely, suppose that a phase diagram is separated into two areas corresponding to the phases associated to the states $m$ and $s$, respectively. Suppose that, starting from the phase associated to $m$, a parameter is varied across the phase transition curve. Then, the system resides for a relatively long and random time in the phase associated to $m$ before it makes the transition to the phase associated to $s$. The dynamical description of this situation is the same as the one we gave after Figure I.1.

Of course, in almost all metastable systems of practical relevance, the energy functional $E$ is far more complex than in the paradigmatic descriptions we provided so far. For example, the system may possess several metastable and stable states, and there could be many different critical states in-between these states. Moreover, it may be that these states are given by submanifolds instead of single points, and that, as in the example of Chapter II, any path connecting these states has to pass other valleys in the energy landscape of smaller depth.

A standard example from physics, where a metastable behaviour can be observed, is the case of over-saturated water vapour. Here, below the critical temperature, the formation of a water droplet of critical length is needed in order to achieve the transition from the gas-phase to the liquid-phase. An analogous situation holds for over-cooled liquids and for magnetic hysteresis.

## I.1.2 Mathematical approaches to metastability

Throughout the last decades a vast literature has been written in order to study the phenomenon of metastability in a mathematically rigorous way. The main goals in this field of research are
(i) to compute the average transition time from the metastable to the stable state,
(ii) to estimate this transition time in probability,
(iii) to show that the transition time normalized with its average is exponentially distributed,
(iv) to identify the typical paths for the transition from the metastable to the stable state, and

[^0](v) to show that, in order to make the transition from the metastable to the stable state, the system has to pass some critical states.

Mainly three methods have been crystallized to be very powerful to tackle these problems. We briefly introduce these approaches in the following.

The path-wise approach. The first method is called the path-wise approach to metastability and was initiated by Cassandro, Galves, Olivieri and Vares in [38]. Motivated by the Freidlin-Wentzell theory (see [74]), one uses large deviation estimates on the path space to identify the most likely paths of the system for the transition from the metastable to the stable state. More precisely, the large deviation principle yields that, with high probability, the most typical paths for this transition are close to the unique minimizer of the corresponding rate functional. In many models this minimizer is given by the time-reverse of the gradient flow for the associated free energy functional. ${ }^{2}$ Consequently, the path-wise approach leads to a very detailed description of the typical paths that are realized by the system in the transition from the metastable to the stable state. However, a drawback of this approach is that the average transition time can only be computed up to logarithmic equivalence. For an extensive treatment on the path-wise approach to metastability, the reader is referred to [41], [73], [99] or [109].

The spectral approach. The second method is known as the spectral approach to metastability, and was initiated by Davies in the papers [42],[43], [44] and [45]. It is based on a detailed analysis of the spectrum of the generators of reversible Markov processes. The main observation is that the metastable behaviour of such processes is closely related to a certain decomposition of the spectrum of the generator into clusters. We refer to [76] and [77] for more details and further developments on this approach.

The potential-theoretic approach. The third method is the potential-theoretic approach to metastability, which was initiated by Bovier, Eckhoff, Klein and Gayrard in the seminal papers [30], [31] and [32]. The main idea in this approach is to translate the problem into the language of electric networks, and then to use potential theory to obtain useful representations for the quantities of interest. In particular, one obtains that the average transition time from the metastable to the stable state can be expressed in terms of capacities, for which powerful variational principles are known. Hence, the computation of sharp estimates basically reduces to an appropriate choice of test functions in those variational principles. This method is the basis of the Chapters II and IV in this thesis, and will be explained in further details in these chapters and in the examples from Subsection I.1.3. Moreover, the reader is referred to the monograph [29] by Bovier and den Hollander for an comprehensive treatment of this approach.

We also mention that there are two relatively new methods to tackle metastability that are derivations from the potential-theoretic approach. The first one is known in the literature as the martingale approach to metastability and was initiated in [16]. Here, one uses the quantities from the potential-theoretic approach to introduce a new definition of metastability, which is based on the fact that Markov processes are characterized as unique solutions of

[^1]martingale problems; see [92] for an introduction to this approach. The second method is called the mean-difference approach to metastability and was initiated in [102]. The main idea in this approach is to obtain a lower bound on the capacity in terms of the so-called weighted transport distance. The latter object is inspired by the theory of optimal transportation, and describes the cost between two measures in terms of their interpolation; see [102, 4.1].

## I.1.3 Two simple examples

One-dimensional diffusion in a double-well landscape at low temperature. The classic (and probably also the easiest) example of a mathematical model, which possesses metastable behaviour is given by the one-dimensional stochastic differential equation

$$
\begin{equation*}
d x_{t}=-\psi^{\prime}\left(x_{t}\right) d t+\sqrt{2 \varepsilon} d B_{t}, \tag{I.1.1}
\end{equation*}
$$

where $B$ is a one-dimensional Brownian motion, $\varepsilon>0$, and $\psi \in C^{2}(\mathbb{R})$ is a typical double-well potential, i.e., $\lim _{x \rightarrow \pm \infty} \psi(x)=\infty$ and $\psi$ admits three critical points at $-\infty<m<z^{*}<s<$ $\infty$ such that $\psi^{\prime \prime}(m), \psi^{\prime \prime}(s)>0$ and $\psi^{\prime \prime}\left(z^{*}\right)<0$. That is, $\psi$ is of the form given in Figure I.2. In the paradigmatic description of Subsection I.1.1, $\psi$ plays the role of the energy functional $E$, and the Brownian motion, $B$, plays the role of the noise. We interpret the parameter $\varepsilon$ as the temperature of the system, since it measures the strength of the Brownian noise.


Figure I.2: A typical double-well potential.
We are interested in the average transition time of the system from the state $m$ to the state $s$ in the low-temperature regime. That is, we want to compute the asymptotic value of $\mathbb{E}_{m}\left[\tau_{s}\right]$ in the limit as $\varepsilon \downarrow 0$, where $\tau_{s}$ denotes the first hitting time of the state $s$. To do this, we apply the potential-theoretic approach as it was done in [32] (in a more general setting than here). However, we only sketch the main steps in the computations. The omitted details can be found in [29, Chapter 7 and Chapter 11] or [32]. See also Chapter IV in this thesis, where this method is used in a similar way.

Consider the Dirichlet problem given by

$$
\begin{align*}
\mathcal{L}_{\varepsilon} h(x) & =0 \quad \text { for } x \in(m, s), \\
h(m) & =1,  \tag{I.1.2}\\
h(s) & =0,
\end{align*}
$$

where $\mathcal{L}_{\varepsilon}$ is the probability generator corresponding to the diffusion (I.1.1). It is a well-known fact in potential theory that this Dirichlet problem admits a unique solution, $h_{m, s}^{\star}$, which is called equilibrium potential of the capacitor $(m, s)$. Moreover, $h_{m, s}^{\star}$ admits the probabilistic interpretation that for each $x \in(m, s)$, it is equal to the probability that the system returns to the metastable state $m$ before it makes the transition to the stable state $s$; see [29, 7.15]. In the language of electrostatics, $h_{m, s}^{\star}$ can be seen as the electrostatic potential corresponding to the electric field between the plates $m$ and $s$. Furthermore, in the particular case of one-dimensional reversible diffusions, we have an explicit representation formula for the equilibrium potential given by

$$
\begin{equation*}
h_{m, s}^{\star}(x)=\frac{\int_{x}^{s} \mathrm{e}^{\frac{1}{\varepsilon} \psi(z)} d z}{\int_{m}^{s} \mathrm{e}^{\frac{1}{\varepsilon} \psi(z)} d z} \quad \text { for } x \in(m, s) \tag{I.1.3}
\end{equation*}
$$

(cf. $[29,(7.2 .88)]$ ). In a similar way, using that the function $x \mapsto \mathbb{E}_{x}\left[\tau_{s}\right]$ is also a solution of a certain Dirichlet problem (see $[29,7.30]$ ), we can show that the expected transition time $\mathbb{E}_{m}\left[\tau_{s}\right]$ can be represented as

$$
\begin{equation*}
\mathbb{E}_{m}\left[\tau_{s}\right]=\frac{\int_{m}^{s} h_{m, s}^{\star}(z) \mathrm{e}^{-\frac{1}{\varepsilon} \psi(z)} d z}{\varepsilon \int_{m}^{s}\left(h_{m, s}^{\star}\right)^{\prime}(z)^{2} \mathrm{e}^{-\frac{1}{\varepsilon} \psi(z)} d z} \tag{I.1.4}
\end{equation*}
$$

Then, in view of (I.1.3) and (I.1.4), standard Laplace asymptotics yields that

$$
\begin{equation*}
\mathbb{E}_{m}\left[\tau_{s}\right]=\frac{2 \pi}{\sqrt{\left|\psi^{\prime \prime}(m)\right| \psi^{\prime \prime}\left(z^{*}\right)}} \mathrm{e}^{\frac{1}{\varepsilon}\left(\psi\left(z^{*}\right)-\psi(m)\right)}\left(1+o_{\varepsilon}(1)\right) \tag{I.1.5}
\end{equation*}
$$

where $o(1)$ stands for a term, which converges to 0 as $\varepsilon \downarrow 0$. Equation (I.1.5) is known in the literature as Kramers formula. Its multi-dimensional generalizations are called EyringKramers formula. Such results are also known in the literature as Kramers' law.

We now provide some remarks on the historical background on the derivation of the EyringKramers formula. First, based on chemical experiments, Arrhenius found out in [6] that the logarithmic asymptotics of the average transition time is given by the energy barrier that the system has to overcome to make the crossover to the valley corresponding to the global minimum, i.e.,

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \varepsilon \log \mathbb{E}_{m}\left[\tau_{s}\right]=\psi\left(z^{*}\right)-\psi(m) \tag{I.1.6}
\end{equation*}
$$

A first rigorous proof for this claim (in the multi-dimensional setting) was given in [126] by using the path-wise approach to metastability. We refer to [109] for more details on the path-wise approach to metastability for diffusion models at low temperature.

The system (I.1.1) has also been the object of study in the groundbreaking paper [90] by Kramers in the context of chemical reactions. Among other results, Kramers derived the Kramers formula, (I.1.5), for the one-dimensional model. That is, he improved (in dimension 1) Arrhenius' conjecture (equation (I.1.6)) by identifying the prefactor in front of the exponential term $\mathrm{e}^{\frac{1}{\varepsilon}\left(\psi\left(z^{*}\right)-\psi(m)\right)}$.

In the multi-dimensional case, the Eyring-Kramers formula was first conjectured in [69] and [78] in the context of quantum statistical mechanics. The first rigorous proof was given by Sugiura in the papers [123] and [124] for the special case that all local minima of the potential function are of the same height (i.e., in the one-dimensional case of (I.1.1), the proof was
given under the assumption that $\psi(m)=\psi(s))$. The proofs in [123] and [124] are based on studying the asymptotics of the principal eigenvalue of the generator $\mathcal{L}_{\varepsilon}$. The first proof of the Eyring-Kramers formula in the full generality as it was conjectured in [78], is given in [32] via the potential-theoretic approach. Since then, the results in [32] have been generalized in many directions, including the infinite-dimensional case of stochastic differential equations (see [9], [10], [19] and [22]), the case when the saddle points are not quadratic (see [21]) or the case of non-reversible diffusions (see [27], [93], and [94]).

Due to the fact that there is by now a vast literature devoted to the study of metastability for (finite or infinite-dimensional) diffusion models at low temperature, the previous review is far from complete, and we refer to [18], [29] and [109] for a more detailed historical background. The main goal here was to list the main contributions for the three approaches listed in Subsection I.1.2, and to emphasize the usefulness of the potential-theoretic approach for the derivation of sharp asymptotics of the average transition time between metastable and stable states.

The Curie-Weiss model. A fundamental idea of statistical mechanics is the reduction of a high-dimensional, microscopic system to a low-dimensional state via a suitable mapping. This map is often called the macroscopic order parameter, and the whole procedure is called coarse-graining. Probably the easiest example for coarse-graining in a mathematical model is the Curie-Weiss model of a ferromagnet. In the following we first define the microscopic model and introduce the macroscopic order parameter. Then we analyse the metastable behaviour of the coarse-grained process by applying the potential-theoretic approach. As in the previous example, we only provide a sketch of the computations here. More details can be found in [29, Part V] and [30].

The state space of the Curie-Weiss model is given by $S_{N}=\{-1,+1\}^{N}$, and the energy (or Hamiltonian) of the system is given by

$$
\begin{equation*}
\mathrm{H}_{N}(\sigma)=-\frac{1}{2 N} \sum_{i, j=1}^{N} \sigma_{i} \sigma_{j}-h \sum_{i=1}^{N} \sigma_{i} \quad \text { for } \sigma \in S_{N}, \tag{I.1.7}
\end{equation*}
$$

where $h \in \mathbb{R}$. We consider a discrete-time Markov chain, $(\sigma(n))_{n \in \mathbb{N}}$, on $S_{N}$ defined via the Metropolis transition probabilities given by

$$
\begin{equation*}
p_{\beta, N}\left(\sigma, \sigma^{\prime}\right)=\mathbb{1}_{\left\|\sigma-\sigma^{\prime}\right\|_{1}=2} \frac{1}{N} \mathrm{e}^{-\beta\left[\mathrm{H}_{N}\left(\sigma^{\prime}\right)-\mathrm{H}_{N}(\sigma)\right]_{+}} \quad \text { for } \sigma \neq \sigma^{\prime}, \tag{I.1.8}
\end{equation*}
$$

where $\beta>0$ and $\|\cdot\|_{1}$ denotes the $\ell^{1}$-norm on $S_{N}$. Consequently, the unique reversible measure for this Markov chain is given by the Gibbs measure

$$
\begin{equation*}
\mu_{\beta, N}(\sigma)=\frac{1}{Z_{\beta, N}} \mathrm{e}^{-\beta \mathrm{H}_{N}(\sigma)} \quad \text { for } \sigma \in S_{N}, \tag{I.1.9}
\end{equation*}
$$

for some normalization constant $Z_{\beta, N}$.
This model is one of the simplest examples of a mean-field-interacting model, i.e., the interaction in this model is a function of the empirical mean defined by

$$
\begin{equation*}
m_{N}(\sigma)=\frac{1}{N} \sum_{i=1}^{N} \sigma_{i} \quad \text { for } \sigma \in S_{N} . \tag{I.1.10}
\end{equation*}
$$

Indeed, the Hamiltonian $\mathrm{H}_{N}$ can be rewritten as

$$
\begin{equation*}
\mathrm{H}_{N}(\sigma)=-N\left(\frac{1}{2} m_{N}(\sigma)^{2}+h m_{N}(\sigma)\right)=: N E\left(m_{N}(\sigma)\right) \tag{I.1.11}
\end{equation*}
$$

This suggests to choose the map $m_{N}$ as the macroscopic order parameter. It turns out that the pushed process, $\left(m_{N}(\sigma(n))\right)_{n \in \mathbb{N}}$, is a discrete-time Markov chain with state space

$$
\begin{equation*}
\Gamma_{N}=\left\{-1,-1+2 N^{-1}, \ldots, 1-2 N^{-1}, 1\right\} \subset[-1,1] \tag{I.1.12}
\end{equation*}
$$

and with transition probabilities given by

$$
\begin{equation*}
r_{\beta, N}\left(m, m^{\prime}\right)=\mathrm{e}^{-\beta N\left[E\left(m^{\prime}\right)-E(m)\right]_{+}}\left(\frac{1-m}{2} \mathbb{1}_{m^{\prime}=m+2 N^{-1}}+\frac{1+m}{2} \mathbb{1}_{m^{\prime}=m-2 N^{-1}}\right) \tag{I.1.13}
\end{equation*}
$$

for $m \neq m^{\prime}$. The unique reversible measure for $\left(m_{N}(\sigma(n))\right)_{n \in \mathbb{N}}$ is given by

$$
\begin{equation*}
\nu_{\beta, N}(m)=\frac{1}{Z_{\beta, N}} \mathrm{e}^{-\beta N f_{\beta, N}(m)} \quad \text { for } m \in \Gamma_{N} \tag{I.1.14}
\end{equation*}
$$

where, for $m \in[-1,1]$,

$$
\begin{equation*}
f_{\beta, N}(m)=f_{\beta}(m)+\frac{1}{2 N \beta} \log \left(\frac{\pi N\left(1-m^{2}\right)}{2}\right)\left(1+o_{N}(1)\right) \tag{I.1.15}
\end{equation*}
$$

for some function $f_{\beta}: \mathbb{R} \rightarrow \mathbb{R}$ and where $o_{N}(1)$ stands for a term that converges to 0 as $N \rightarrow \infty$. If $\beta>1$ and $|h|$ is small enough, it can be shown that $f_{\beta}$ is a double-well potential (as in Figure I.2) with two local minima at some points $-1 \leq m_{-}^{\star}<m_{+}^{\star} \leq 1$. This indicates that the process $\left(m_{N}(\sigma(n))\right)_{n \in \mathbb{N}}$ admits metastable behaviour, and we are interested in the average transition time, $\mathbb{E}_{m_{+}^{\star}(N)}\left[\tau_{m_{-}^{\star}(N)}\right]$, of the process from the state $m_{+}^{\star}(N)$ to the state $m_{-}^{\star}(N)$, where $m_{+}^{\star}(N)$ and $m_{-}^{\star}(N)$ are the points in $\Gamma_{N}$ that are closest to $m_{+}^{\star}$ and $m_{-}^{\star}$, respectively.

In order to compute this average transition time, as in the example of the one-dimensional diffusion in a double-well landscape, we apply the potential-theoretic approach. Note that $\left(m_{N}(\sigma(n))\right)_{n \in \mathbb{N}}$ is a one-dimensional nearest-neighbour random walk. Therefore, proceeding as in [29, Section 7.1.4], the potential-theoretic approach provides an explicit representation of $\mathbb{E}_{m_{+}^{\star}(N)}\left[\tau_{m_{-}^{\star}(N)}\right]$ given by

$$
\begin{equation*}
\mathbb{E}_{m_{+}^{\star}(N)}\left[\tau_{m_{-}^{\star}(N)}\right]=\sum_{\substack{m, m^{\prime} \in \Gamma_{N}: m \leq m^{\prime}, m_{-}^{\star}(N)<m \leq m_{+}^{\star}(N)}} \frac{\nu_{\beta, N}\left(m^{\prime}\right)}{\nu_{\beta, N}(m) r_{\beta, N}\left(m, m-2 N^{-1}\right)} . \tag{I.1.16}
\end{equation*}
$$

Using standard techniques (see [29, Chapter 13]), we can compute the asymptotic value of the sum, and obtain that

$$
\begin{align*}
\mathbb{E}_{m_{+}^{\star}(N)}\left[\tau_{m_{-}^{\star}(N)}\right]= & \mathrm{e}^{\beta N\left[f_{\beta}\left(z^{\star}\right)-f_{\beta}\left(m_{+}^{\star}\right)\right]} \\
& \times \frac{1}{1-z^{\star}} \sqrt{\frac{1-\left(z^{\star}\right)^{2}}{1-\left(m_{+}^{\star}\right)^{2}}} \frac{\pi N}{\beta \sqrt{\left|f_{\beta}^{\prime \prime}\left(z^{\star}\right)\right| f_{\beta}^{\prime \prime}\left(m_{+}^{\star}\right)}}\left(1+o_{N}(1)\right), \tag{I.1.17}
\end{align*}
$$

where $z^{\star} \in\left(m_{-}^{\star}, m_{+}^{\star}\right)$ denotes the saddle point as in Figure I.2.

This result has been generalized in many ways. For example, in [24], [25] and [30] the magnetic field $h$ is replaced by certain random variables, and in [35] and [53] the underlying graph in (I.1.7) (which is the complete graph) is replaced by the Erdös-Réyni random graph. Moreover, in [119] the metastable behaviour of the Potts version of the Curie-Weiss model is studied. We refer to [29, Part V] for further references. The analogous situation in a continuous setting, i.e., a system of mean-field interacting diffusions, is studied in Chapter IV of this thesis.

## I. 2 Wasserstein gradient flows

It is well-known that many classes of diffusion equations can be represented as so-called Wasserstein gradient flows, i.e. as gradient flows in the space of probability measures equipped with the ( $\mathrm{L}^{2}-$ ) Wasserstein distance. This fact was first discovered in the seminal works [83] and [111], and has been formalized and extended to a large class of diffusion equations in [3].

There are mainly five arguments that speak in favour of the Wasserstein gradient flow representation for diffusion equations.

- The first one is that it entails a lot of useful properties such as contraction estimates (see Lemma I. 6 or Theorem III.27), stability with respect to gamma-convergence (see [3, 11.2.1]), regularization estimates (see Theorem III.27), and a variational characterization as a minimum of an "energy-dissipation functional" (see Lemma I. 8 or Theorem III.40).
- The second argument is that this formalism is strongly connected to certain functional inequalities such as the HWI inequality, the log-Sobolev inequality, the transport inequality or the Poincaré inequality; see, for instance, [2], [62] [64], [97], [112], [121] or [122]. There is by now a vast literature on these inequalities and it is known that they can be applied in many different fields. We refer to [79], [80], [95], [102] or [120] and references therein for more information on that. In this thesis, we do not consider functional inequalities.
- The third argument is that these representations can be used to study convergence (and large deviation principles) of sequences of evolution systems by using the so-called (Fathi-)Sandier-Serfaty approach. We explain this approach and its advantages in Section I. 3 .
- The fourth argument is that the Wasserstein formalism appears naturally in the setting of the empirical distribution process corresponding to mean-field interacting diffusions. We explain this in more detail at the beginning of Subsection I.6.4.
- The fifth argument is that the Wasserstein gradient flow is known to be "a natural and physically meaningful structure" ${ }^{3}$ for certain diffusion equations. We provide an intuitive explanation of this in Remark I.10.

We now explain the main goal of this section. In Chapter III of this thesis we extend certain results from [3], and establish a gradient flow representation for evolution equations that depend on a non-evolving parameter. This is done by considering a slightly modified Wasserstein distance. The main ideas in Chapter III are the same as those in [3]. Therefore,

[^2]we provide in this section a brief introduction into the theory of Wasserstein gradient flows developed in [3]. In this way, we motivate the main ideas of Chapter III by the (simpler) classical setting of the Wasserstein space. Hence, this section should act as a guide for the proofs and the results from Chapter III.

The construction of Wasserstein gradient flows from [3] is introduced in Subsection I.2.2. In order to motivate it, we consider in Subsection I.2.1 the simple and well-known case of gradient flows in Euclidean spaces. Indeed, the construction of gradient flows in the purely metric framework of the Wasserstein space is inspired by the construction of gradient flows in Euclidean spaces. This should provide an intuition for the abstract metric objects defined in Subsection I.2.2.

In this introductory treatment, we only state the main results and omit most of the proofs. For more details, we refer to [3] and also to Chapter III, where, as we already mentioned, the main ideas are the same.

In this section we fix $d \in \mathbb{N}, \lambda \in \mathbb{R}$ and $T \in(0, \infty)$.

## I.2.1 Motivation: The Euclidean case

This subsection is organized as follows. We first define (Euclidean) gradient flows (in (I.2.3)) and infer some immediate monotonicity property of the flows along the driving functional (in (I.2.4)). Then we study the question of existence in Lemma I.1, and show some contraction estimate (see (I.2.5)) which ensures uniqueness of gradient flows. Finally, we state a variational characterization of gradient flows as the unique minimum of an "energy-dissipation functional". This is known in the literature as the characterization of gradient flows as curves of maximal slope.

Euclidean gradient flows. Let $\phi \in C^{1}\left(\mathbb{R}^{d}\right)$ be $\lambda$-convex, i.e., for all $x, y \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\phi(t x+(1-t) y) \leq(1-t) \phi(y)+t \phi(x)-t(1-t) \frac{\lambda}{2}|x-y|^{2} \quad \text { for all } t \in[0,1] \tag{I.2.1}
\end{equation*}
$$

We say that $z:[0, T] \rightarrow \mathbb{R}^{d}$ is an absolutely continuous curve if there exists some function $m \in \mathrm{~L}^{2}((0, T))$ such that

$$
\begin{equation*}
\left|z_{s}-z_{t}\right| \leq \int_{s}^{t} m(r) d r \quad \text { for all } 0<s<t<T \tag{I.2.2}
\end{equation*}
$$

Consequently, we have that $z$ is differentiable almost everywhere in $[0, T]$ (see [7, 4.4.1]). Then, the curve $z$ is called (Euclidean) gradient flow for the functional $\phi$ if for all $t \in[0, T]$,

$$
\begin{equation*}
-\nabla \phi\left(z_{t}\right)=\dot{z}_{t} \tag{I.2.3}
\end{equation*}
$$

As a simple consequence of this definition we obtain that by the chain rule,

$$
\begin{equation*}
\frac{d}{d t} \phi\left(z_{t}\right)=\dot{z}_{t} \nabla \phi\left(z_{t}\right)=-\left|\nabla \phi\left(z_{t}\right)\right|^{2} \tag{I.2.4}
\end{equation*}
$$

Hence, the functional $\phi$ is non-increasing along the gradient flow curve.

Existence and uniqueness of Euclidean gradient flows. In the following lemma we study the question of existence and uniqueness of gradient flows for $\phi$.
Lemma I. 1 (Existence and uniqueness of Euclidean gradient flows)
Let $\phi \in C^{1}\left(\mathbb{R}^{d}\right)$ be $\lambda$-convex. Then, the following statements hold true.
(i) For $i=1,2$, let $z^{i}$ be a gradient flow for $\phi$ with initial value $z_{0}^{i} \in \mathbb{R}^{d}$, i.e., $\lim _{t \downarrow 0} z_{t}^{i}=z_{0}^{i}$. Then, for all $t \in[0, T]$,

$$
\begin{equation*}
\left|z_{t}^{1}-z_{t}^{2}\right| \leq \mathrm{e}^{-\lambda t}\left|z_{0}^{1}-z_{0}^{2}\right| \tag{I.2.5}
\end{equation*}
$$

(ii) For all $z_{0} \in \mathbb{R}^{d}$, there exists a unique gradient flow for $\phi$ with initial value $z_{0}$.

Proof. We first show part (i). Since $z^{1}$ and $z^{2}$ are gradient flows for $\phi$, and since $\phi$ is $\lambda$-convex, we have that for all $t \in(0, T]$,

$$
\begin{equation*}
\frac{d}{d t}\left|z_{t}^{1}-z_{t}^{2}\right|^{2}=-2\left(\nabla \phi\left(z_{t}^{1}\right)-\nabla \phi\left(z_{t}^{2}\right), z_{t}^{1}-z_{t}^{2}\right) \leq-2 \lambda\left|z_{t}^{1}-z_{t}^{2}\right|^{2} \tag{I.2.6}
\end{equation*}
$$

Then, Gronwall's lemma yields part (i).
To show part (ii), note that the uniqueness claim immediately follows from part (i), and that the existence is a consequence of a standard Picard-Lindelöf-iteration argument by using that $\phi$ is locally Lipschitz (see [8, 17.1.1]).

However, there is an alternative way to prove the existence claim, which was used in [49] in a purely metric setting; see also [3, p. 41] for more references. We now briefly introduce this method in the Euclidean setting and indicate that it leads to the existence of gradient flows. This should provide an intuitive reason why this method also leads to the existence of gradient flows in the purely metric framework of the so-called Wasserstein space that is introduced in Subsection I.2.2.

Fix a step size $\tau>0$, and consider the implicit Euler scheme given by

$$
\begin{equation*}
z_{n}^{\tau}:=\underset{y \in \mathbb{R}^{d}}{\operatorname{argmin}}\left(\phi(y)+\frac{1}{2 \tau}\left|z_{n-1}^{\tau}-y\right|^{2}\right)=: \underset{y \in \mathbb{R}^{d}}{\operatorname{argmin}} \Upsilon^{n-1}(y) \tag{I.2.7}
\end{equation*}
$$

for all $n \in \mathbb{N}$ such that $n \tau<T$, and with the piecewise constant interpolation

$$
\begin{equation*}
z_{t}^{\tau}:=z_{n}^{\tau} \quad \text { for } t \in((n-1) \tau, n \tau] . \tag{I.2.8}
\end{equation*}
$$

Then, by computing the Euler-Lagrange equation, we observe that for all $t \in((n-1) \tau, n \tau]$,

$$
\begin{equation*}
0=\left.\frac{d}{d \delta}\right|_{\delta=0} \Upsilon^{n-1}\left(z_{t}^{\tau}+\delta y\right)=\left(\nabla \phi\left(z_{t}\right)+\frac{z_{t}^{\tau}-z_{t-\tau}^{\tau}}{\tau}, y\right) \quad \text { for all } y \in \mathbb{R}^{d} \tag{I.2.9}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\frac{z_{t}^{\tau}-z_{t-\tau}^{\tau}}{\tau}=-\nabla \phi\left(z_{t}^{\tau}\right) \tag{I.2.10}
\end{equation*}
$$

Equation (I.2.10) is the implicit time discretization of (I.2.3), and therefore indicates that, as $\tau \downarrow 0$, the scheme defined by (I.2.7) and (I.2.8) converges to the solution of (I.2.3).

The scheme defined by (I.2.7) and (I.2.8) was also used in [83] to show the existence of gradient flows in the purely metric framework of the Wasserstein space; see Lemma I.6. As in [49] and [83], this scheme can be used to define gradient flows as the limit of the scheme (provided that it converges). The advantage of this definition is that it requires both less assumptions on the ambient space (a purely metric framework is sufficient) and less assumptions on the regularity of the driving functional. This is known in the literature as the definition of gradient flows as generalized minimizing movements (see [3, 2.0.6]).

Characterization as curves of maximal slopes. There is also a third way to define gradient flows, which is based on the characterization given in the following lemma.

## Lemma I. 2 (Characterization as curves of maximal slopes)

Let $\phi \in C^{1}\left(\mathbb{R}^{d}\right)$ be $\lambda$-convex, and let $\mathcal{A C}\left((0, T) ; \mathbb{R}^{d}\right)$ denote the set of all absolutely continuous curves in $\mathbb{R}^{d}$. Let $\mathscr{J}_{\phi, T}: C\left((0, T) ; \mathbb{R}^{d}\right) \rightarrow[0, \infty]$ be defined by

$$
\mathscr{J}_{\phi, T}[z]= \begin{cases}\phi\left(z_{T}\right)-\phi\left(z_{0}\right)+\frac{1}{2} \int_{0}^{T}\left(|\nabla \phi|^{2}\left(z_{t}\right)+\left|\dot{z}_{t}\right|^{2}\right) d t & \text { if } z \in \mathcal{A C}\left((0, T) ; \mathbb{R}^{d}\right)  \tag{I.2.11}\\ \infty & \text { else }\end{cases}
$$

Let $z_{0} \in \mathbb{R}^{d}$. For any curve $z \in \mathcal{A C}\left((0, T) ; \mathbb{R}^{d}\right)$ such that $\lim _{t \downarrow 0} z_{t}=z_{0}$, we have that $\mathscr{J}_{\phi, T}[z] \geq$ 0. Equality holds if and only if $z$ is the gradient flow for $\phi$ with initial value $z_{0}$.

Proof. Let $z \in \mathcal{A C}\left((0, T) ; \mathbb{R}^{d}\right)$. Then, by using the chain rule and Young's inequality, we have that

$$
\begin{equation*}
\phi\left(z_{T}\right)-\phi\left(z_{0}\right)=\int_{0}^{T} \nabla \phi\left(z_{t}\right) \dot{z}_{t} d t \geq-\frac{1}{2} \int_{0}^{T}\left(|\nabla \phi|^{2}\left(z_{t}\right)+\left|\dot{z}_{t}\right|^{2}\right) d t \tag{I.2.12}
\end{equation*}
$$

This shows that $\mathscr{J}_{\phi, T}$ is well-defined. Finally, equality holds in (I.2.12) if and only if $z$ is the gradient flow for the functional $\phi$.

In Lemma I.2, we have seen that in Euclidean spaces and for sufficiently regular $\phi$, the unique minimizer of an energy-dissipation functional is given by the gradient flow for $\phi$. This fact is known for a more abstract setting than in this subsection (see [3, 2.3.1 and 2.3.3]). Therefore, we can alternatively define gradient flows as the minimizer (if it exists) of these functionals. This is known in the literature as the definition of gradient flows as curves of maximal slope (see [3, 1.3.2]).

Another advantage of this definition is its stability under the so-called gamma-liminfinequalities. This was observed for the first time in [115] and [118] by Sandier and Serfaty in a general setting, and will be used in Chapter III of this thesis. In Section I. 3 we show this stability result for a simple example in the Wasserstein space.

## I.2.2 Gradient flows in the Wasserstein space

In this subsection, we translate the concepts and the results from the Euclidean setting in Subsection I.2.1 to the metric framework of the so-called Wasserstein space. The main goal is to introduce the main elements of the construction of gradient flows in the Wasserstein space, and to show their connection to weak solutions of the Fokker-Planck equations. More precisely, we show that gradient flows in the Wasserstein space for certain functionals are the unique weak solutions of diffusion equations of the form

$$
\begin{equation*}
\partial_{t} \rho_{t}=\Delta \rho_{t}+\operatorname{div}_{x}\left(\nabla V \rho_{t}\right) \tag{I.2.13}
\end{equation*}
$$

where $V \in C^{2}\left(\mathbb{R}^{d}\right)$ is $\lambda$-convex (recall (I.2.1)) and bounded from below.
This subsection is organized as follows. We start by defining the Wasserstein distance and the Wasserstein space in (I.2.14) and (I.2.15), respectively. Then, we introduce absolutely continuous curves in the Wasserstein space and state their connection to solutions of the continuity equation in Lemma I.3. This will be a key element to build the bridge to (I.2.13).

Afterwards, we define the notion of Wasserstein gradient flows in Definition I. 5 and state their existence and uniqueness in Lemma I.6. The latter is a consequence of the same type of contraction estimate as in (I.2.5). In Lemma I. 8 we state the characterization as curves of maximal slopes, and in Lemma I. 9 we build the bridge to (I.2.13). Then, we mention recently developed extensions of the previous results to other evolution equations and stochastic processes. Finally, we discuss possible applications of the Wasserstein formalism to study the metastable behaviour of stochastic processes.

The Wasserstein space. Initiated in [84], [85] and [104], the theory of optimal transportation has become a useful tool in numerous fields such as physics, partial differential equations or geometry; see [127] for more details on applications. In this thesis, we are interested in the particular case of the Wasserstein distance, where the cost function in the Monge-Kantorovich formulation of optimal transportation (see [127, Chapters 4 and 5]) is given by a distance. More precisely, the Wasserstein distance $W_{2}$ on the space of probability measures on $\mathbb{R}^{d}, \mathcal{M}_{1}\left(\mathbb{R}^{d}\right)$, is defined by

$$
\begin{equation*}
W_{2}^{2}(\mu, \nu)=\inf _{\gamma \in \operatorname{Cpl}(\mu, \nu)} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|x-y|^{2} d \gamma(x, y) \quad \text { for } \mu, \nu \in \mathcal{M}_{1}\left(\mathbb{R}^{d}\right) \tag{I.2.14}
\end{equation*}
$$

where $\operatorname{Cpl}(\mu, \nu)$ denotes the space of all probability measures on $\left(\mathbb{R}^{d}\right)^{2}$ that have $\mu$ and $\nu$ as marginals. We denote by $\operatorname{Opt}(\mu, \nu) \subset \operatorname{Cpl}(\mu, \nu)$ the set of all measures that realize the infimum in (I.2.14), and call these measures optimal plans; see [127, 4.1] for the existence of optimal plans.

It turns out that, restricted to the Wasserstein space $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \subset \mathcal{M}_{1}\left(\mathbb{R}^{d}\right)$ defined by

$$
\begin{equation*}
\mathcal{P}_{2}\left(\mathbb{R}^{d}\right):=\left\{\left.\mu \in \mathcal{M}_{1}\left(\mathbb{R}^{d}\right)\left|\int_{\mathbb{R}^{d}}\right| x\right|^{2} d \mu(x)<\infty\right\} \tag{I.2.15}
\end{equation*}
$$

the Wasserstein distance satisfies the axioms of a metric. Moreover, it is shown in [127, 6.18] that the space $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ equipped with the Wasserstein distance is even a Polish space.

Another useful fact is the following characterization of convergence in $\left(\mathcal{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$ (cf. $[127,6.8])$. Let $\left(\mu^{n}\right)_{n \in \mathbb{N}} \subset \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ and $\mu \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. Then we have that $\lim _{n \rightarrow \infty} W_{2}^{2}\left(\mu^{n}, \mu\right)=0$ if and only if

$$
\begin{equation*}
\mu^{n} \rightharpoonup \mu \quad \text { and } \quad \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}}|x|^{2} d \mu^{n}=\int_{\mathbb{R}^{d}}|x|^{2} d \mu \tag{I.2.16}
\end{equation*}
$$

where we write $\mu^{n} \rightharpoonup \mu$ and say that $\mu^{n}$ converges weakly to $\mu$ in $\mathcal{M}_{1}\left(\mathbb{R}^{d}\right)$ if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} f d \mu^{n}=\int_{\mathbb{R}^{d}} f d \mu \quad \text { for all continuous and bounded } f: \mathbb{R} \rightarrow \mathbb{R} \tag{I.2.17}
\end{equation*}
$$

In particular, for all $c \in(0, \infty)$, the set

$$
\begin{equation*}
\left\{\left.\mu \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\left|\int_{\mathbb{R}^{d}}\right| x\right|^{4} d \mu \leq c\right\} \text { is compact in }\left(\mathcal{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right) \tag{I.2.18}
\end{equation*}
$$

Absolutely continuous curves. Analogously to Subsection I.2.1, gradient flows in the Wasserstein space are required to have enough regularity, namely to be absolutely continuous curves. In the Wasserstein space, we say that a curve $\left(\mu_{t}\right)_{t \in[0, T]} \subset \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ is absolutely continuous if there exists some function $m \in \mathrm{~L}^{2}((0, T))$ such that

$$
\begin{equation*}
W_{2}\left(\mu_{s}, \mu_{t}\right) \leq \int_{s}^{t} m(r) d r \quad \text { for all } 0<s<t<T . \tag{I.2.19}
\end{equation*}
$$

We denote the set of all absolutely continuous curves in $\left(\mathcal{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$ by $\mathcal{A C}\left((0, T) ; \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\right)$. It is shown in $[3,1.1 .2]$ that for all $\mu \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\right)$, there exists $\left|\mu^{\prime}\right| \in \mathrm{L}^{2}((0, T))$, called the metric derivative of $\left(\mu_{t}\right)_{t \in[0, T]}$, such that

$$
\begin{equation*}
\left|\mu^{\prime}\right|(t)=\lim _{s \rightarrow t} \frac{W_{2}\left(\mu_{s}, \mu_{t}\right)}{|s-t|} \quad \text { for almost every } t \in(0, T) \tag{I.2.20}
\end{equation*}
$$

An important observation is that absolutely continuous curves in $\left(\mathcal{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$ are characterized as distributional solutions of the so-called continuity equation. This characterization is the key fact to build the bridge to the diffusion equation (I.2.13), and is given in the following lemma. The proof of this result is given in [3, Chapter 8].

## Lemma I. 3 (Absolutely continuous curves and the continuity equation)

The curve $\left(\mu_{t}\right)_{t \in(0, T)} \subset \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ is absolutely continuous in $\left(\mathcal{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$ if and only if there exists a vector field $v:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ such that

- $t \mapsto\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)} \in \mathrm{L}^{2}((0, T))$,
- $\partial_{t} \mu_{t}+\operatorname{div}_{x}\left(\mu_{t} v_{t}\right)=0$ in $(0, T) \times \mathbb{R}^{d}$ in the sense of distributions, i.e., for all $\varphi \in$ $C_{c}^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\int_{(0, T) \times \mathbb{R}^{d}}\left(\partial_{t} \varphi_{t}(x)+\left\langle\nabla_{x} \varphi_{t}(x), v_{t}(x)\right\rangle\right) d \mu_{t}(x) d t=0 \tag{I.2.21}
\end{equation*}
$$

where $\operatorname{div}_{x}$ and $\nabla_{x}$ denote the divergence and the gradient operator with respect to the space variable $x$, respectively, and

- $v_{t} \in \overline{\left\{\nabla_{x} \varphi \mid \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)\right\}}{ }^{\mathrm{L}^{2}\left(\mu_{t}\right)}$ for almost every $t$.

Moreover, $\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}=\left|\mu^{\prime}\right|(t)$ for almost every $t$ and $v$ is uniquely determined almost everywhere with respect to the Lebesgue measure on $(0, T)$. This vector field $v$ is called tangent velocity field, and for $t \in[0, T]$, the space

$$
\begin{equation*}
\operatorname{Tan}_{\mu_{t}} \mathcal{P}_{2}\left(\mathbb{R}^{d}\right):={\overline{\left\{\nabla_{x} \varphi \mid \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)\right\}}}^{\mathrm{L}^{2}\left(\mu_{t}\right)} \tag{I.2.22}
\end{equation*}
$$

is called the tangent space at $\mu_{t}$.
An intuitive picture for this result is given as follows. Suppose that $\mu_{t}$ describes the density of a cloud of gas at time $t$. Then, among all vector fields that describe the velocity of the particles, the tangent velocity field $v_{t}$ from Lemma I. 3 is the one with minimal total kinetic energy $\int_{0}^{T}\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}^{2} d t$ (cf. [59, p. 5]).

Wasserstein gradient flows. We would like to translate the definition, (I.2.3), of a gradient flow in the Euclidean setting into the present metric framework of the Wasserstein space. However, it is a priori not clear how to introduce a differentiable structure here. The main idea in the groundbreaking paper [111] by Felix Otto is to solve this problem by inducing a formal Riemannian structure on the space $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. More precisely, formally, by using the notion of the tangent space from Lemma I.3, he introduced a metric tensor in order to define the gradient of a functional on $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ as it is done in Riemannian geometry. From this notion of gradient, the notion of gradient flows is defined analogously to (I.2.3). His fundamental observation was that, as a consequence of this construction, for certain type of functionals (such as the relative entropy defined in (I.2.34)) these gradient flows are the solutions of diffusion equations such as (I.2.13).

Inspired by Otto's formal point of view, the corresponding rigorous construction was later introduced in the monograph [3] by Ambrosio, Gigli and Savaré. However, instead of defining a gradient on the Wasserstein space, they relied on the notion of subdifferentials. The reason is that, on the one hand, its conditions are easier to verify (since it only demands lower bounds instead of equalities), and on the other hand, it requires less regularity assumptions on the corresponding functional so that it is possible to consider a larger class of gradient flows.

In this introductory treatment, we roughly sketch the construction introduced in [3]. We only provide the main ideas here. For more details, we refer to [3] and Chapter III in this thesis, where we adapt the notions from [3] in order to introduce a differentiable structure on a modified Wasserstein space.

First we define the notion of subdifferentials in the Wasserstein space (cf. [3, Chapter 10] and Definition III.21).

## Definition I. 4 (Subdifferentials in the Wasserstein space)

Let $\phi: \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow(-\infty, \infty]$ be proper ${ }^{4}$ and lower semi-continuous with respect to $W_{2}$. Let $\mu \in D(\phi) \cap \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ (i.e. $\phi(\mu)<\infty$ ) and let $\xi \in \operatorname{Tan}_{\mu} \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$, where

$$
\begin{equation*}
\operatorname{Tan}_{\mu} \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)=\overline{\left\{\nabla_{x} \varphi \mid \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)\right\}}{ }^{\mathrm{L}^{2}(\mu)} \tag{I.2.23}
\end{equation*}
$$

Then we say that $\xi$ belongs to the set of (strong) subdifferentials of $\phi$ at $\mu$, and write $\xi \in \partial \phi(\mu)$, if

$$
\begin{equation*}
\phi\left(\mathrm{T}_{\#} \mu\right)-\phi(\mu) \geq \int_{\mathbb{R}^{d}} \xi(\mathrm{~T}-\mathrm{Id}) d \mu+o\left(\|\mathrm{~T}-\mathrm{Id}\|_{\mathrm{L}^{2}(\mu)}\right) \quad a s\|\mathrm{~T}-\mathrm{Id}\|_{\mathrm{L}^{2}(\mu)} \rightarrow 0 \tag{I.2.24}
\end{equation*}
$$

where $\mathrm{T}_{\#} \mu$ denotes the image measure of $\mu$ under the map $\mathrm{T} \in \mathrm{L}^{2}(\mu)$.
From this notion of subdifferentials, the definition of Wasserstein gradient flows is an easy adaptation of (I.2.3), and is given as follows.

Definition I. 5 (Gradient flows in the Wasserstein space) Let $\left(\mu_{t}\right)_{t \in[0, T]}$ be absolutely continuous in $\left(\mathcal{P}_{2}\left(\mathbb{R}^{d}\right), W_{2}\right)$ with corresponding tangent velocity field $v$. Let $\phi: \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow$ $(-\infty, \infty]$ be proper and lower semi-continuous with respect to $W_{2}$. Then $\left(\mu_{t}\right)_{t \in[0, T]}$ is called (Wasserstein) gradient flow for $\phi$ with initial value $\mu_{0} \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ if

$$
\begin{equation*}
-v_{t} \in \partial \phi\left(\mu_{t}\right) \text { for a.e. } t \in(0, T) \quad \text { and } \quad \lim _{t \downarrow 0} W_{2}\left(\mu_{t}, \mu_{0}\right)=0 . \tag{I.2.25}
\end{equation*}
$$

[^3]Existence and uniqueness of Wasserstein gradient flows. In this paragraph we translate the results (I.2.4) and Lemma I. 1 from the Euclidean setting to the present metric framework of the Wasserstein space.

Analogously to the condition (I.2.1) in the Euclidean setting, the driving functionals of the Wasserstein gradient flows are required to satisfy some convexity property. In this framework this property is called $\lambda$-convexity along (generalized) geodesics or strong $\lambda$-convexity, where $\lambda \in \mathbb{R}$. In order to avoid too much terminology in this introductory treatment, we omit the precise definition of this property, and refer to [3, 9.1.4 and 9.2.4] and Definition III. 19 in this thesis.

We are now in the position to state the existence and uniqueness of gradient flows in the Wasserstein space.

## Lemma I. 6 (Existence and uniqueness of Wasserstein gradient flows)

Let $\phi: \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow(-\infty, \infty]$ be proper, strongly $\lambda$-convex, lower semi-continuous with respect to $W_{2}$ and coercive ${ }^{5}$. Then the following statements hold true.
(i) (Existence) For each $\mu_{0} \in \overline{D(\phi)}$, there exists a gradient flow for $\phi$ with initial value $\mu_{0}$.
(ii) ( $\lambda$-contraction and uniqueness) Let $\left(\mu_{t}\right)_{t \in(0, T)}$ and $\left(\nu_{t}\right)_{t \in(0, T)}$ be gradient flows for $\phi$ with initial values $\mu_{0} \in \overline{D(\phi)}$ and $\nu_{0} \in \overline{D(\phi)}$, respectively. Then, for all $t \in(0, T)$,

$$
\begin{equation*}
W_{2}\left(\mu_{t}, \nu_{t}\right) \leq \mathrm{e}^{-\lambda t} W_{2}\left(\mu_{0}, \nu_{0}\right) \tag{I.2.27}
\end{equation*}
$$

In particular, for each $\mu_{0} \in \overline{D(\phi)}$, the gradient flow for $\phi$ with initial value $\mu_{0}$ is unique.
(iii) (Monotonicity along gradient flows) Let $\left(\mu_{t}\right)_{t \in(0, T)}$ be the gradient flow for $\phi$ with initial value $\mu_{0} \in \overline{D(\phi)}$. Then, for almost every $t \in(0, T)$

$$
\begin{equation*}
\frac{d}{d t} \phi\left(\mu_{t}\right)=-\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}^{2} \tag{I.2.28}
\end{equation*}
$$

Proof. The proof is given in $[3,11.2 .1]$. We only note that it is based on the following implicit Euler scheme, which we already motivated in the proof of Lemma I. 1 in the Euclidean setting. Let $\mu_{0} \in \overline{D(\phi)}$ and let $\tau>0$. Define recursively:

$$
\left\{\begin{array}{l}
\mu_{0}^{\tau}:=\mu_{0}  \tag{I.2.29}\\
\mu_{n}^{\tau} \in \underset{\nu \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)}{\operatorname{argmin}}\left(\phi(\nu)+\frac{1}{2 \tau} W_{2}\left(\mu_{n-1}^{\tau}, \nu\right)^{2}\right) \text { for } n \in \mathbb{N},
\end{array}\right.
$$

and define the piecewise constant interpolating trajectory $\left(\bar{\mu}_{t}^{\tau}\right)_{t \in[0, T]}$ by

$$
\left\{\begin{array}{l}
\bar{\mu}_{0}^{\tau}:=\mu_{0},  \tag{I.2.30}\\
\bar{\mu}_{t}^{\tau}:=\mu_{n}^{\tau}
\end{array} \quad \text { for } t \in((n-1) \tau, n \tau] \text { for all } n \in \mathbb{N} \text { such that } n \tau \leq T\right.
$$

Then $[3,11.1 .4$ and 11.2 .1$]$ yields the convergence of this scheme with respect to $W_{2}$ towards a curve $\left(\mu_{t}\right)_{t \in(0, T)} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\right)$ which satisfies (I.2.25) and the claims (ii) and (iii).

[^4]Characterization as curves of maximal slopes. In this paragraph we show that the results from Lemma I. 2 can be translated to the setting of the Wasserstein space. That is, we characterize Wasserstein gradient flows as curves of maximal slopes. This result will be a key ingredient in Chapter III for the application of the so-called Sandier-Serfaty approach. We motivate this approach in Section I.3.

Before we state the result, we need to define the metric slope of a functional on $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$, which plays the role of the modulus of the gradient in (I.2.11).

Definition I. 7 (Metric slope) Let $\phi: \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow(-\infty, \infty]$ be proper and lower semicontinuous with respect to $W_{2}$. Then the metric slope $|\partial \phi|: D(\phi) \rightarrow[0, \infty]$ is defined by

$$
\begin{equation*}
|\partial \phi|(\mu)=\limsup _{\nu \rightarrow \mu} \frac{(\phi(\mu)-\phi(\nu))^{+}}{W_{2}(\mu, \nu)} \tag{I.2.31}
\end{equation*}
$$

This definition is consistent with Definition I. 4 in the following sense. Let $\phi: \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow$ $(-\infty, \infty]$ be proper, strongly $\lambda$-convex, lower semi-continuous with respect to $W_{2}$ and coercive. Let $\mu \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ and suppose that the set $\partial \phi(\mu)$ is not empty. Then, in [4, 4.7, 4.8 and 4.10] it is shown that

$$
\begin{equation*}
|\partial \phi|(\mu)=\min \left\{\|\xi\|_{\mathrm{L}^{2}(\mu)} \mid \xi \in \partial \phi(\mu)\right\} \tag{I.2.32}
\end{equation*}
$$

This suggests that, intuitively, $|\partial \phi|(\mu)$ can be seen as a length of the gradient in the Wasserstein space with respect to the $\mathrm{L}^{2}$-norm $\|\cdot\|_{L^{2}(\mu)}$. Hence, in comparison to (I.2.11), $|\partial \phi|$ should be the metric analogue of the modulus of the Euclidean gradient given by $|\nabla \phi|$. In the following lemma we see another indication that this intuition is correct.

## Lemma I. 8 (Characterization as curves of maximal slopes)

Let $\phi: \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow(-\infty, \infty]$ be proper, strongly $\lambda$-convex, lower semi-continuous with respect to $W_{2}$ and coercive. Define $\mathscr{J}_{\phi, T}: C\left([0, T] ; \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\right) \rightarrow[0, \infty]$ by

$$
\begin{equation*}
\mathscr{J}_{\phi, T}\left[\left(\nu_{t}\right)_{t \in(0, T)}\right]:=\phi\left(\nu_{T}\right)-\phi\left(\nu_{0}\right)+\frac{1}{2} \int_{0}^{T}\left(|\partial \phi|^{2}\left(\nu_{t}\right)+\left|\nu^{\prime}\right|^{2}(t)\right) d t \tag{I.2.33}
\end{equation*}
$$

if $\left(\nu_{t}\right)_{t \in(0, T)} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\right)$ and $\mathscr{J}_{\phi, T}\left[\left(\nu_{t}\right)_{t \in(0, T)}\right]=\infty$ else. Let $\mu_{0} \in D(\phi)$. For any curve $\left(\mu_{t}\right)_{t \in(0, T)} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\right)$ such that $\lim _{t \rightarrow 0} W_{2}\left(\mu_{t}, \mu_{0}\right)=0$ we have that $\mathscr{J}_{\phi, T}\left[\left(\mu_{t}\right)_{t \in(0, T)}\right] \geq 0$. Equality holds if and only if $\left(\mu_{t}\right)_{t \in(0, T)}$ is the gradient flow for $\phi$ with initial value $\mu_{0}$.

The functional $\mathscr{J}_{\phi, T}$ is sometimes called the energy-dissipation functional corresponding to the gradient flow for $\phi$.

Proof. The proof is given in $[3,11.1 .3$ and 11.2.1].

Connection to Fokker-Planck equations and reversible diffusion processes. We now show that gradient flows for the so-called relative entropy are the unique weak solutions to the Fokker-Planck equation (I.2.13).

Let $V \in C^{2}\left(\mathbb{R}^{d}\right)$ be $\lambda$-convex (recall (I.2.1)). For simplicity, we suppose that $V$ is bounded from below. Let $\nu(d x)=\mathrm{e}^{-V(x)} d x$, and for $\mu \in \mathcal{M}_{1}\left(\mathbb{R}^{d}\right)$, define the relative entropy between $\mu$ and $\nu$ by

$$
\mathcal{H}_{\nu}(\mu):=\mathcal{H}(\mu \mid \nu):= \begin{cases}\int_{\mathbb{R}^{d}} \log \left(\frac{d \mu}{d \nu}\right) d \mu & : \mu \ll \nu  \tag{I.2.34}\\ \infty & : \text { else }\end{cases}
$$

It is shown in [3, Chapter 9] that the functional $\mathcal{H}_{\nu}$ satisfies the assumptions of the Lemmas I. 6 and I.8. Hence, there exists a unique gradient flow for $\mathcal{H}_{\nu}$, and it is characterized as a curve of maximal slope. Moreover, by combining Lemma I. 3 and Definition I.5, we can show that this gradient flow is a weak solution to the Fokker-Planck equation (I.2.13). The precise result is given in the following lemma.

Lemma I. 9 Let $\mu_{0} \in D\left(\mathcal{H}_{\nu}\right)$, and let $\left(\mu_{t}\right)_{t \in[0, T]} \subset \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ be such that $\lim _{t \rightarrow 0} W_{2}\left(\mu_{t}, \mu_{0}\right)=0$. Then $\left(\mu_{t}\right)_{t \in[0, T]}$ is the gradient flow for $\mathcal{H}_{\nu}$ if and only if
(i) $\mu_{t}(d x)=\rho_{t}(x) d x$ for all $t \in[0, T]$ for some density function $\rho_{t}$,
(ii) the curve of densities $\left(\rho_{t}\right)_{t \in[0, T]}$ is a weak solution to

$$
\begin{equation*}
\partial_{t} \rho_{t}=\Delta \rho_{t}+\operatorname{div}\left(\nabla V \rho_{t}\right) \tag{I.2.35}
\end{equation*}
$$

where $\Delta$ and div denote the Laplacian and the divergence with respect to the space variable $x$.
(iii) $\int_{0}^{T}\left|\partial \mathcal{H}_{\nu}\right|^{2}\left(\mu_{t}\right) d t<\infty$.

Proof. The proof is given in [3, 11.2.8]. We only sketch the "only if"-part here. Let $\left(\mu_{t}\right)_{t \in[0, T]}$ be the gradient flow for $\mathcal{H}_{\nu}$, and let $\left(v_{t}\right)_{t \in[0, T]}$ denote the corresponding tangent velocity field from Lemma I.3. Note that, by [59, 4.6], the unique strong subdifferential of $\mathcal{H}_{\nu}$ at some measure $\mu$ with density $\rho$ is given by $\xi=\nabla \rho / \rho+\nabla V$. Then, the assertion of this lemma is an easy consequence of the definition of gradient flows (see (I.2.25)) and the fact that the curve $\left(\mu_{t}\right)_{t \in[0, T]}$ satisfies the continuity equation (see Lemma I.3).

Using Lemma I.9, we immediately find the link between (Wasserstein) gradient flows for the relative entropy and reversible diffusion processes of a certain type. Let $\left(\mu_{t}\right)_{t \in[0, T]}$ be the gradient flow for $\mathcal{H}_{\nu}$, and let $\left(\rho_{t}\right)_{t \in[0, T]}$ be the flow of its probability densities. In Lemma I.9, we have seen that $\left(\rho_{t}\right)_{t \in[0, T]}$ is a weak solution to (I.2.35). Then, it is shown in [110, p. 111] that $\left(\mu_{t}\right)_{t \in[0, T]}$ is the flow of marginal laws of the reversible diffusion process $\left(x_{t}\right)_{t \in[0, T]}$ given by

$$
\begin{equation*}
d x_{t}=-\nabla V\left(x_{t}\right) d t+\sqrt{2} d B_{t} \quad \text { for } t \in(0, T] \tag{I.2.36}
\end{equation*}
$$

and with $x_{0}$ being a random variable distributed according to $\mu_{0}$.
Remark I. 10 We now provide a first intuitive explanation why the Wasserstein gradient flow formalism is seen as "a natural and physically meaningful structure" ${ }^{\text {" }}$ to represent (I.2.35).

Take $N \in \mathbb{N}$ independent copies, $\left(x_{t}^{0}\right)_{t \in[0, T]}, \ldots,\left(x_{t}^{N-1}\right)_{t \in[0, T]}$, of the diffusion (I.2.36) with initial value being distributed according to $\mu_{0}$. We now show that this system can be seen as the microscopic origin of the system (I.2.35) with respect to the Wasserstein formalism.

[^5]Let the space $\mathcal{M}_{1}\left(\mathbb{R}^{d}\right)$ be equipped with the topology induced by the notion of weak convergence, which we defined in (I.2.17). Define the empirical process $\left(K^{N}(t)\right)_{t} \in C\left([0, T] ; \mathcal{M}_{1}\left(\mathbb{R}^{d}\right)\right)$ by

$$
\begin{equation*}
K^{N}(t)=\frac{1}{N} \sum_{i=0}^{N-1} \delta_{x_{t}^{i}} \quad \text { for } t \in[0, T] . \tag{I.2.37}
\end{equation*}
$$

Then, it is well-known (see for instance Chapter III) that the sequence $\left(K^{N}(t)\right)_{t}$ satisfies a law of large numbers. That is, it converges, with respect to the weak topology, to the deterministic limit given by the solution $\rho$ of (I.2.35). Moreover, again by Chapter III, it can even be shown that $\left(K^{N}(t)\right)_{t}$ satisfies a large deviation principle with rate function

$$
\begin{equation*}
I\left[\left(\nu_{t}\right)_{t}\right]:=\frac{1}{2} \mathscr{J}_{\mathcal{H}_{\nu}, T}\left[\left(\nu_{t}\right)_{t}\right]+\mathcal{H}\left(\nu_{0} \mid \mu_{0}\right) \quad \text { for }\left(\nu_{t}\right)_{t} \in C\left([0, T] ; \mathcal{M}_{1}\left(\mathbb{R}^{d}\right)\right), \tag{I.2.38}
\end{equation*}
$$

where $\mathscr{J}_{\mathcal{H}_{\nu}, T}$ is the entropy-dissipation functional from Lemma I.8. This observation shows that the Wasserstein formalism does not only represent the solution of (I.2.35), but also describes the fluctuations of the most natural microscopic particle system, which approximates the solution of (I.2.35).

This is a new perspective in comparison to other gradient flow representations of the solution of (I.2.35) (such as, for example, the Hilbertian gradient flow representation introduced in [5, Section 1.4]). Of course, other gradient flow representations may describe the fluctuations of other microscopic particle systems than the one defined by $\left(x_{t}^{0}\right)_{t \in[0, T]}, \ldots,\left(x_{t}^{N-1}\right)_{t \in[0, T]}$. But the system $\left(x_{t}^{0}\right)_{t \in[0, T]}, \ldots,\left(x_{t}^{N-1}\right)_{t \in[0, T]}$ is the simplest and the canonical particle system that describes the solution of (I.2.35). Hence, we see the Wasserstein gradient flow formalism as the canonical representation of the solution of (I.2.35), since it describes the fluctuations of the canonical particle system $\left(x_{t}^{0}\right)_{t \in[0, T]}, \ldots,\left(x_{t}^{N-1}\right)_{t \in[0, T]}$.

This relation between large deviation principles of particle systems and Wasserstein gradient flows is known for a much larger class of diffusion equations, and goes much deeper than the relation we stated here; see [1], [55], [67], [70], [113] or Chapter III for more details.

Finally, we refer the reader also to Subsection I.6.4, where, by considering a system of mean-field interacting diffusions, we provide another explanation why the Wasserstein formalism is seen as the "natural framework".

Extension to other evolution systems. The link between Wasserstein gradient flows for relative entropy functionals and reversible diffusion processes of the form (I.2.36) was first discovered in the seminal papers [83] and [111]. In recent years, this gradient flow representation has been translated to other evolution systems. For instance, it is known that there are many more reversible diffusion processes that can be described by the Wasserstein gradient flow formalism from this section. These include the class of McKean-Vlasov equations; see [3, Section 11.2.1] or [37]. In Chapter III we extend this connection to the class of the so-called local McKean-Vlasov equations. This is done by modifying the Wasserstein distance such that the dependence on a non-evolving parameter in these equations is taken into account. As a consequence of this modification, we have to rebuild the whole gradient flow framework of this section for this modified Wasserstein distance.

Moreover, by an appropriate manipulation of the dynamical formulation of the Wasserstein distance (the so-called Benamou-Brenier formula ${ }^{7}$ ), this connection has been extended

[^6]to other systems than diffusion processes. For instance, Wasserstein-like gradient flow representations has been shown for Markov chains (see [63], [65], [66], [98] or [103]), the Boltzmann equation (see [15] or [61]) or jump processes (see [60]).

Connection to metastability. We have seen in the example of the Curie-Weiss model in Subsection I.1.3 that coarse-graining is a useful tool to study the metastable behaviour of models that consist of a large number of particles. In the special case of high-dimensional diffusion systems the macroscopic order parameter is often given by the empirical distribution. The reason is that this map preserves the Markov property of the system. This fact can be verified easily by applying [57, Vol I, p. 325, Theorem 10.13]. Hence, the macroscopic level is given by the space of probability measures, and in order to study the macroscopic behaviour of the system, it is necessary to have a Riemannian structure on this space. The latter is provided by the Wasserstein formalism that we introduced in this section. Hence, the Wasserstein formalism should pave the way for the rigorous investigation of the metastable behaviour of empirical distribution processes.

A first indication that this idea should lead to the desired metastability results is given by combining the results of Chapter III and Chapter V. Indeed, in Chapter III we show that the empirical distribution process associated to (local) mean-field interacting diffusions can be approximated by Wasserstein-like gradient flows for a functional $\mathcal{F}$. Hence, in order to study the metastable behaviour of the empirical distribution process, it is useful to analyse the long-time behaviour of the gradient flows for $\mathcal{F}$. This is the content of Chapter V, where we study, in a simplified context, the ergodic behaviour and the basins of attraction of the gradient flows for $\mathcal{F}$. Moreover, another indication for the connection between metastability of empirical distribution processes and the Wasserstein formalism is discussed at the beginning of Subsection I.6.4.

We finally note that there is also another approach to study metastability by using gradient flow representations (and the so-called Sandier-Serfaty approach that we introduce in Section I.3). This approach was used in [5], [81], [114] and [117]. Here, the authors show the convergence of the upscaled dynamics to a finite-state Markov chain, where each state corresponds to a metastable state. Then, the rates of the transitions of the Markov chain between these states are given by the Eyring-Kramers formula, which we motivated in the first example of Subsection I.1.3. It is left for future research to apply this approach for the system of mean-field interacting diffusions from Subsection I.6.4.

## I. 3 The Sandier-Serfaty approach

In Section I. 2 we have seen that many evolution systems can be represented as gradient flows with respect to Wasserstein (or Wasserstein-like) distances. The goal of this section is to show that these representations can be used to study the convergence of sequences of evolution systems. This fact was first discovered in the paper [115] in the context of gradient flows in general Hilbert spaces, and is known in the literature as the Sandier-Serfaty approach. This approach relies on the so-called gamma-liminf inequalities for the "energy-dissipation functional", which appears in the variational characterization of the respective gradient flows (see Lemma I. 2 or Lemma I.8). Successful applications of the Sandier-Serfaty approach are given, for example, in [5], [36], [61], [63], [70], [71], [118] or Chapter III of this thesis, where we apply this approach to prove a law of large numbers for the empirical distribution process
associated to a local mean-field interacting spin system.
The Sandier-Serfaty approach has the following advantages.

- The first one is that it provides an elegant and simple way to prove the convergence of evolution systems. Indeed, the main ideas in this approach are model-independent and have been used successfully in many different settings; again, see [5], [36], [61], [63], [70], [71] or Chapter III. More precisely, as we already mentioned, the main step is to show the gamma-liminf inequalities. And in order to show these inequalities, one typically makes use of certain duality representation formulas and lower semi-continuity properties of the objects appearing in the energy-dissipation functional. It is known that the latter two facts hold true for many classes of evolution systems. This makes the Sandier-Serfaty approach applicable for many different settings.
- The second advantage is that a successful application of the Sandier-Serfaty approach does not only show the convergence of evolution systems. It rather shows the convergence of the gradient flow structures of the respective systems. We have seen in Section I. 2 that this gradient flow structure encodes many dynamic properties of the system, such as the free energy landscape, the large deviation principle of the microscopic origin (see Remark I.10) or the stationary states (see Lemma V.4). Therefore, the Sandier-Serfaty approach yields a rigorous connection between the level of the sequences and the limiting object with regard to these properties. In particular, one obtains the convergence of the objects in the energy-dissipation functionals corresponding to the gradient flows (cf. Step 5 of the proof of Theorem III.62). Especially, in certain cases, from the convergence of the free energies (cf. (III.3.2)), one can deduce the so-called propagation of chaos; see for example the comments after $[61,1.2]$.
- Another advantage is that this approach can be used to study the metastable behaviour of stochastic processes. This is the content of the papers [5], [81], [114] and [117]. We already mentioned this relation at the end of Section I.2.

In this section we apply the Sandier-Serfaty approach for a simple example in the context of the Wasserstein space. Namely, in the setting of a sequence of reversible diffusions in the limit of vanishing noise, i.e., in a similar setting as in (I.1.1). It turns out that this example already contains many ideas for the application of this approach in Chapter III. Intuitively, the setting of this section can even be seen as a finite-dimensional version of the setting of Chapter III. Indeed, in this example we show that the diffusion process converges, in the limit of vanishing noise, to a deterministic process given by an Euclidean gradient flow. In Chapter III we show the analogous result for the empirical distribution process associated to a system of $N \in \mathbb{N}$ interacting spins. More precisely, we show that, as $N \rightarrow \infty$, the empirical distribution process converges to a deterministic process given by a Wasserstein-like gradient flow. Therefore, the example in this section should act as a guide and a motivation for the results and the proofs of Chapter III.

We finally note that, in the context of reversible diffusion processes, Fathi shows in [70] that a slight extension of the Sandier-Serfaty approach yields the large deviation principle for the sequence. This extended scheme is sometimes known in the literature as the Fathi-Sandier-Serfaty approach. We use this approach in Chapter III to show that the spin system also satisfies a large deviation principle. In the example of this section, the Fathi-SandierSerfaty approach is also applicable. That is, with a little bit of additional work, we could
also prove the so-called Schilder theorem (see [52, Chapter 5]). However, in this introductory treatment we only focus on the main ideas, which are already present in the application of the Sandier-Serfaty approach. We postpone the details for the extension by Fathi to Chapter III.

We now introduce the model that we consider in this section. Let, for each $\varepsilon>0$,

- $x_{0}^{\varepsilon}$ be a random variable distributed according to some $\mu_{0}^{\varepsilon} \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$, and
- $\left(x_{t}^{\varepsilon}\right)_{t \in(0, T]}$ be the solution of the stochastic differential equation

$$
\begin{equation*}
d x_{t}^{\varepsilon}=-\nabla V\left(x_{t}^{\varepsilon}\right) d t+\sqrt{2 \varepsilon} d B_{t} \tag{I.3.1}
\end{equation*}
$$

with initial condition $x_{0}^{\varepsilon}$, where $B$ is a $d$-dimensional Brownian motion and $V \in C^{2}\left(\mathbb{R}^{d}\right)$ is assumed to be $\lambda$-convex (see (I.2.1)) and such that, for some $c>0$,

$$
\begin{equation*}
|V(x)| \geq c\left(|x|^{4}+|x|^{2}-1\right) \quad \text { for all } x \in \mathbb{R}^{d} \tag{I.3.2}
\end{equation*}
$$

The goal is to study the sequence $\left(x_{t}^{\varepsilon}\right)_{t \in[0, T]}$ in the limit as $\varepsilon \downarrow 0$. Of course, in this example, there are standard probabilistic tools to show that, for suitable initial conditions and as $\varepsilon \downarrow 0$, the sequence $\left(x_{t}^{\varepsilon}\right)_{t \in[0, T]}$ converges (in some sense that we specify later) to the Euclidean gradient flow (see Subsection I.2.1) for the functional $V$. However, here we would like to prove this claim by applying the Sandier-Serfaty approach. In this way, we already introduce many ideas that are used in Chapter III in the more complex setting of local mean-field interacting spin systems.

The two most important ingredients for the Sandier-Serfaty approach are the gradient flow representation on the level of the sequences and the gradient flow representation for the limiting object. In Section I. 2 we introduced the gradient flow representation on the level of the sequences. Indeed, arguing in the same way as in the comment after Lemma I.9, we can show that the flow of marginal laws $\left(\mu_{t}^{\varepsilon}\right)_{t \in[0, T]}$ corresponding to the stochastic process $\left(x_{t}^{\varepsilon}\right)_{t \in[0, T]}$ is given by the unique Wasserstein gradient flow for the functional

$$
\begin{equation*}
\mathcal{H}_{\varepsilon}(\cdot):=\varepsilon \mathcal{H}\left(\cdot \left\lvert\, \mathrm{e}^{-\frac{1}{\varepsilon} V(x)} d x\right.\right) \tag{I.3.3}
\end{equation*}
$$

with initial law $\mu_{0}^{\varepsilon}$. Moreover, as we already mentioned, the gradient flow representation for the limiting object is given by the Euclidean gradient flow for the functional $V$, which we studied in Subsection I.2.1.

We have now collected the main ingredients to state and prove the following result.
Lemma I. 11 Let $z_{0} \in \mathbb{R}^{d}$ and let $z \in \mathcal{A C}\left((0, T) ; \mathbb{R}^{d}\right)$ be the unique Euclidean gradient flow for the functional $V$ with initial value $z_{0}$. Suppose that the sequence $\left(\mu_{0}^{\varepsilon}\right)_{\varepsilon>0}$ of initial values is well-prepared, i.e.,

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} W_{2}\left(\mu_{0}^{\varepsilon}, \delta_{z_{0}}\right)=0 \quad \text { and } \quad \lim _{\varepsilon \downarrow 0} \mathcal{H}_{\varepsilon}\left(\mu_{0}^{\varepsilon}\right)=V\left(z_{0}\right) \tag{I.3.4}
\end{equation*}
$$

Then, for all $t \in[0, T]$,

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} W_{2}\left(\mu_{t}^{\varepsilon}, \delta_{z_{t}}\right)=0 \quad \text { and } \quad \lim _{\varepsilon \downarrow 0} \mathcal{H}_{\varepsilon}\left(\mu_{t}^{\varepsilon}\right)=V\left(z_{t}\right) \tag{I.3.5}
\end{equation*}
$$

Proof. First notice that, by (I.3.2) and [83, p. 9], there exist $c_{0}, \varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$,

$$
\begin{equation*}
\mathcal{H}_{\varepsilon}(\mu) \geq c_{0}\left(\int_{\mathbb{R}^{d}}\left(|x|^{4}+|x|^{2}\right) d \mu-1\right) \geq-c_{0} \quad \text { for all } \mu \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \tag{I.3.6}
\end{equation*}
$$

Moreover, note that by Lemma I.8,

$$
\begin{equation*}
\mathscr{J}_{\mathcal{H}_{\varepsilon}, T}\left[\left(\mu_{t}^{\varepsilon}\right)_{t \in(0, T)}\right]=0 \quad \text { for all } \varepsilon<\varepsilon_{0} \tag{I.3.7}
\end{equation*}
$$

Combining the monotonicity property (I.2.28) with (I.3.4), (I.3.6) and (I.3.7), yields that for some $0<\varepsilon_{1} \leq \varepsilon_{0}$

$$
\begin{equation*}
\sup _{\varepsilon<\varepsilon_{1}} \int_{0}^{T}\left|\left(\mu^{\varepsilon}\right)^{\prime}\right|^{2}(t) d t<\infty \quad \text { and } \quad \sup _{\varepsilon<\varepsilon_{1}} \sup _{t \in[0, T]} \mathcal{H}_{\varepsilon}\left(\mu_{t}^{\varepsilon}\right)<\infty \tag{I.3.8}
\end{equation*}
$$

In particular, in view of (I.3.6),

$$
\begin{equation*}
\sup _{\varepsilon<\varepsilon_{1}} \sup _{t \in[0, T]} \int_{\mathbb{R}^{d}}\left(|x|^{4}+|x|^{2}\right) d \mu_{t}^{\varepsilon}<\infty \tag{I.3.9}
\end{equation*}
$$

Step 1. [Compactness.]
As in most of the applications of the Sandier-Serfaty approach, the compactness of the sequence $\left\{\left(\mu_{t}^{\varepsilon}\right)_{t}\right\}_{\varepsilon}:=\left\{\left(\mu_{t}^{\varepsilon}\right)_{t \in[0, T]}\right\}_{\varepsilon<\varepsilon_{1}}$ is shown by applying the Arzelá-Ascoli theorem (see [86, Chapter 7, Theorem 17]). That is, we have to show that, provided that the space $C\left([0, T] ; \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\right)$ is equipped with the uniform topology with respect to $W_{2}$, the sequence $\left\{\left(\mu_{t}^{\varepsilon}\right)_{t}\right\}_{\varepsilon<\varepsilon_{1}}$ is equi-continuous and that $\left\{\mu_{t}^{\varepsilon}\right\}_{\varepsilon<\varepsilon_{1}}$ is compact for all $t \in[0, T]$. The latter is a straightforward consequence of the uniform bound on the fourth moment given in (I.3.9) and (I.2.18). To show the former note that by the absolute continuity of $\left(\mu_{t}^{\varepsilon}\right)_{t \in[0, T]}$,

$$
\begin{equation*}
W_{2}\left(\mu_{t}^{\varepsilon}, \mu_{s}^{\varepsilon}\right)^{2} \leq\left(\int_{s}^{t}\left|\left(\mu^{\varepsilon}\right)^{\prime}\right|(t) d t\right)^{2} \leq(t-s) \int_{0}^{T}\left|\left(\mu^{\varepsilon}\right)^{\prime}\right|^{2}(t) d t \tag{I.3.10}
\end{equation*}
$$

for all $0<s<t<T$ and $\varepsilon<\varepsilon_{1}$. Combining this with (I.3.8) yields the equi-continuity of $\left\{\left(\mu_{t}^{\varepsilon}\right)_{t}\right\}_{\varepsilon}$. Hence, we obtain the existence of a subsequence $\left\{\left(\mu_{t}^{\varepsilon_{n}}\right)_{t}\right\}_{n \in \mathbb{N}}$ and a curve $\left(\mu_{t}\right)_{t} \in$ $C\left([0, T] ; \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\right)$ such that $\lim _{n \rightarrow \infty} \varepsilon_{n}=0$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]} W_{2}\left(\mu_{t}^{\varepsilon_{n}}, \mu_{t}\right)=0 \tag{I.3.11}
\end{equation*}
$$

Step 2. $\left[\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)\right)\right.$. $]$
According to [96, Lemma 1], it suffices to show that

$$
\begin{equation*}
\sup _{0<h<T} \int_{0}^{T-h} \frac{1}{h^{2}} W_{2}\left(\mu_{t}, \mu_{t+h}\right)^{2} d t<\infty \quad \text { and } \quad \int_{0}^{T} W_{2}\left(\mu_{t}, \delta_{0}\right)^{2} d t<\infty \tag{I.3.12}
\end{equation*}
$$

The second claim is a consequence of (I.3.9) and (I.3.11). To show the first claim, note that by (I.3.11), Fatou's lemma, Fubini's theorem and (I.3.8)

$$
\begin{align*}
\sup _{0<h<T} \int_{0}^{T-h} \frac{1}{h^{2}} W_{2}\left(\mu_{t}, \mu_{t+h}\right)^{2} d t & \leq \sup _{0<h<T} \liminf _{n \rightarrow \infty} \int_{0}^{T-h} \frac{1}{h^{2}} W_{2}\left(\mu_{t}^{\varepsilon_{n}}, \mu_{t+h}^{\varepsilon_{n}}\right)^{2} d t \\
& \leq \sup _{0<h<T} \sup _{\varepsilon<\varepsilon_{1}} \int_{0}^{T-h} \frac{1}{h} \int_{t}^{t+h}\left|\left(\mu^{\varepsilon}\right)^{\prime}\right|^{2}(r) d r d t  \tag{I.3.13}\\
& \leq \sup _{\varepsilon<\varepsilon_{1}} \int_{0}^{T}\left|\left(\mu^{\varepsilon}\right)^{\prime}\right|^{2}(r) d r<\infty
\end{align*}
$$

Step 3. [Gamma-liminf-inequalities.]
Let $\mathcal{V}: \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow(-\infty, \infty]$ be defined by

$$
\begin{equation*}
\mathcal{V}(\mu):=\int_{\mathbb{R}^{d}} V d \mu \quad \text { for } \mu \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \tag{I.3.14}
\end{equation*}
$$

In this step we show the so-called gamma-liminf-inequalities, i.e., we show that for all $t \in[0, T]$,

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \mathcal{H}_{\varepsilon_{n}}\left(\mu_{t}^{\varepsilon_{n}}\right) & \geq \mathcal{V}\left(\mu_{t}\right)  \tag{I.3.15}\\
\liminf _{n \rightarrow \infty}\left|\partial \mathcal{H}_{\varepsilon_{n}}\right|\left(\mu_{t}^{\varepsilon_{n}}\right) & \geq|\partial \mathcal{V}|\left(\mu_{t}\right), \quad \text { and }  \tag{I.3.16}\\
\liminf _{n \rightarrow \infty} \int_{0}^{t}\left|\left(\mu^{\varepsilon_{n}}\right)^{\prime}\right|^{2}(r) d r & \geq \int_{0}^{t}\left|\mu^{\prime}\right|^{2}(r) d r \tag{I.3.17}
\end{align*}
$$

These gamma-liminf-inequalities are often shown by exploiting duality theorems that are available for the quantities on the left-hand sides of (I.3.15)-(I.3.17) for a large class of functionals.

We first show (I.3.15). Note that by [83, p. 9], for some $c^{\prime}>0$,

$$
\begin{equation*}
\mathcal{H}_{\varepsilon_{n}}\left(\mu_{t}^{\varepsilon_{n}}\right) \geq-\varepsilon_{n} c^{\prime} \int_{\mathbb{R}^{d}}|x|^{2} d \mu_{t}^{\varepsilon_{n}}(x)-\varepsilon_{n} c^{\prime}+\int_{\mathbb{R}^{d}} V d \mu_{t}^{\varepsilon_{n}} \tag{I.3.18}
\end{equation*}
$$

Then, taking the limit as $n \rightarrow \infty$, we obtain (I.3.15) by using (I.3.9) for the first term and standard lower semi-continuity results for integrals (see [3, 5.1.7]) for the third term.

To show (I.3.16), we use that for all $t \in[0, T]$, (see Corollary III. 39 in this thesis, [59, 4.3] or $[3,10.4 .9]$ )

$$
\begin{equation*}
\left|\partial \mathcal{H}_{\varepsilon_{n}}\right|\left(\mu_{t}^{\varepsilon_{n}}\right)=\sup _{\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right),\|\varphi\|_{\mathrm{L}^{2}\left(\mu_{t}^{\varepsilon_{n}}\right)}>0} \frac{\left|\int_{\mathbb{R}^{d}}\left(\varphi \nabla V-\varepsilon_{n} \operatorname{div} \varphi\right) d \mu_{t}^{\varepsilon_{n}}\right|}{\|\varphi\|_{\mathrm{L}^{2}\left(\mu_{t}^{\varepsilon_{n}}\right)}} . \tag{I.3.19}
\end{equation*}
$$

Let $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ be such that $\|\varphi\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}>0$. Then, since $\lim _{n \rightarrow \infty} W_{2}\left(\mu_{t}^{\varepsilon_{n}}, \mu_{t}\right)=0$, we have that for $n$ large enough, $\|\varphi\|_{\mathrm{L}^{2}\left(\mu_{t}^{\varepsilon_{n}}\right)}>0$. Therefore,

$$
\begin{align*}
\liminf _{n \rightarrow \infty}\left|\partial \mathcal{H}_{\varepsilon_{n}}\right|\left(\mu_{t}^{\varepsilon_{n}}\right) & \geq \sup _{\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right),\|\varphi\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}>0} \liminf _{n \rightarrow \infty} \frac{\left|\int_{\mathbb{R}^{d}}\left(\varphi \nabla V-\varepsilon_{n} \operatorname{div} \varphi\right) d \mu_{t}^{\varepsilon_{n}}\right|}{\|\varphi\|_{\mathrm{L}^{2}\left(\mu_{t}^{\varepsilon_{n}}\right)}} \\
& =\sup _{\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right),\|\varphi\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}>0} \frac{\left|\int_{\mathbb{R}^{d}} \varphi \nabla V d \mu_{t}\right|}{\|\varphi\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}}=|\partial \mathcal{V}|\left(\mu_{t}\right) \tag{I.3.20}
\end{align*}
$$

where we use in the last equality that the dual representation (I.3.19) is also true in the case $\varepsilon_{n}=0$.

It remains to show (I.3.17). Proceeding similarly as in Step 2 and using the definition of the metric derivative (see (I.2.20)), we have that for $\delta \in(0, t / 2)$,

$$
\begin{align*}
\int_{0}^{t-\delta}\left|\mu^{\prime}\right|^{2}(t) d t & \leq \liminf _{h \downarrow 0, h<\delta} \int_{0}^{t-\delta} \frac{1}{h^{2}} W_{2}\left(\mu_{t}, \mu_{t+h}\right)^{2} d t \\
& \leq \liminf _{h \downarrow 0, h<\delta} \int_{0}^{t-\delta} \liminf _{n \rightarrow \infty} \frac{1}{h^{2}} W_{2}\left(\mu_{t}^{\varepsilon_{n}}, \mu_{t+h}^{\varepsilon_{n}}\right)^{2} d t  \tag{I.3.21}\\
& \leq \liminf _{n \rightarrow \infty} \int_{0}^{t}\left|\left(\mu^{\varepsilon_{n}}\right)^{\prime}\right|^{2}(r) d r
\end{align*}
$$

Letting $\delta \downarrow 0$ concludes the proof of (I.3.17).
Step 4. [ Proof of (I.3.5).]
Combining Step 3 and (I.3.4) shows that

$$
\begin{align*}
0 & =\liminf _{n \rightarrow \infty} \mathscr{J}_{\mathcal{H}_{\varepsilon_{n}}, T}\left[\left(\mu_{t}^{\varepsilon_{n}}\right)_{t \in[0, T]}\right] \geq \mathcal{V}\left(\mu_{T}\right)-V\left(z_{0}\right)+\frac{1}{2} \int_{0}^{T}\left(|\partial \mathcal{V}|^{2}\left(\nu_{t}\right)+\left|\mu^{\prime}\right|^{2}(t)\right) d t \\
& =\mathscr{J}_{\mathcal{V}, T}\left[\left(\mu_{t}\right)_{t \in[0, T]}\right] \geq 0 \tag{I.3.22}
\end{align*}
$$

where we set $\mu_{0}=\delta_{z_{0}}$. Hence, $\mathscr{J}_{\mathcal{V}, T}\left[\left(\mu_{t}\right)_{t \in[0, T]}\right]=0$. In view of Lemma I.8, this yields that $\left(\mu_{t}\right)_{t \in[0, T]}$ is the unique gradient flow for the functional $\mathcal{V}$ with initial value $\delta_{z_{0}}$. However, by $[3,11.2 .3]$, we have that this Wasserstein gradient flow is given by $\mu_{t}=\delta_{z_{t}}$, where $\left(z_{t}\right)_{t \in[0, T]}$ is the unique Euclidean gradient flow for the functional $\mathcal{V}$. This shows that every limit point of the sequence $\left\{\left(\mu_{t}^{\varepsilon}\right)_{t}\right\}_{\varepsilon}$ is given by $\left(\delta_{z_{t}}\right)_{t \in[0, T]}$, which in turn implies the first claim in (I.3.5). Using Step 3, (I.3.4) and the fact that $\lim _{\varepsilon \downarrow 0} \mathscr{J}_{\mathcal{H}_{\varepsilon}, T}\left[\left(\mu_{t}^{\varepsilon}\right)_{t \in[0, T]}\right]=\mathscr{J}_{\mathcal{V}, T}\left[\left(\mu_{t}\right)_{t \in[0, T]}\right]$ shows the second claim in (I.3.5).

## I. 4 The results of Chapter II

One of the simplest models where one can rigorously study the phenomenon of metastability is the two-dimensional standard Ising model on a finite torus in the low temperature regime. Neves and Schonmann applied the path-wise approach ${ }^{8}$ to this model in [108]. This was later rewritten in the Chapters $7.1-7.5$ of [109]. The potential-theoretic approach was used to study the metastable behaviour of this model in [34] by Bovier and Manzo (see also Chapter 17 of [29]). Moreover, several other settings and regimes in the Ising model have been considered as well. For example, the Ising model on $\mathbb{Z}^{d}$ was considered in [50] (for $d=2$ ) and in [39] (for $d \geq 3$ ), and the regime, where the magnetic field tends to zero was studied in [116].

In this section we formulate the results of Chapter II, where we study three modifications of the Ising model. Roughly speaking, the crucial difference between all three models and the standard Ising model is the fact that we lose the applicability of isoperimetrical inequalities. Namely, in the Ising case, for a given number of up-spins, the configurations with minimal energy are those droplets of up-spins whose shape is given by a square (or a quasi-square) with a possible bar of up-spins attached to one of its sides. Here we do not have this property. Instead we need to look at the stability of certain classes of configurations separately in order to specify the metastable and the critical state rigorously. The path-wise approach has already been applied to these models in [88], [89] and [107], respectively. In the Chapters $7.7-7.10$ of [109], a brief overview of these three papers is given. In Chapter II we complement these results and apply the potential-theoretic approach.

This section is organized as follows. In Subsection I.4.1 we introduce a dynamical spin-flip model on the two-dimensional lattice, which is driven by a general energy function H. This setting is the basic framework for all three models that we consider in Chapter II. These models only differ in the precise form of the energy function H. Then, in the Subsections I.4.2, I.4.3 and I.4.4 we introduce these three models and state the main results. We also compare our results with those from the papers [88], [89] and [107]. The proofs are given in Chapter II, and rely on the so-called metastability theorems that are proven in [29, Chapter 16]. We explain this in more detail at the end of Section II.1.

[^7]
## I.4.1 The abstract set-up

Let $\Lambda \subset \mathbb{Z}^{2}$ be a finite, square box with periodic boundary conditions, centred at the origin, and let $S=\{-1,1\}^{\Lambda}$. $S$ is called the configuration space, an element $\sigma \in S$ is called configuration, and at each site $x \in \Lambda, \sigma(x) \in\{-1,1\}$ is called the spin-value at $x$.

The energy or Hamiltonian of the system is given by $\mathrm{H}: S \rightarrow \mathbb{R}$, and the Gibbs measure associated to H is given by

$$
\begin{equation*}
\mu_{\beta}(\sigma)=\frac{1}{Z_{\beta}} \mathrm{e}^{-\beta \mathrm{H}(\sigma)}, \quad \text { for } \sigma \in S, \tag{I.4.1}
\end{equation*}
$$

where $\beta>0$ is called the inverse temperature, and $Z_{\beta}$ is a normalization constant called partition function.

For $\sigma \in S$ and $x \in \Lambda$ we define $\sigma^{x} \in S$ by

$$
\sigma^{x}(y)= \begin{cases}\sigma(y) & : y \neq x  \tag{I.4.2}\\ -\sigma(x) & : y=x\end{cases}
$$

For all $\sigma, \sigma^{\prime} \in S$, we say that $\sigma$ and $\sigma^{\prime}$ communicate and write $\sigma \sim \sigma^{\prime}$ if there exists $x \in \Lambda$ such that $\sigma^{x}=\sigma^{\prime}$. This induces a graph structure on $S$ by defining an edge between each $\sigma, \sigma^{\prime} \in S$ whenever $\sigma \sim \sigma^{\prime}$.

The dynamics of the system is given by the continuous time Markov Chain $\left(\sigma_{t}\right)_{t \geq 0}$ on $S$, whose generator $\mathcal{L}_{\beta}$ is given by

$$
\begin{equation*}
\left(\mathcal{L}_{\beta} f\right)(\sigma)=\sum_{x \in \Lambda} c_{\beta}\left(\sigma, \sigma^{x}\right)\left(f\left(\sigma^{x}\right)-f(\sigma)\right), \tag{I.4.3}
\end{equation*}
$$

where $f: S \rightarrow \mathbb{R}$ is a function and

$$
c_{\beta}\left(\sigma, \sigma^{\prime}\right)= \begin{cases}\mathrm{e}^{-\beta \max \left\{0, \mathrm{H}\left(\sigma^{\prime}\right)-\mathrm{H}(\sigma)\right\}} & : \sigma \sim \sigma^{\prime}  \tag{I.4.4}\\ 0 & : \text { else }\end{cases}
$$

Notice that for $\beta=\infty$ only moves to configurations with lower or equal energy are permitted. Moreover, one can immediately see that the following detailed balance condition holds.

$$
\begin{equation*}
\mu_{\beta}(\sigma) c_{\beta}\left(\sigma, \sigma^{\prime}\right)=\mu_{\beta}\left(\sigma^{\prime}\right) c_{\beta}\left(\sigma^{\prime}, \sigma\right) \quad \forall \sigma, \sigma^{\prime} \in \mathcal{X}_{\beta}^{\left(n_{\beta}\right)} \tag{I.4.5}
\end{equation*}
$$

Hence, the Markov chain is reversible with respect to the Gibbs measure. The law of $\left(\sigma_{t}\right)_{t \geq 0}$ given that $\sigma_{0}=\sigma \in S$ is denoted by $\mathbb{P}_{\sigma}$, and for a set $A \subset S$, we denote its first hitting time after the starting configuration has been left by $\tau_{\mathrm{A}}$, i.e.

$$
\begin{equation*}
\tau_{\mathrm{A}}=\inf \left\{t>0 \mid \sigma_{t} \in A, \exists 0<s<t: \sigma_{s} \neq \sigma_{0}\right\} . \tag{I.4.6}
\end{equation*}
$$

If $A=\{\sigma\}$ for some $\sigma \in S$, we write $\tau_{\sigma}=\tau_{\mathrm{A}}$.
Finally, we denote by $\boxminus \in S$ the configuration, where all spin values are equal to -1 and by $\boxplus \in S$ the configuration with all spin values being +1 . In the three models that we study in Chapter II, the configuration $\boxminus$ serves as the metastable state of the system, and $\boxplus$ as the stable state of the system.

## I.4.2 Anisotropic Ising model

The first model that we study in Chapter II is the same model as in [88]. In this model the interaction between neighbouring spins is anisotropic in the sense that the attraction on horizontal bonds is stronger than on vertical bonds. More precisely, the Hamiltonian is explicitly given by

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\sigma)=-\frac{J_{H}}{2} \sum_{(x, y) \in \Lambda_{H}^{\star}} \sigma(x) \sigma(y)-\frac{J_{V}}{2} \sum_{(x, y) \in \Lambda_{V}^{\star}} \sigma(x) \sigma(y)-\frac{h}{2} \sum_{x \in \Lambda} \sigma(x), \tag{I.4.7}
\end{equation*}
$$

where $\sigma \in S, J_{H}>J_{V}>0, h>0, \Lambda_{H}^{\star}$ is the set of unordered horizontal nearest-neighbour bonds in $\Lambda$ and $\Lambda_{V}^{\star}$ is the set of unordered vertical nearest-neighbour bonds in $\Lambda$. Here and in the following the subscript A is added to remind that we are in the anisotropic case. The critical length in this model is given by

$$
\begin{equation*}
L_{V}^{\star}=\left\lceil\frac{2 J_{V}}{h}\right\rceil \tag{I.4.8}
\end{equation*}
$$

We make the following assumptions in this model.

Assumption 1.12 (a) $J_{H}>J_{V}$,
(b) $2 J_{V}>h$,
(c) $\frac{2 J_{V}}{h} \notin \mathbb{N}$,
(d) $|\Lambda|$ is large enough.

We discuss the reasons for these assumptions in Chapter II.
We now formulate the main result for this model. For a more precise formulation and the proof we refer to Chapter II.

Theorem I. 13 (cf. Theorem II.8) Let $\mathcal{C}_{\mathrm{A}} \subset S$ be the the set of all configurations consisting only of a rectangle with side lengths $L_{V}^{\star}-1$ and $L_{V}^{\star}$, and with an additional protuberance attached to one of its longer sides; see Figure I. 3 for an example. A more precise definition of this set is given in Chapter II. Suppose Assumption I.12. Then,
(A) $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\boxminus}\left[\tau_{\mathcal{C}_{\mathrm{A}}}<\tau_{\boxplus} \mid \tau_{\boxplus}<\tau_{\boxminus}\right]=1$,
(B) for all $\chi \in \mathcal{C}_{\mathrm{A}}$, we have that $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\boxminus}\left[\sigma_{\tau_{\mathcal{C}_{\mathrm{A}}}}=\chi\right]=\frac{1}{\left|\mathcal{C}_{\mathrm{A}}\right|}$,
(C) $\lim _{\beta \rightarrow \infty} \lambda_{\beta} \mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]=1$, where $\lambda_{\beta}$ is the second largest eigenvalue of $-\mathcal{L}_{\beta}$,
(D) $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\boxminus}\left[\tau_{\boxplus}>t \mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]\right]=\mathrm{e}^{-t}$ for all $t \geq 0$, and
(E) $\lim _{\beta \rightarrow \infty} \mathrm{e}^{-\beta \Gamma_{\mathrm{A}}^{\star}} \mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]=K$, where

$$
\begin{align*}
\Gamma_{\mathrm{A}}^{\star} & =\mathrm{H}_{\mathrm{A}}(\chi)-\mathrm{H}_{\mathrm{A}}(\boxminus) \quad \text { for all } \chi \in \mathcal{C}_{\mathrm{A}}, \text { and } \\
K^{-1} & =\frac{4\left(2 L_{V}^{\star}-1\right)}{3}|\Lambda| \tag{I.4.9}
\end{align*}
$$



Figure I.3: An example of a configuration in $\mathcal{C}_{\mathrm{A}}$.

Part (A) of Theorem I. 13 says that, in order to make the transition from the metastable to the stable state, the system has to pass the set $\mathcal{C}_{\mathrm{A}}$. Therefore, $\mathcal{C}_{\mathrm{A}}$ is seen as the set of critical states of the system. This provides a solution to problem (v) from Subsection I.1.2. Part (B) of Theorem I. 13 says that the entrance into $\mathcal{C}_{\mathrm{A}}$ is uniformly distributed on $\mathcal{C}_{\mathrm{A}}$, and part (C) represents the average transition time of the system in terms of the spectrum of its generator. Part (D) of Theorem I. 13 yields the asymptotic exponential distribution of $\tau_{\boxplus}$, and therefore provides an answer to problem (iii) from Subsection I.1.2. Finally, part (E) yields the precise asymptotics of the average transition time. This is the solution to problem (i) from Subsection I.1.2.

We now compare Theorem I. 13 with the results that were already obtained in [88]. Part (A) of Theorem I. 13 has already been shown in [88, Theorem 1]. Moreover, an estimate in probability of $\tau_{\boxplus}$ is proven in [88, Theorem 2], and the typical paths for the transition from $\boxminus$ to $\boxplus$ are identified in [88, Theorem 3]. Then, using standard techniques (cf. [109, Theorem 6.30 and (6.171)]), one can use these results to obtain both part (D) of Theorem I. 13 and the asymptotics of $\mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]$ up to logarithmic equivalence (i.e. the asymptotics without the pre-factor $K$ ). Hence, we provide here a new approach to prove part (A) and part (D) of Theorem I.13, and we provide a more precise estimate for $\mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]$ than in [88].

## I.4.3 Ising model with next-nearest-neighbour attraction

In the second model that we consider in Chapter II, we allow next-nearest-neighbour attraction, i.e. two spins that have Euclidean distance of $\sqrt{2}$ feel an interaction force. This next-nearest-neighbour attraction is assumed to be strictly weaker than the attraction between nearest-neighbour bonds. This has the physical intuition that next-nearest-neighbour attraction is seen as a perturbation of nearest-neighbour attraction. An interesting fact is that the local minima of the energy landscape are given by droplets of octagonal shape; see Figure I. 4 for an example. For the path-wise approach to this model we refer to [89].

Here the Hamiltonian is given by

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\sigma)=-\frac{\tilde{J}}{2} \sum_{(x, y) \in \Lambda^{\star}} \sigma(x) \sigma(y)-\frac{K}{2} \sum_{(x, y) \in \Lambda^{\star \star}} \sigma(x) \sigma(y)-\frac{h}{2} \sum_{x \in \Lambda} \sigma(x) \tag{I.4.10}
\end{equation*}
$$

where $\sigma \in S, \tilde{J}>K, h>0, \Lambda^{\star}$ is the set of unordered nearest-neighbour bonds in $\Lambda$ and $\Lambda^{\star \star}$ is the set of unordered next-nearest-neighbour bonds in $\Lambda$, i.e

$$
\begin{equation*}
\Lambda^{\star \star}=\left\{\{x, y\} \in \Lambda^{2}| | x-y \mid=\sqrt{2}\right\} \tag{I.4.11}
\end{equation*}
$$

Here, the subscript NN is added to remind that we are in the case with next-nearest-neighbour
attraction. Set $J=\tilde{J}+2 K$. The critical lengths in this model are given by

$$
\begin{equation*}
\ell^{\star}=\left\lceil\frac{2 K}{h}\right\rceil \quad \text { and } \quad D^{\star}=\left\lceil\frac{2 J}{h}\right\rceil \quad \text { and } \quad L^{\star}=D^{\star}-2\left(\ell^{\star}-1\right) . \tag{I.4.12}
\end{equation*}
$$

We make the following assumptions in this model.
Assumption I. 14 (a) $K>h$,
(b) $\tilde{J} \geq 2 K+h$,
(c) $\frac{2 J}{h} \notin \mathbb{N}, \frac{2 K}{h} \notin \mathbb{N}$,
(d) $|\Lambda|$ is large enough.

We discuss the reasons for these assumptions in Chapter II.
We now formulate the main result for this model. For a more precise formulation and the proof we refer to Chapter II.

Theorem I. 15 (cf. Theorem II.16) Let $\mathcal{C}_{\mathrm{NN}} \subset S$ be the set of all configurations that consist only of a so-called octagon of critical side lengths and with an additional protuberance attached at the interior of one of its longer coordinate edges; see Figure I.4 for an example and see Chapter II for a more precise definition of this set and of the notions octagon, interior and coordinate edge. Suppose Assumption I.14. Then,
(A) $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\boxminus}\left[\tau_{\mathcal{C}_{\mathrm{NN}}}<\tau_{\boxplus} \mid \tau_{\boxplus}<\tau_{\boxminus}\right]=1$,
(B) for all $\chi \in \mathcal{C}_{\mathrm{NN}}$, we have that $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\boxminus}\left[\sigma_{\tau_{\mathcal{C}_{\mathrm{NN}}}}=\chi\right]=\frac{1}{\left|\mathcal{C}_{\mathrm{NN}}\right|}$,
(C) $\lim _{\beta \rightarrow \infty} \lambda_{\beta} \mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]=1$, where $\lambda_{\beta}$ is the second largest eigenvalue of $-\mathcal{L}_{\beta}$,
(D) $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\boxminus}\left[\tau_{\boxplus}>t \mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]\right]=\mathrm{e}^{-t}$ for all $t \geq 0$, and


$$
\begin{align*}
& \Gamma_{\mathrm{NN}}^{\star}=\mathrm{H}_{\mathrm{NN}}(\chi)-\mathrm{H}_{\mathrm{NN}}(\boxminus) \quad \text { for all } \chi \in \mathcal{C}_{\mathrm{NN}}, \text { and } \\
& K^{-1}=\frac{4\left(2 L^{\star}-5\right)}{3}|\Lambda| . \tag{I.4.13}
\end{align*}
$$



Figure I.4: An example of a configuration in $\mathcal{C}_{\mathrm{NN}}$.
As in Theorem I.13, some of the results from Theorem I. 15 are already known. For instance, part (A) and part (D) of Theorem I. 15 and the asymptotics up to logarithmic equivalence of $\mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]$ follow from [89, Theorem 1, 2 and 3]. The main contribution here is the sharp asymptotic expression of $\mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]$ in Theorem I. 15 (E).

## I.4.4 Ising model with alternating magnetic field

In the third modification of the standard Ising model, the magnetic field is allowed to take alternating signs and absolute values on even and on odd rows. The path-wise approach has been applied to this model in [107]. The Hamiltonian here is given by

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\sigma)=-\frac{J}{2} \sum_{(x, y) \in \Lambda^{\star}} \sigma(x) \sigma(y)+\frac{h_{2}}{2} \sum_{x \in \Lambda_{2}} \sigma(x)-\frac{h_{1}}{2} \sum_{x \in \Lambda_{1}} \sigma(x) \tag{I.4.14}
\end{equation*}
$$

where $\sigma \in S, J, h_{2}, h_{1}>0, \Lambda_{2}=\left\{\left(x_{1}, x_{2}\right) \in \Lambda \mid x_{2}\right.$ is odd $\}$ are the odd rows in $\Lambda, \Lambda_{1}=\Lambda \backslash \Lambda_{2}$ are the even rows and $\Lambda^{\star}$ is the set of unordered nearest-neighbour bonds in $\Lambda$. The critical lengths in this model are given by

$$
\begin{equation*}
l_{b}^{\star}=\left\lceil\frac{\mu}{\varepsilon}\right\rceil \quad \text { and } \quad l_{h}^{\star}=2 l_{b}^{\star}-1 \tag{I.4.15}
\end{equation*}
$$

where

$$
\begin{align*}
& \varepsilon=h_{1}-h_{2}, \quad \text { and }  \tag{I.4.16}\\
& \mu=2 J-h_{2}
\end{align*}
$$

$l_{b}^{\star}$ will be the length of the basis of the critical droplet, and $l_{h}^{\star}$ will be its height. We make the following assumptions in this model.

Assumption I. 16 (a) $h_{1}>h_{2}$,
(b) $J>h_{1}$,
(c) $\frac{\mu}{\varepsilon} \notin \mathbb{N}$,
(d) $|\Lambda|$ is large enough.

We discuss the reasons for these assumptions in Chapter II.
We now formulate the main result for this model. For a more precise formulation and the proof we refer to Chapter II.
Theorem 1.17 (cf. Theorem II.24) Let $\mathcal{C}_{ \pm}=\mathcal{C}_{1} \cup \mathcal{C}_{2} \subset S$, where the sets $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are defined in Chapter II. Two examples of configurations in $\mathcal{C}_{ \pm}$are given in Figure I.5. Suppose Assumption I.16. Then,
(A) $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\boxminus}\left[\tau_{\mathcal{C}_{ \pm}}<\tau_{\boxplus} \mid \tau_{\boxplus}<\tau_{\boxminus}\right]=1$,
(B) for all $\chi \in \mathcal{C}_{ \pm}$, we have that $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\boxminus}\left[\sigma_{\tau_{\mathcal{C}_{ \pm}}}=\chi\right]=\frac{1}{\left|\mathcal{C}_{ \pm}\right|}$,
(C) $\lim _{\beta \rightarrow \infty} \lambda_{\beta} \mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]=1$, where $\lambda_{\beta}$ is the second largest eigenvalue of $-\mathcal{L}_{\beta}$,
(D) $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\boxminus}\left[\tau_{\boxplus}>t \mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]\right]=\mathrm{e}^{-t}$ for all $t \geq 0$, and
(E) $\lim _{\beta \rightarrow \infty} \mathrm{e}^{-\beta \Gamma_{ \pm}^{\star}} \mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]=K$, where

$$
\begin{align*}
\Gamma_{ \pm}^{\star} & =\mathrm{H}_{ \pm}(\chi)-\mathrm{H}_{ \pm}(\boxminus) \quad \text { for all } \chi \in \mathcal{C}_{ \pm}, \text {and } \\
K^{-1} & =\frac{14\left(l_{b}^{\star}-1\right)}{3}|\Lambda| \tag{I.4.17}
\end{align*}
$$

As in Theorem I. 13 and Theorem I.17, the parts (A) and (D) of Theorem I. 17 and the asymptotics up to logarithmic equivalence of $\mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]$ follow from $[107$, Theorem 1 , Section 4 and Section 5]. The main contribution here is the sharp asymptotic expression of $\mathbb{E}_{\boxminus}\left[\tau_{\boxplus}\right]$ in Theorem I. 17 (E).


Figure I.5: Examples of configurations in $\mathcal{C}_{ \pm}$.

## I. 5 The results of Chapter III

One of the biggest challenges in statistical mechanics is to deal with disordered systems that consist of a large number of particles. As we already mentioned in the example of the CurieWeiss model in Subsection I.1.3, except of studying the behaviour of the system on the microscopic level, it is useful to study its behaviour under a suitable mapping. This mapping is often called the macroscopic order parameter. The goal is then to study the behaviour of the system on the macroscopic level.

In many examples, where the interaction between the particles is of mean-field type, this procedure can be applied successfully. For instance, in the papers [47] and [75], a system of $N \in \mathbb{N}$ mean-field interacting diffusions is considered. It is shown that, by taking the empirical distribution as the macroscopic order parameter, the macroscopic behaviour of the system can be described by the solution of the so-called McKean-Vlasov equation. Another example is the Curie-Weiss model, which we already introduced in Subsection I.1.3. We mentioned its macroscopic behaviour tacitly in equation (I.1.15), where we introduced the object $f_{\beta}$. More precisely, (I.1.15) implies that, by taking the empirical mean as the macroscopic order parameter, $f_{\beta}$ serves as the macroscopic free energy function (or macroscopic Hamiltonian) of the system. Another mean-field setting was considered in the paper [63]. Here the authors use the Sandier-Serfaty approach, which we motivated in Section I.3, to study the macroscopic behaviour of a discrete mean-field interacting particle system.

We have two main goals in Chapter III. The first one is the extension of the results of [47] and [75] to the case, where the interaction is of local mean-field type instead of meanfield type. The second goal is to introduce a Wasserstein-like gradient flow structure on the macroscopic level, and to apply the (Fathi-)Sandier-Serfaty approach. The motivation behind the second goal is to make use of the advantages of the Wasserstein formalism and the (Fathi-)Sandier-Serfaty approach, which we explained in Section I. 2 and Section I.3, respectively.

More precisely, we establish the following results in Chapter III.

- In Section III. 1 we modify the Wasserstein distance and establish a gradient flow formalism with respect to the resulting metric. Then we show that gradient flows in this modified Wasserstein space correspond to partial differential equations, which depend on a non-evolving parameter. In particular, we investigate a special example, which will represent the macroscopic behaviour of a local mean-field interacting spin system, which is introduced in Section I.5.1 and more rigorously in Section III.2.1.
- In Section III. 2 we use the Fathi-Sandier-Serfaty approach and the results of Section
III. 1 to prove a large deviation principle for the system in Section I.5.1.
- In Section III. 3 we use the Sandier-Serfaty approach to prove a law of large numbers for the system in Section I.5.1. Although this result already follows from the large deviation principle from Section III.2, we reprove the statement in order to obtain the law of large numbers for a slightly larger class of initial values and with respect to the stronger topology of the Wasserstein distance.

The results of Section III. 1 are new, whereas some of the results of Section III. 2 and III. 3 have already been proven in [33] and [105], respectively, via different approaches. For instance, the large deviation principle was proven via the approach of the paper [47], and the law of large numbers was proven via the so-called relative entropy method (see [87] or [129] for more informations on this method). The main purpose of the Sections III. 2 and III. 3 is to use the Wasserstein formalism and the (Fathi-)Sandier-Serfaty approach to prove these claims. We motivated the advantages of these in the Sections I. 2 and I.3.

There are three further important differences between the results from the Sections III. 2 and III. 3 and the results from [33] and [105]. The first one is that the rate function in Section III. 2 differs from the one in [105]. The second difference is that, by using the gradient flow formalism from Section III.1, we also show here that the rate function admits a unique minimum point. This fact is not shown in [105]. The third difference is that in Section III. 3 we also establish the convergence in the stronger topology of the Wasserstein distance. We believe that these differences and the advantages coming from the Wasserstein formalism and the (Fathi-)Sandier-Serfaty approach are useful ingredients for the study of the metastable behaviour of this model. This is planned for future research.

We finally note that, after the results of Chapter III have been published, the same methods as in Chapter III are used in the paper [36] to show the law of large numbers for a system of mean-field interacting diffusions. The setting in [36] differs from the one in Chapter III only in the precise form of the interaction part in the dynamics.

This section is organized as follows. In Subsection I.5.1 we introduce the microscopic spin system. In Subsection I.5.2 we define the macroscopic object and show how to modify the Wasserstein distance in order to obtain a gradient flow representation for this system. In Subsection I.5.3 we provide a first formulation of the main results of Chapter III and sketch the main ideas of the proofs.

## I.5.1 The microscopic spin system

Let $T \in(0, \infty)$ and $N \in \mathbb{N}$. We denote by $\mathbb{T}$ the one-dimensional unit torus. Let $\Psi: \mathbb{R} \rightarrow \mathbb{R}$ and $J: \mathbb{T} \rightarrow \mathbb{R}$ be two functions that satisfy Assumption III. 33 below. Moreover, let $B=$ $\left(B^{i}\right)_{i=0, \ldots, N-1}$ be an $N$-dimensional Brownian motion and $\mu_{0}^{N} \in \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)$. In Chapter III we consider a system of $N$ coupled stochastic differential equations given by

$$
\begin{align*}
& d \theta_{t}^{i, N}=-\Psi^{\prime}\left(\theta_{t}^{i, N}\right) d t+\frac{1}{N} \sum_{j=0}^{N-1} J\left(\frac{i-j}{N}\right) \theta_{t}^{j, N} d t+\sqrt{2} d B_{t}^{i}, \quad t \in(0, T], 0 \leq i \leq N-1 \\
& \left(\theta_{0}^{0, N}, \ldots \theta_{0}^{N-1, N}\right) \sim \mu_{0}^{N} \tag{I.5.1}
\end{align*}
$$

For each $i=0, \ldots, N-1$ and $t \in[0, T]$, we call $\theta_{t}^{i, N}$ the spin value at time $t$ of a particle, which is located at $i / N \in \mathbb{T}$. For a detailed historical review on such models we refer to $[105$, Subsection 1.1].

Define the microscopic Hamiltonian $\mathrm{H}^{N}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathrm{H}^{N}(\Theta)=\sum_{i=0}^{N-1}\left(\Psi\left(\theta^{i}\right)-\frac{1}{2 N} \sum_{j=0}^{N-1} J\left(\frac{i-j}{N}\right) \theta^{i} \theta^{j}\right) \tag{I.5.2}
\end{equation*}
$$

Let $\Theta_{t}^{N}:=\left(\theta_{t}^{i, N}\right)_{i=0, \ldots, N-1}$ denote the vector of all $N$ spins. Then we observe that

$$
\begin{equation*}
d \Theta_{t}^{N}=-\nabla \mathrm{H}^{N}\left(\Theta_{t}^{N}\right) d t+\sqrt{2} d B_{t}^{N} \quad \text { and } \quad \Theta_{0}^{N} \sim \mu_{0}^{N} \tag{I.5.3}
\end{equation*}
$$

Let $\mu_{t}^{N}$ denote the law of $\Theta_{t}^{N}$ for each $t \in[0, T]$. We have seen in Section I. 2 that $\left(\mu_{t}^{N}\right)_{t \in[0, T]}$ can be represented as a Wasserstein gradient flow for the relative entropy

$$
\begin{equation*}
\mathcal{H}^{N}(\cdot):=\mathcal{H}\left(\cdot \mid \mathrm{e}^{-\mathrm{H}^{N}(x)} d x\right) \tag{I.5.4}
\end{equation*}
$$

Moreover, as we have shown in Lemma I.9, for each $t, \mu_{t}^{N}$ has a density $\rho_{t}^{N}$ with respect to the Lebesgue measure on $\mathbb{R}^{N}$ and $\left(\rho_{t}^{N}\right)_{t \in[0, T]}$ is a weak solution to the Fokker-Planck equation

$$
\begin{equation*}
\partial_{t} \rho_{t}^{N}=\Delta \rho_{t}^{N}+\operatorname{div}\left(\nabla \mathrm{H}^{N} \rho_{t}^{N}\right) \tag{I.5.5}
\end{equation*}
$$

In this thesis we focus on curves of laws rather than on the path-wise solutions of systems of stochastic differential equations. Hence, instead of the systems (I.5.1) and (I.5.3) we study $\left(\mu_{t}^{N}\right)_{t \in[0, T]}$ and $\left(\rho_{t}^{N}\right)_{t \in[0, T]}$. However, it is also possible to specify the roles of (I.5.1) and (I.5.3) in the results of this thesis; see [33].

In order to analyse the curves $\left(\mu_{t}^{N}\right)_{t \in[0, T]}$ as $N \rightarrow \infty$, we push all measures into the same space via the map $K^{N}$ that sends a vector to the corresponding empirical pair measure, i.e.,

$$
\begin{gather*}
K^{N}: \mathbb{R}^{N} \rightarrow \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R}) \\
\Theta=\left(\theta^{k}\right)_{k=0}^{N-1} \mapsto \frac{1}{N} \sum_{k=0}^{N-1} \delta_{\left(\frac{k}{N}, \theta^{k}\right)} . \tag{I.5.6}
\end{gather*}
$$

The goal is to state a law of large numbers and a large deviation principle for the sequence $\left\{\left(\left(K^{N}\right)_{\#} \mu_{t}^{N}\right)_{t \in[0, T]}\right\}_{N}$, where $\left(K^{N}\right)_{\#} \mu_{t}^{N}$ denotes the image measure of $\mu_{t}^{N}$ under $K^{N}$.

## I.5.2 The macroscopic object

We first explain intuitively what the limiting system should be. Note that (I.5.1) is of the form

$$
\begin{equation*}
d \theta_{t}^{i, N}=b\left(\frac{i}{N}, \theta_{t}^{i, N} ; K^{N}\left(\Theta_{t}^{N}\right)\right) d t+\sqrt{2} d B_{t}^{i, N} \tag{I.5.7}
\end{equation*}
$$

where $b: \mathbb{T} \times \mathbb{R} \times \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R}) \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
b(x, \theta ; \nu)=-\Psi^{\prime}(\theta)+\int_{\mathbb{T} \times \mathbb{R}} J\left(x-x^{\prime}\right) \theta^{\prime} d \nu\left(x^{\prime}, \theta^{\prime}\right) \tag{I.5.8}
\end{equation*}
$$

This suggests that the limiting system should be

$$
\begin{equation*}
d \hat{\theta}_{t}^{x}=b\left(x, \hat{\theta}_{t}^{x} ; \mu_{t}\right) d t+\sqrt{2} d B_{t}^{x}, \quad x \in \mathbb{T} \tag{I.5.9}
\end{equation*}
$$

where $\mu_{t} \in \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$ is of the form $\mu_{t}=\mu_{t}^{x} d x$ and such that $\mu_{t}^{x}$ is the law of $\hat{\theta}_{t}^{x}$ for all $t$ and $x$. However, this in turn suggests that $\mu_{t}$ should have a density $\rho_{t}$ with respect to the Lebesgue measure on $\mathbb{T} \times \mathbb{R}$ for all $t \in(0, T]$ and $\left(\rho_{t}\right)_{t \in[0, T]}$ should be a weak solution of a partial differential equation of the form

$$
\begin{equation*}
\partial_{t} \rho_{t}(x, \theta)=\partial_{\theta \theta}^{2} \rho_{t}(x, \theta)+\partial_{\theta}\left(\rho_{t}(x, \theta)\left(\Psi^{\prime}(\theta)-\int J(x-\bar{x}) \bar{\theta} \rho_{t}(\bar{x}, \bar{\theta}) d \bar{\theta} d \bar{x}\right)\right) \tag{I.5.10}
\end{equation*}
$$

It is not possible to find a representation of this partial differential equation in the usual Wasserstein setting, since there are no partial derivatives with respect to $x$. Hence, we have to modify the Wasserstein distance in such a way that the new metric takes into account that there is no evolution in this parameter. It turns out that the correct distance is given by

$$
\begin{equation*}
\mathrm{W}^{\mathrm{L}}(\mu, \nu)^{2}:=\int_{\mathbb{T}} W_{2}\left(\mu^{x}, \nu^{x}\right)^{2} d x \tag{I.5.11}
\end{equation*}
$$

where $\mu=\mu^{x} d x \in \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$ and $\nu=\nu^{x} d x \in \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$ are suitable, and $W_{2}$ is the Wasserstein distance on $\mathcal{P}_{2}(\mathbb{R})$, which we introduced in (I.2.14); see Section III. 1 for the details. Now we have to rebuild the whole gradient flow theory from Section I. 2 for this new metric in order to show that we can represent (I.5.10) in this new framework. This is the content of Section III.1.

## I.5.3 Results

In this section, we state our main results and sketch the ideas of the corresponding proofs. The first result is the gradient flow formulation of (I.5.10). More precisely, we show that the results of Section I. 2 also hold for the modified Wasserstein distance $\mathrm{W}^{\mathrm{L}}$ defined in (I.5.11).

Theorem I. 18 (Gradient flow formulation, cf. Theorems III.35, III. 40 and III.41) Define $\mathcal{F}: \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R}) \rightarrow(-\infty, \infty]$ by

$$
\begin{equation*}
\mathcal{F}(\mu):=\mathcal{H}\left(\mu \mid \mathrm{e}^{-\Psi(\theta)} d x d \theta\right)-\frac{1}{2} \int_{(\mathbb{T} \times \mathbb{R})^{2}} J\left(x-x^{\prime}\right) \theta \theta^{\prime} d \mu(x, \theta) d \mu\left(x^{\prime}, \theta^{\prime}\right) \tag{I.5.12}
\end{equation*}
$$

where $\mathcal{H}$ is the relative entropy functional (see (I.2.34)). Let $\mu_{0} \in D(\mathcal{F})$. Then there exists a unique $\mathrm{W}^{\mathrm{L}}$-gradient flow $\left(\mu_{t}\right)_{t \in[0, T]}$ for $\mathcal{F}$ with initial value $\mu_{0}$. Moreover, for all $t \in[0, T], \mu_{t}$ has a density $\rho_{t}$ with respect to the Lebesgue measure on $\mathbb{T} \times \mathbb{R}$ and $\left(\rho_{t}\right)_{t \in[0, T]}$ is a weak solution to (I.5.10). Finally, $\left(\mu_{t}\right)_{t \in[0, T]}$ is the unique $\mathrm{W}^{\mathrm{L}}$-continuous curve such that $\lim _{t \downarrow 0} \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \mu_{0}\right)=0$ and $\mathscr{J}\left[\left(\mu_{t}\right)_{t \in[0, T]}\right]=0$, where, for smooth curves $\left(\nu_{t}\right)_{t \in[0, T]}$, $\mathscr{J}\left[\left(\nu_{t}\right)_{t \in[0, T]}\right]$ is defined by

$$
\begin{equation*}
\mathscr{J}\left[\left(\nu_{t}\right)_{t \in[0, T]}\right]:=\mathcal{F}\left(\nu_{T}\right)-\mathcal{F}\left(\nu_{0}\right)+\frac{1}{2} \int_{0}^{T}\left(|\partial \mathcal{F}|^{2}\left(\nu_{t}\right)+\left|\nu^{\prime}\right|^{2}(t)\right) d t \tag{I.5.13}
\end{equation*}
$$

where the objects $|\partial \mathcal{F}|$ and $\left|\nu^{\prime}\right|$ are introduced in (III.1.70) and (III.1.40), respectively, and are defined analogously to (I.2.31) and (I.2.20).

To prove this result, we have to develop the same theory for $W^{L}$ as in Section I. 2 in the Wasserstein space. To this end, we first show that $\left(\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}), \mathrm{W}^{\mathrm{L}}\right)$ is a Polish space (Lemma III.6, Lemma III. 7 and Lemma III.8), where $\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$ is defined in (III.1.1) below.

Then we analyse curves in $\left(\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}), \mathrm{W}^{\mathrm{L}}\right)$ and characterize $\mathrm{W}^{\mathrm{L}}$-absolutely continuous curve via distributional solutions of certain partial differential equations (Proposition III.10). This characterisation will later be the key fact to build the bridge to (I.5.10). In Subsection III.1.3, we introduce a subdifferential calculus in $\left(\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}), \mathrm{W}^{\mathrm{L}}\right)$ and define the notion of gradient flows with it. Then we apply the abstract theory of Part I of the book [3] to show existence, uniqueness and further properties of $\mathrm{W}^{\mathrm{L}}$-gradient flows in Theorem III.27. In Subsection III.1.4, we finally consider the special case of the functional $\mathcal{F}$ and apply the previous results for this case and arrive at Theorem I.18.

The second result of Chapter III is the following large deviation principle.

## Theorem I. 19 (Large deviation principle, cf. Theorem III.47)

For all $N \in \mathbb{N}$, let $\left(\mu_{t}^{N}\right)_{t \in[0, T]}$ be defined as in Subsection I.5.1. Let $\left(\mu_{0}^{N}\right)_{N}$ satisfy Assumption III.43. Then $\left(\left\{\left(K^{N}\right)_{\#} \mu_{t}^{N}\right\}_{t \in[0, T]}\right)_{N}$ satisfies a large deviation principle in $C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ with rate function

$$
\begin{equation*}
\left(\nu_{t}\right)_{t} \mapsto I\left[\left(\nu_{t}\right)_{t}\right]:=\frac{1}{2} \mathscr{J}\left[\left(\nu_{t}\right)_{t}\right]+\mathcal{H}\left(\nu_{0} \mid \mu_{0}\right) \tag{I.5.14}
\end{equation*}
$$

for some $\mu_{0} \in D(\mathcal{F})$ (see Theorem III. 47 for details).
The proof is based on the paper [70] in the following way. For each $N$, let $\mathscr{J}^{N}:=\mathscr{J}_{\mathcal{H}^{N}, T}$ be the energy-dissipation functional from Lemma I.8. That is, $\left(\mu_{t}^{N}\right)_{t \in[0, T]}$ is the unique $W_{2^{-}}$ continuous curve such that $\lim _{t \downarrow 0} W_{2}\left(\mu_{t}^{N}, \mu_{0}^{N}\right)=0$ and $\mathscr{J}^{N}\left[\left(\mu_{t}^{N}\right)_{t \in[0, T]}\right]=0$. Then, the results in [70] (combined with some additional arguments that we provide in the proof of Theorem III.47) show that in order to prove the large deviation principle for $\left(\left\{\left(K^{N}\right)_{\#} \mu_{t}^{N}\right\}_{t \in[0, T]}\right)_{N}$ it is equivalent to show that the following two claims hold:

- If $\left(\nu_{t}\right)_{t \in[0, T]} \in C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ and $\left(\nu_{t}^{N}\right)_{t \in[0, T]} \in C\left([0, T] ; \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)\right)$ for all $N \in \mathbb{N}$ are such that $\left(K^{N}\right)_{\#} \nu_{t}^{N} \rightharpoonup \delta_{\nu_{t}}$ for all $t \in[0, T]$, then

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N}\left(\frac{1}{2} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t \in[0, T]}\right]+\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)\right) \geq I\left[\left(\nu_{t}\right)_{t \in[0, T]}\right] \tag{I.5.15}
\end{equation*}
$$

- For all $\left(\nu_{t}\right)_{t \in[0, T]} \in C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ there exists $\left(\nu_{t}^{N}\right)_{t \in[0, T]} \in C\left([0, T] ; \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)\right)$ for all $N \in \mathbb{N}$ such that $\left(K^{N}\right)_{\#} \nu_{t}^{N} \rightharpoonup \delta_{\nu_{t}}$ for all $t \in[0, T]$, and

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N}\left(\frac{1}{2} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t \in[0, T]}\right]+\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)\right) \leq I\left[\left(\nu_{t}\right)_{t \in[0, T]}\right] \tag{I.5.16}
\end{equation*}
$$

These two claims are shown in Subsection III.2.4 and III.2.5, respectively. Therefore, the large deviation principle is related to a (variant of) gamma-convergence result of the functionals $\left(\nu_{t}^{N}\right)_{t \in[0, T]} \mapsto \frac{1}{2} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t}\right]+\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)$. We explain this in more detail in Section III.2.

The third result of Chapter III is the following law of large numbers.

## Theorem I. 20 (Law of large numbers; cf. Theorem III.62)

Let $\left(\mu_{t}\right)_{t \in[0, T]}$ be the $\mathrm{W}^{\mathrm{L}}$-gradient flow for $\mathcal{F}$ with initial value $\mu_{0} \in D(\mathcal{F})$. For all $N \in \mathbb{N}$, let $\left(\mu_{t}^{N}\right)_{t \in[0, T]}$ be defined as in Subsection I.5.1. Suppose that the sequence of initial conditions $\left(\mu_{0}^{N}\right)_{N}$ is such that $\left(\left(K^{N}\right)_{\#} \mu_{0}^{N}\right)_{N}$ converges to $\delta_{\mu_{0}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\mu_{0}^{N} \mid \mathrm{e}^{-\mathrm{H}^{N}} \operatorname{Leb}_{\mathbb{R}^{N}}\right)=\mathcal{F}\left(\mu_{0}\right) \tag{I.5.17}
\end{equation*}
$$

Then $\left(\left(K^{N}\right)_{\#} \mu_{t}^{N}\right)_{N}$ converges to $\delta_{\mu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ for all $t \in[0, T]$ and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\mu_{t}^{N} \mid \mathrm{e}^{-\mathrm{H}^{N}} \operatorname{Leb}_{\mathbb{R}^{N}}\right)=\mathcal{F}\left(\mu_{t}\right) \quad \text { for all } t \in[0, T] \tag{I.5.18}
\end{equation*}
$$

Moreover, under some additional assumption on $\Psi$, the convergence holds even in a stronger topology, which is induced by the Wasserstein topology on $\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$.

The assumption on the initial configurations here is weaker than in Assumption III.43. The proof uses the Sandier-Serfaty approach, which we introduced in Section I.3. The main ideas of the proof of Theorem I. 20 are the same as in the proof of Lemma I.11.

Remark I. 21 Most of the statements that we prove in Chapter III can be extended easily. For instance, it is possible to add a random environment, which is drawn according to some $\varsigma \in \mathcal{M}_{1}(\mathbb{R})$, or to replace $\mathbb{T}$ by a compact Riemannian manifold $M$, or to allow the spins to take values in $\mathbb{R}^{d}$ for some $d>1$. The corresponding metric should then be of the form

$$
\begin{equation*}
\mathrm{W}^{M, \varsigma}(\mu, \nu)^{2}:=\int_{M} \int_{\mathbb{R}} W_{2}\left(\mu^{m, \omega}, \nu^{m, \omega}\right)^{2} d \varsigma(\omega) d \operatorname{vol}(m) \tag{I.5.19}
\end{equation*}
$$

Moreover, it is possible to generalize (I.5.10) in various ways without much additional work. For instance, we could add a term of the form $\partial_{\theta \theta}^{2} L_{F}\left(\rho_{t}(x, \theta)\right)$ for some function $L_{F}:[0, \infty) \rightarrow$ $[0, \infty)$ as in [3, Example 9.3.6 and Subsection 10.4.3], or we could include a diffusion coefficient as in [70]. It is also straightforward to see that the single-site potentials $\Psi$ could also be dependent on the space parameter $x$, and the quadratic interaction (given by the factor $-\theta \theta^{\prime}$ in (I.5.12)) could be replaced by a more general class of interactions. However, we try to keep the notation as simple as possible and did not try to optimize our results.

## I. 6 The results of Chapter IV

Already in the paper [46] it was conjectured that mean-field interacting diffusion systems exhibit metastable behaviour on the macroscopic level. More precisely, they consider the system (I.5.1) from Section I. 5 in the special case that the function $J$ is constant. Next they observe that the macroscopic free energy $\mathcal{F}$ (cf. (I.5.12)) admits two global minima ${ }^{9}$. Then they conjecture the exponential asymptotics of the average transition time between these minima for the empirical process. It is a long outstanding problem to verify this conjecture from [46] rigorously, and, in the next step, to compute this average transition time beyond the exponential asymptotics by using the potential-theoretic approach ${ }^{10}$.

In Chapter IV we provide first progress towards these goals. In order to do this we simplify and modify the setting from Section I. 5 in three ways.

- The first simplification is the following. In Section I. 5 the system has two characteristics, a fixed space variable and a spin value. In Chapter IV we omit the fixed space variable. Therefore, there is only one characteristic left, and in Chapter IV we consider a system of mean-field interacting diffusions. Consequently, we only consider the special case, where the function $J$ in (I.5.1) is constant.

[^8]- The second simplification is that we switch, in the bulk part of Chapter IV, to the socalled low-temperature regime. That is, we introduce a parameter $\varepsilon>0$, which measures the strength of the Brownian noise, and consider the regime $\varepsilon \ll 1$.
- The third modification is the choice of the macroscopic order parameter. In Section I. 5 the macroscopic order parameter is given by the empirical distribution, whereas in Chapter IV it is given by the empirical mean. The advantage of this choice is the availability of the so-called local Cramér theorem, which is the fundamental tool in Chapter IV to pass from the microscopic variables to the macroscopic ones.

These simplifications lead to important changes in the interpretation and in the notation for Chapter IV. These changes are given as follows. In order to be consistent with many references that we use in Chapter IV (especially with [32]), we interpret the mean-field interacting system of diffusions in Chapter IV as time-evolving space variables, and denote it by $x$. Of course, mathematically, the analogue of this object in Chapter III is the spin value. But we decided to change this interpretation and notation in order to be consistent with the literature that we use. Moreover, in this way, we are consistent in the sense that space variables are always denoted by $x$ in this thesis. However, the price is that it may lead to confusions, since the analogous objects in Chapter III and in Chapter IV are denoted differently.

Hence, in Chapter IV we are interested in the metastable behaviour of a system of $N \in \mathbb{N}$ mean-field interacting stochastic differential equations given by

$$
\begin{equation*}
d x_{i}^{N, \varepsilon}(t)=-\psi^{\prime}\left(x_{i}^{N, \varepsilon}(t)\right) d t-\frac{J}{N} \sum_{j=0}^{N-1}\left(x_{i}^{N, \varepsilon}(t)-x_{j}^{N, \varepsilon}(t)\right) d t+\sqrt{2 \varepsilon} d B_{i}(t) \tag{I.6.1}
\end{equation*}
$$

where $t \in(0, \infty), 0 \leq i \leq N-1, \varepsilon>0, B^{N}=\left(B_{i}\right)_{i=0, \ldots, N-1}$ is an $N$-dimensional Brownian motion, $J>0$ and the single-site potential $\psi: \mathbb{R} \rightarrow \mathbb{R}$ is given by $\psi(z)=\frac{1}{4} z^{4}-\frac{1}{2} z^{2}$. We consider the strength $\varepsilon$ of the Brownian noise as the temperature of the system.

We proceed as follows. First, in order to analyse the system for large $N$, we choose the empirical mean, $P: \mathbb{R}^{N} \rightarrow \mathbb{R}, P x=1 / N \sum_{i=0}^{N-1} x_{i}$, as the macroscopic order parameter. That is, we consider the image of the system under the map $P$. Then, as a result of an improvement of the well-known Cramér theorem for this setting, which we call local Cramér theorem (see Section I.6.2), we obtain a function $\bar{H}_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$, which we interpret as the macroscopic Hamiltonian of the system. A simple analysis shows that $\bar{H}_{\varepsilon}$ admits exactly two global minima at $-m_{\varepsilon}^{\star}<0$ and $m_{\varepsilon}^{\star}>0$, and that $\bar{H}_{\varepsilon}$ admits a unique local maximum at 0 . This fact indicates that our model exhibits metastable behaviour with the two metastable states being the hyperplanes $P^{-1}\left(m_{\varepsilon}^{\star}\right)$ and $P^{-1}\left(-m_{\varepsilon}^{\star}\right)$. The goal of Chapter IV is to compute the average transition time to a region around $P^{-1}\left(m_{\varepsilon}^{\star}\right)$, when the system is initially close to $P^{-1}\left(-m_{\varepsilon}^{\star}\right)$.

We tackle this goal in two different regimes, the first one being the low-temperature regime, where the strength $\varepsilon$ of the Brownian noise tends to zero, and the second one being the hightemperature regime, where we set $\varepsilon=1$. We obtain the following results in Chapter IV.

- In Section IV. 1 we show that in the low-temperature regime and under the assumption that $J>1$, the average transition time is asymptotically given by a formula, which is of a similar form as the well-known Eyring-Kramers formula (see [32] or Subsection I.1.3) up to a multiplicative error term that tends to 1 as $N \rightarrow \infty$ and $\varepsilon \downarrow 0$. Such a result is often known as Kramers' law in the literature; see Subsection I.1.3 and see [18] for a review on such results.
- In Section IV. 2 we consider the high-temperature regime, where we only show that, as $N \rightarrow \infty$, the average transition time is confined to an interval $\left[\alpha \mathrm{e}^{N \Delta}, \beta \mathrm{e}^{N \Delta}\right]$, where $\Delta=\bar{H}_{1}(0)-\bar{H}_{1}\left(-m_{1}^{\star}\right)$, and $0<\alpha<\beta<\infty$ are independent of $N$. This result still holds true if we replace $\psi$ by a large class of single-site potentials.

We now provide a short remark on the historical background of metastability results in high-dimensional diffusion models. In the papers [9], [10], [19], and [22], Kramers' law has been shown for systems of $N$ nearest-neighbour interacting stochastic differential equations in low temperature. These models are considered as $N$-dimensional approximations of stochastic partial differential equations. A similar setting was studied in [20], where, instead of the potential-theoretic approach, the path-wise approach to metastability was used. As we already mentioned, for mean-field interacting systems in the high-temperature regime (i.e. for exactly the same setting as in Section IV.2), the asymptotic behaviour, up to logarithmic equivalence, of the average transition time has been stated without proof in [46, Theorem 4]. The rough estimates from Section IV. 2 provide a slightly improved version of this conjecture under different initial conditions (see Section I.6.4 for more details).

This section is organized as follows. In Subsection I.6.1 we define the microscopic model. Then, in Subsection I.6.2 we introduce the macroscopic order parameter, and collect some result on the energy landscape of the model under this order parameter. In Subsection I.6.3 and I.6.4 we provide a first formulation of the two main results of Chapter IV.

## I.6.1 The microscopic model

We consider a system of $N$ stochastic differential equations defined by

$$
\begin{equation*}
d x_{i}^{N, \varepsilon}(t)=-\psi^{\prime}\left(x_{i}^{N, \varepsilon}(t)\right) d t-\frac{J}{N} \sum_{j=0}^{N-1}\left(x_{i}^{N, \varepsilon}(t)-x_{j}^{N, \varepsilon}(t)\right) d t+\sqrt{2 \varepsilon} d B_{i}(t) \tag{I.6.2}
\end{equation*}
$$

where $t \in(0, \infty), 0 \leq i \leq N-1, \varepsilon>0, B^{N}=\left(B_{i}\right)_{i=0, \ldots, N-1}$ is an $N$-dimensional Brownian motion, $J>0$ and the single-site potential $\psi: \mathbb{R} \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
\psi(z)=\frac{1}{4} z^{4}-\frac{1}{2} z^{2} \tag{I.6.3}
\end{equation*}
$$

This model has already been studied extensively in the literature; see for instance [46], [47], [48] and [75].

The Gibbs measure $\mu^{N, \varepsilon} \in \mathcal{P}\left(\mathbb{R}^{N}\right)$ corresponding to this model has the form

$$
\begin{equation*}
\mu^{N, \varepsilon}(d x)=\frac{1}{Z_{\mu^{N, \varepsilon}}} \mathrm{e}^{-\mathrm{H}^{N, \varepsilon}(x)} d x \tag{I.6.4}
\end{equation*}
$$

where $Z_{\mu^{N, \varepsilon}}$ is a normalization constant, and, for $x=\left(x_{i}\right)_{i=0, \ldots, N-1} \in \mathbb{R}^{N}$, the microscopic Hamiltonian $\mathrm{H}^{N, \varepsilon}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\mathrm{H}^{N, \varepsilon}(x)=\frac{1}{\varepsilon} \sum_{i=0}^{N-1} \psi\left(x_{i}\right)+\frac{1}{\varepsilon} \frac{J}{4 N} \sum_{i, j=0}^{N-1}\left(x_{i}-x_{j}\right)^{2} \tag{I.6.5}
\end{equation*}
$$

For $t \in(0, \infty)$, let $x^{N, \varepsilon}(t)=\left(x_{0}^{N, \varepsilon}(t), \ldots, x_{N-1}^{N, \varepsilon}(t)\right)$. It is well-known that $\mu^{N, \varepsilon}$ is the unique stationary measure of the process $\left(x^{N, \varepsilon}(t)\right)_{t \in(0, \infty)}$.

## I.6.2 The macroscopic variables and the macroscopic energy landscape

The empirical mean $P: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
P x=\frac{1}{N} \sum_{i=0}^{N-1} x_{i} . \tag{I.6.6}
\end{equation*}
$$

This operator will act as the macroscopic order parameter for our microscopic system. That is, in order to analyse the process $\left(x^{N, \varepsilon}(t)\right)_{t \in(0, \infty)}$ for large $N$, we study the image of this process under the map $P$. Therefore, intuitively, $\bar{\mu}^{N, \varepsilon}:=P_{\#} \mu^{N, \varepsilon}$ describes the (long-time) macroscopic behaviour of the model, and it will be crucial to study the asymptotic behaviour of this measure.

In fact, in Proposition IV.1, we show that for any compact set $K \subset \mathbb{R}$, there exists a function $R_{K}: K \times[0,1] \times \mathbb{N} \rightarrow[0, \infty)$ and a constant $C_{K}>0$ such that $\left|R_{K}(m, \varepsilon, N)\right| \leq$ $C_{K} / \sqrt{N}$ for all $m \in K$, for $\varepsilon$ small enough and $N$ large enough, and such that

$$
\begin{equation*}
\bar{\mu}^{N, \varepsilon}(d m)=\mathrm{e}^{-N \bar{H}_{\varepsilon}(m)} \sqrt{\frac{\varphi_{\varepsilon}^{\prime \prime}(m)}{2 \pi}} d m\left(1+R_{K}(\varepsilon, N, m)\right) . \tag{I.6.7}
\end{equation*}
$$

Here, $\varphi_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ is the so-called Cramér transform of the Gibbs measure with respect to the single-site potential (or more precisely with respect to the effective single-site potential defined in (IV.1.2)) and is defined in (IV.1.9), and $\bar{H}_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\bar{H}_{\varepsilon}(z)=\varphi_{\varepsilon}(z)-\frac{1}{\varepsilon} \frac{J}{2} z^{2} . \tag{I.6.8}
\end{equation*}
$$

Since $\bar{\mu}^{N, \varepsilon}$ is the law of the empirical mean of a sequence of random variables, (I.6.7) can be seen as an improvement of the well-known Cramér theorem (cf. [52, 6.1.3]) for this setting. This explains, why we call this result local Cramér theorem.

Equation (I.6.7) shows that, for large $N$ and for $\varepsilon$ small enough, $\bar{\mu}^{N, \varepsilon}$ is very similar to a Gibbs measure with $\bar{H}_{\varepsilon}$ playing the role of the energy function. Therefore, we consider $\bar{H}_{\varepsilon}$ as the macroscopic Hamiltonian of the system. This suggests to study the analytic properties of the function $\bar{H}_{\varepsilon}$. We do this in Lemma IV.2, where we show that, for $\varepsilon$ small enough. $\bar{H}_{\varepsilon}$ is a symmetric double-well function with two global minima at $-m_{\varepsilon}^{\star}<0$ and $m_{\varepsilon}^{\star}>0$, and with a local maximum at 0 . That is, $\bar{H}_{\varepsilon}$ is of the form given in Figure I.6.


Figure I.6: Form of the graph of the function $\bar{H}_{\varepsilon}$.

## I.6.3 The Eyring-Kramers formula at low temperature

The fact that the macroscopic Hamiltonian $\bar{H}_{\varepsilon}$ has two global minima at $-m_{\varepsilon}^{\star}$ and $m_{\varepsilon}^{\star}$ suggests that our system exhibits metastable behaviour in the following sense. Suppose that the initial condition of our system is concentrated in a small region around the hyperplane $P^{-1}\left(-m_{\varepsilon}^{\star}\right)$. Then, we expect that the average transition time to hit a small region around $P^{-1}\left(m_{\varepsilon}^{\star}\right)$ fulfils Kramers' law. This is the content of the main result of Chapter IV, which is formulated in Theorem I.22. (For a more detailed formulation of the result, we refer to Section IV.1.2.) In this theorem, we suppose that

$$
\begin{equation*}
J>1 \tag{I.6.9}
\end{equation*}
$$

The reason for this assumption is that, in this regime, we are able to control the microscopic fluctuations via functional inequalities. We explain this in further detail in Remark IV.10. To show the metastable behaviour for the case $J \leq 1$ is the content of future research.

Theorem I. 22 (cf. Theorem IV.7) Suppose (I.6.9). Let

$$
\begin{equation*}
\mathcal{T}=\inf \left\{t>0 \mid P x^{N, \varepsilon}(t) \geq m_{\varepsilon}^{\star}-\eta\right\} \tag{I.6.10}
\end{equation*}
$$

for some specific $\eta=\Omega\left(\sqrt{\log (N) / N} \sqrt{\varepsilon \log \left(\varepsilon^{-1}\right)}\right)$ (see (IV.1.26)). Then, for $\varepsilon$ small enough, and for $N$ large enough,

$$
\begin{equation*}
\mathbb{E}_{\nu_{B^{-}, B^{+}}}[\mathcal{T}]=\frac{2 \pi \sqrt{\varphi_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)} \mathrm{e}^{N\left(\bar{H}_{\varepsilon}(0)-\bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)\right)}}{\varepsilon \sqrt{\bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right| \varphi_{\varepsilon}^{\prime \prime}(0)}}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)+O\left(\varepsilon^{2}\right)\right) \tag{I.6.11}
\end{equation*}
$$

where $\nu_{B^{-}, B^{+}}$is a probability measure, which is concentrated on the set $\left\{P x=-m_{\varepsilon}^{\star}+\eta\right\}$ and is called last-exit biased distribution on $B^{-}$(see (IV.1.21) for the definition of $\nu_{B^{-}, B^{+}}$ and see (IV.1.27) for the definition of the sets $B^{-}$and $B^{+}$), and where $\mathbb{E}_{\nu_{B^{-}, B^{+}}}[\mathcal{T}]:=$ $\int \mathbb{E}_{x}[\mathcal{T}] d \nu_{B^{-}, B^{+}}(x)$.

To prove this result in Section IV.1, we proceed as follows.
In Subsection IV.1.1 we collect three important ingredients. More precisely, we first state the local Cramér theorem (i.e. (I.6.7)), which is the key tool in our proof to go from the microscopic variables to the macroscopic ones. Then, we study the analytic properties of the macroscopic Hamiltonian $\bar{H}_{\varepsilon}$ and show that its graph is of the form given in Figure I.6. And as the third ingredient, we collect the key elements from potential theory that allow us to rewrite the average transition time, $\mathbb{E}_{\nu_{B^{-}, B^{+}}}[\mathcal{T}]$, in terms of quantities from electric networks. Namely, we show that $\mathbb{E}_{\nu_{B^{-}, B^{+}}}[\mathcal{T}]$ is equal to the quotient of the mass of the equilibrium potential and the capacity; see Lemma IV. 5 below or the first example of Subsection I.1.3, where we motivated the potential-theoretic approach to metastability in a simple setting.

After we collect these ingredients, we formulate the main result of Chapter IV in Subsection IV.1.2. The proof of this result is divided into three steps. The first step consists of showing the correct upper bound for the capacity in Subsection IV.1.3. This is done by using the so-called Dirichlet principle (see Lemma IV.6). Here we have to choose an appropriate test function and compute the asymptotic value of the corresponding Dirichlet form. In the second step, we compute in Subsection IV.1.4 the lower bound on the capacity by an adaptation of the so-called two-scale approach, which was initiated in the paper [80]. This is the main
point, where we use the assumption (I.6.9). We explain this is further detail in Remark IV.10. Finally, we compute in Subsection IV.1.5 the asymptotic value of the mass of the equilibrium potential. This follows from applying standard Laplace asymptotics, and by exploiting that the graph of $\bar{H}_{\varepsilon}$ has the form of a double-well function (cf. Figure I.6).

## I.6.4 Rough estimates at high temperature

We also consider in Chapter IV the situation where the microscopic fluctuations in the system do not become negligible. That is, we study the system $\left(x^{N, 1}(t)\right)_{t \in(0, \infty)}$ given by (I.6.2) with $\varepsilon=1$. It is not surprising that the methods that we use for the setting in Subsection I.6.3 do not yield the precise Eyring-Kramers formula in the present case. The reason is that in this case, the entropy of the paths matters substantially, i.e. the microscopic fluctuations do not allow to restrict solely to the macroscopic variables under the order parameter $P$. We believe that, in order to obtain the Eyring-Kramers formula, we need to consider, as in Section I.5, the empirical distribution $K^{N}: \mathbb{R}^{N} \rightarrow \mathcal{P}(\mathbb{R})$,

$$
\begin{equation*}
K^{N} x=\frac{1}{N} \sum_{i=0}^{N-1} \delta_{x_{i}} \tag{I.6.12}
\end{equation*}
$$

as the order parameter instead of $P$. An heuristic argument for that is the following.
For all $N \in \mathbb{N}$ and $t \in(0, \infty)$, let $\gamma_{N}(t)=K^{N}\left(x^{N, 1}(t)\right)$. Already Dawson and Gärtner [48, (1.8)] obtained a diffusion-like equation for the evolution of $\left(\gamma_{N}(t)\right)_{t \in(0, \infty)}$ of the form

$$
\begin{equation*}
d\left\langle\gamma_{N}(t), f\right\rangle=\left\langle\gamma_{N}(t), L\left(\gamma_{N}(t)\right) f\right\rangle d t+\frac{1}{\sqrt{N}} d M_{t}^{f} \quad \text { for all smooth functions } f \tag{I.6.13}
\end{equation*}
$$

where $L$ is the generator of the McKean-Vlasov equation and $M_{t}^{f}$ is a martingale for all such $f$ with quadratic variation process $\left[M^{f}\right]_{t}$ given by (cf. [48, (1.9)])

$$
\begin{equation*}
\left.d\left[M^{f}\right]_{t}=\left.2\left\langle\gamma_{N}(t),\right| f^{\prime}\right|^{2}\right\rangle d t . \tag{I.6.14}
\end{equation*}
$$

Moreover, the first term on the right-hand side of (I.6.13) can be interpreted in the Wasserstein formalism as follows. Let $\mathcal{F}$ be the macroscopic free energy functional on the Wasserstein space corresponding to $\left(\gamma_{N}(t)\right)_{t \in(0, \infty)}$; see (I.5.12). Then, by using [72, Theorem D.28] we have that

$$
\begin{equation*}
\left\langle\gamma_{N}(t), L\left(\gamma_{N}(t)\right) f\right\rangle=\left\langle\operatorname{Grad}_{\text {Wass }} \mathcal{F}\left(\gamma_{N}(t)\right), f\right\rangle, \tag{I.6.15}
\end{equation*}
$$

where $\operatorname{Grad}_{\text {Wass }} \mathcal{F}$ is the gradient of $\mathcal{F}$ in the Wasserstein space interpreted in the sense of distributions as in [72, Definition 9.36 ]. Here we used the formal Riemannian setting on the Wasserstein space introduced in [111], and which we motivated in Section I.2. Thus, combining (I.6.13), (I.6.14), (I.6.15) and Theorem I.20, suggests that the random perturbations of the process $\left(\gamma_{N}(t)\right)_{t \in(0, \infty)}$ are of order $1 / \sqrt{N}$, and that the potential landscape for this process is given by the free energy in the Wasserstein space given by $\mathcal{F}$. This provides an intuitive justification that, in the limit as $N \uparrow \infty$, one is in a weak noise setting analogously to [32] (or the first example in Subsection I.1.3) but in the infinite dimensional Wasserstein space. Moreover, it justifies the choice $K^{N}$ as the macroscopic order parameter, and shows that the Wasserstein setting, which we introduced in Section I.2, is the natural framework.

Following these observations, we should be able to follow the same strategy as in [32] (or [29, Chapter 11]) to study the metastable behaviour of the process $\left(\gamma_{N}(t)\right)_{t \in(0, \infty)}$. In order to
do that, we plan to proceed as follows. We first use standard results from potential theory to represent expected transition times between the metastable states associated to $\left(\gamma_{N}(t)\right)_{t \in(0, \infty)}$ in terms of Dirichlet forms on the Wasserstein space. The next goal is then to derive sharp asymptotics of these Dirichlet forms in the limit as $N \rightarrow \infty$. At this point we should benefit both from the results obtained in [51] and [128], where a Malliavin calculus is constructed on the Wasserstein space, and from the results of Chapter V, where we study the ergodic behaviour of the gradient flows for $\mathcal{F}$. The latter is an important ingredient in the study of the metastable behaviour of $\left(\gamma_{N}(t)\right)_{t \in(0, \infty)}$, since we know from Chapter III that the process $\left(\gamma_{N}(t)\right)_{t \in(0, \infty)}$ can be approximated by these gradient flows. The rigorous implementation of these thoughts is left for future research.

However, we can still obtain estimates for the mean transition time under the order parameter $P$. Here we replace $\psi$ by single-site potentials of the form $z \mapsto \Psi(z)-\frac{J}{2} z^{2}$, where $\Psi: \mathbb{R} \rightarrow \mathbb{R}$ is a symmetric and bounded perturbation of a strictly convex function (cf. Assumption IV.13). Moreover, we have to assume that $J>\int_{\mathbb{R}} \mathrm{e}^{-\Psi(z)} d z /\left(\int z^{2} \mathrm{e}^{-\Psi(z)} d z\right)$. This condition is necessary for $\bar{H}_{1}$ to be of the form of a double-well function. (Note that the objects $\varphi_{1}, \bar{H}_{1}, \nu_{B_{1}^{-}, B_{1}^{+}}, \mathcal{T}$ are defined as in Theorem I. 22 but with $\psi$ replaced by $z \mapsto \Psi(z)-\frac{J}{2} z^{2}$ and with $\varepsilon=1$.) That is, in the case $J \leq \int_{\mathbb{R}} \mathrm{e}^{-\Psi(z)} d z /\left(\int z^{2} \mathrm{e}^{-\Psi(z)} d z\right)$, we do not have a metastable behaviour for the system under the order parameter $P$. This is different than in Theorem I.22, where we can show that $\bar{H}_{\varepsilon}$ is a double-well function also in the case $J \leq 1$ (see Lemma IV.2). The main result is the following statement.

Theorem I. 23 (cf. Theorem IV.17) Suppose Assumption IV.13. Let $\pm m_{1}^{\star}$ be the two global minimisers of the macroscopic Hamiltonian $\bar{H}_{1}$. Then, for all $N$ large enough and for some $a>0$, which is independent of $N$,

$$
\begin{align*}
& \mathbb{E}_{\nu_{B_{1}^{-}, B_{1}^{+}}}[\mathcal{T}] \geq \frac{2 \pi \sqrt{\varphi_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)} \mathrm{e}^{N\left(\bar{H}_{1}(0)-\bar{H}_{1}\left(-m_{1}^{\star}\right)\right)}}{\sqrt{\bar{H}_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)\left|\bar{H}_{1}^{\prime \prime}(0)\right| \varphi_{1}^{\prime \prime}(0)}}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right), \text { and } \\
& \mathbb{E}_{\nu_{B_{1}^{-}, B_{1}^{+}}}[\mathcal{T}] \leq(1+a) \frac{2 \pi \sqrt{\varphi_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)} \mathrm{e}^{N\left(\bar{H}_{1}(0)-\bar{H}_{1}\left(-m_{1}^{\star}\right)\right)}}{\sqrt{\bar{H}_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)\left|\bar{H}_{1}^{\prime \prime}(0)\right| \varphi_{1}^{\prime \prime}(0)}}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \tag{I.6.16}
\end{align*}
$$

The proof of this result is organized in the same way as the proof of Theorem I.22, and is given in Section IV.2.

Finally, we point out that Theorem I. 23 provides a slight improvement of the conjecture given in [46, Theorem 4]. Indeed, the authors of [46] expect that for all $\delta>0$, there exists $N_{\delta} \in \mathbb{N}$ such that for $N \geq N_{\delta}$ the expected transition time is confined to the interval $\left[\mathrm{e}^{N(\Delta-\delta)}, \mathrm{e}^{N(\Delta+\delta)}\right]$, where $\Delta=\bar{H}_{1}(0)-\bar{H}_{1}\left(-m_{1}^{\star}\right)$. Here we have used the simple fact that $\bar{H}_{1}(0)-\bar{H}_{1}\left(-m_{1}^{\star}\right)$ can be written in terms of the free energy functional $\mathcal{F}$ from (I.5.12); see Lemma V. 2 for more details. However, we note that the initial condition in our setting is different than in the conjecture formulated in [46, Theorem 4].

## I. 7 The results of Chapter V

In Chapter IV we analyse the metastable behaviour of a system of mean-field interacting diffusions on the macroscopic level. The macroscopic order parameter is chosen to be the empirical mean. In the so-called high-temperature regime (see Subsection I.6.4), where the microscopic fluctuations do not become negligible, our results are limited to rough estimates
for the metastable transition time. We already mentioned that, in order to obtain sharp estimates on this transition time, the macroscopic order parameter should be the empirical distribution, and the correct framework to analyse the corresponding macroscopic objects should be the Wasserstein setting. Therefore, it is important to analyse the macroscopic energy landscape in the Wasserstein space and the long-time behaviour of the corresponding macroscopic objects. This is because these two ingredients are essential for the rigorous study of the metastable behaviour of a stochastic process.

In Chapter V we provide a first step towards this goal. Before we state the main results of Chapter V, we recall two facts that we know about the setting of Subsection I.6.4.

- If the macroscopic order parameter is chosen to be the empirical mean, then the corresponding macroscopic Hamiltonian $\bar{H}_{1}$ admits exactly three critical points, which are located at $-m_{1}^{\star}, 0$ and $m_{1}^{\star}$ for some $m_{1}^{\star}>0$; see Section I.6.
- If the macroscopic order parameter is chosen to be the empirical distribution, then the corresponding macroscopic Hamiltonian is given by the functional $\mathcal{F}: \mathcal{P}_{2}(\mathbb{R}) \rightarrow$ $(-\infty, \infty]$, which is defined by

$$
\begin{equation*}
\mathcal{F}(\mu)=\int_{\mathbb{R}} \log (\rho) d \mu+\int_{\mathbb{R}} \Psi d \mu-\frac{J}{2}\left(\int_{\mathbb{R}} z d \mu(z)\right)^{2} \tag{I.7.1}
\end{equation*}
$$

if $\mu \in \mathcal{P}_{2}(\mathbb{R})$ has a Lebesgue density $\rho$, and $\mathcal{F}(\mu)=\infty$ otherwise. In other words, the macroscopic behaviour of the system is approximately given by the unique gradient flow for $\mathcal{F}$; see Section I.5.

Note that, as an immediate consequence of these two facts, we observe that $\mathcal{F}$ admits exactly three critical points as well. More precisely, we have that

$$
\begin{equation*}
|\partial \mathcal{F}|(\mu)=0 \quad \text { if and only if } \quad \mu \in\left\{\mu^{-}, \mu^{0}, \mu^{+}\right\} \tag{I.7.2}
\end{equation*}
$$

where $\mu^{-}, \mu^{0}, \mu^{+} \in \mathcal{P}_{2}(\mathbb{R})$ are defined through the objects $\varphi_{1}^{*}$ and $\varphi_{1}$ from Section I.6; see (V.0.3). We explain this in more detail in Lemma V.2.

Having these facts in hand, the main goal of Chapter V is to study the ergodic behaviour of the gradient flows for $\mathcal{F}$, i.e., their possible convergence towards the stationary measures. Moreover, another goal is to obtain more informations on the energy landscape determined by $\mathcal{F}$. As we already mentioned, we believe that these goals are essential for the investigation of the metastable behaviour of the system in Subsection I.6.4 under the macroscopic order parameter $K^{N}$ (see (I.6.12)). The following theorem and its by-products provide first progress in this direction. From now on, let $(S[\mu](t))_{t \in(0, \infty)}$ denote the unique Wasserstein gradient flow for $\mathcal{F}$ with initial value $\mu \in \overline{D(\mathcal{F})}=\mathcal{P}_{2}(\mathbb{R})$; see $[3,11.2 .8]$ or Section I.2.

Theorem I. 24 Suppose Assumption V.1. Let $\mu \in \mathcal{P}_{2}(\mathbb{R})$. Then, there exists a measure $\mu^{*} \in\left\{\mu^{-}, \mu^{0}, \mu^{+}\right\}$such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} W_{2}\left(S[\mu](t), \mu^{*}\right)=0 \quad \text { and } \quad \lim _{t \rightarrow \infty} \mathcal{F}(S[\mu](t))=\mathcal{F}\left(\mu^{*}\right) . \tag{I.7.3}
\end{equation*}
$$

The proof of this result is given in Chapter V. As a by-product of this proof, we obtain the following two propositions, which are interesting on their own. The first one shows that inside the valleys of the set $\left\{\mu \in \mathcal{P}_{2}(\mathbb{R}) \mid \mathcal{F}(\mu) \leq \mathcal{F}\left(\mu^{0}\right)\right\}$ the convergence of the gradient flows for $\mathcal{F}$ is determined by the sign of the mean of the initial value.

Proposition I. 25 Suppose Assumption V.1. Let $\mu \in \mathcal{P}_{2}(\mathbb{R})$ be such that $\int_{\mathbb{R}} z d \mu(z) \neq 0$ and $\mathcal{F}(\mu) \leq \mathcal{F}\left(\mu^{0}\right)$. Then,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathcal{F}(S[\mu](t))=\mathcal{F}\left(\mu^{-}\right)=\mathcal{F}\left(\mu^{+}\right), \tag{I.7.4}
\end{equation*}
$$

and

$$
\begin{array}{ll}
\lim _{t \rightarrow \infty} W_{2}\left(S[\mu](t), \mu^{-}\right)=0 & \text { if } \int_{\mathbb{R}} z d \mu(z)<0 \quad \text { and } \\
\lim _{t \rightarrow \infty} W_{2}\left(S[\mu](t), \mu^{+}\right)=0 & \text { if } \int_{\mathbb{R}} z d \mu(z)>0 . \tag{I.7.6}
\end{array}
$$

The second by-product is the following proposition on the energy landscape determined by $\mathcal{F}$. This proposition provides useful informations about the topological properties of the basins of attraction of the stationary measures $\mu^{-}, \mu^{0}$ and $\mu^{+}$. This is an important ingredient for the proof of Theorem I. 24 .

Proposition I. 26 Suppose Assumption V.1. Let $\mathcal{B}^{-}, \mathcal{B}^{0}$ and $\mathcal{B}^{-}$be the basins of attraction of the stationary measures $\mu^{-}, \mu^{0}$ and $\mu^{+}$, respectively. That is,

$$
\begin{align*}
\mathcal{B}^{-} & =\left\{\mu \in \mathcal{P}_{2}(\mathbb{R}) \mid \lim _{t \rightarrow \infty} S[\mu](t)=\mu^{-}\right\}, \\
\mathcal{B}^{+} & =\left\{\mu \in \mathcal{P}_{2}(\mathbb{R}) \mid \lim _{t \rightarrow \infty} S[\mu](t)=\mu^{+}\right\}, \quad \text { and }  \tag{I.7.7}\\
\mathcal{B}^{0} & =\left\{\mu \in \mathcal{P}_{2}(\mathbb{R}) \mid \lim _{t \rightarrow \infty} S[\mu](t)=\mu^{0}\right\}
\end{align*}
$$

Then, $\mathcal{B}^{-}$and $\mathcal{B}^{+}$are open subsets of $\mathcal{P}_{2}(\mathbb{R})$, and $\mathcal{B}^{0}$ is a closed subset of $\mathcal{P}_{2}(\mathbb{R})$.
The results of Chapter V are not completely new. Indeed, Theorem I. 24 and Proposition I .25 are mild extensions of the results that have already been obtained in the paper [125]. The proofs in [125] are based on methods from the theory of partial differential equations. The main contributions of Chapter V are that we use the Wasserstein framework to prove these results (which provides shorter proofs than in [125]), and that the results hold in the stronger topology of the Wasserstein distance (whereas the results in [125] are formulated in terms of the weak topology). However, to our knowledge, Proposition I. 26 is a new result. It is expected that this proposition will become useful in the study of the metastable behaviour of the system of Subsection I. 6.4 via the Wasserstein framework. This is left for future research.

## I. 8 Future research

We have several aims for future research that are related to the results and the concepts of this thesis. In this section we briefly list some of them.

- The first aim is to extend the results of Chapter III to non-reversible settings. In order to find a gradient flow representation in such settings, the GENERIC framework introduced in [56] might be helpful.
- The main object of investigation for future research is to prove the sharp asymptotics of the transition time introduced in Subsection I.6.4. We have three ideas that might work out.
(i) As we motivated in Subsection I.6.4, extending the potential-theoretic approach to metastability to the Wasserstein space would be the canonical way to solve the problem. This approach relies on the results obtained in [51] and [128].
(ii) The proof of the lower bound of the capacity in the setting of Subsection I.6.3 is inspired by the so-called two-scale approach developed in [80]. This approach is restricted to Euclidean spaces. Hence, it is not applicable if the macroscopic order parameter is chosen to be the empirical distribution. It would be interesting to extend (or to find the analogue of) the two-scale approach in the case when the macroscopic order parameter does not map into an Euclidean space.
(iii) We already mentioned at the end of Section I. 2 that there is an approach to study metastability based on gradient flow representations and the Sandier-Serfaty approach. This approach was used in [5], [81], [114] and [117]. It is interesting to see whether this approach is applicable in the setting of Subsection I.6.4. Here, the results of Chapter III and Chapter IV might be useful.
- Another object of investigation for future research is to extend the results of Subsection I. 6.3 to the case $J \leq 1$.


## Notation

We now list some notation that is used throughout this thesis. In the following let ( $Y, \mathrm{~d}$ ) and $(\bar{Y}, \overline{\mathrm{~d}})$ be Polish spaces. Note that, at the beginning of the Chapters II, III, IV and V, we introduce some notational conventions that are specific to the respective chapter.

- As it is usual in the literature, $C(Y)$ denotes the set of all continuous functions $f$ : $Y \rightarrow \mathbb{R}$, and $C_{b}(Y)$ denotes the set of all continuous and bounded functions $f: Y \rightarrow \mathbb{R}$. Moreover, for a measure $\mu$ on $Y$ and for $k \in \mathbb{N}, \mathrm{~L}^{k}(\mu)$ denotes space of all measurable functions $f: Y \rightarrow \mathbb{R}$ such that $\int_{Y}|f|^{k} d \mu$ is finite.
- $\mathcal{M}_{1}(Y)$ denotes the space of all Borel probability measures on $Y$. We equip $\mathcal{M}_{1}(Y)$ with the topology of weak convergence, where we say that $\left(\mu_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{M}_{1}(Y)$ converges weakly in $\mathcal{M}_{1}(Y)$ to $\mu \in \mathcal{M}_{1}(Y)$ (and write $\left.\mu_{n} \rightharpoonup \mu\right)$ if

$$
\begin{equation*}
\int_{Y} f d \mu_{n} \rightarrow \int_{Y} f d \mu \quad \text { for all } f \in C_{b}(Y) \tag{I.8.1}
\end{equation*}
$$

To emphasize the particular metric on $Y$, we sometimes say that $\left(\mu_{n}\right)_{n}$ converges weakly in $\mathcal{M}_{1}((Y, \mathrm{~d}))$ to $\mu$.

- For $\mu \in \mathcal{M}_{1}(Y)$ and a Borel map $f: Y \rightarrow \bar{Y}$, we denote by $f_{\#} \mu$ the image measure of $\mu$ by $f$.


## Chapter II

## Metastability in three modifications of the standard Ising model

The results of the present chapter have already been published as the paper [11].
Recall Section I.4, where we provide a motivation and a first formulation of the main results of this chapter. This chapter is organized as follows. In Section II. 1 we introduce the setting and the results from [29, Chapter 16$]^{1}$. In particular, we state the so-called metastability theorems, which are the key results on which we rely in this chapter. Then, in the Sections II.2-II.4, we consider the three modifications of the standard Ising model, respectively, and provide the proofs of the results that we stated in Section I.4.

## II. 1 The abstract set-up and the metastability theorems

As in Section I.4, let $\Lambda \subset \mathbb{Z}^{2}$ be a finite torus centred at the origin and $S=\{-1,1\}^{\Lambda}$ be the configuration space An element $\sigma \in S$ is called configuration, and at each site $x \in \Lambda$, $\sigma(x) \in\{-1,1\}$ is called the spin-value at $x$. By abuse of notation, we often identify each configuration $\sigma \in S$ with the sites that have spin value +1 , i.e.

$$
\begin{equation*}
\sigma \equiv\{x \in \Lambda \mid \sigma(x)=+1\} . \tag{II.1.1}
\end{equation*}
$$

Moreover, we represent $\sigma$ geometrically by identifying each $x \in \sigma$ with $\sigma(x)=+1$ with a closed unit square centered at $x$. See Figure II. 1 for an example.


Figure II.1: Geometric representation of a configuration that assigns to each site in $\Lambda$ the spin-value -1 except on a square of size $16 \times 16$ and a rectangle of size $1 \times 8$.

[^9]The energy or Hamiltonian of the system is given by $\mathrm{H}: S \rightarrow \mathbb{R}$. Let $\beta>0$ be the inverse temperature. The Gibbs measure associated to H and $\beta$ is given by

$$
\begin{equation*}
\mu_{\beta}(\sigma)=\frac{1}{Z_{\beta}} \mathrm{e}^{-\beta \mathrm{H}(\sigma)}, \quad \text { for } \sigma \in S, \tag{II.1.2}
\end{equation*}
$$

where $Z_{\beta}$ is a normalization constant called partition function.
For $\sigma \in S$ and $x \in \Lambda$ we define $\sigma^{x} \in S$ by

$$
\sigma^{x}(y)= \begin{cases}\sigma(y) & : y \neq x  \tag{II.1.3}\\ -\sigma(x) & : y=x\end{cases}
$$

For all $\sigma, \sigma^{\prime} \in S$, we say that $\sigma$ and $\sigma^{\prime}$ communicate and write $\sigma \sim \sigma^{\prime}$ if there exists $x \in \Lambda$ such that $\sigma^{x}=\sigma^{\prime}$. This induces a graph structure on $S$ by defining an edge between each $\sigma, \sigma^{\prime} \in S$ whenever $\sigma \sim \sigma^{\prime}$.

The dynamics of the system is given by the continuous time Markov Chain $\left(\sigma_{t}\right)_{t \geq 0}$ on $S$, whose generator $\mathcal{L}_{\beta}$ is given by

$$
\begin{equation*}
\left(\mathcal{L}_{\beta} f\right)(\sigma)=\sum_{x \in \Lambda} c_{\beta}\left(\sigma, \sigma^{x}\right)\left(f\left(\sigma^{x}\right)-f(\sigma)\right), \tag{II.1.4}
\end{equation*}
$$

where $f: S \rightarrow \mathbb{R}$ is a function and

$$
c_{\beta}\left(\sigma, \sigma^{\prime}\right)= \begin{cases}\mathrm{e}^{-\beta \max \left\{0, \mathrm{H}\left(\sigma^{\prime}\right)-\mathrm{H}(\sigma)\right\}} & : \sigma \sim \sigma^{\prime}  \tag{II.1.5}\\ 0 & : \text { else }\end{cases}
$$

It is easy to see that the detailed balance condition,

$$
\begin{equation*}
\mu_{\beta}(\sigma) c_{\beta}\left(\sigma, \sigma^{\prime}\right)=\mu_{\beta}\left(\sigma^{\prime}\right) c_{\beta}\left(\sigma^{\prime}, \sigma\right) \quad \forall \sigma, \sigma^{\prime} \in \mathcal{X}_{\beta}^{\left(n_{\beta}\right)} \tag{II.1.6}
\end{equation*}
$$

holds. Hence, the dynamics is reversible with respect to the Gibbs measure. The law of $\left(\sigma_{t}\right)_{t \geq 0}$ given that $\sigma_{0}=\sigma \in S$ will be denoted by $\mathbb{P}_{\sigma}$, and for any set $A \subset S$, let

$$
\begin{equation*}
\tau_{\mathrm{A}}=\inf \left\{t>0 \mid \sigma_{t} \in A, \exists 0<s<t: \sigma_{s} \neq \sigma_{0}\right\} . \tag{II.1.7}
\end{equation*}
$$

If $A=\{\sigma\}$ for some $\sigma \in S$, then we write $\tau_{\sigma}=\tau_{\mathrm{A}}$.
Definition II. $1 \quad$ i) Let $\sigma, \sigma^{\prime} \in S$. The communication height between $\sigma$ and $\sigma^{\prime}$ is defined by

$$
\begin{equation*}
\Phi\left(\sigma, \sigma^{\prime}\right)=\min _{\gamma: \sigma \rightarrow \sigma^{\prime}} \max _{\eta \in \gamma} \mathrm{H}(\eta), \tag{II.1.8}
\end{equation*}
$$

where the minimum is taken over all finite paths $\gamma$ of allowed moves in $S$ going from $\sigma$ to $\sigma^{\prime}$.
ii) Let $\sigma, \sigma^{\prime} \in S$. A finite path $\gamma: \sigma \rightarrow \sigma^{\prime}$ is called optimal path between $\sigma$ and $\sigma^{\prime}$ if

$$
\begin{equation*}
\Phi\left(\sigma, \sigma^{\prime}\right)=\max _{\eta \in \gamma} \mathrm{H}(\eta) . \tag{II.1.9}
\end{equation*}
$$

The set of all optimal paths between $\sigma$ and $\sigma^{\prime}$ is denoted by $\left(\sigma \rightarrow \sigma^{\prime}\right)_{\mathrm{opt}}$.
iii) Let $\sigma \in S$. The stability level of $\sigma$ is defined by

$$
\begin{equation*}
V_{\sigma}=\min _{\eta \in S: \mathrm{H}(\eta)<\mathrm{H}(\sigma)} \Phi(\sigma, \eta)-\mathrm{H}(\sigma) \tag{II.1.10}
\end{equation*}
$$

Moreover, for $V \in \mathbb{R}$, we define

$$
\begin{equation*}
S_{V}=\left\{\sigma \in S \mid V_{\sigma}>V\right\} \tag{II.1.11}
\end{equation*}
$$

which is the set of all configurations, whose stability level is greater than $V$.
iv) The set of stable configurations in $S$ is defined by:

$$
\begin{equation*}
S_{\mathrm{stab}}=\left\{\sigma \in S \mid \mathrm{H}(\sigma)=\min _{\eta \in S} \mathrm{H}(\eta)\right\} \tag{II.1.12}
\end{equation*}
$$

v) The set of metastable configurations in $S$ is defined by:

$$
\begin{equation*}
S_{\text {meta }}=\left\{\sigma \in S \mid V_{\sigma}=\max _{\eta \in S \backslash S_{\text {stab }}} V_{\eta}\right\} \tag{II.1.13}
\end{equation*}
$$

vi) Let $(m, s) \in S_{\text {meta }} \times S_{\text {stab }}$. The energy barrier $\Gamma^{\star}(m, s)$ between $m$ and $s$ is defined by

$$
\begin{equation*}
\Gamma^{\star}(m, s)=\Phi(m, s)-\mathrm{H}(m) \tag{II.1.14}
\end{equation*}
$$

Note that by [40, Theorem 2.4], we have that

$$
\begin{equation*}
\Gamma^{\star}(m, s)=\max _{\eta \in S \backslash S_{\text {stab }}} V_{\eta} \quad \text { for all }(m, s) \in S_{\text {meta }} \times S_{\text {stab }} \tag{II.1.15}
\end{equation*}
$$

In the following definition we introduce the notion of a critical configuration. This resembles the idea of the critical state from Section I.1.

## Definition II. 2 (Definition 16.3 in [29])

Let $(m, s) \in S_{\text {meta }} \times S_{\text {stab }}$. Then $\left(\mathcal{P}^{\star}(m, s), \mathcal{C}^{\star}(m, s)\right)$ is defined as the maximal subset of $S \times S$ such that
1.) $\forall \sigma \in \mathcal{P}^{\star}(m, s) \exists \sigma^{\prime} \in \mathcal{C}^{\star}(m, s): \sigma \sim \sigma^{\prime}$, and
$\forall \sigma^{\prime} \in \mathcal{C}^{\star}(m, s) \exists \sigma \in \mathcal{P}^{\star}(m, s): \sigma \sim \sigma^{\prime}$,
2.) $\forall \sigma \in \mathcal{P}^{\star}(m, s): \Phi(m, \sigma)<\Phi(\sigma, s)$,
3.) $\forall \sigma^{\prime} \in \mathcal{C}^{\star}(m, s) \exists \gamma: \sigma^{\prime} \rightarrow s: \max _{\eta \in \gamma} \mathrm{H}(\eta)-\mathrm{H}(m) \leq \Gamma^{\star}(m, s), \Phi(m, \eta) \geq \Phi(\eta, s) \forall \eta \in \gamma$.

We call $\mathcal{P}^{\star}(m, s)$ the set of protocritical configurations and $\mathcal{C}^{\star}(m, s)$ the set of critical configurations.

The results from the Sections II.2-II. 4 are based on the following metastability theorems that are taken from [29, Theorem 16.4-16.6]. These hold subject to the hypothesis

$$
\begin{equation*}
S_{\mathrm{meta}}=\{m\} \quad \text { and } \quad S_{\mathrm{stab}}=\{s\} \tag{H1}
\end{equation*}
$$

where $m, s \in S$. One challenge in the Sections II.2-II. 4 is to verify this hypothesis for the three specific models. Under (H1), it would not lead to confusions if we abbreviate $\mathcal{P}^{\star}=\mathcal{P}^{\star}(m, s)$, $\mathcal{C}^{\star}=\mathcal{C}^{\star}(m, s)$ and $\Gamma^{\star}=\Gamma^{\star}(m, s)$.

Theorem II. 3 (Theorem 16.4 in [29]) Consider $\left(\mathcal{P}^{\star}, \mathcal{C}^{\star}\right)$ from Definition II.2. Suppose (H1). Then,
a) $\lim _{\beta \rightarrow \infty} \mathbb{P}_{m}\left[\tau_{\mathcal{C}^{\star}}<\tau_{s} \mid \tau_{s}<\tau_{m}\right]=1$, and
b) if, moreover, the assumption

$$
\begin{equation*}
\sigma^{\prime} \rightarrow\left|\left\{\sigma \in \mathcal{P}^{\star}: \sigma \sim \sigma^{\prime}\right\}\right| \text { is constant on } \mathcal{C}^{\star} \tag{H2}
\end{equation*}
$$

holds, then for all $\chi \in \mathcal{C}^{\star}, \lim _{\beta \rightarrow \infty} \mathbb{P}_{m}\left[\sigma_{\tau_{\mathcal{C}^{\star}}}=\chi\right]=\frac{1}{\mathcal{C}^{\star} \mid}$.

Theorem II. 3 says that, in order to make the crossover from the metastable to the stable configuration, the system has to pass the set of critical configurations. If, in addition, assumption (H2) holds, then part b) of Theorem II. 3 says that the entrance into $\mathcal{C}^{\star}$ is uniformly distributed on $\mathcal{C}^{\star}$.

Theorem II. 4 (Theorem 16.6 in [29]) Subject to (H1), it holds that
a) $\lim _{\beta \rightarrow \infty} \lambda_{\beta} \mathbb{E}_{m}\left[\tau_{s}\right]=1$, where $\lambda_{\beta}$ is the second largest eigenvalue of $-\mathcal{L}_{\beta}$, and
b) $\lim _{\beta \rightarrow \infty} \mathbb{P}_{m}\left[\tau_{s}>t \cdot \mathbb{E}_{m}\left[\tau_{s}\right]\right]=e^{-t}$ for all $t \geq 0$.

Theorem II. 4 represents the average transition time of the system in terms of the spectrum of its generator and part b) yields the asymptotic exponential distribution of $\tau_{s}$.

Theorem II.5 (Theorem 16.5 and Lemma 16.17 in [29]) Suppose (H1). Then,
a) there exists a constant $K \in(0, \infty)$ such that $\lim _{\beta \rightarrow \infty} \mathrm{e}^{-\beta \Gamma^{*}} \mathbb{E}_{m}\left[\tau_{s}\right]=K$, and
b) define
$-S^{\star} \subset S$ be the subgraph obtained by removing all vertices $\eta$ with $H(\eta)>\Gamma^{\star}+H(m)$ and all edges incident to these vertices,
$-S^{\star \star} \subset S^{\star}$ be the subgraph obtained by removing all vertices $\eta$ with $H(\eta)=\Gamma^{\star}+H(m)$ and all edges incident to these vertices,
$-S_{m}=\left\{\eta \in S \mid \Phi(m, \eta)<\Phi(\eta, s)=\Gamma^{\star}+H(m)\right\}$,
$-S_{s}=\left\{\eta \in S \mid \Phi(\eta, s)<\Phi(m, \eta)=\Gamma^{\star}+H(m)\right\}$,
$-S_{1}, \ldots, S_{I} \subset S^{\star \star}$ be such that $S^{\star \star} \backslash\left(S_{m} \cup S_{s}\right)=\cup_{i=1}^{I} S_{i}$ and each $S_{i}$ is a maximal set of communicating configurations,
then,

$$
\begin{equation*}
\frac{1}{K}=\min _{C_{1}, \ldots, C_{I} \in[0,1]} \min _{\substack{h:\left.S^{\star} \rightarrow[0,1] \\ h\right|_{S_{m}}=1,\left.h\right|_{S_{s}}=0,\left.h\right|_{S_{i}}=C_{i}}} \frac{1}{2} \sum_{\eta, \eta^{\prime} \in S^{\star}} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2} \tag{II.1.16}
\end{equation*}
$$

Note that the first minimum runs over all constants $C_{1}, \ldots, C_{I} \in[0,1]$.

Theorem II. 5 yields the precise asymptotics of the average transition time and provides a variational formula to compute the pre-factor.

The first goal in this chapter is to verify Theorem II.3, II. 4 and II. 5 for the three specific models we introduced in Section I. 4 in the introduction. That is, we have to show that the conditions of those theorems are satisfied. In all these three models we have that

$$
\begin{equation*}
m=\boxminus, \quad \text { and } \quad s=\boxplus \tag{II.1.17}
\end{equation*}
$$

where $\boxminus \in S$ is the configuration where all spin values are equal to -1 and $\boxplus$ is the configuration with all spin values being +1 . The second goal in this chapter is to compute the precise value of the pre-factor $K$ from Theorem II. 5 for each of these three models.

Hence, for each model we have to

- compute $\Gamma^{\star}=\Phi(\boxminus, \boxplus)-\mathrm{H}(\boxminus)$,
- identify the sets $\mathcal{P}^{\star}$ and $\mathcal{C}^{\star}$,
- verify hypothesis (H1) and if possible hypothesis (H2), and
- compute $K$.

These tasks are treated in the Sections II.2-II. 4 for the respective models.
We conclude this section with some definitions hat are used throughout this chapter.

## Further definitions

- For $x \in \mathbb{R},\lceil x\rceil$ denotes the smallest integer greater than $x$.
- For $l_{1}, l_{2} \in \mathbb{N}, R\left(l_{1} \times l_{2}\right)$ denotes the set of all configurations consisting of a single rectangle with horizontal length $l_{1}$ and vertical length $l_{2}$ somewhere on the torus $\Lambda$. An element $\sigma \in R\left(l_{1} \times l_{2}\right)$ is called rectangle and will often be denoted by $l_{1} \times l_{2}$, since usually we can ignore the position of the rectangle in the torus. For this reason, by abuse of notation, we often identify the whole set $R\left(l_{1} \times l_{2}\right)$ with $l_{1} \times l_{2}$. We also define $R\left(l_{1}, l_{2}\right)=R\left(l_{1} \times l_{2}\right) \cup R\left(l_{2} \times l_{1}\right)$. If $\left|l_{1}-l_{2}\right|=1$ or $\left|l_{1}-l_{2}\right|=0$, then $l_{1} \times l_{2}$ is called quasi-square or square, respectively. $1 \times l_{2}$ is called vertical bar or column and $l_{1} \times 1$ is called horizontal bar or row.
- For a rectangle $R \in S$, we denote by $P_{H} R \in \mathbb{N}$ its horizontal length, and by $P_{V} R \in \mathbb{N}$ its vertical length.
- For $\sigma \in S$, let $|\sigma|$ be the area of $\sigma$, i.e. its number of $(+1)$-spins. Further, $\partial(\sigma)$ is the Euclidean boundary of $\sigma$ in its geometric representation and $|\partial(\sigma)|$ denotes the perimeter, i.e. the length of $\partial(\sigma)$.
- Let $\sigma \in S$. We say that $\sigma$ is connected if $\sigma \backslash \partial(\sigma)$ is connected in the Euclidean space $\mathbb{R}^{2}$.
- Let $\sigma \in S$. A cluster of $\sigma$ is a maximally connected component of $\sigma$.
- Two droplets on the torus are called isolated if their Euclidean distance is greater or equal to $\sqrt{2}$.
- Let $\sigma \in S$ and $x \in \Lambda$ be such that $\sigma(x)=+1$. Then $x$ is called protuberance if $\sum_{y \in \Lambda:|y-x|=1} \sigma(y)=-2$.
- Let $\sigma \in S$ be connected and $l$ be either a vertical bar or a horizontal bar. Then $l$ is called attached to $\sigma$ if for all $x \in l$ there exists $y \in \Lambda \backslash l$ such that $|y-x|=1$ and $z \in \sigma$ such that $|z-x|=1$.
- If $\sigma \in S$ consists of a single, connected droplet, then $R(\sigma)$ is the smallest rectangle that contains $\sigma$.
- A row or a column of a connected configuration $\sigma \in S$ is defined as the intersection of a row or a column of $\Lambda$ with $\sigma$.
- $\sigma \in S$ is called a local minimum of H if $\mathrm{H}\left(\sigma^{x}\right)>\mathrm{H}(\sigma)$ for all $x \in \Lambda$.
- For $A \subset S$, let $\partial^{+} A=\left\{\sigma \in S \backslash A \mid \exists \sigma^{\prime} \in S: \sigma \sim \sigma^{\prime}\right\}$ denote the outer boundary $A$. We also define $A^{+}=A \cup \partial^{+} A$. Moreover, if $\eta \in S$, then $A \sim \eta \subset S$ is defined by $A \sim \eta=\{\sigma \in A \mid \sigma \sim \eta\}$.


## II. 2 Anisotropic Ising model

Recall the setting from Subsection I.4.2 and that the Hamiltonian for the anisotropic Ising model is given by

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\sigma)=-\frac{J_{H}}{2} \sum_{(x, y) \in \Lambda_{H}^{\star}} \sigma(x) \sigma(y)-\frac{J_{V}}{2} \sum_{(x, y) \in \Lambda_{V}^{\star}} \sigma(x) \sigma(y)-\frac{h}{2} \sum_{x \in \Lambda} \sigma(x) \tag{II.2.1}
\end{equation*}
$$

where $\sigma \in S, J_{H}, J_{V}, h>0, \Lambda_{H}^{\star}$ is the set of unordered horizontal nearest-neighbour bonds in $\Lambda$ and $\Lambda_{V}^{\star}$ is the set of unordered vertical nearest-neighbour bonds in $\Lambda$.

Using the geometric representation of $\sigma$, one can rewrite $\mathrm{H}_{\mathrm{A}}(\sigma)$ as

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\sigma)=\mathrm{H}_{\mathrm{A}}(\boxminus)-h|\sigma|+J_{H}\left|\partial_{V}(\sigma)\right|+J_{V}\left|\partial_{H}(\sigma)\right| \tag{II.2.2}
\end{equation*}
$$

where $\left|\partial_{V}(\sigma)\right|$ is the length of the vertical part of $\partial(\sigma)$ and $\left|\partial_{H}(\sigma)\right|$ is the length of the horizontal part of $\partial(\sigma)$. In the example in Figure II. 1 we have that $\left|\partial_{V}(\sigma)\right|=34$ and $\left|\partial_{H}(\sigma)\right|=$ 40.

Recall that the critical length in this model is given by

$$
\begin{equation*}
L_{V}^{\star}=\left\lceil\frac{2 J_{V}}{h}\right\rceil \tag{II.2.3}
\end{equation*}
$$

We make the following assumptions in this section.

Assumption II. 6 a) $J_{H}>J_{V}$,
b) $2 J_{V}>h$,
c) $\frac{2 J_{V}}{h} \notin \mathbb{N}$,
d) $|\Lambda|>\left(\max \left\{\frac{2 J_{H}}{h L_{V}^{\star}-2 J_{V}}, \frac{2 J_{H}\left(L_{V}^{\star}-1\right)}{2 J_{V}-h\left(L_{V}^{\star}-1\right)}+L_{V}^{\star}\right\}\right)^{2}$.

By symmetry, Assumption II. 6 a) could be chosen the other way around. Assumption II. 6 b) implies that the dynamics prefers aligned neighbouring spins to $(+1)$-spins. This is essential to obtain the metastable behavior of the system. Indeed, if $2 J_{V} \leq h$, then $L_{V}^{\star}=1$ and therefore, each configuration with a single $(+1)$-spin somewhere in $\Lambda$ is a critical configuration of the system. It follows from Assumption II. 6 c) that

$$
\begin{equation*}
\left(L_{V}^{\star}-1\right) h<2 J_{V}<L_{V}^{\star} h \tag{II.2.4}
\end{equation*}
$$

In Subsection II.2.2 and Subsection II.2.4 the importance of (II.2.4) will become clear. Assumption II. 6 d) is made to avoid certain degenerate situations. For instance, if $|\Lambda|$ is small enough, all optimal paths between $\boxminus$ and $\boxplus$ contain a configuration, which consists of a single rectangle, where one side wraps around the torus and the other side is of length strictly smaller than $L_{V}^{\star}-1$. For more details see (II.2.10) or the proof of Lemma II.11. Moreover, d) ensures that the torus is large enough to contain at least a critical droplet.

Recall the definition of $R\left(l_{1}, l_{2}\right)$ from the end of Section II.1. Before stating the main result of this section, we need the following definition.

Definition II. 7 We denote by $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{1 \mathrm{pr}}$ the set of all configurations consisting only of a rectangle from $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)$ and with an additional protuberance attached to one of its longer sides. The right droplet in Figure II. 2 provides an example.

Moreover, we denote by $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}}$ the set of all configurations that are obtained from a configuration in $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{1 \mathrm{pr}}$ by adding a second $(+1)$-spin, which is attached to the rectangle and adjacent to the protuberance.

We now formulate the main result of this section.

Theorem II. 8 Under Assumption II.6, the pair $(\boxminus, \boxplus)$ satisfies (H1) and (H2) so that Theorems II.3-II. 5 hold for the anisotropic Ising model. Moreover,

- $\mathcal{P}^{\star}=R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)$,
- $\mathcal{C}^{\star}=R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{1 \mathrm{pr}}$,
- $\Phi(\boxminus, \boxplus)-\mathrm{H}_{\mathrm{A}}(\boxminus)=2 L_{V}^{\star}\left(J_{H}+J_{V}\right)-h\left(1+\left(L_{V}^{\star}-1\right) L_{V}^{\star}\right)=: \Gamma_{\mathrm{A}}^{\star}=: \mathrm{E}_{\mathrm{A}}^{\star}-\mathrm{H}_{\mathrm{A}}(\boxminus)$,
- $K^{-1}=\frac{4\left(2 L_{V}^{\star}-1\right)}{3}|\Lambda|$.

Proof. The proof is divided into the Subsections II.2.1-II.2.6.


Figure II.2: The left object is an element in $\mathcal{P}^{\star}$ and the right object is an element in $\mathcal{C}^{\star}$.

## II.2.1 Proof of $\Phi(\boxminus, \boxplus)-H_{A}(\boxminus) \leq \Gamma_{\mathrm{A}}^{\star}$

It will be enough to construct a path $\gamma_{\mathrm{A}}=\left(\gamma_{\mathrm{A}}(n)\right)_{n \geq 0}: \boxminus \rightarrow \boxplus$ such that

$$
\begin{equation*}
\max _{\eta \in \gamma_{\mathrm{A}}} \mathrm{H}_{\mathrm{A}}(\eta) \leq \mathrm{H}_{\mathrm{A}}(\boxminus)+\Gamma_{\mathrm{A}}^{\star}=\mathrm{E}_{\mathrm{A}}^{\star} . \tag{II.2.5}
\end{equation*}
$$

This path will be called reference path.
Construction of $\gamma_{\mathrm{A}}$. Let $\gamma_{\mathrm{A}}(0)=\boxminus$. In the first step an arbitrary $(-1)$-spin is flipped. Then $\gamma_{\mathrm{A}}$ first passes through a sequence of squares and quasi-squares as follows. If at some step $i, \gamma_{\mathrm{A}}(i)$ is a square, then a protuberance is added above the droplet. Afterwards, this row is filled by successively flipping in this row adjacent $(-1)$-spins until the droplet has the shape of a quasi-square. Next, a protuberance is added on the right of the droplet. Similarly as before, successively, adjacent ( -1 )-spins are flipped in this column until the droplet has the shape of a square again. This procedure is stopped, when $R\left(\left(L_{V}^{\star}-1\right) \times L_{V}^{\star}\right)$ is reached.

Now a protuberance is added on the right of the droplet and this column is filled until $R\left(\left(L_{V}^{\star}-1\right) \times\left(L_{V}^{\star}+1\right)\right)$ is reached. This adding structure is repeated until the droplet winds around the torus. Next, a protuberance is added above the droplet and the corresponding row is filled until this row also winds around the torus. This is repeated until $\boxplus$ is reached.

Inequality (II.2.5) holds. Let $k^{\star}$ be such that $\gamma_{\mathrm{A}}\left(k^{\star}\right) \in R\left(\left(L_{V}^{\star}-1\right) \times L_{V}^{\star}\right)$. Then $\mathrm{H}_{\mathrm{A}}\left(\gamma_{\mathrm{A}}\left(k^{\star}\right)\right)=\mathrm{E}_{\mathrm{A}}^{\star}-2 J_{V}+h<\mathrm{E}_{\mathrm{A}}^{\star}$. If we go backwards in the path from that point on, then we will have to cut the top row of $R\left(\left(L_{V}^{\star}-1\right) \times L_{V}^{\star}\right)$, which has the length $L_{V}^{\star}-1$. This is an increase of the energy in each step by $h$ for $\left(L_{V}^{\star}-2\right)$ times until the top row turns into a protuberance. At this point the energy equals to

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}\left(\gamma_{\mathrm{A}}\left(k^{\star}-\left(L_{V}^{\star}-2\right)\right)\right)=\mathrm{E}_{\mathrm{A}}^{\star}-2 J_{V}+\left(L_{V}^{\star}-1\right) h<\mathrm{E}_{\mathrm{A}}^{\star} \tag{II.2.6}
\end{equation*}
$$

by (II.2.4). Cutting the last protuberance decreases the energy by $2 J_{H}-h$. By the same arguments, if we keep on going backwards in the path of $\gamma_{\mathrm{A}}$, we will always stay below $\mathrm{E}_{\mathrm{A}}^{\mathrm{A}}$, since the size of the above and right bars of the droplets will be at most $L_{V}^{\star}-1$. Hence, we get that

$$
\begin{equation*}
\max _{i=1, \ldots, k^{\star}} \mathrm{H}_{\mathrm{A}}\left(\gamma_{\mathrm{A}}(i)\right)<\mathrm{E}_{\mathrm{A}}^{\star} . \tag{II.2.7}
\end{equation*}
$$

We now consider the remaining path of $\gamma_{\mathrm{A}}$ after the step $k^{\star}+2$. It holds that $\mathrm{H}_{\mathrm{A}}\left(\gamma_{\mathrm{A}}\left(k^{\star}+\right.\right.$ $2))=\mathrm{E}_{\mathrm{A}}^{\star}-h<\mathrm{E}_{\mathrm{A}}^{\star}$. While filling the right column, the energy decreases by $h$ at every step. After the right column is filled, a protuberance is added on the right side and the energy increases by $2 J_{V}-h$. Again by (II.2.4), we get that

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}\left(\gamma_{\mathrm{A}}\left(k^{\star}+\left(L_{V}^{\star}+1\right)\right)\right)=\mathrm{E}_{\mathrm{A}}^{\star}+2 J_{V}-L_{V}^{\star} h<\mathrm{E}_{\mathrm{A}}^{\star} . \tag{II.2.8}
\end{equation*}
$$

Repeating this until the droplet wraps around the torus, the following energy level is reached

$$
\begin{equation*}
\mathrm{E}_{\mathrm{A}}^{\star}-\left(h L_{V}^{\star}-2 J_{V}\right)\left(\sqrt{|\Lambda|}-L_{V}^{\star}\right)-h\left(L_{V}^{\star}-1\right)-2 J_{V} L_{V}^{\star} . \tag{II.2.9}
\end{equation*}
$$

Now we add a protuberance above the droplet and the energy increases by $2 J_{H}-h$. Assumption II. 6 d) and (II.2.4) imply that

$$
\begin{align*}
\mathrm{E}_{\mathrm{A}}^{\star} & -\left(h L_{V}^{\star}-2 J_{V}\right)\left(\sqrt{|\Lambda|}-L_{V}^{\star}\right)-h\left(L_{V}^{\star}-1\right)-2 J_{V} L_{V}^{\star}+2 J_{H}-h \\
& \leq \mathrm{E}_{\mathrm{A}}^{\star}+\left(h L_{V}^{\star}-2 J_{V}\right) L_{V}^{\star}-h L_{V}^{\star}-2 J_{V} L_{V}^{\star}  \tag{II.2.10}\\
& <\mathrm{E}_{\mathrm{A}}^{\star}-2 J_{V} L_{V}^{\star} .
\end{align*}
$$

Filling this row, decreases the energy by $(\sqrt{|\Lambda|}-1) h+2 J_{V}$. In the same way, one can show that the remaining part of the path stays below $\mathrm{E}_{\mathrm{A}}^{\star}$. Combining this with (II.2.7) and the fact that $\mathrm{H}_{\mathrm{A}}\left(\gamma_{\mathrm{A}}\left(k^{\star}+1\right)\right)=\mathrm{E}_{\mathrm{A}}^{\star}$, we infer (II.2.5).

## II.2.2 Proof of $\Phi(\boxminus, \boxplus)-H_{A}(\boxminus) \geq \Gamma_{A}^{\star}$

It suffices to show that every optimal path from $\boxminus$ to $\boxplus$ has to pass through $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{1 \mathrm{pr}}$. We first list a few observations. Recall the definition of local minimum from the end of Section II.1.

Lemma II. 9 Let $\sigma \in S$ be a local minimum of $\mathrm{H}_{\mathrm{A}}$. Then $\sigma$ is a union of isolated rectangles.

Proof. Suppose that $\sigma$ has a connected component $\sigma_{1}$ that is not a rectangle. Consider a connected component $\gamma_{1}$ of $R\left(\sigma_{1}\right) \cap\left(\mathbb{Z}^{2} \backslash \sigma_{1}\right)$. Let $l_{1}$ be the maximal component of the boundary of $\gamma_{1}$ that does not belong to the boundary of $R\left(\sigma_{1}\right)$. An example would be:


Then, since $\sigma_{1}$ is connected and $l_{1}$ lies inside $R\left(\sigma_{1}\right), l_{1}$ has both a horizontal part and a vertical part. Let $x \in \gamma_{1}$ be a site, whose boundary intersects both a horizontal part and a vertical part of $l_{1}$. In particular, $\sigma(x)=-1$ and $x$ has at least two nearest-neighbour $(+1)$-spins. It is easy to see that $\sigma^{x}$ has strictly lower energy than $\sigma$.

Corollary II.10 Assume that $\sigma \in S$ consists of a unique cluster. Then,

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\sigma) \geq \mathrm{H}_{\mathrm{A}}(R(\sigma)) \tag{II.2.11}
\end{equation*}
$$

and equality holds if and only if $\sigma=R(\sigma)$.
We first show that every optimal path has to $\operatorname{cross} R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)$.
Lemma II. 11 Let $\gamma \in(\boxminus, \boxplus)_{\mathrm{opt}}$. Then $\gamma$ has to cross $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)$.
Proof. Assume the contrary, i.e. $\gamma \cap R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)=\emptyset$. Let us first assume that throughout its whole path $\gamma$ consists of a unique cluster. On its way to $\boxplus, \gamma$ has to cross a configuration, whose rectangular envelope has both horizontal and vertical length greater or equal to $L_{V}^{\star}$. Let

$$
\begin{equation*}
\bar{t}=\min \left\{l \geq 0 \mid P_{H} R(\gamma(l)), P_{V} R(\gamma(l)) \geq L_{V}^{\star}\right\} \tag{II.2.12}
\end{equation*}
$$

Since $\gamma$ is assumed to consist of a unique cluster, we have that either $P_{H} R(\gamma(\bar{t}-1))=L_{V}^{\star}-1$ holds or $P_{V} R(\gamma(\bar{t}-1))=L_{V}^{\star}-1$. In the following we analyze both cases and show that the assumption $\gamma \cap R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)=\emptyset$ leads to a contradiction.

Case 1. $\left[P_{V} R(\gamma(\bar{t}-1))=L_{V}^{\star}-1\right]$.
From the definition of $\bar{t}$, it is clear that $R(\gamma(\bar{t}-1)) \in R\left(\left(L_{V}^{\star}+m\right) \times\left(L_{V}^{\star}-1\right)\right)$ for some $m \geq 0$.
Case 1.1. $[m=0]$.
By hypothesis, $\gamma$ does not cross $R\left(L_{V}^{\star} \times\left(L_{V}^{\star}-1\right)\right)$. Hence, Corollary II. 10 yields that

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1))>\mathrm{H}_{\mathrm{A}}\left(L_{V}^{\star} \times\left(L_{V}^{\star}-1\right)\right)=\mathrm{H}_{\mathrm{A}}(\boxminus)+\Gamma_{\mathrm{A}}^{\star}-2 J_{H}+h=\mathrm{E}_{\mathrm{A}}^{\star}-2 J_{H}+h . \tag{II.2.13}
\end{equation*}
$$

The minimal increase of energy to enlarge the vertical length of the rectangular envelope of a configuration is $2 J_{H}-h$. Hence,

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\gamma(\bar{t})) \geq \mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1))+2 J_{H}-h>\mathrm{E}_{\mathrm{A}}^{\star} . \tag{II.2.14}
\end{equation*}
$$

This contradicts $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$, since we already know from Subsection II.2.1 that $\Phi(\boxminus, \boxplus) \leq$ $E_{\mathrm{A}}^{\star}$.

Case 1.2. $\left[m \in\left[1, \sqrt{|\Lambda|}-L_{V}^{\star}\right)\right]$.
Again, by Corollary II. 10 we have that

$$
\begin{align*}
\mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1)) & \geq \mathrm{H}_{\mathrm{A}}\left(\left(L_{V}^{\star}+m\right) \times\left(L_{V}^{\star}-1\right)\right) \\
& =\mathrm{H}_{\mathrm{A}}\left(L_{V}^{\star} \times\left(L_{V}^{\star}-1\right)\right)+m\left(2 J_{V}-h\left(L_{V}^{\star}-1\right)\right)  \tag{II.2.15}\\
& >\mathrm{E}_{\mathrm{A}}^{\star}-2 J_{H}+h,
\end{align*}
$$

where we used inequality (II.2.4) in the last step. As before, this leads to a contradiction, since

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\gamma(\bar{t})) \geq \mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1))+2 J_{H}-h>\mathrm{E}_{\mathrm{A}}^{\star} . \tag{II.2.16}
\end{equation*}
$$

Case 1.3. $\left[m=\sqrt{|\Lambda|}-L_{V}^{\star}\right]$.
In this case, $\gamma(\bar{t}-1)$ wraps around the torus. Using Assumption II. 6 d ), we infer that

$$
\begin{align*}
& \mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1)) \geq \mathrm{H}_{\mathrm{A}}\left(\sqrt{|\Lambda|} \times\left(L_{V}^{\star}-1\right)\right) \\
& \quad=\mathrm{H}_{\mathrm{A}}\left(L_{V}^{\star} \times\left(L_{V}^{\star}-1\right)\right)+\left(\sqrt{|\Lambda|}-L_{V}^{\star}\right)\left(2 J_{V}-h\left(L_{V}^{\star}-1\right)\right)-2 J_{V}\left(L_{V}^{\star}-1\right)  \tag{II.2.17}\\
& \quad>\mathrm{H}_{\mathrm{A}}\left(L_{V}^{\star} \times\left(L_{V}^{\star}-1\right)\right)=\mathrm{E}_{\mathrm{A}}^{\star}-2 J_{H}+h .
\end{align*}
$$

Finally,

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\gamma(\bar{t})) \geq \mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1))+2 J_{H}-h>\mathrm{E}_{\mathrm{A}}^{\star}, \tag{II.2.18}
\end{equation*}
$$

which is a contradiction.
Case 2. $\left[P_{H} R(\gamma(\bar{t}-1))=L_{V}^{\star}-1\right]$.
Here we have that $R(\gamma(\bar{t}-1)) \in R\left(\left(L_{V}^{\star}-1\right) \times\left(L_{V}^{\star}+m^{\prime}\right)\right)$ for some $m^{\prime} \geq 0$.
Case 2.1. $\left[m^{\prime}=0\right]$.
Since $\gamma$ does not cross $R\left(\left(L_{V}^{\star}-1\right) \times L_{V}^{\star}\right)$, we have by Corollary II. 10 that

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1))>\mathrm{H}_{\mathrm{A}}\left(\left(L_{V}^{\star}-1\right) \times L_{V}^{\star}\right)=\mathrm{E}_{\mathrm{A}}^{\star}-2 J_{V}+h . \tag{II.2.19}
\end{equation*}
$$

The minimal increase of energy to enlarge the horizontal length of the rectangular envelope of a configuration is $2 J_{V}-h$. Hence,

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\gamma(\bar{t})) \geq \mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1))+2 J_{V}-h>\mathrm{E}_{\mathrm{A}}^{\star} . \tag{II.2.20}
\end{equation*}
$$

As before, this contradicts $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$.
Case 2.2. $\left[m^{\prime} \in\left[1, \sqrt{|\Lambda|}-L_{V}^{\star}\right)\right]$.
This case also leads to a contradiction, since

$$
\begin{align*}
\mathrm{H}_{\mathrm{A}}(\gamma(\bar{t})) & \geq \mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1))+2 J_{V}-h \geq \mathrm{H}_{\mathrm{A}}\left(\left(L_{V}^{\star}-1\right) \times\left(L_{V}^{\star}+m^{\prime}\right)\right)+2 J_{V}-h \\
& =\mathrm{H}_{\mathrm{A}}\left(\left(L_{V}^{\star}-1\right) \times L_{V}^{\star}\right)+m^{\prime}\left(2 J_{H}-h\left(L_{V}^{\star}-1\right)\right)+2 J_{V}-h  \tag{II.2.21}\\
& >\mathrm{E}_{\mathrm{A}}^{\star},
\end{align*}
$$

where we have used inequality (II.2.4) and Assumption II. 6 a) in the last step.
Case 2.3. $\left[m^{\prime}=\sqrt{|\Lambda|}-L_{V}^{\star}\right]$.
Using Assumption II. 6 d), we infer that

$$
\begin{align*}
& \mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1)) \geq \mathrm{H}_{\mathrm{A}}\left(\left(L_{V}^{\star}-1\right) \times \sqrt{|\Lambda|}\right) \\
& \quad=\mathrm{H}_{\mathrm{A}}\left(\left(L_{V}^{\star}-1\right) \times L_{V}^{\star}\right)+\left(\sqrt{|\Lambda|}-L_{V}^{\star}\right)\left(2 J_{H}-h\left(L_{V}^{\star}-1\right)\right)-2 J_{H}\left(L_{V}^{\star}-1\right)  \tag{II.2.22}\\
& \quad>\mathrm{H}_{\mathrm{A}}\left(\left(L_{V}^{\star}-1\right) \times L_{V}^{\star}\right)=\mathrm{E}_{\mathrm{A}}^{\star}-2 J_{V}+h .
\end{align*}
$$

Finally,

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}}(\gamma(\bar{t})) \geq \mathrm{H}_{\mathrm{A}}(\gamma(\bar{t}-1))+2 J_{V}-h>\mathrm{E}_{\mathrm{A}}^{\star}, \tag{II.2.23}
\end{equation*}
$$

which is a contradiction.
Now suppose that $\gamma$ can consist of several clusters, i.e. at each step $j \in \mathbb{N}, \gamma(j)$ consists of $n_{j} \in \mathbb{N}$ clusters, which are denoted by $\gamma^{1}(j), \ldots, \gamma^{n_{j}}(j)$. The proof follows from similar arguments as in the first part of the proof of this lemma. Thus, we only provide the main arguments and omit the details.

Using formula (II.2.2) and Corollary II.10, we infer that for all $j \in \mathbb{N}$,

$$
\begin{align*}
\mathrm{H}_{\mathrm{A}}(\gamma(j)) & =\sum_{k=1}^{n_{j}} \mathrm{H}_{\mathrm{A}}\left(\gamma^{k}(j)\right)-\left(n_{j}-1\right) \mathrm{H}_{\mathrm{A}}(\boxminus) \\
& \geq \sum_{k=1}^{n_{j}} \mathrm{H}_{\mathrm{A}}\left(R\left(\gamma^{k}(j)\right)\right)-\left(n_{j}-1\right) \mathrm{H}_{\mathrm{A}}(\boxminus) . \tag{II.2.24}
\end{align*}
$$

For all $j \in \mathbb{N}$ and $k \leq n_{j}$, set $\ell_{V}^{k}(j)=P_{V} R\left(\gamma^{k}(j)\right)$ and $\ell_{H}^{k}(j)=P_{H} R\left(\gamma^{k}(j)\right)$. Then,

$$
\begin{align*}
& \sum_{k=1}^{n_{j}} \mathrm{H}_{\mathrm{A}}\left(R\left(\gamma^{k}(j)\right)\right)-\left(n_{j}-1\right) \mathrm{H}_{\mathrm{A}}(\boxminus) \\
& \quad=\mathrm{H}_{\mathrm{A}}(\boxminus)+2 J_{H} \sum_{k=1}^{n_{j}} \ell_{V}^{k}(j)+2 J_{V} \sum_{k=1}^{n_{j}} \ell_{H}^{k}(j)-h \sum_{k=1}^{n_{j}} \ell_{V}^{k}(j) \ell_{H}^{k}(j) . \tag{II.2.25}
\end{align*}
$$

Set $\ell_{V}(j)=\sum_{k=1}^{n_{j}} \ell_{V}^{k}(j)$ and $\ell_{H}(j)=\sum_{k=1}^{n_{j}} \ell_{H}^{k}(j)$ and define

$$
\begin{equation*}
\tilde{t}=\min \left\{j \in \mathbb{N} \mid \ell_{H}(j), \ell_{V}(j) \geq L_{V}^{\star}\right\} . \tag{II.2.26}
\end{equation*}
$$

We have that either $\ell_{V}(\tilde{t}-1)=L_{V}^{\star}-1$ holds or $\ell_{H}(\tilde{t}-1)=L_{V}^{\star}-1$. We only treat the case when $\ell_{H}(\tilde{t}-1)=L_{V}^{\star}-1$, since the other case is a straightforward combination of Case 1 above and the following arguments.

By the definition of $\tilde{t}$, we have that $\ell_{V}(\tilde{t}-1)=L_{V}^{\star}+\tilde{m}$ for some $\tilde{m} \geq-1$. (If $n_{\tilde{t}-1} \geq n_{\tilde{t}}$, then $\tilde{m} \geq 0$, and if $n_{\tilde{t}-1}<n_{\tilde{t}}$, then $\tilde{m} \geq-1$ ). From (II.2.24) and (II.2.25), we infer that

$$
\begin{align*}
\mathrm{H}_{\mathrm{A}}(\gamma(\tilde{t}-1)) & \geq \mathrm{H}_{\mathrm{A}}(\boxminus)+2 J_{H}\left(L_{V}^{\star}+\tilde{m}\right)+2 J_{V}\left(L_{V}^{\star}-1\right)-h \sum_{k=1}^{n_{\tilde{t}-1}} \ell_{V}^{k}(\tilde{t}-1) \ell_{H}^{k}(\tilde{t}-1), \text { and } \\
\mathrm{H}_{\mathrm{A}}(\gamma(\tilde{t})) & \geq \mathrm{H}_{\mathrm{A}}(\gamma(\tilde{t}-1))+2 J_{V}-h  \tag{II.2.27}\\
& \geq \mathrm{H}_{\mathrm{A}}(\boxminus)+2 J_{H}\left(L_{V}^{\star}+\tilde{m}\right)+2 J_{V} L_{V}^{\star}-h\left(\sum_{k=1}^{n_{\tilde{t}-1}} \ell_{V}^{k}(\tilde{t}-1) \ell_{H}^{k}(\tilde{t}-1)+1\right) .
\end{align*}
$$

Notice the following estimate

$$
\begin{equation*}
\sum_{k=1}^{n_{\tilde{t}-1}} \ell_{V}^{k}(\tilde{t}-1) \ell_{H}^{k}(\tilde{t}-1) \leq \sum_{p=1}^{n_{\tilde{t}-1}} \ell_{V}^{p}(\tilde{t}-1) \sum_{k=1}^{n_{\tilde{t}-1}} \ell_{H}^{k}(\tilde{t}-1)=\left(L_{V}^{\star}+\tilde{m}\right)\left(L_{V}^{\star}-1\right) \tag{II.2.28}
\end{equation*}
$$

where the inequality is strict whenever $n_{\tilde{t}-1}>1$. We now have to show that all possible values for $\tilde{m}$ and the hypothesis that $\gamma \cap R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)=\emptyset$ yield to the fact that $\mathrm{H}_{\mathrm{A}}(\gamma(\tilde{t}))>\mathrm{E}_{\mathrm{A}}^{\star}$, which is a contradiction. However, using (II.2.27) and (II.2.28), we can proceed as in Case 2.1-Case 2.3 above. The details are straightforward adaptations and are therefore omitted. This concludes the proof of this lemma.

The following lemma concludes the proof of $\Phi(\boxminus, \boxplus)-H_{A}(\boxminus) \geq \Gamma_{\mathrm{A}}^{\star}$.
Lemma II. 12 Let $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$. In order to cross a configuration whose rectangular envelope has both vertical and horizontal length greater or equal to $L_{V}^{\star}, \gamma$ has to pass through $R\left(L_{V}^{\star}-\right.$ $\left.1, L_{V}^{\star}\right)$ and $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{1 \mathrm{pr}}$. In particular, each optimal path between $\boxminus$ and $\boxplus$ has to cross $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{1 \mathrm{pr}}$.

Proof. Consider the time step $\bar{t}$ defined in (II.2.12). In the proof of Lemma II. 11 we have seen that necessarily $\gamma(\bar{t}-1) \in R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)$. Note that $\min \left\{P_{V}(\gamma(\bar{t}-1)), P_{H}(\gamma(\bar{t}-1))\right\}=L_{V}^{\star}-1$ and that $P_{V} R(\gamma(\bar{t})), P_{H} R(\gamma(\bar{t})) \geq L_{V}^{\star}$. Therefore, $\gamma(\bar{t})$ must be obtained from $\gamma(\bar{t}-1)$ by adding a protuberance at a longer side of the rectangle $\gamma(\bar{t}-1)$. This implies that $\gamma(\bar{t})$ needs to belong to $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{1 \mathrm{pr}}$.

## II.2.3 Identification of $\mathcal{P}^{\star}$ and $\mathcal{C}^{\star}$

From Subsection II.2.1, we get that $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right) \subset \mathcal{P}^{\star}$. Now let $\sigma \in \mathcal{P}^{\star}$ and $x \in \Lambda$ be such that $\sigma^{x} \in \mathcal{C}^{\star}$. If follows from the definition of $\mathcal{P}^{\star}$ and $\mathcal{C}^{\star}$ that there exists $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$ and $\ell \in \mathbb{N}$ such that
(i) $\gamma(\ell)=\sigma$ and $\gamma(\ell+1)=\sigma^{x}$,
(ii) $\mathrm{H}_{\mathrm{A}}(\gamma(k))<\mathrm{E}_{\mathrm{A}}^{\star}$ for all $k \in\{0, \ldots, \ell\}$,
(iii) $\Phi(\boxminus, \gamma(k)) \geq \Phi(\gamma(k), \boxplus)$ for all $k \geq \ell+1$.

By Lemma II.12, (ii) implies that $\min \left(P_{H} R(\sigma), P_{V} R(\sigma)\right) \leq L_{V}^{\star}-1$, since otherwise the energy level $\mathrm{E}_{\mathrm{A}}^{\star}$ would have been reached. There are two possible cases.

Case 1. $\left[P_{H} R\left(\sigma^{x}\right), P_{V} R\left(\sigma^{x}\right) \geq L_{V}^{\star}\right]$.
Lemma II. 12 implies that we necessarily have that $\sigma \in R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)$ and $\sigma^{x} \in R\left(L_{V}^{\star}-\right.$ $\left.1, L_{V}^{\star}\right)^{1 \mathrm{pr}}$.

Case 2. $\left[\min \left(P_{H} R\left(\sigma^{x}\right), P_{V} R\left(\sigma^{x}\right)\right) \leq L_{V}^{\star}-1\right]$.
Also by Lemma II.12, there must exist some $k^{\star} \geq \ell+2$ such that $\gamma\left(k^{\star}\right) \in R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)$. But this contradicts (iii), since $\Phi\left(\boxminus, \gamma\left(k^{\star}\right)\right)<\Phi\left(\gamma\left(k^{\star}\right), \boxplus\right)=\mathrm{E}_{\mathrm{A}}^{\star}$.

Hence, only Case 1 can hold true. We conclude that $\mathcal{P}^{\star}=R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)$ and $\mathcal{C}^{\star}=$ $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{1 \mathrm{pr}}$ 。

## II.2.4 Verification of (H1)

Obviously, $S_{\text {stab }}=\{\boxplus\}$, since $\boxplus$ minimizes all three sums in (II.2.1). It remains to show that $S_{\text {meta }}=\{\boxminus\}$.

Let $\sigma \in S \backslash\{\boxminus, \boxplus\}$. We have to show that $V_{\sigma}<\Gamma_{\mathrm{A}}^{\star}$, i.e. there exists $\sigma^{\prime} \in S$ such that $\mathrm{H}_{\mathrm{A}}\left(\sigma^{\prime}\right)<\mathrm{H}_{\mathrm{A}}(\sigma)$ and $\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{\mathrm{A}}(\sigma)<\Gamma_{\mathrm{A}}^{\star}$. There are four possible cases.

Case 1. [ $\sigma$ contains a cluster, which is not a rectangle].
Lemma II. 9 implies that $\sigma$ is not a local minimum, i.e. there exists $x \in \Lambda$ such that $\mathrm{H}_{\mathrm{A}}\left(\sigma^{x}\right)<$ $\mathrm{H}_{\mathrm{A}}(\sigma)$. Moreover, $\Phi\left(\sigma, \sigma^{x}\right)-\mathrm{H}_{\mathrm{A}}(\sigma)=0<\Gamma_{\mathrm{A}}^{\star}$.

Case 2. [ $\sigma$ contains a cluster, which is a rectangle $R=l_{1} \times l_{2}$ with $l_{2} \geq L_{V}^{\star}$ and $\left.l_{1}<\sqrt{|\Lambda|}\right]$. Let $\sigma^{\prime}$ be obtained from $\sigma$ by attaching on the right of $R$ a new column of length $l_{2}$. Then,

$$
\begin{align*}
\mathrm{H}_{\mathrm{A}}\left(\sigma^{\prime}\right) & \leq \mathrm{H}_{\mathrm{A}}(\sigma)+2 J_{V}-l_{2} h \leq \mathrm{H}_{\mathrm{A}}(\sigma)+2 J_{V}-L_{V}^{\star} h<\mathrm{H}_{\mathrm{A}}(\sigma), \quad \text { and } \\
\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{\mathrm{A}}(\sigma) & =2 J_{V}-h<\Gamma_{\mathrm{A}}^{\star} \tag{II.2.29}
\end{align*}
$$

Case 3. $\left[\sigma\right.$ contains a cluster, which is a rectangle $R=l_{1} \times l_{2}$ with $l_{2}<L_{V}^{\star}$ and $\left.l_{1}<\sqrt{|\Lambda|}\right]$. Let $\sigma^{\prime}$ be obtained from $\sigma$ by cutting the right column of $R$. Then,

$$
\begin{align*}
\mathrm{H}_{\mathrm{A}}\left(\sigma^{\prime}\right) & =\mathrm{H}_{\mathrm{A}}(\sigma)-2 J_{V}+l_{2} h \leq \mathrm{H}_{\mathrm{A}}(\sigma)-2 J_{V}+\left(L_{V}^{\star}-1\right) h<\mathrm{H}_{\mathrm{A}}(\sigma), \quad \text { and } \\
\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{\mathrm{A}}(\sigma) & =\left(l_{2}-1\right) h<\Gamma_{\mathrm{A}}^{\star} . \tag{II.2.30}
\end{align*}
$$

Case 4. $\left[\sigma\right.$ contains a cluster, which is a rectangle $R=l_{1} \times l_{2}$ with $\left.l_{1}=\sqrt{|\Lambda|}\right]$.
Let $\sigma^{\prime}$ be obtained from $\sigma$ by attaching above $R$ a row that also wraps around the torus. Then, by Assumption II. 6 d),

$$
\begin{align*}
\mathrm{H}_{\mathrm{A}}\left(\sigma^{\prime}\right) & =\mathrm{H}_{\mathrm{A}}(\sigma)+2 J_{H}-l_{1} h<\mathrm{H}_{\mathrm{A}}(\sigma), \quad \text { and } \\
\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{\mathrm{A}}(\sigma) & =2 J_{H}-h<\Gamma_{\mathrm{A}}^{\star} \tag{II.2.31}
\end{align*}
$$

We conclude that $S_{\text {meta }}=\{\boxminus\}$.

## II.2.5 Verification of (H2)

Obviously, $\left|\left\{\sigma \in \mathcal{P}^{\star} \mid \sigma \sim \sigma^{\prime}\right\}\right|=1$ for all $\sigma^{\prime} \in \mathcal{C}^{\star}$. Therefore, (H2) holds.

## II.2.6 Computation of $K$

The starting point for the computation of $K$ is the variational formula (II.1.16). Recall the definitions of $\partial^{+} A$ and $A^{+}$for a subset $A \subset S$ from the end of Section II.1.

Lower bound. Since the sum in (II.1.16) has only non-negative summands, we can bound $K^{-1}$ from below by

$$
\begin{equation*}
\frac{1}{K} \geq \min _{C_{1}, \ldots, C_{I} \in[0,1]} \min _{\substack{h:\left.S S^{\star} \rightarrow[0,1] \\ h\right|_{S_{\text {}}}=1,\left.h\right|_{S_{\mathbb{B}}}=0,\left.h\right|_{S_{i}}=C_{i} \forall i}} \frac{1}{2} \sum_{\eta, \eta^{\prime} \in\left(\mathcal{C}^{\star}\right)^{+}} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2} . \tag{II.2.32}
\end{equation*}
$$

Obviously, $\partial^{+} \mathcal{C}^{\star} \cap S^{\star}=R\left(L_{V}^{\star}-1, L_{V}^{\star}\right) \cup R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}}$. Moreover, similar computations as in Subsection II.2.1 show that $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right) \subset S_{\text {曰 }}$ and $R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}} \subset S_{\boxplus}$. This leads to

$$
\begin{align*}
\frac{1}{K} & \geq \min _{h: \mathcal{C}^{\star} \rightarrow[0,1]} \sum_{\eta \in \mathcal{C}^{\star}}\left(\sum_{\eta^{\prime} \in R\left(L_{V}^{\star}-1, L_{V}^{\star}\right), \eta^{\prime} \sim \eta}[1-h(\eta)]^{2}+\sum_{\eta^{\prime} \in R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}, \eta^{\prime} \sim \eta}} h(\eta)^{2}\right) \\
& =\sum_{\eta \in \mathcal{C}^{\star}} \min _{h \in[0,1]}\left(\left|R\left(L_{V}^{\star}-1, L_{V}^{\star}\right) \sim \eta\right|[1-h]^{2}+\left|R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right| h^{2}\right)  \tag{II.2.33}\\
& =\sum_{\eta \in \mathcal{C}^{\star}} \frac{\left|R\left(L_{V}^{\star}-1, L_{V}^{\star}\right) \sim \eta\right| \cdot\left|R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right|}{\left|R\left(L_{V}^{\star}-1, L_{V}^{\star}\right) \sim \eta\right|+\left|R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right|} .
\end{align*}
$$

For all $\eta \in \mathcal{C}^{\star}$ we have that $\left|R\left(L_{V}^{\star}-1, L_{V}^{\star}\right) \sim \eta\right|=1$. If the protuberance in $\eta$ is attached at a corner of $\left(L_{V}^{\star}-1\right) \times L_{V}^{\star}$, then $\left|R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right|=1$, otherwise $\left|R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right|=2$. Taking into account that there are $|\Lambda|$ possible locations for each shape of a critical droplet and 2 possible rotations, we obtain that

$$
\begin{equation*}
\frac{1}{K} \geq\left(2\left(L_{V}^{\star}-2\right) \frac{2}{3}+4 \frac{1}{2}\right) 2|\Lambda|=\frac{4\left(2 L_{V}^{\star}-1\right)}{3}|\Lambda| . \tag{II.2.34}
\end{equation*}
$$

Upper bound. Define

$$
\begin{align*}
& \mathscr{S}^{-}=\left\{\sigma \in S^{\star} \mid \min \left(P_{H} R(\eta), P_{V} R(\eta)\right) \leq L_{V}^{\star}-1 \text { for all clusters } \eta \text { of } \sigma\right\}, \text { and }  \tag{II.2.35}\\
& \mathscr{S}^{+}=\left\{\sigma \in S^{\star} \mid \text { there exists a cluster } \eta \text { of } \sigma \text { such that } P_{H} R(\eta), P_{V} R(\eta) \geq L_{V}^{\star}\right\} .
\end{align*}
$$

Note that $S^{\star}=\mathscr{S}^{-} \cup \mathscr{S}^{+}, \mathscr{S}^{-} \cap \mathscr{S}^{+}=\emptyset, \mathcal{P}^{\star} \subset \mathscr{S}^{-}$and $\mathcal{C}^{\star} \subset \mathscr{S}^{+}$. Using the same arguments as in Lemma II.11, we can show the following fact for transitions between $\mathscr{S}^{-}$and $\mathscr{S}^{+}$.

Lemma II. 13 Let $\sigma \in \mathscr{S}^{-}$and $\sigma^{\prime} \in \mathscr{S}^{+}$. Then $\sigma \sim \sigma^{\prime}$ if and only if $\sigma \in \mathcal{P}^{\star}$ and $\sigma^{\prime} \in \mathcal{C}^{\star}$.
Proof. We omit the details of this proof, since they walk along the same lines as the proof of Lemma II.11.

Recall that the sets $S_{1}, \ldots, S_{I}$ are assumed to be maximal sets of communicating configurations. Hence, for all $i=1, \ldots, I$, we have that either $S_{i} \subset \mathscr{S}^{-}$or $S_{i} \subset \mathscr{S}^{+}$, since $S^{\star}=\mathscr{S}^{-} \cup \mathscr{S}^{+}$and $\mathscr{S}^{-} \cap \mathscr{S}^{+}=\emptyset$. For the same reason and by Subsection II.2.1, we have that $S_{\boxminus} \subset \mathscr{S}^{-}$and $S_{\boxplus} \subset \mathscr{S}^{+}$. Therefore, we can estimate $K^{-1}$ from above by restricting the minimum in (II.1.16) only to those functions $h: S^{\star} \rightarrow[0,1]$ such that

$$
\begin{align*}
& h(\eta)=1 \text { for all } \eta \in \mathscr{S}^{-}, \text {and } \\
& h(\eta)=0 \text { for all } \eta \in \mathscr{S}^{+} \backslash \mathcal{C}^{\star} . \tag{II.2.36}
\end{align*}
$$

The restriction to such functions is allowed, since we can choose $C_{i}=1$ for all $i \in\{1, \ldots, I\}$ such that $S_{i} \subset \mathscr{S}^{-}$and $C_{i}=0$ for all $i \in\{1, \ldots, I\}$ such that $S_{i} \subset \mathscr{S}^{+}$. Thus,

$$
\begin{align*}
\frac{1}{K} & \leq \min _{\substack{h:\left.S^{\star} \rightarrow[0,1] \\
h\right|_{\mathscr{S}-}=1,\left.h\right|_{\mathscr{S}+\backslash \mathcal{C}^{\star}}=0}} \frac{1}{2} \sum_{\eta, \eta^{\prime} \in S^{\star}} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2}  \tag{II.2.37}\\
& =\min _{\substack{h:\left.S^{\star} \rightarrow[0,1] \\
h\right|_{\mathscr{S}-}=1,\left.h\right|_{\mathscr{S}+\backslash \mathcal{C}^{\star}=0}}} \frac{1}{2} \sum_{\eta \in \mathscr{S}^{-}, \eta^{\prime} \in \mathscr{S}-} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2}
\end{align*}
$$

Using Lemma II.13, the right-hand side is equal to

$$
\begin{aligned}
& \min _{\substack{h:\left.\left(\mathcal{C}^{\star}\right)^{+} \rightarrow[0,1] \\
h\right|_{\mathscr{S}-\cap \partial^{+} \mathcal{C}^{\star}}=1,\left.h\right|_{\mathscr{S}+n \partial^{+} \mathcal{C}^{\star}}=0}} \frac{1}{2} \sum_{\eta, \eta^{\prime} \in\left(\mathcal{C}^{\star}\right)^{+}} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2} \\
& =\min _{h: \mathcal{C}^{\star} \rightarrow[0,1]} \sum_{\eta \in \mathcal{C}^{\star}}\left(\sum_{\eta^{\prime} \in R\left(L_{V}^{\star}-1, L_{V}^{\star}\right), \eta^{\prime} \sim \eta}[1-h(\eta)]^{2}+\sum_{\eta^{\prime} \in R\left(L_{V}^{\star}-1, L_{V}^{\star}\right)^{2 \mathrm{pr}}, \eta^{\prime} \sim \eta} h(\eta)^{2}\right) \\
& =\frac{4\left(2 L_{V}^{\star}-1\right)}{3}|\Lambda| .
\end{aligned}
$$

This concludes the proof.

## II. 3 Ising model with next-nearest-neighbour attraction

In this section (cf. Subsection I.4.3) the Hamiltonian is given by

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\sigma)=-\frac{\tilde{J}}{2} \sum_{(x, y) \in \Lambda^{\star}} \sigma(x) \sigma(y)-\frac{K}{2} \sum_{(x, y) \in \Lambda^{\star \star}} \sigma(x) \sigma(y)-\frac{h}{2} \sum_{x \in \Lambda} \sigma(x) \tag{II.3.1}
\end{equation*}
$$

where $\sigma \in S, \tilde{J}, K, h>0, \Lambda^{\star}$ is the set of unordered nearest-neighbour bonds in $\Lambda$ and $\Lambda^{\star \star}$ is the set of unordered next-nearest-neighbour bonds in $\Lambda$ (cf. (I.4.11)). We can rewrite $\mathrm{H}_{\mathrm{NN}}(\sigma)$ as

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\sigma)=\mathrm{H}_{\mathrm{NN}}(\boxminus)-h|\sigma|+J|\partial(\sigma)|-K|A(\sigma)| \tag{II.3.2}
\end{equation*}
$$

where $J=\tilde{J}+2 K$ and $|A(\sigma)|$ is the number of corners (or right angles) of $\sigma$. Indeed, a unit segment of $\partial(\sigma)$ breaks two next-nearest-neighbour-bonds. However, at each corner the same broken next-nearest-neighbour-bond is counted twice. This explains the term $-K|A(\sigma)|$ in (II.3.2). Moreover, in the situation

we count four corners, since the bond between $x$ and $y$ is not broken, but we have counted it as such due to the four unit segments surrounding this bond.

Recall that the critical lengths in this model are given by

$$
\begin{equation*}
\ell^{\star}=\left\lceil\frac{2 K}{h}\right\rceil \quad \text { and } \quad D^{\star}=\left\lceil\frac{2 J}{h}\right\rceil \quad \text { and } \quad L^{\star}=D^{\star}-2\left(\ell^{\star}-1\right) \tag{II.3.3}
\end{equation*}
$$

We make the following assumptions for this section.

Assumption II. 14 a) $K>h$,
b) $\tilde{J} \geq 2 K+h$,
c) $\frac{2 J}{h} \notin \mathbb{N}, \frac{2 K}{h} \notin \mathbb{N}$,
d) $|\Lambda|>\left(\frac{2 J\left(D^{\star}-1\right)}{2 J-h\left(D^{\star}-1\right)}+D^{\star}\right)^{2}$.

Similarly as in Section II.2, a) and b) induce a hierarchy in the sense that for the system it is most important to align nearest-neighbours, then next-nearest-neighbours and then to align the spin values with the sign of the magnetic field. As in Section II.2, this assumption is essential to obtain the metastable behavior of the system. Moreover, a) respects a hypothesis made in [89] (but not every hypothesis in there). Assumption c) is made for non-degeneracy reasons. Assumption d) implies that it is not profitable to enlarge a droplet such that one side is subcritical and the other side wraps around the torus. This will become clear later in Lemma II.19. Moreover, d) ensures that the torus is large enough to contain at least a critical droplet. It immediately follows from Assumption II. 14 c) that

$$
\begin{equation*}
\left(\ell^{\star}-1\right) h<2 K<\ell^{\star} h \quad \text { and } \quad\left(D^{\star}-1\right) h<2 J<D^{\star} h . \tag{II.3.4}
\end{equation*}
$$

We need a few definitions that are mostly carried over from [89].

Definition II. $15 \quad \bullet A \subset \mathbb{Z}^{2}$ is called an oblique bar if $A=\left\{x_{1}, \ldots, x_{n}\right\}$ for some $n \in \mathbb{N}$ and it holds that either $x_{i}=x_{i-1}+(1,1)^{T}$ or $x_{i}=x_{i-1}+(1,-1)^{T}$ for all $2 \leq i \leq n$.

- We say that $\sigma \in S$ is an octagon of side lengths $D_{n}, D_{w} \in \mathbb{N} \cap[1, \sqrt{|\Lambda|}-1]$ and oblique edge lengths $\ell_{n e}, \ell_{n w}, \ell_{s w}, \ell_{s e} \in \mathbb{N}$ and write $\sigma \in Q\left(D_{n}, D_{w} ; \ell_{n e}, \ell_{n w}, \ell_{s w}, \ell_{s e}\right)$ if the geometric representation of $\sigma$ has the following form (cf. [89, Scheme 2.2]). $\sigma$ is connected and inscribed in a rectangle from $R\left(D_{n}, D_{w}\right)$. Moreover, $\sigma$ has four straight edges with endpoints $a_{i}, b_{i}, i=1, \ldots, 4$ and four oblique edges that have a local staircase structure with endpoints $\left(b_{1}, a_{2}\right),\left(b_{2}, a_{3}\right),\left(b_{3}, a_{4}\right),\left(b_{4}, a_{1}\right)$. The lengths of its oblique edges are defined by

$$
\begin{array}{ll}
\ell_{n e}=1+\frac{1}{\sqrt{2}}\left|b_{1}-a_{2}\right|, & \ell_{s e}=1+\frac{1}{\sqrt{2}}\left|b_{2}-a_{3}\right| \\
\ell_{s w}=1+\frac{1}{\sqrt{2}}\left|b_{3}-a_{4}\right|, & \ell_{n w}=1+\frac{1}{\sqrt{2}}\left|b_{4}-a_{1}\right| \tag{II.3.6}
\end{array}
$$

An example with $D_{n}=15, D_{w}=12, \ell_{n e}=5, \ell_{n w}=6, \ell_{s w}=4, \ell_{s e}=3$ is given by


We often abuse the notation by identifying $Q\left(D_{n}, D_{w} ; \ell_{n e}, \ell_{n w}, \ell_{s w}, \ell_{s e}\right)$ with configurations from this set.

- For $Q \in Q\left(D_{n}, D_{w} ; \ell_{n e}, \ell_{n w}, \ell_{s w}, \ell_{s e}\right)$, the upper right edge of length $\ell_{n e}$ is called NEedge, the upper left edge of length $\ell_{n w}$ NW-edge, the down left edge of length $\ell_{s w}$ SW-edge and the down right edge of length $\ell_{\text {se }}$ is called SE-edge. These four edges are also called oblique edges. The four remaining horizontal or vertical edges are called coordinate edges. We call the upper coordinate edge N -edge, the left one W-edge, the bottom one S -edge and the right coordinate edge E-edge.

- $Q\left(D_{n}, D_{w} ; \ell_{n e}, \ell_{n w}, \ell_{s w}, \ell_{s e}\right)$ is called stable octagon if each of his eight edges has length greater or equal to 2.
- We abbreviate $Q\left(D_{n}, D_{w} ; \ell, \ell, \ell, \ell\right)=Q\left(D_{n}, D_{w} ; \ell\right)$ for all $\ell \in \mathbb{N}$ and $Q\left(D_{n}, D_{w} ; \ell^{\star}\right)=$ $Q\left(D_{n}, D_{w}\right)$. Moreover, we write $Q(3 \ell-2,3 \ell-2 ; \ell)=Q(\ell)$ for all $\ell \in \mathbb{N}$, which corresponds to the case, where all eight edges have the same length given by $\ell$.
- $Q\left(D_{n}, D_{w} ; \ell\right)^{1 \mathrm{pr}}$ denotes the set of all configurations that are obtained from a configuration in $Q\left(D_{n}, D_{w} ; \ell\right)$ by adding a protuberance somewhere at the interior of one of its longest coordinate edges. Here the interior of the coordinate edge contains every site of the edge except for the two sites at the end of the edge. The right droplet in Figure II. 3 provides an example.
- $Q\left(D_{n}, D_{w} ; \ell\right)^{2 \mathrm{pr}}$ denotes the set of all configurations that are obtained from a configuration in $Q\left(D_{n}, D_{w} ; \ell\right)^{1 \mathrm{pr}}$ by adding a second $(+1)$-spin adjacent to the protuberance at the interior of the coordinate edge.

Note that the energy of an octagon $Q \in Q\left(D_{n}, D_{w} ; \ell_{n e}, \ell_{n w}, \ell_{s w}, \ell_{s e}\right)$ is given by

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(Q)=\mathrm{H}_{\mathrm{NN}}(\boxminus)-h D_{n} D_{w}+2 J\left(D_{n}+D_{w}\right)+\sum_{a \in\{n e, n w, s w, s e\}} F\left(\ell_{a}\right), \tag{II.3.7}
\end{equation*}
$$

where $F(\ell)=-K(2 \ell-1)+\frac{1}{2} h(\ell-1) \ell$. Now we can formulate the main result of this section.

Theorem II. 16 Under Assumption II.14, the pair $(\boxminus, \boxplus)$ satisfies (H1) and (H2) so that Theorems II.3-II. 5 hold for the Ising model with next-nearest-neighbour attraction. Moreover,

- $\mathcal{P}^{\star}=Q\left(D^{\star}-1, D^{\star}\right)$,
- $\mathcal{C}^{\star}=Q\left(D^{\star}-1, D^{\star}\right)^{1 \mathrm{pr}}$,
- $\Phi(\boxminus, \boxplus)-\mathrm{H}_{\mathrm{NN}}(\boxminus)=\mathrm{H}_{\mathrm{NN}}\left(Q\left(D^{\star}-1, D^{\star}\right)\right)+2 J-4 K-h=: \Gamma_{\mathrm{NN}}^{\star}=: \mathrm{E}_{\mathrm{NN}}^{\star}-\mathrm{H}_{\mathrm{NN}}(\boxminus)$,
- $K^{-1}=\frac{4\left(2 L^{\star}-5\right)}{3}|\Lambda|$.

Proof. The proof is divided into the Subsection II.3.1-II.3.6.


Figure II.3: The left object is an element in $\mathcal{P}^{\star}$ and the right object is an element in $\mathcal{C}^{\star}$.

## II.3.1 Proof of $\Phi(\boxminus, \boxplus)-H_{N N}(\boxminus) \leq \Gamma_{N N}^{\star}$

As in Subsection II.2.1, we need to construct a reference path $\gamma_{\mathrm{NN}}: \boxminus \rightarrow \boxplus$ such that

$$
\begin{equation*}
\max _{\eta \in \gamma_{\mathrm{NN}}} \mathrm{H}_{\mathrm{NN}}(\eta) \leq \mathrm{H}_{\mathrm{NN}}(\boxminus)+\Gamma_{N N}^{\star}=\mathrm{E}_{\mathrm{NN}}^{\star} \tag{II.3.8}
\end{equation*}
$$

Construction of $\gamma_{\mathrm{NN}}$. We only sketch the construction of $\gamma_{\mathrm{NN}}$, since we can rely on [89] and we are mainly interested in the part of the path around the critical configuration.

- [From $\boxminus$ to $Q(2)$.

See [89, Scheme 5.1].

- [From $Q(\ell)$ to $Q(\ell+1)$ for all $\ell=2, \ldots, \ell^{\star}-1$.] See [89, Scheme 5.2].
- [From $Q(D, D)$ to $Q(D+1, D+1)$ for all $D=\ell^{\star}, \ldots, \sqrt{|\Lambda|}-2$.]

This transition is based on [89, Scheme 5.5], and it goes for example as follows. A ( +1 )-spin is added somewhere at the interior of the E-edge of $Q(D, D)$. Afterwards, successively, adjacent $(-1)$-spins are flipped in this column until $Q\left(D+1, D ; \ell^{\star}+1, \ell^{\star}, \ell^{\star}, \ell^{\star}+1\right)$ is reached. Then a $(-1)$-spin is flipped at the upper end of the SE-edge. Now $(-1)$-spins are flipped until $Q\left(D+1, D ; \ell^{\star}+1, \ell^{\star}, \ell^{\star}, \ell^{\star}\right)$ is reached. Next, the same is done at the NE-edge such that $Q\left(D+1, D ; \ell^{\star}, \ell^{\star}, \ell^{\star}, \ell^{\star}\right)=Q(D+1, D)$ is reached. This procedure is repeated below $Q(D+$ $1, D)$, i.e. first ( -1 )-spins are flipped at the S-edge until $Q\left(D+1, D+1 ; \ell^{\star}, \ell^{\star}, \ell^{\star}+1, \ell^{\star}+1\right)$ is reached, then an oblique bar is added at the SW-edge to reach $Q\left(D+1, D+1 ; \ell^{\star}, \ell^{\star}, \ell^{\star}, \ell^{\star}+1\right)$, and finally, (-1)-spins are flipped at the SE-edge, until we arrive at $Q(D+1, D+1)$.

- Lastly, flip all remaining ( -1 )-spins outside of $Q(\sqrt{|\Lambda|}-1, \sqrt{|\Lambda|}-1)$ until $\boxplus$ is reached.

Inequality (II.3.8) holds. The proof relies on the detailed computations made in [89, (3.4a)(3.4e)]. Let $k^{\star}$ be such that $\gamma_{\mathrm{NN}}\left(k^{\star}\right) \in Q\left(D^{\star}-1, D^{\star}\right)$. Then $\mathrm{H}_{\mathrm{NN}}\left(\gamma_{\mathrm{NN}}\left(k^{\star}\right)\right)=\mathrm{E}_{\mathrm{NN}}^{\star}-2 \tilde{J}+h<$ $\mathrm{E}_{\mathrm{NN}}^{\star}$. If we go backwards in the path from that point on, then we will have to flip all $(+1)-$ spins on the NE-edge of $Q\left(D^{\star}-1, D^{\star}\right)$. This is an increase of the energy in each step until only one ( +1 )-spin remains on this edge (cf. [89, (3.4a)]). At this point the energy equals to

$$
\begin{equation*}
\mathrm{E}_{\mathrm{NN}}^{\star}-2 \tilde{J}+\ell^{\star} h<\mathrm{E}_{\mathrm{NN}}^{\star}, \tag{II.3.9}
\end{equation*}
$$

where we have used Assumption II. 14 b) and (II.3.4). Flipping the last (+1)-spin on this edge decreases the energy by $2 K-h$ (cf. [89, (3.4c)], but with here we flip a ( +1 )-spin). Next, we do the same thing on the SE-edge, i.e. we flip all but one $(+1)$-spins on this edge and arrive at the energy

$$
\begin{equation*}
\mathrm{E}_{\mathrm{NN}}^{\star}-2 \tilde{J}-2 K+2 \ell^{\star} h<\mathrm{E}_{\mathrm{NN}}^{\star} . \tag{II.3.10}
\end{equation*}
$$

Flipping the last $(+1)$-spin on this edge, we arrive at $\mathrm{E}_{\mathrm{NN}}^{\star}-2 J+\left(2 \ell^{\star}+1\right) h$. Finally, we need to flip all but one $(+1)$-spins on the E-edge, which leads to the energy level (cf. [89, (3.4a)])

$$
\begin{equation*}
\mathrm{E}_{\mathrm{NN}}^{\star}-2 J+\left(D^{\star}-1\right) h<\mathrm{E}_{\mathrm{NN}}^{\star}, \tag{II.3.11}
\end{equation*}
$$

and flipping the last $(+1)$-spin on this edge, we arrive at the energy $\mathrm{E}_{\mathrm{NN}}^{\star}-4 J+4 K+D^{\star} h$ (analogously to [89, (3.4e)]). With the same reasoning, if we keep on going backwards in the path of $\gamma_{\mathrm{NN}}$, we will always stay below $\mathrm{E}_{\mathrm{NN}}^{\star}$, since the length of the edges of the circumscribing rectangles will be at most $D^{\star}-1$. Hence, we get that

$$
\begin{equation*}
\max _{i=1, \ldots, k^{\star}} \mathrm{H}_{\mathrm{NN}}\left(\gamma_{\mathrm{NN}}(i)\right)<\mathrm{E}_{\mathrm{NN}}^{\star} . \tag{II.3.12}
\end{equation*}
$$

We now analyze the path of $\gamma_{\mathrm{NN}}$ after the step $k^{\star}+2$. It holds that $\mathrm{H}_{\mathrm{NN}}\left(\gamma_{\mathrm{NN}}\left(k^{\star}+2\right)\right)=$ $\mathrm{E}_{\mathrm{NN}}^{\star}-h<\mathrm{E}_{\mathrm{NN}}^{\star}$. First, $L^{\star}-4(+1)$-spins are attached at the interior of the S-edge. The energy is decreased to $\mathrm{E}_{\mathrm{NN}}^{\star}-\left(L^{\star}-3\right) h$. Afterwards, a $(+1)$-spin is added at the SW-edge, which leads to the energy (cf. [89, (3.4c)])

$$
\begin{equation*}
\mathrm{E}_{\mathrm{NN}}^{\star}+2 K-\left(L^{\star}-2\right) h<\mathrm{E}_{\mathrm{NN}}^{\star}, \tag{II.3.13}
\end{equation*}
$$

where we have used the inequality $L^{\star} \geq 2 \ell^{\star}+1$, which follows immediately from Assumption II. 14 b). Filling the SW-edge decreases the energy by $\left(\ell^{\star}-1\right) h$. Then we do the same things for the SE-edge by attaching first a (+1)-spin on this edge, which increases the energy to

$$
\begin{equation*}
\mathrm{E}_{\mathrm{NN}}^{\star}+4 K-\left(L^{\star}+\ell^{\star}-2\right) h<\mathrm{E}_{\mathrm{NN}}^{\star}, \tag{II.3.14}
\end{equation*}
$$

and then filling up this edge, which decreases the energy to $\mathrm{E}_{\mathrm{NN}}^{\star}+4 K-\left(D^{\star}-1\right) h$. Next, a protuberance is added at the interior of the E-edge. We arrive at the energy level (cf. [89, (3.4e)])

$$
\begin{equation*}
\mathrm{E}_{\mathrm{NN}}^{\star}+4 K+2 \tilde{J}-D^{\star} h=\mathrm{E}_{\mathrm{NN}}^{\star}+2 J-D^{\star} h<\mathrm{E}_{\mathrm{NN}}^{\star} . \tag{II.3.15}
\end{equation*}
$$

If we keep following the path of $\gamma_{\mathrm{NN}}$, we will always stay below $\Gamma_{\mathrm{NN}}^{\star}$, since the length of the edges of the circumscribing rectangles will be at least $D^{\star}$. Combining this with (II.3.12) and the fact that $\mathrm{H}_{\mathrm{NN}}\left(\gamma_{\mathrm{NN}}\left(k^{\star}+1\right)\right)=\mathrm{E}_{\mathrm{NN}}^{\star}$, we infer (II.3.8).

## II.3.2 Proof of $\Phi(\boxminus, \boxplus)-H_{N N}(\boxminus) \geq \Gamma_{N N}^{\star}$

We first list a few observations taken from [89].
Lemma II. 17 Let $\sigma \in S$ be a local minimum of $\mathrm{H}_{\mathrm{NN}}$. Then all clusters of $\sigma$ have distance at least $\sqrt{2}$ from each other and each cluster is either a stable octagon or a rectangle that wraps around the torus.

Proof. In [89, Lemma 2.1] the following fact was proven. Let $\sigma \in S$ be a local minimum and let $\sigma_{1}$ be a cluster of $\sigma$, then $\sigma_{1}=Q\left(\sigma_{1}\right)$, where $Q\left(\sigma_{1}\right)$ is the octagonal envelope of $\sigma_{1}$, i.e.

- if $\sigma_{1}$ does not wind around the torus, then $Q\left(\sigma_{1}\right)$ is the smallest octagon containing $\sigma_{1}$, and
- if $\sigma_{1}$ winds around the torus, then $Q\left(\sigma_{1}\right)=R\left(\sigma_{1}\right)$.

See [89, p. 424 (before and after Scheme 3.2)] for the definition of the octagonal envelope. Moreover, it is shown, at the end of the proof of [89, Lemma 2.1], that all clusters of $\sigma$ have distance at least $\sqrt{2}$ and that if a cluster of $\sigma$ is a octagon, it must be a stable octagon.

Lemma II. 18 Assume that $\sigma \in S$ consists of a unique cluster that does not wrap around the torus. Let $R(\sigma) \in R\left(D_{n}, D_{w}\right)$ with $D_{n} \geq D_{w}$.

- If $D_{w} \geq 2 \ell^{\star}-1$, then

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\sigma) \geq \mathrm{H}_{\mathrm{NN}}\left(Q\left(D_{n}, D_{w}\right)\right), \tag{II.3.16}
\end{equation*}
$$

and equality holds if and only if $\sigma=Q\left(D_{n}, D_{w}\right)$.

- If $D_{w}<2 \ell^{\star}-1$ and $D_{w}$ is odd, then

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\sigma) \geq \mathrm{H}_{\mathrm{NN}}\left(Q\left(D_{n}, D_{w} ; \frac{1}{2}\left(D_{w}+1\right)\right)\right), \tag{II.3.17}
\end{equation*}
$$

and equality holds if and only if $\sigma=Q\left(D_{n}, D_{w} ; \frac{1}{2}\left(D_{w}+1\right)\right)$.

- If $D_{w}<2 \ell^{\star}-1$ and $D_{w}$ is even, then

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\sigma) \geq \mathrm{H}_{\mathrm{NN}}\left(Q\left(D_{n}, D_{w} ; \frac{1}{2} D_{w}, \frac{1}{2} D_{w}, \frac{1}{2} D_{w}+1, \frac{1}{2} D_{w}+1\right)\right), \tag{II.3.18}
\end{equation*}
$$

and equality holds if and only if $\sigma=Q\left(D_{n}, D_{w} ; \frac{1}{2} D_{w}, \frac{1}{2} D_{w}, \frac{1}{2} D_{w}+1, \frac{1}{2} D_{w}+1\right)$.
Proof. See [89, Lemma 3.2] and the proof of [89, Lemma 4.1A]. The main step is to show that the function $l \mapsto F(l)$ is minimized in $\ell^{\star}$.

In the following lemma we show that every optimal path has to cross $Q\left(D^{\star}-1, D^{\star}\right)$.
Lemma II. 19 Let $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$. Then $\gamma$ has to cross $Q\left(D^{\star}-1, D^{\star}\right)$.
Proof. Assume the contrary, i.e. $\gamma \cap Q\left(D^{\star}-1, D^{\star}\right)=\emptyset$. Using the same arguments as in the end of the proof of Lemma II.11, we can restrict to the case that throughout its whole path $\gamma$ consists only of a unique cluster. On its way to $\boxplus, \gamma$ has to cross a configuration, whose rectangular envelope has both horizontal and vertical length greater or equal to $D^{\star}$. Let

$$
\begin{equation*}
\bar{t}=\min \left\{l \geq 0 \mid P_{H} R(\gamma(l)), P_{V} R(\gamma(l)) \geq D^{\star}\right\} . \tag{II.3.19}
\end{equation*}
$$

By the definition of $\bar{t}$, we have that $R(\gamma(\bar{t}-1)) \in R\left(D^{\star}+m, D^{\star}-1\right)$ for some $m \geq 0$.
Case 1. $[m=0]$.
Obviously, $D^{\star} \geq 2 \ell^{\star}-1$. Hence, by Lemma II. 18 and since $\gamma$ does not cross $Q\left(D^{\star}-1, D^{\star}\right)$, we have that

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t}-1))>\mathrm{H}_{\mathrm{NN}}\left(Q\left(D^{\star}-1, D^{\star}\right)\right)=\mathrm{E}_{\mathrm{NN}}^{\star}-2 \tilde{J}+h \tag{II.3.20}
\end{equation*}
$$

The minimal increase of energy to enlarge the rectangular envelope of a configuration is $2 \tilde{J}-h$. Hence,

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t})) \geq \mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t}-1))+2 \tilde{J}-h>\mathrm{E}_{\mathrm{NN}}^{\star} \tag{II.3.21}
\end{equation*}
$$

This contradicts the fact that $\gamma \in(\boxminus, \boxplus)_{\mathrm{opt}}$, since $\Phi(\boxminus, \boxplus) \leq \max _{\eta \in \gamma_{\mathrm{NN}}} \mathrm{H}_{\mathrm{NN}}(\eta) \leq \mathrm{E}_{\mathrm{NN}}^{\star}$, where $\gamma_{\mathrm{NN}}$ was constructed in Subsection II.3.1.

Case 2. $\left[m \in\left[1, \sqrt{|\Lambda|}-D^{\star}\right)\right]$.
Again, by Lemma II. 18 we have that

$$
\begin{align*}
\mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t}-1)) & \geq \mathrm{H}_{\mathrm{NN}}\left(Q\left(D^{\star}+m, D^{\star}-1\right)\right) \\
& =\mathrm{H}_{\mathrm{NN}}\left(Q\left(D^{\star}, D^{\star}-1\right)\right)+m\left(2 J-h\left(D^{\star}-1\right)\right)  \tag{II.3.22}\\
& >\mathrm{E}_{\mathrm{NN}}^{\star}-2 \tilde{J}+h .
\end{align*}
$$

As before, this leads to a contradiction, since

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t})) \geq \mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t}-1))+2 \tilde{J}-h>\mathrm{E}_{\mathrm{NN}}^{\star} . \tag{II.3.23}
\end{equation*}
$$

Case 3. $\left[m=\sqrt{|\Lambda|}-D^{\star}\right]$.
In this case, $\gamma(\bar{t}-1)$ wraps around the torus. One can easily observe that $\mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t}-1)) \geq$ $\mathrm{H}_{\mathrm{NN}}\left(R\left(\sqrt{|\Lambda|}, D^{\star}-1\right)\right)$. We infer that

$$
\begin{align*}
& \mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t}-1)) \geq \mathrm{H}_{\mathrm{NN}}\left(R\left(\sqrt{|\Lambda|}, D^{\star}-1\right)\right) \\
&=\mathrm{H}_{\mathrm{NN}}\left(Q\left(D^{\star}, D^{\star}-1\right)\right)+\left(\sqrt{|\Lambda|}-D^{\star}\right)\left(2 J-h\left(D^{\star}-1\right)\right)-2 J\left(D^{\star}-1\right)-4 F\left(\ell^{\star}\right) \\
& \quad>\mathrm{H}_{\mathrm{NN}}\left(Q\left(D^{\star}, D^{\star}-1\right)\right)=E_{\mathrm{NN}}^{\star}-2 \tilde{J}+h, \tag{II.3.24}
\end{align*}
$$

where we have used that $F\left(\ell^{\star}\right)<0$ and Assumption II. 14 d). Finally,

$$
\begin{equation*}
\mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t})) \geq \mathrm{H}_{\mathrm{NN}}(\gamma(\bar{t}-1))+2 \tilde{J}-h>E_{\mathrm{NN}}^{\star} \tag{II.3.25}
\end{equation*}
$$

This concludes the proof.
Finally, the following lemma concludes the proof of $\Phi(\boxminus, \boxplus)-\mathrm{H}_{\mathrm{NN}}(\boxminus) \geq \Gamma_{\mathrm{NN}}^{\star}$.
Lemma II. 20 Let $\gamma \in(\boxminus, \boxplus)_{\mathrm{opt}}$. In order to cross a configuration whose rectangular envelope has both vertical and horizontal length greater or equal to $D^{\star}, \gamma$ has to pass through $Q\left(D^{\star}-\right.$ $\left.1, D^{\star}\right)$ and $Q\left(D^{\star}-1, D^{\star}\right)^{1 \mathrm{pr}}$. In particular, each optimal path between $\boxminus$ and $\boxplus$ has to cross $Q\left(D^{\star}-1, D^{\star}\right)^{1 \mathrm{pr}}$.

Proof. Consider the time step $\bar{t}$ defined in the proof of Lemma II.19. It was shown there that necessarily $\gamma(\bar{t}-1)$ needs to belong to $Q\left(D^{\star}-1, D^{\star}\right)$. Since $P_{V} R(\gamma(\bar{t})), P_{H} R(\gamma(\bar{t})) \geq D^{\star}$, $\gamma(\bar{t})$ must be obtained from $\gamma(\bar{t}-1)$ by flipping a $(-1)$-spin at a site that is attached at the coordinate edge of a longer side of the droplet. If it would not attach at the interior of the coordinate edge, then the energy level $\mathrm{E}_{\mathrm{NN}}^{\star}+2 K$ would be reached. Hence, the protuberance must be added at the interior of the coordinate edge, which implies that $\gamma(\bar{t})$ needs to belong to $Q\left(D^{\star}-1, D^{\star}\right)^{1 \mathrm{pr}}$.

## II.3.3 Identification of $\mathcal{P}^{\star}$ and $\mathcal{C}^{\star}$

In Subsection II.3.1 we have seen that $Q\left(D^{\star}-1, D^{\star}\right) \subset \mathcal{P}^{\star}$. Now let $\sigma \in \mathcal{P}^{\star}$ and $x \in \Lambda$ be such that $\sigma^{x} \in \mathcal{C}^{\star}$. If follows from the definition of $\mathcal{P}^{\star}$ and $\mathcal{C}^{\star}$ that there exists $\bar{\gamma} \in(\boxminus, \boxplus)_{\text {opt }}$ and $\ell \in \mathbb{N}$ such that
(i) $\bar{\gamma}(\ell)=\sigma$ and $\bar{\gamma}(\ell+1)=\sigma^{x}$,
(ii) $\mathrm{H}_{\mathrm{NN}}(\bar{\gamma}(k))<\mathrm{E}_{\mathrm{NN}}^{\star}$ for all $k \in\{0, \ldots, \ell\}$,
(iii) $\Phi(\boxminus, \bar{\gamma}(k)) \geq \Phi(\bar{\gamma}(k), \boxplus)$ for all $k \geq \ell+1$.

By Lemma II.20, (ii) implies that $\min \left(P_{H} R(\sigma), P_{V} R(\sigma)\right) \leq D^{\star}-1$, since otherwise the energy level $\mathrm{E}_{\mathrm{N} \mathrm{N}}^{\star}$ would have been reached. There are two possible cases.

Case 1. $\left[P_{H} R\left(\sigma^{x}\right), P_{V} R\left(\sigma^{x}\right) \geq D^{\star}\right]$.
Lemma II. 20 implies that necessarily $\sigma \in Q\left(D^{\star}-1, D^{\star}\right)$ and $\sigma^{x} \in Q\left(D^{\star}-1, D^{\star}\right)^{1 \mathrm{pr}}$.
Case 2. $\left[\min \left(P_{H} R\left(\sigma^{x}\right), P_{V} R\left(\sigma^{x}\right)\right) \leq D^{\star}-1\right]$.
Also by Lemma II.20, there must exist some $k^{\star} \geq \ell+2$ such that $\bar{\gamma}\left(k^{\star}\right) \in Q\left(D^{\star}-1, D^{\star}\right)$. But this contradicts (iii), since $\Phi\left(\boxminus, \gamma\left(k^{\star}\right)\right)<\Phi\left(\bar{\gamma}\left(k^{\star}\right), \boxplus\right)=\mathrm{E}_{\mathrm{NN}}^{\star}$. Hence, only Case 1 can hold true.

We conclude that $\mathcal{P}^{\star}=Q\left(D^{\star}-1, D^{\star}\right)$ and $\mathcal{C}^{\star}=Q\left(D^{\star}-1, D^{\star}\right)^{1 \mathrm{pr}}$.

## II.3.4 Verification of (H1)

Obviously, $S_{\text {stab }}=\{\boxplus\}$, since $\boxplus$ minimizes all three sums in (II.3.1). It remains to show that $S_{\text {meta }}=\{\boxminus\}$.

Let $\sigma \in S \backslash\{\boxminus, \boxplus\}$. As in Subsection II.2.4, we have to show that there exists $\sigma^{\prime} \in S$ such that $\mathrm{H}_{\mathrm{NN}}\left(\sigma^{\prime}\right)<\mathrm{H}_{\mathrm{NN}}(\sigma)$ and $\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{\mathrm{NN}}(\sigma)<\Gamma_{\mathrm{NN}}^{\star}$.

Case 1. $[\sigma$ contains a cluster, which is not a stable octagon and not a rectangle that wraps around the torus].
Lemma II. 17 implies that $\sigma$ is not a local minimum, i.e. there exists $x \in \Lambda$ such that $\mathrm{H}_{\mathrm{NN}}\left(\sigma^{x}\right)<$ $\mathrm{H}_{\mathrm{NN}}(\sigma)$ and $\Phi\left(\sigma, \sigma^{x}\right)-\mathrm{H}_{\mathrm{NN}}(\sigma)=0<\Gamma_{\mathrm{NN}}^{\star}$.

Case 2. [ $\sigma$ contains a cluster $Q$, which is a stable octagon with $\left.D^{\star} \leq P_{V} R(Q) \leq \sqrt{\Lambda}-1\right]$. Let $\sigma^{\prime}$ be obtained from $\sigma$ by attaching at $Q$ an oblique bar at its NE-edge and its SE-edge respectively, and a vertical bar at its E-edge in the same way that was described in the third step of the construction of $\gamma_{\mathrm{NN}}$ given in Subsection II.3.1. Then we obtain

$$
\begin{align*}
\mathrm{H}_{\mathrm{NN}}\left(\sigma^{\prime}\right)-\mathrm{H}_{\mathrm{NN}}(\sigma) & \leq 2 J-P_{V} R(Q) h \leq 2 J-D^{\star} h<0, \quad \text { and } \\
\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{\mathrm{NN}}(\sigma) & \leq 2 \tilde{J}-h<\Gamma_{\mathrm{NN}}^{\star} \tag{II.3.26}
\end{align*}
$$

Case 3. $\left[\sigma\right.$ contains a cluster $Q$, which is a stable octagon with $\left.P_{V} R(Q) \leq D^{\star}-1\right]$.
Let $\sigma^{\prime}$ be obtained from $\sigma$ as follows. First the uppermost $(+1)$-spin at the NE-edge is flipped. Afterwards, successively, adjacent ( +1 )-spins are flipped until this oblique bar consist only of $(-1)$-spins. In the same way, the SE-edge and the E-edge of $Q$ are detached by starting from the uppermost $(+1)$-spin and then successively flipping all adjacent $(+1)$-spins until the respective edge is detached from $Q$. Then

$$
\begin{align*}
\mathrm{H}_{\mathrm{NN}}\left(\sigma^{\prime}\right)-\mathrm{H}_{\mathrm{NN}}(\sigma) & =-2 J+P_{V} R(Q) h \leq-2 J+\left(D^{\star}-1\right) h<0, \quad \text { and } \\
\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{\mathrm{NN}}(\sigma) & \leq\left(P_{V} R(Q)-1\right) h<\Gamma_{\mathrm{NN}}^{\star} . \tag{II.3.27}
\end{align*}
$$

Case 4. [ $\sigma$ contains a cluster $R$ that is a rectangle that wraps around the torus.].
Let $\sigma^{\prime}$ be obtained from $\sigma$ by attaching at $R$ a bar that also wraps around the torus. Then, by Assumption II. 6 d), we have that

$$
\begin{align*}
\mathrm{H}_{\mathrm{NN}}\left(\sigma^{\prime}\right)-\mathrm{H}_{\mathrm{NN}}(\sigma) & =2 \tilde{J}-\sqrt{|\Lambda|} h<0, \quad \text { and }  \tag{II.3.28}\\
\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{\mathrm{NN}}(\sigma) & =2 \tilde{J}-h<\Gamma_{\mathrm{NN}}^{\star} .
\end{align*}
$$

We conclude that $S_{\text {meta }}=\{\boxminus\}$.

## II.3.5 Verification of (H2)

Obviously, $\left|\left\{\sigma \in \mathcal{P}^{\star} \mid \sigma \sim \sigma^{\prime}\right\}\right|=1$ for all $\sigma^{\prime} \in \mathcal{C}^{\star}$. Therefore, (H2) holds.

## II.3.6 Computation of $K$

We proceed analogously to Subsection II.2.6.

Lower bound. Note that $\partial^{+} \mathcal{C}^{\star} \cap S^{\star}=Q\left(D^{\star}-1, D^{\star}\right) \cup Q\left(D^{\star}-1, D^{\star}\right)^{2 \mathrm{pr}}, Q\left(D^{\star}-\right.$ $\left.1, D^{\star}\right) \subset S_{\boxminus}$ and $Q\left(D^{\star}-1, D^{\star}\right)^{2 \mathrm{pr}} \subset S_{\boxplus}$. Hence,

$$
\begin{align*}
\frac{1}{K} & \geq \min _{C_{1}, \ldots, C_{I} \in[0,1]} \min _{\substack{h:\left.S^{\star} \rightarrow[0,1] \\
h\right|_{S_{\mathrm{E}}}=1,\left.\right|_{S_{\boxplus}}=0,\left.h\right|_{S_{i}}=C_{i} \forall i}} \frac{1}{2} \sum_{\eta, \eta^{\prime} \in\left(\mathcal{C}^{\star}\right)^{+}} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2} \\
& =\min _{h: \mathcal{C}^{\star} \rightarrow[0,1]} \sum_{\eta \in \mathcal{C}^{\star}}\left(\sum_{\eta^{\prime} \in Q\left(D^{\star}-1, D^{\star}\right), \eta^{\prime} \sim \eta}[1-h(\eta)]^{2}+\sum_{\eta^{\prime} \in Q\left(D^{\star}-1, D^{\star}\right)^{2 \mathrm{pr}}, \eta^{\prime} \sim \eta} h(\eta)^{2}\right)  \tag{II.3.29}\\
& =\sum_{\eta \in \mathcal{C}^{\star}} \min _{h \in[0,1]}\left(\left|Q\left(D^{\star}-1, D^{\star}\right) \sim \eta\right|[1-h]^{2}+\left|Q\left(D^{\star}-1, D^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right| h^{2}\right) \\
& =\sum_{\eta \in \mathcal{C}^{\star}} \frac{\left|Q\left(D^{\star}-1, D^{\star}\right) \sim \eta\right| \cdot\left|Q\left(D^{\star}-1, D^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right|}{\left|Q\left(D^{\star}-1, D^{\star}\right) \sim \eta\right|+\left|Q\left(D^{\star}-1, D^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right|} .
\end{align*}
$$

For all $\eta \in \mathcal{C}^{\star}$ we have that $\left|Q\left(D^{\star}-1, D^{\star}\right) \sim \eta\right|=1$. Moreover, there are four sites at the longer coordinate edges of a critical droplet with $\left|Q\left(D^{\star}-1, D^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right|=1$, and $2\left(L^{\star}-4\right)$ sites with $\left|Q\left(D^{\star}-1, D^{\star}\right)^{2 \mathrm{pr}} \sim \eta\right|=2$. Further, there are $|\Lambda|$ possible locations for a configuration in $\mathcal{C}^{\star}$, and there are two analogue rotations for each critical droplet. Therefore, we obtain that

$$
\begin{equation*}
\frac{1}{K} \geq\left(2\left(L^{\star}-4\right) \frac{2}{3}+4 \frac{1}{2}\right) 2|\Lambda|=\frac{4\left(2 L^{\star}-5\right)}{3}|\Lambda| . \tag{II.3.30}
\end{equation*}
$$

Upper bound. The following proof uses the same arguments as in Subsection II.2.6. Hence, we shall only sketch the main arguments here. Define

$$
\begin{align*}
& \mathscr{S}^{-}=\left\{\sigma \in S^{\star} \mid \min \left(P_{H} R(\eta), P_{V} R(\eta)\right) \leq D^{\star}-1 \text { for all clusters } \eta \text { of } \sigma\right\}, \text { and }  \tag{II.3.31}\\
& \mathscr{S}^{+}=\left\{\sigma \in S^{\star} \mid \text { there exists a cluster } \eta \text { of } \sigma \text { such that } P_{H} R(\eta), P_{V} R(\eta) \geq D^{\star}\right\} .
\end{align*}
$$

Note that $S^{\star}=\mathscr{S}^{-} \cup \mathscr{S}^{+}, \mathscr{S}^{-} \cap \mathscr{S}^{+}=\emptyset, \mathcal{P}^{\star} \subset \mathscr{S}^{-}$and $\mathcal{C}^{\star} \subset \mathscr{S}^{+}$.

Lemma II. 21 Let $\sigma \in \mathscr{S}^{-}$and $\sigma^{\prime} \in \mathscr{S}^{+}$. Then $\sigma \sim \sigma^{\prime}$ if and only if $\sigma \in \mathcal{P}^{\star}$ and $\sigma^{\prime} \in \mathcal{C}^{\star}$.
Proof. The proof is a straightforward adaptation of the proof of Lemma II.19.
The same arguments as in Subsection II.2.6 yield that $S_{\boxminus} \subset \mathscr{S}^{-}, S_{\boxplus} \subset \mathscr{S}^{+}$and for all $i=0, \ldots, I$ we have that either $S_{i} \subset \mathscr{S}^{-}$or $S_{i} \subset \mathscr{S}^{+}$. Therefore, as in Subsection II.2.6, we can estimate the minimum in (II.1.16) from above by the minimum over all functions of the form (II.2.36) and use Lemma II. 21 to infer that

$$
\begin{align*}
\frac{1}{K} & \leq \min _{\substack{h:\left.S^{\star} \rightarrow[0,1] \\
h\right|_{\mathscr{S}-}=1,\left.h\right|_{\mathscr{S}}+\backslash \mathcal{C}^{\star}=0}} \frac{1}{2} \sum_{\eta, \eta^{\prime} \in S^{\star}} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2} \\
& =\min _{\substack{h:\left.\left(\mathcal{C}^{\star}\right)^{+} \rightarrow[0,1] \\
h\right|_{\mathscr{S}-\cap a^{+} \mathcal{C}^{\star}=1,\left.h\right|_{\mathscr{S}+\cap a^{+}+\mathcal{C}^{\star}}=0}}} \frac{1}{2} \sum_{\eta, \eta^{\prime} \in\left(\mathcal{C}^{\star}\right)^{+}} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2}  \tag{II.3.32}\\
& =\min _{h: \mathcal{C}^{\star} \rightarrow[0,1]} \sum_{\eta \in \mathcal{C}^{\star}}\left(\sum_{\eta^{\prime} \in Q\left(D^{\star}-1, D^{\star}\right), \eta^{\prime} \sim \eta}[1-h(\eta)]^{2}+\sum_{\eta^{\prime} \in Q\left(D^{\star}-1, D^{\star}\right)^{2 \mathrm{pr}}, \eta^{\prime} \sim \eta} h(\eta)^{2}\right) \\
& =\frac{4\left(2 L^{\star}-5\right)}{3}|\Lambda| .
\end{align*}
$$

## II. 4 Ising model with alternating magnetic field

We adapt the same strategy as in the Sections II. 2 and II. 3 to a third modification of the Ising model (cf. Section I.4.4), where the Hamiltonian is given by

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\sigma)=-\frac{J}{2} \sum_{(x, y) \in \Lambda^{\star}} \sigma(x) \sigma(y)+\frac{h_{2}}{2} \sum_{x \in \Lambda_{2}} \sigma(x)-\frac{h_{1}}{2} \sum_{x \in \Lambda_{1}} \sigma(x) \tag{II.4.1}
\end{equation*}
$$

where $\sigma \in S, J, h_{2}, h_{1}>0, \Lambda_{2}=\left\{\left(x_{1}, x_{2}\right) \in \Lambda \mid x_{2}\right.$ is odd $\}$ are the odd rows in $\Lambda, \Lambda_{1}=\Lambda \backslash \Lambda_{2}$ are the even rows and $\Lambda^{\star}$ is the set of unordered nearest-neighbour bonds in $\Lambda$. One can rewrite $\mathrm{H}_{ \pm}(\sigma)$ geometrically as

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\sigma)=\mathrm{H}_{ \pm}(\boxminus)+h_{2}\left|\sigma \cap \Lambda_{2}\right|-h_{1}\left|\sigma \cap \Lambda_{1}\right|+J|\partial(\sigma)| . \tag{II.4.2}
\end{equation*}
$$

Under the assumptions below, the critical lengths in this model are given by

$$
\begin{equation*}
l_{b}^{\star}=\left\lceil\frac{\mu}{\varepsilon}\right\rceil \quad \text { and } \quad l_{h}^{\star}=2 l_{b}^{\star}-1 \tag{II.4.3}
\end{equation*}
$$

where

$$
\begin{align*}
& \varepsilon=h_{1}-h_{2}, \quad \text { and } \\
& \mu=2 J-h_{2} . \tag{II.4.4}
\end{align*}
$$

$l_{b}^{\star}$ will be the length of the basis of the critical droplet, and $l_{h}^{\star}$ will be its height. We make the following assumptions in this section.

Assumption II. 22 a) $h_{1}>h_{2}$,
b) $J>h_{1}$,
c) $\frac{\mu}{\varepsilon} \notin \mathbb{N}$,
d) $|\Lambda|>\left(2\left\lceil\frac{2 J\left(l_{h}^{\star}-1\right)+h_{2}}{4 J-\varepsilon\left(l_{b}^{\star}-1\right)}\right\rceil+l_{h}^{\star}\right)^{2}$.

Assumption a) ensures that $\boxplus$ is the stable configuration in this system. Assumptions b), c) and d) are made due to similar reasons as in the Sections II. 2 and II.3. Assumption b) can also be modified in various ways. E.g. one can take $J<h_{1}<2 J$. We refer to [107, p. 10], where several other regimes are listed. In contrast to [107], in this text, we only consider the regime given in Assumption II.22, since all other regimes can be handled in a similar way without using new ideas. It immediately follows from Assumption II. 22 c ) that

$$
\begin{equation*}
\left(l_{b}^{\star}-1\right) \varepsilon<\mu<l_{b}^{\star} \varepsilon . \tag{II.4.5}
\end{equation*}
$$

In the following definition we define the protocritical and the critical configurations for this model. Figure II. 4 below provides an example.

Definition II. 23 Let $\sigma \in S$ consist of a unique cluster. $l \in R(1 \times 2)$ is called a 2-protuberance attached at $\sigma$ if there exists $x \in l$ and $\bar{y} \in \sigma$ such that $|x-\bar{y}|=1$ and $\sum_{y \in \Lambda:|y-x|=1} \sigma(y)=0$ and $\sum_{y \in \Lambda:\left|y-x^{\prime}\right|=1} \sigma(y)=-2$, where $x^{\prime}$ is the unique element in $l \backslash x$.

We define the following subsets of $S$.
$\mathcal{P}_{1}$ denotes the set of all configurations consisting only of a rectangle from $R\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)$ that starts and ends in $\Lambda_{1}$ (i.e. the bottom and the top row belong to $\Lambda_{1}$ ) and with an additional protuberance attached at one of its vertical sides on a row in $\Lambda_{1}$.
$\mathcal{C}_{1}$ denotes the set of all configurations that are obtained from a configuration in $\mathcal{P}_{1}$ by adding a second $(+1)-$ spin in $\Lambda_{2}$ adjacent to the protuberance and attached at the rectangle.
$\mathcal{P}_{2}^{\prime}$ denotes the set of all configurations consisting only of a rectangle from $R\left(l_{b}^{\star} \times\left(l_{h}^{\star}-2\right)\right)$ that starts and ends in $\Lambda_{1}$ and with an additional horizontal bar of length 2 attached at one of the horizontal sides of the droplet.
$\mathcal{P}_{2}^{\prime \prime}$ denotes the set of all configurations consisting only of a rectangle from $R\left(l_{b}^{\star} \times\left(l_{h}^{\star}-\right.\right.$ 2)) that starts and ends in $\Lambda_{1}$ and with an additional 2-protuberance attached at one of the horizontal sides of the droplet.

Define $\mathcal{P}_{2}=\mathcal{P}_{2}^{\prime} \cup \mathcal{P}_{2}^{\prime \prime}$.
$\mathcal{C}_{2}^{\prime}$ denotes the set of all configurations that are obtained from a configuration in $\mathcal{P}_{2}^{\prime}$ by adding $a(+1)$-spin in $\Lambda_{1}$ attached to the horizontal bar of length 2.
$\mathcal{C}_{2}^{\prime \prime}$ denotes the set of all configurations that are obtained from a configuration in $\mathcal{P}_{2}^{\prime \prime}$ by adding $a(+1)$-spin, which is both attached to the 2-protuberance and to the rectangle.

We easily observe that $\mathcal{C}_{2}^{\prime}=\mathcal{C}_{2}^{\prime \prime}$. Define $\mathcal{C}_{2}=\mathcal{C}_{2}^{\prime}=\mathcal{C}_{2}^{\prime \prime}$.
We now state the main result of this section.
Theorem II. 24 Under Assumption II.22, the pair $(\boxminus, \boxplus)$ satisfies (H1) so that Theorem II. 3 a), Theorem II. 4 and Theorem II. 5 hold for the Ising model with alternating magnetic field. Moreover,

- $\mathcal{P}^{\star}=\mathcal{P}_{1} \cup \mathcal{P}_{2}$,
- $\mathcal{C}^{\star}=\mathcal{C}_{1} \cup \mathcal{C}_{2}$,
- $\Phi(\boxminus, \boxplus)-\mathrm{H}_{ \pm}(\boxminus)=4 J l_{b}^{\star}+\mu\left(l_{b}^{\star}-1\right)-\varepsilon\left(l_{b}^{\star}\left(l_{b}^{\star}-1\right)+1\right)=: \Gamma_{ \pm}^{\star}=: \mathrm{E}_{ \pm}^{\star}-\mathrm{H}_{ \pm}(\boxminus)$,
- $K^{-1}=\frac{14\left(l_{b}^{t}-1\right)}{3}|\Lambda|$.

Proof. The proof is divided into the Subsection II.4.1-II.4.5.


Figure II.4: From ${ }^{\star}$ 仼ft to right: An element in $\mathcal{P}_{1}, \mathcal{C}_{1}, \mathcal{P}_{2}$ and $\mathcal{C}_{2}$. ${ }^{\text {夻 }}$

## II.4.1 Proof of $\Phi(\boxminus, \boxplus)-H_{ \pm}(\boxminus) \leq \Gamma_{ \pm}^{\star}$

As in Sections II. 2 and II.3, we construct a reference path $\gamma_{ \pm}: \boxminus \rightarrow \boxplus$ such that

$$
\begin{equation*}
\max _{\eta \in \gamma_{ \pm}} \mathrm{H}_{ \pm}(\eta) \leq \mathrm{H}_{ \pm}(\boxminus)+\Gamma_{ \pm}^{\star}=\mathrm{E}_{ \pm}^{\star} . \tag{II.4.6}
\end{equation*}
$$

Construction of $\gamma_{ \pm} . \gamma_{ \pm}$is given through the following scheme.

- Let $\gamma_{ \pm}(0)=\boxminus$.
- In the first step an arbitrary $(-1)$-spin in $\Lambda_{1}$ is flipped.
- [From $R(l \times(2 l-1))$ to $R((l+1) \times(2 l+1))$ for $l \leq l_{b}^{\star}-1$.]

A protuberance is added to the right vertical side of the droplet at a row that belongs to $\Lambda_{1}$. Then successively adjacent ( -1 )-spins are flipped until the droplet belongs to the set $R((l+1) \times(2 l-1))$. Next, a protuberance is added to the above horizontal side of the droplet, which is an odd row. Afterwards, a second ( +1 )-spin is added above the protuberance on the even row. Hence, a 2-protuberance attached to the above horizontal side of the droplet was added. Then, analogously as for this 2 -protuberance, one adds successively adjacent $1 \times 2$ rectangles at the above horizontal side of the droplet until $R((l+1) \times(2 l+1))$ is reached.

- From $R\left(l \times l_{h}^{\star}\right)$ to $R\left((l+1) \times l_{h}^{\star}\right)$ for $l \geq l_{b}^{\star}$.]

A protuberance is added on the right vertical side of the droplet at a row that belongs to $\Lambda_{1}$, and successively adjacent $(-1)$-spins are flipped until the droplet belongs to $R\left((l+1) \times l_{h}^{\star}\right)$.

- [From $R\left(\sqrt{|\Lambda|} \times l_{h}^{\star}\right)$ to $\boxplus$.]

As above, a 2-protuberance is added to the above horizontal side of the droplet, which is an odd row, and successively adjacent $1 \times 2$ rectangles are added at the above horizontal side of the droplet, until a configuration in $R\left(\sqrt{|\Lambda|} \times\left(l_{h}^{\star}+2\right)\right)$ is reached. This procedure is repeated until the configuration $\boxplus$ appears.

Inequality (II.4.6) holds. Let $k^{\star}$ be such that $\gamma_{ \pm}\left(k^{\star}\right) \in R\left(l_{b}^{\star} \times\left(l_{h}^{\star}-2\right)\right)$. Using (II.4.2) and Assumption II.22, we observe that

$$
\begin{align*}
\mathrm{H}_{ \pm}\left(\gamma_{ \pm}\left(k^{\star}\right)\right) & =\mathrm{H}_{ \pm}(\boxminus)+6 J\left(l_{b}^{\star}-1\right)-h_{1} l_{b}^{\star}\left(l_{b}^{\star}-1\right)+h_{2} l_{b}^{\star}\left(l_{b}^{\star}-2\right) \\
& \left.=\mathrm{H}_{ \pm}(\boxminus)+4 J\left(l_{b}^{\star}-1\right)+\mu\left(l_{b}^{\star}-1\right)-\varepsilon l_{b}^{\star} l_{b}^{\star}-1\right)-h_{2}  \tag{II.4.7}\\
& =\mathrm{E}_{ \pm}^{\star}-4 J+\varepsilon-h_{2}<\mathrm{E}_{ \pm}^{\star} .
\end{align*}
$$

If we go backwards in the path from that point on, then we will have to cut the right vertical bar of the droplet. While cutting this vertical bar, the highest energy level is reached when only two adjacent $(+1)$-spins remain, one in $\Lambda_{1}$ and one in $\Lambda_{2}$. Indeed, at that point the energy in (II.4.7) is increased by $\varepsilon / 2\left(l_{b}^{\star}-3\right)+h_{2}$, so that it equals

$$
\begin{equation*}
\mathrm{E}_{ \pm}^{\star}-4 J+\varepsilon\left(l_{b}^{\star}-1\right)<\mathrm{E}_{ \pm}^{\star}, \tag{II.4.8}
\end{equation*}
$$

where we have used (II.4.5). Cutting the last ( +1 )-spins, we reach $R\left(\left(l_{b}^{\star}-1\right) \times\left(l_{h}^{\star}-2\right)\right)$ and the energy decreases to $\mathrm{E}_{ \pm}^{\star}-6 J+\varepsilon l_{b}^{\star}$. Next, we have to cut the above two rows by successively cutting vertical bars of length 2 in these rows. Doing that, the highest energy point is the stage, where only one vertical bar of length 2 and a single ( +1 )-spin in $\Lambda_{2}$ next to it have remained. At this point the energy has increased by $\varepsilon\left(l_{b}^{\star}-2\right)+h_{1}$ and it equals to

$$
\begin{equation*}
\mathrm{E}_{ \pm}^{\star}-6 J+\varepsilon l_{b}^{\star}+\varepsilon\left(l_{b}^{\star}-2\right)+h_{1}=\mathrm{E}_{ \pm}^{\star}-6 J+2 \varepsilon\left(l_{b}^{\star}-1\right)+h_{1}<\mathrm{E}_{ \pm}^{\star} . \tag{II.4.9}
\end{equation*}
$$

Using the same arguments, if we keep on going backwards in the path of $\gamma_{ \pm}$, we will always stay below $\mathrm{E}_{ \pm}^{\star}$, since the sizes of the cut columns and rows further decrease. Hence,

$$
\begin{equation*}
\max _{i=1, \ldots, k^{\star}} \mathrm{H}_{ \pm}\left(\gamma_{ \pm}(i)\right)<\mathrm{E}_{ \pm}^{\star} . \tag{II.4.10}
\end{equation*}
$$

We now consider the path of $\gamma_{ \pm}$after the step $k^{\star}+3$. We have that $\mathrm{H}_{ \pm}\left(\gamma_{ \pm}\left(k^{\star}+3\right)\right)=\mathrm{E}_{ \pm}^{\star}$. First, the two rows above the droplet are filled. This lowers the energy to $\mathrm{E}_{ \pm}^{\star}-\varepsilon\left(l_{b}^{\star}-1\right)-h_{2}$. Afterwards, a protuberance is attached on the right vertical side of the droplet in a row that belongs to $\Lambda_{1}$. The energy is increased by $2 J-h_{1}$ and equals to

$$
\begin{equation*}
\mathrm{E}_{ \pm}^{\star}+\mu-\varepsilon l_{b}^{\star}-h_{2}<\mathrm{E}_{ \pm}^{\star} . \tag{II.4.11}
\end{equation*}
$$

Adding a second (+1)-spin adjacent to the protuberance further increases the energy by $h_{2}$. By (II.4.5), we still get

$$
\begin{equation*}
\mathrm{E}_{ \pm}^{\star}+\mu-\varepsilon l_{b}^{\star}<\mathrm{E}_{ \pm}^{\star} . \tag{II.4.12}
\end{equation*}
$$

If we fill this column, we further decrease the energy so that the energy still remains below $\mathrm{E}_{ \pm}^{\star}$. In the following, analogously, columns are added successively on the right vertical side of the droplet and each column decreases the energy by $\mu-\varepsilon l_{b}^{\star}$. This is repeated until the droplet wraps around the torus. It is easy to see that the remaining part of $\gamma$ also stays below $\mathrm{E}_{ \pm}^{\star}$. Hence,

$$
\begin{equation*}
\max _{i \geq k^{\star}+3} \mathrm{H}_{ \pm}\left(\gamma_{ \pm}(i)\right) \leq \mathrm{E}_{ \pm}^{\star} \tag{II.4.13}
\end{equation*}
$$

Finally, we have that $\mathrm{H}_{ \pm}\left(\gamma_{ \pm}\left(k^{\star}+1\right)\right)=\mathrm{E}_{ \pm}^{\star}-2 J+h_{1}-h_{2}$ and $\mathrm{H}_{ \pm}\left(\gamma_{ \pm}\left(k^{\star}+2\right)\right)=\mathrm{E}_{ \pm}^{\star}-h_{2}$, which are clearly below $\mathrm{E}_{ \pm}^{\star}$. Hence, together with (II.4.10) and (II.4.13), we conclude (II.4.6).

## II.4.2 Proof of $\Phi(\boxminus, \boxplus)-H_{ \pm}(\boxminus) \geq \Gamma_{ \pm}^{\star}$

Before we prove that $\Phi(\boxminus, \boxplus)-H_{ \pm}(\boxminus) \geq \Gamma_{ \pm}^{\star}$, we need to collect some results that were established in [107].

Definition II. 25 Let $l_{1}, l_{2} \in \mathbb{N}$. We say that $\sigma \in R\left(l_{1} \times l_{2}\right)$ is a stable rectangle if $\sigma$ starts and ends in $\Lambda_{1}$ (i.e. its bottom and top row belong to $\Lambda_{1}$ ), $l_{1} \geq 2, l_{2} \geq 3$ and $l_{2}$ is odd. Note that a stable rectangle can possibly wrap around the torus.

Recall (II.1.11). Analogously to [107], we say that $\sigma \in S$ is $h_{2}$-stable if and only if $\sigma \in S_{h_{2}}$.
Lemma II. $26 \sigma \in S$ is $h_{2}$-stable if and only if $\sigma$ is a union of isolated stable rectangles.
Proof. This is the content of [107, Proposition 3.1] and the comment after it.
The following lemma is the analogue of Corollary II. 10 for this model.
Lemma II. 27 Let $\sigma \in S$ be such that $R(\sigma)$ is a stable rectangle. Then

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\sigma) \geq \mathrm{H}_{ \pm}(R(\sigma)), \tag{II.4.14}
\end{equation*}
$$

and equality holds, if and only if $\sigma=R(\sigma)$.
Proof. This is the content of [107, Lemma 3.3].
Let $l_{1}, l_{2} \in \mathbb{N}$, and let $R, R^{\prime} \in R\left(l_{1} \times l_{2}\right)$. Note that if $l_{2}$ is an odd number, $R$ starts in $\Lambda_{2}$ and $R^{\prime}$ starts in $\Lambda_{1}$, then $\mathrm{H}_{ \pm}(R)>\mathrm{H}_{ \pm}\left(R^{\prime}\right)$. And if $l_{2}$ is even, then $\mathrm{H}_{ \pm}(R)=\mathrm{H}_{ \pm}\left(R^{\prime}\right)$. Therefore, from now on, we set $\mathrm{H}_{ \pm}\left(l_{1} \times l_{2}\right)=\mathrm{H}_{ \pm}\left(R^{\prime}\right)$, which is the energetically more profitable choice. We will use this fact tacitly several times in the remaining part of this section.

Lemma II. 28 Let $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$. Then $\gamma$ has to cross $\mathcal{P}_{1} \cup \mathcal{P}_{2}$.
Proof. Assume the contrary, i.e. $\gamma \cap\left\{\mathcal{P}_{1} \cup \mathcal{P}_{2}\right\}=\emptyset$. Suppose first that throughout its whole path $\gamma$ consists of a unique cluster. At the end of this proof we treat the general case.

Since $\gamma$ leads to $\boxplus$, there exists some time $\bar{t}$ such that $P_{V} R(\gamma(j)) \geq l_{h}^{\star}$ and $P_{H} R(\gamma(j)) \geq l_{b}^{\star}$ for all $j \geq \bar{t}$ and

$$
\begin{equation*}
\bar{t}-1=\max \left\{j \geq 0 \mid P_{V} R(\gamma(j))<l_{h}^{\star} \text { or } P_{H} R(\gamma(j))<l_{b}^{\star}\right\} \tag{II.4.15}
\end{equation*}
$$

Note that $\gamma(\bar{t}-1)$ has to satisfy either
1.) $P_{H} R(\gamma(\bar{t}-1))=l_{b}^{\star}-1$ and $P_{V} R(\gamma(\bar{t}-1))=l_{h}^{\star}+n$ for some $n \geq 0$, or
2.) $P_{V} R(\gamma(\bar{t}-1))=l_{h}^{\star}-1$ and $P_{H} R(\gamma(\bar{t}-1))=l_{b}^{\star}+m$ for some $m \geq 0$.

Case 1. $\left[P_{H} R(\gamma(\bar{t}-1))=l_{b}^{\star}-1\right.$ and $P_{V} R(\gamma(\bar{t}-1))=l_{h}^{\star}+n$ for some $\left.n \geq 0\right]$.
Case 1.1. $[n=0]$.
Let $\tau$ be the first time that a second ( +1 )-spin is added outside of $R(\gamma(\bar{t}-1))=R\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)$, i.e.

$$
\begin{equation*}
\tau=\min \{j \geq \bar{t}+1| | \gamma(j) \backslash R(\gamma(\bar{t}-1)) \mid=2\} \tag{II.4.16}
\end{equation*}
$$

Note that $|\gamma(\tau-1) \backslash R(\gamma(\bar{t}-1))|=1$ and that this protuberance is placed either at the right vertical side or at the left vertical side of $R(\gamma(\bar{t}-1))$, since $\gamma(\bar{t}-1)$ was the last configuration with the property $P_{H} R(\gamma(\bar{t}-1))=l_{b}^{\star}-1$. Analogously, $P_{V} R(\gamma(\tau-1))=l_{h}^{\star}$, otherwise, this would also contradict the definition of $\bar{t}-1$. Now if $\gamma(\tau-1) \backslash R(\gamma(\bar{t}-1)) \in \Lambda_{2}$, we have that

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\gamma(\tau-1)) \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)+2 J+h_{2}=\mathrm{E}_{ \pm}^{\star}+h_{1}>\mathrm{E}_{ \pm}^{\star} . \tag{II.4.17}
\end{equation*}
$$

This contradicts $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$, since we already know from Subsection II.4.1 that $\Phi(\boxminus, \boxplus) \leq$ $E_{ \pm}^{\star}$. But if $\gamma(\tau-1) \backslash R(\gamma(\bar{t}-1)) \in \Lambda_{1}$, then, since $\gamma$ does not cross $\mathcal{P}_{1}$ and since the minimal increase of energy to enlarge the rectangular envelope is $2 J-h_{1}$, we have by Lemma II. 27 that

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\gamma(\tau-1))>\mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)+2 J-h_{1}=\mathrm{E}_{ \pm}^{\star}-h_{2} . \tag{II.4.18}
\end{equation*}
$$

$\gamma(\tau)$ is obtained from $\gamma(\tau-1)$ by flipping a ( -1 )-spin outside of $R(\gamma(\bar{t}-1)$ ). One can easily see that the most profitable way is to flip a $(-1)$-spin at a site that is adjacent to the protuberance of $\gamma(\tau-1)$, which consequently must belong to $\Lambda_{2}$. Hence,

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\gamma(\tau)) \geq \mathrm{H}_{ \pm}(\gamma(\tau-1))+h_{2}>\mathrm{E}_{ \pm}^{\star}, \tag{II.4.19}
\end{equation*}
$$

which leads to a contradiction.
Case 1.2. $[n=2 k$ for some $k>1]$.
According to Lemma II.27, we have that

$$
\begin{align*}
\mathrm{H}_{ \pm}(\gamma(\bar{t})) & \geq \mathrm{H}_{ \pm}(\gamma(\bar{t}-1))+2 J-h_{1} \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times\left(l_{h}^{\star}+2 k\right)\right)+2 J-h_{1}  \tag{II.4.20}\\
& =\mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)+k\left(4 J-\varepsilon\left(l_{b}^{\star}-1\right)\right)+2 J-h_{1}>\mathrm{E}_{ \pm}^{\star} .
\end{align*}
$$

As before, this leads to a contradiction.
Case 1.3. $[n=2 k+1$ for some $k \geq 0]$.
It holds that either the top or bottom row of $\gamma(\bar{t})$ must belong to $\Lambda_{2}$. Similar to Case 1.2, we obtain a contradiction, since

$$
\begin{aligned}
\mathrm{H}_{ \pm}(\gamma(\bar{t})) & \geq \mathrm{H}_{ \pm}(\gamma(\bar{t}-1))+2 J-h_{1} \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times\left(l_{h}^{\star}+2 k\right)\right)+4 J+h_{2}-h_{1} \\
& \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)+4 J+h_{2}-h_{1}>\mathrm{E}_{ \pm}^{\star} .
\end{aligned}
$$

Case 1.4. $\left[P_{V} R(\gamma(\bar{t}-1))=\sqrt{|\Lambda|}\right]$.
Using Assumption II. 22 d ), we observe that

$$
\begin{align*}
\mathrm{H}_{ \pm}(\gamma(\bar{t}-1)) & \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times \sqrt{|\Lambda|}\right) \\
& \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)+\left\lfloor\left(\sqrt{|\Lambda|}-l_{h}^{\star}\right) / 2\right\rfloor\left(4 J-\varepsilon\left(l_{b}^{\star}-1\right)\right)+h_{2}\left(l_{b}^{\star}-1\right)  \tag{II.4.21}\\
& >\mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)+h_{2} .
\end{align*}
$$

This leads to a contradiction, since

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\gamma(\bar{t})) \geq \mathrm{H}_{ \pm}(\gamma(\bar{t}-1))+2 J-h_{1}>\mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)+h_{2}+2 J-h_{1}=\mathrm{E}_{ \pm}^{\star} . \tag{II.4.22}
\end{equation*}
$$

Case 2. $\left[P_{V} R(\gamma(\bar{t}-1))=l_{h}^{\star}-1\right.$ and $P_{H} R(\gamma(\bar{t}-1))=l_{b}^{\star}+m$ for some $\left.m \geq 0\right]$.
Assume first that $\gamma(\bar{t})$ starts in $\Lambda_{2}$. Hence, the top and the bottom row of $\gamma(\bar{t})$ belong to $\Lambda_{2}$. Then, since $\gamma(\bar{t})$ is obtained from $\gamma(\bar{t}-1)$ by adding a protuberance at a horizontal side of $R(\gamma(\bar{t}-1))$, we have that

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\gamma(\bar{t})) \geq \mathrm{H}_{ \pm}(\gamma(\bar{t}-1))+2 J+h_{2} . \tag{II.4.23}
\end{equation*}
$$

Note that either the top or the bottom row of $\gamma(\bar{t}-1)$ belongs to $\Lambda_{2}$. By cutting this row, we can estimate the right-hand side of (II.4.23) from below by

$$
\begin{equation*}
\mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}+m\right) \times\left(l_{h}^{\star}-2\right)\right)+4 J+2 h_{2} . \tag{II.4.24}
\end{equation*}
$$

Moreover, (II.4.24) is bounded from below by

$$
\begin{equation*}
\mathrm{H}_{ \pm}\left(l_{b}^{\star} \times\left(l_{h}^{\star}-2\right)\right)+m\left(\mu-\varepsilon\left(l_{b}^{\star}-1\right)\right)+4 J+2 h_{2}, \tag{II.4.25}
\end{equation*}
$$

which is, obviously, strictly greater that $\mathrm{E}_{ \pm}^{\star}$. This leads to a contradiction, and we can therefore, from now on, assume that $\gamma(\bar{t})$ starts in $\Lambda_{1}$.

Note that $\gamma(\bar{t})$ is obtained from $\gamma(\bar{t}-1)$ either by adding a protuberance at the above horizontal side of $R(\gamma(\bar{t}-1))$ or the below one. Without restriction, we suppose that a protuberance is added at the above horizontal side of $R(\gamma(\bar{t}-1))$. Moreover, let $P_{H} R(\gamma(\bar{t})) \times$ ( $l_{h}^{\star}-2$ ) denote the rectangle that is obtained from $R(\gamma(\bar{t}-1))$ by flipping all $(+1)$-spins from the top row of $R(\gamma(\bar{t}-1))$. Note that $P_{H} R(\gamma(\bar{t})) \times\left(l_{h}^{\star}-2\right)$ starts from $\Lambda_{1}, P_{H} R(\gamma(\bar{t}))=l_{b}^{\star}+m$ and that $\mathrm{H}_{ \pm}(\gamma(\bar{t})) \geq \mathrm{H}_{ \pm}(\gamma(\bar{t}-1))+2 J-h_{1}$.

Case 2.1. $\left[\left|\gamma(\bar{t}) \backslash\left\{P_{H} R(\gamma(\bar{t})) \times\left(l_{h}^{\star}-2\right)\right\}\right|>2\right]$.
In this case we necessarily have that $\gamma(\bar{t}-1)$ has at least two $(+1)$-spins in its uppermost row. If $m=0$, then, since $\gamma$ does not cross $\mathcal{P}_{2}^{\prime}$, we have by Lemma II. 27 that

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\gamma(\bar{t}-1))>\mathrm{H}_{ \pm}\left(l_{b}^{\star} \times\left(l_{h}^{\star}-2\right)\right)+2 J+2 h_{2}=\mathrm{E}_{ \pm}^{\star}-2 J+h_{1} . \tag{II.4.26}
\end{equation*}
$$

This leads to a contradiction, since

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\gamma(\bar{t})) \geq \mathrm{H}_{ \pm}(\gamma(\bar{t}-1))+2 J-h_{1}>\mathrm{E}_{ \pm}^{\star} \tag{II.4.27}
\end{equation*}
$$

If $m>0$ and $P_{H} R(\gamma(\bar{t}-1))<\sqrt{|\Lambda|}$, then similarly, we observe

$$
\begin{align*}
\mathrm{H}_{ \pm}(\gamma(\bar{t})) & \geq \mathrm{H}_{ \pm}(\gamma(\bar{t}-1))+2 J-h_{1} \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}+m\right) \times\left(l_{h}^{\star}-2\right)\right)+2 J+2 h_{2}+2 J-h_{1} \\
& =\mathrm{H}_{ \pm}\left(l_{b}^{\star} \times\left(l_{h}^{\star}-2\right)\right)+m\left(\mu-\varepsilon\left(l_{b}^{\star}-1\right)\right)+4 J+2 h_{2}-h_{1}>\mathrm{E}_{ \pm}^{\star}, \tag{II.4.28}
\end{align*}
$$

which is a contradiction. Finally, if $P_{H} R(\gamma(\bar{t}-1))=\sqrt{|\Lambda|}$, we have that

$$
\begin{align*}
& \mathrm{H}_{ \pm}(\gamma(\bar{t})) \geq \mathrm{H}_{ \pm}(\gamma(\bar{t}-1))+2 J-h_{1} \geq \mathrm{H}_{ \pm}\left(\sqrt{|\Lambda|} \times\left(l_{h}^{\star}-2\right)\right)+4 J+2 h_{2}-h_{1}  \tag{II.4.29}\\
& \quad=\mathrm{H}_{ \pm}\left(l_{b}^{\star} \times\left(l_{h}^{\star}-2\right)\right)+\left(\sqrt{|\Lambda|}-l_{b}^{\star}\right)\left(\mu-\varepsilon\left(l_{b}^{\star}-1\right)\right)-2 J\left(l_{h}^{\star}-1\right)+4 J+2 h_{2}-h_{1}>\mathrm{E}_{ \pm}^{\star} .
\end{align*}
$$

Case 2.2. $\left[\left|\gamma(\bar{t}) \backslash\left\{P_{H} R(\gamma(\bar{t})) \times\left(l_{h}^{\star}-2\right)\right\}\right|=2\right]$.
Define

$$
\begin{equation*}
T=\max \left\{j \geq \bar{t}| | \gamma(j) \backslash\left\{P_{H} R(\gamma(\bar{t})) \times\left(l_{h}^{\star}-2\right)\right\} \mid \leq 2\right\} \tag{II.4.30}
\end{equation*}
$$

i.e. the last time that a configuration has only two $(+1)$-spins outside of $P_{H} R(\gamma(\bar{t})) \times\left(l_{h}^{\star}-2\right)$. From the maximality property of $\bar{t}$, we have that $P_{V} R(\gamma(T))=l_{h}^{\star}$ and $P_{H} R(\gamma(T))=l_{b}^{\star}+m^{\prime}$ for some $m^{\prime} \geq 0$. Moreover, we easily observe that $\mathrm{H}_{ \pm}(\gamma(T+1)) \geq \mathrm{H}_{ \pm}(\gamma(T))+h_{2}$. As in Case 2.1, we show that every possible value of $m^{\prime}$ leads to a contradiction. If $m^{\prime}=0$, then, since $\gamma$ does not cross $\mathcal{P}_{2}^{\prime}$, Lemma II. 27 implies that

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\gamma(T))>\mathrm{H}_{ \pm}\left(l_{b}^{\star} \times\left(l_{h}^{\star}-2\right)\right)+4 J-h_{1}+h_{2}=\mathrm{E}_{ \pm}^{\star}-h_{2}, \tag{II.4.31}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\mathrm{H}_{ \pm}\left(\gamma(T+1) \geq \mathrm{H}_{ \pm}(\gamma(T))+h_{2}>\mathrm{E}_{ \pm}^{\star} .\right. \tag{II.4.32}
\end{equation*}
$$

If $m^{\prime}>0$ and $P_{H} R(\gamma(T))<\sqrt{|\Lambda|}$, then

$$
\begin{align*}
\mathrm{H}_{ \pm}(\gamma(T+1)) & \geq \mathrm{H}_{ \pm}(\gamma(T))+h_{2} \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}+m\right) \times\left(l_{h}^{\star}-2\right)\right)+4 J-h_{1}+h_{2}+h_{2} \\
& >\mathrm{E}_{ \pm}^{\star} . \tag{II.4.33}
\end{align*}
$$

And if $P_{H} R(\gamma(T))=\sqrt{|\Lambda|}$, we have that

$$
\begin{equation*}
\mathrm{H}_{ \pm}(\gamma(T+1)) \geq \mathrm{H}_{ \pm}(\gamma(T))+h_{2} \geq \mathrm{H}_{ \pm}\left(\sqrt{|\Lambda|} \times\left(l_{h}^{\star}-2\right)\right)+4 J-h_{1}+2 h_{2}>\mathrm{E}_{ \pm}^{\star} . \tag{II.4.34}
\end{equation*}
$$

Finally, we briefly sketch the proof for the case when $\gamma$ can consist of several clusters. Recall the definitions of $\left(n_{j}\right)_{j},\left(\left(\gamma^{k}(j)\right)_{k \leq n_{j}}\right)_{j},\left(\left(\ell_{V}^{k}(j)\right)_{k \leq n_{j}}\right)_{j},\left(\left(\ell_{H}^{k}(j)\right)_{k \leq n_{j}}\right)_{j}, \ell_{V}$ and $\ell_{H}$ from the proof of Lemma II.11. Similarly as in (II.2.24) and (II.2.25), we can show that for all $j \in \mathbb{N}$,

$$
\begin{align*}
& \mathrm{H}_{ \pm}(\gamma(j)) \geq \sum_{k=1}^{n_{j}} \mathrm{H}_{ \pm}\left(R\left(\gamma^{k}(j)\right)\right)-\left(n_{j}-1\right) \mathrm{H}_{ \pm}(\boxminus)  \tag{II.4.35}\\
& \quad=\mathrm{H}_{ \pm}(\boxminus)+2 J\left(\sum_{k=1}^{n_{j}} \ell_{V}^{k}(j)+\sum_{k=1}^{n_{j}} \ell_{H}^{k}(j)\right)+h_{2} \sum_{k=1}^{n_{j}} \ell_{H}^{k}(j)\left\lfloor\ell_{V}^{k}(j) / 2\right\rfloor-h_{1} \sum_{k=1}^{n_{j}} \ell_{H}^{k}(j)\left\lceil\ell_{V}^{k}(j) / 2\right\rceil .
\end{align*}
$$

Analogously to (II.2.26) and (II.4.15), define

$$
\begin{equation*}
\tilde{t}-1=\max \left\{j \geq 0 \mid \ell_{V}(j)<l_{h}^{\star} \text { or } \ell_{H}(j)<l_{b}^{\star}\right\} . \tag{II.4.36}
\end{equation*}
$$

We have that either $\ell_{H}(\tilde{t}-1)=l_{b}^{\star}-1$ or $\ell_{V}(\tilde{t}-1)=l_{h}^{\star}-1$. Proceeding as in the first part of this proof and in the end of the proof of Lemma II.11, we can now show that, under the hypothesis that $\gamma \cap\left\{\mathcal{P}_{1} \cup \mathcal{P}_{2}\right\}=\emptyset$, both cases lead to the fact that $\mathrm{H}_{ \pm}(\gamma(\tilde{t}))>\mathrm{E}_{ \pm}^{ \pm}$, which is a contradiction. We omit the details and conclude the proof of this lemma.

The following observation concludes the proof of $\Phi(\boxminus, \boxplus)-H_{ \pm}(\boxminus) \geq \Gamma_{ \pm}^{\star}$.
Lemma II. 29 Let $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$. In order to cross at a time $\bar{t}$ a configuration $\gamma(\bar{t})$ such that $P_{V} R(\gamma(j)) \geq l_{h}^{\star}$ and $P_{H} R(\gamma(j)) \geq l_{b}^{\star}$ for all $j \geq \bar{t}$, there must be some time $t^{\prime} \geq \bar{t}-1$ such that $\gamma\left(t^{\prime}\right) \in \mathcal{P}_{1} \cup \mathcal{P}_{2}$ and $\gamma\left(t^{\prime}+1\right) \in \mathcal{C}_{1} \cup \mathcal{C}_{2}$. In particular, every optimal path between $\boxminus$ and $\boxplus$ has to cross $\mathcal{C}_{1} \cup \mathcal{C}_{2}$.

Proof. Consider the time step $\bar{t}$ defined in the proof of Lemma II.28. It was shown that there necessarily exists a time $t^{\prime} \geq \bar{t}-1$ such that $\gamma\left(t^{\prime}\right) \in \mathcal{P}_{1} \cup \mathcal{P}_{2}$. Note that

$$
\begin{equation*}
P_{V} R(\gamma(j)) \geq l_{h}^{\star} \text { and } P_{H} R(\gamma(j)) \geq l_{b}^{\star} \quad \text { for all } j \geq t^{\prime}+1 . \tag{II.4.37}
\end{equation*}
$$

In the following we show that $\gamma\left(t^{\prime}+1\right) \in \mathcal{C}_{1} \cup \mathcal{C}_{2}$.
Case 1. $\left[\gamma\left(t^{\prime}\right) \in \mathcal{P}_{1} \cup \mathcal{P}_{2}^{\prime \prime}\right]$.
In this case, $\mathrm{H}_{ \pm}\left(\gamma\left(t^{\prime}\right)\right)=\mathrm{E}_{ \pm}^{\star}-h_{2}$. Then it is easy to see that $\gamma\left(t^{\prime}+1\right)$ must belong to $\mathcal{C}_{1} \cup \mathcal{C}_{2}^{\prime \prime}$. Indeed, for any other spin flip that fulfills the constraint (II.4.37), the energy level of $\gamma\left(t^{\prime}+1\right)$ would exceed $\mathrm{E}_{ \pm}^{\star}$, and this violates the fact that $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$. Note that we have tacitly used Assumption II. 22 a).

Case 2. [ $\left.\gamma\left(t^{\prime}\right) \in \mathcal{P}_{2}^{\prime}\right]$.
By the definition of $\bar{t}$, we have that $t^{\prime}=\bar{t}-1$. And since $P_{V} R(\gamma(\bar{t}))=l_{h}^{\star}$ and $P_{V} R\left(\gamma\left(t^{\prime}\right)\right)=$ $l_{h}^{\star}-1$, we necessarily have that $\gamma\left(t^{\prime}+1\right) \in \mathcal{C}_{2}^{\prime}$. This concludes the proof.

## II.4.3 Identification of $\mathcal{P}^{\star}$ and $\mathcal{C}^{\star}$

Recall the definition of $\mathcal{P}^{\star}$ and $\mathcal{C}^{\star}$ from Definition II.2. Repeating similar computations as in Subsection II.4.1, it is clear that $\mathcal{P}_{1} \cup \mathcal{P}_{2} \subset \mathcal{P}^{\star}$. Now let $\sigma \in \mathcal{P}^{\star}$ and $x \in \Lambda$ be such that $\sigma^{x} \in \mathcal{C}^{\star}$. Then there exists $\gamma \in(\boxminus, \boxplus)_{\text {opt }}$ and $\ell \in \mathbb{N}$ such that
(i) $\gamma(\ell)=\sigma$ and $\gamma(\ell+1)=\sigma^{x}$,
(ii) $\mathrm{H}_{ \pm}(\gamma(k))<\mathrm{E}_{ \pm}^{\star}$ for all $k \in\{0, \ldots, \ell\}$,
(iii) $\Phi(\boxminus, \gamma(k)) \geq \Phi(\gamma(k)$, $\boxplus)$ for all $k \geq \ell+1$.

As in the proof of Lemma II. 28 and in Lemma II.29, let

$$
\begin{equation*}
\bar{t}-1=\max \left\{j \geq 0 \mid P_{V} R(\gamma(j))<l_{h}^{\star} \text { or } P_{H} R(\gamma(j))<l_{b}^{\star}\right\} . \tag{II.4.38}
\end{equation*}
$$

We know from Lemma II. 29 that there exists $t^{\prime} \geq \bar{t}$ such that $\gamma\left(t^{\prime}\right) \in \mathcal{P}_{1} \cup \mathcal{P}_{2}$ and $\gamma\left(t^{\prime}+1\right) \in$ $\mathcal{C}_{1} \cup \mathcal{C}_{2}$. We get from fact (ii) that $\ell \leq t^{\prime}$.

If $\ell=t^{\prime}$, then we have that $\sigma \in \mathcal{P}_{1} \cup \mathcal{P}_{2}$ and $\sigma^{x} \in \mathcal{C}_{1} \cup \mathcal{C}_{2}$.
If $\ell<t^{\prime}$, then fact (iii) is violated, since $\Phi\left(\boxminus, \gamma\left(t^{\prime}\right)\right)<\Phi\left(\gamma\left(t^{\prime}\right), \boxplus\right)=\mathrm{E}_{ \pm}^{\star}$. Hence, it must be the case that $\ell=t^{\prime}$. We conclude that $\mathcal{P}^{\star}=\mathcal{P}_{1} \cup \mathcal{P}_{2}$ and $\mathcal{C}^{\star}=\mathcal{C}_{1} \cup \mathcal{C}_{2}$.

## II.4.4 Verification of (H1)

Obviously, $S_{\text {stab }}=\{\boxplus\}$, since $h_{1}>h_{2}$. It remains to show that $S_{\text {meta }}=\{\boxminus\}$. Let $\sigma \in S$. There are four cases.

Case 1. [ $\sigma$ contains a cluster, which is not a stable rectangle].
Lemma II. 26 implies that $\sigma$ is not $h_{2}$-stable, i.e. there exists $\sigma^{\prime} \in S$ such that $\mathrm{H}_{ \pm}\left(\sigma^{\prime}\right)<\mathrm{H}_{ \pm}(\sigma)$ and $\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{ \pm}(\sigma) \leq h_{2}<\Gamma_{ \pm}^{\star}$.

Case 2. $\left[\sigma\right.$ contains a cluster $R$, which is a stable rectangle with $P_{V} R \geq l_{h}^{\star}$ and

$$
\left.P_{H} R<\sqrt{|\Lambda|}\right]
$$

Let $\sigma^{\prime}$ be obtained from $\sigma$ by attaching at the right vertical side of $R$ a column of length $P_{V} R$. We start to attach on an even row on the right vertical side of $R$ and then successively flip adjacent spins until the column is filled. Then

$$
\begin{align*}
\mathrm{H}_{ \pm}\left(\sigma^{\prime}\right) & \leq \mathrm{H}_{ \pm}(\sigma)+\mu-\frac{P_{V} R+1}{2} \varepsilon \leq \mathrm{H}_{ \pm}(\sigma)+\mu-l_{b}^{\star} \varepsilon<\mathrm{H}_{ \pm}(\sigma), \text { and }  \tag{II.4.39}\\
\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{ \pm}(\sigma) & \leq 2 J-h_{1}<\Gamma_{ \pm}^{\star}
\end{align*}
$$

Case 3. [ $\sigma$ contains a cluster $R$, which is a stable rectangle with $P_{V} R \leq l_{h}^{\star}-2$ and

$$
\left.P_{H} R<\sqrt{|\Lambda|}\right]
$$

Let $\sigma^{\prime}$ be obtained from $\sigma$ by cutting the right column of $R$. Then

$$
\begin{align*}
\mathrm{H}_{ \pm}\left(\sigma^{\prime}\right) & =\mathrm{H}_{ \pm}(\sigma)-\mu+\frac{P_{V} R+1}{2} \varepsilon \leq \mathrm{H}_{ \pm}(\sigma)-\mu+\left(l_{b}^{\star}-1\right) \varepsilon<\mathrm{H}_{ \pm}(\sigma), \text { and } \\
\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{ \pm}(\sigma) & \leq \frac{P_{V} R-1}{2} \varepsilon+h_{2}<\Gamma_{ \pm}^{\star} \tag{II.4.40}
\end{align*}
$$

Case 4. [ $\sigma$ contains a cluster $R$, which is a stable rectangle with $\left.P_{H} R=\sqrt{|\Lambda|}\right]$.
Let $\sigma^{\prime}$ be obtained from $\sigma$ by attaching above $R$ successively vertical bars of length 2 until the two rows above $R$ wrap around the torus. Then,

$$
\begin{align*}
\mathrm{H}_{ \pm}\left(\sigma^{\prime}\right) & =\mathrm{H}_{ \pm}(\sigma)+4 J-l_{1} \varepsilon<\mathrm{H}_{ \pm}(\sigma), \quad \text { and } \\
\Phi\left(\sigma, \sigma^{\prime}\right)-\mathrm{H}_{ \pm}(\sigma) & \leq 4 J-\varepsilon<\Gamma_{ \pm}^{\star} \tag{II.4.41}
\end{align*}
$$

This proves that $S_{\text {meta }}=\{\boxminus\}$.

## II.4.5 Computation of $K$

Again, we proceed as in Subsection II.2.6 and in Subsection II.3.6. Before estimating $K^{-1}$ from below and above, we define $\overline{\mathcal{C}}=\overline{\mathcal{C}_{1}} \cup \overline{\mathcal{C}_{2}}$, where

- $\overline{\mathcal{C}_{1}}$ is the set of all configurations $\sigma$ that are obtained from a configuration $\sigma^{\prime} \in \mathcal{C}_{1}$ as follows. There is a column in $\sigma^{\prime}$ that has length 2. $\sigma$ is obtained from $\sigma^{\prime}$ by adding a third $(+1)$-spin on the even row adjacent to this column, and
- $\overline{\mathcal{C}_{2}}$ is the set of all configurations $\sigma$ that are obtained from a configuration $\sigma^{\prime} \in \mathcal{C}_{2}$ as follows. There is a component of three ( +1 )-spins above or below the $l_{b}^{\star} \times\left(l_{h}^{\star}-2\right)$ rectangle in $\sigma^{\prime} . \sigma$ is obtained from $\sigma^{\prime}$ by adding a $(+1)$-spin such that this component becomes a $2 \times 2$-square.


Figure II.5: The left object is an element in $\overline{\mathcal{C}_{1}}$ and the right object is an element in $\overline{\mathcal{C}_{2}}$. It is easy to see that $\partial^{+} \mathcal{C}^{\star} \cap S^{\star}=\mathcal{P}_{1} \cup \mathcal{P}_{2} \cup \overline{\mathcal{C}}_{1} \cup \overline{\mathcal{C}}_{2}=\mathcal{P}^{\star} \cup \overline{\mathcal{C}}, \mathcal{P}^{\star} \subset S_{\text {曰 }}$ and $\overline{\mathcal{C}} \subset S_{\boxplus}$.

Lower bound. Using these definitions and facts, we can estimate $K^{-1}$ as follows.

$$
\begin{align*}
\frac{1}{K} & \geq \min _{C_{1}, \ldots, C_{I} \in[0,1]} \min _{\substack{\left.h\right|_{S_{\boxminus}}=1, h S^{\star} \rightarrow[0,1] \\
S_{\boxplus}=0,\left.h\right|_{S_{i}}=C_{i} \forall i}} \frac{1}{2} \sum_{\eta, \eta^{\prime} \in\left(\mathcal{C}^{\star}\right)^{+}} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2} \\
& =\min _{h: \mathcal{C}^{\star} \rightarrow[0,1]} \sum_{\eta \in \mathcal{C}^{\star}}\left(\sum_{\eta^{\prime} \in \mathcal{P}^{\star}, \eta^{\prime} \sim \eta}[1-h(\eta)]^{2}+\sum_{\eta^{\prime} \in \overline{\mathcal{C}}, \eta^{\prime} \sim \eta} h(\eta)^{2}\right)  \tag{II.4.42}\\
& =\sum_{\eta \in \mathcal{C}_{1}} \frac{\left|\mathcal{P}^{\star} \sim \eta\right| \cdot|\overline{\mathcal{C}} \sim \eta|}{\left|\mathcal{P}^{\star} \sim \eta\right|+|\overline{\mathcal{C}} \sim \eta|}+\sum_{\eta \in \mathcal{C}_{2}} \frac{\left|\mathcal{P}^{\star} \sim \eta\right| \cdot|\overline{\mathcal{C}} \sim \eta|}{\left|\mathcal{P}^{\star} \sim \eta\right|+|\overline{\mathcal{C}} \sim \eta|} .
\end{align*}
$$

For all $\eta \in \mathcal{C}_{1}$ we have that $\left|\mathcal{P}^{\star} \sim \eta\right|=1$, whereas for all $\eta \in \mathcal{C}_{2}$ we have that $\left|\mathcal{P}^{\star} \sim \eta\right|=2$. Moreover, $|\overline{\mathcal{C}} \sim \eta|=1$ for all $\eta \in \mathcal{C}^{\star}$. Finally, it can be seen easily that $\left|\mathcal{C}_{1}\right|=\left|\mathcal{C}_{2}\right|=4|\Lambda|\left(l_{b}^{\star}-1\right)$. Hence,

$$
\begin{equation*}
\frac{1}{K} \geq\left|\mathcal{C}_{1}\right| \frac{1}{2}+\left|\mathcal{C}_{2}\right| \frac{2}{3}=\frac{14\left(l_{b}^{\star}-1\right)}{3}|\Lambda| . \tag{II.4.43}
\end{equation*}
$$

Upper bound. We say that a row or a column of a configuration is a singleton if it consists only of a single ( +1 )- spin. We define the following subsets of $S^{\star}$.
$\mathscr{S}^{-}=\left\{\sigma \in S^{\star} \mid\right.$ for all clusters $\eta$ of $\sigma$ we have that either $\left(P_{V} R(\eta)<l_{h}^{\star}\right)$
or $\left(P_{H} R(\eta)<l_{b}^{\star}\right)$
or ( $P_{H} R(\eta) \geq l_{b}^{\star}, P_{V} R(\eta)=l_{h}^{\star}$ and at least two rows of $\eta$ are singletons)
or ( $P_{H} R(\eta)=l_{b}^{\star}, P_{V} R(\eta)=l_{h}^{\star}$ and at least one column of $\eta$ is a singleton) $\}$,
$\mathscr{S}_{1}^{+}=\left\{\sigma \in S^{\star} \mid\right.$ there exists a cluster $\eta$ of $\sigma$ such that $P_{H} R(\eta)=l_{b}^{\star}, P_{V} R(\eta)=l_{h}^{\star}$
and no column of $\eta$ is a singleton
and at most one row of $\eta$ is a singleton\},
$\mathscr{S}_{2}^{+}=\left\{\sigma \in S^{\star} \mid\right.$ there exists a cluster $\eta$ of $\sigma$ such that $P_{H} R(\eta)>l_{b}^{\star}$ and $P_{V} R(\eta)=l_{h}^{\star}$
and at most one row of $\eta$ is a singleton $\}$,
$\mathscr{S}_{3}^{+}=\left\{\sigma \in S^{\star} \mid\right.$ there exists a cluster $\eta$ of $\sigma$ such that $P_{H} R(\eta)=l_{b}^{\star}$ and $\left.P_{V} R(\eta)>l_{h}^{\star}\right\}$, $\mathscr{S}_{4}^{+}=\left\{\sigma \in S^{\star} \mid\right.$ there exists a cluster $\eta$ of $\sigma$ such that $P_{H} R(\eta)>l_{b}^{\star}$ and $\left.P_{V} R(\eta)>l_{h}^{\star}\right\}$.

Set $\mathscr{S}^{+}=\mathscr{S}_{1}^{+} \cup \mathscr{S}_{2}^{+} \cup \mathscr{S}_{3}^{+} \cup \mathscr{S}_{4}^{+}$. Then, $S^{\star}=\mathscr{S}^{-} \cup \mathscr{S}^{+}, \mathscr{S}^{-} \cap \mathscr{S}^{+}=\emptyset, \mathcal{P}^{\star} \subset \mathscr{S}^{-}$and $\mathcal{C}^{\star} \subset \mathscr{S}^{+}$.

Lemma II. 30 Let $\sigma \in \mathscr{S}^{-}$and $\sigma^{\prime} \in \mathscr{S}^{+}$. Then $\sigma \sim \sigma^{\prime}$ if and only if $\sigma \in \mathcal{P}^{\star}$ and $\sigma^{\prime} \in \mathcal{C}^{\star}$.
Proof. In the following we show separately for all different cases that the assumption that either $\sigma \notin \mathcal{P}^{\star}$ or $\sigma^{\prime} \notin \mathcal{C}^{\star}$ leads to $\sigma \notin S^{\star}$ or $\sigma^{\prime} \notin S^{\star}$, which is a contradiction. Using the same arguments as in the proof of Lemma II. 28, it is no restriction to assume that both $\sigma^{\prime}$ and $\sigma$ consist of a unique cluster and that $R(\sigma)$ starts in $\Lambda_{1}$.

Case 1. $\left[\sigma^{\prime} \in \mathscr{S}_{1}^{+}\right]$.
Case 1.1. [ $\left.P_{V} R(\sigma)<l_{h}^{\star}\right]$.
$\sigma^{\prime}$ is obtained from $\sigma$ by adding a row to $\sigma$, which is a singleton. Therefore, since $\sigma^{\prime} \in \mathscr{S}_{1}^{+}$, each row of $\sigma$ needs to have at least two ( +1 )-spins. Now the same computations as in Case 2.1 from the proof of Lemma II. 28 lead to a contradiction. Here $\gamma(\bar{t})$ is replaced by $\sigma^{\prime}$ and $\gamma(\bar{t}-1)$ is replaced by $\sigma$.

Case 1.2. $\left[P_{H} R(\sigma)<l_{b}^{\star}\right]$.
$\sigma^{\prime}$ is obtained from $\sigma$ by adding a column to $\sigma$, which is a singleton. Since no column of $\sigma^{\prime}$ is a singleton, $\sigma \sim \sigma^{\prime}$ can not hold true, which implies that this case is not possible.

Case 1.3. [ $P_{H} R(\sigma) \geq l_{b}^{\star}, P_{V} R(\sigma)=l_{h}^{\star}$ and at least two rows of $\sigma$ are singletons ]. $\sigma^{\prime}$ is obtained from $\sigma$ by flipping a $(-1)$-spin in a row of $\sigma$ that is a singleton. The same computations as in the Case 2.2 from the proof of Lemma II. 28 lead to a contradiction. Here $\gamma(T+1)$ is replaced by $\sigma^{\prime}$ and $\gamma(T)$ is replaced by $\sigma$.

Case 1.4. [ $P_{H} R(\sigma)=l_{b}^{\star}, P_{V} R(\sigma)=l_{h}^{\star}$ and at least one column of $\sigma$ is a singleton ]. $\sigma^{\prime}$ is obtained from $\sigma$ by flipping a $(-1)$-spin in a column of $\sigma$ that is a singleton. The same
computations as in the Case 1.1 from the proof of Lemma II. 28 lead to a contradiction. Here $\gamma(\tau)$ is replaced by $\sigma^{\prime}$ and $\gamma(\tau-1)$ is replaced by $\sigma$.

Case 2. $\left[\sigma^{\prime} \in \mathscr{S}_{2}^{+}\right]$.
Case 2.1. [ $\left.P_{V} R(\sigma)<l_{h}^{\star}\right]$.
We necessarily have that $P_{H} R(\sigma)=l_{b}^{\star}+m$ for some $m>0 . \sigma^{\prime}$ is obtained from $\sigma$ by adding a row in $\Lambda_{1}$ to $\sigma$, which is a singleton. Since $\sigma^{\prime} \in \mathscr{S}_{2}^{+}$, we have that the odd row below the added row contains at least two $(+1)$-spins. Now the same computations as in the equations (II.4.28)-(II.4.29) lead to a contradiction. Here $\gamma(\bar{t})$ is replaced by $\sigma^{\prime}$ and $\gamma(\bar{t}-1)$ by $\sigma$.

Case 2.2. $\left[P_{H} R(\sigma)<l_{b}^{\star}\right]$.
It is easy to see that $\sigma \sim \sigma^{\prime}$ can not hold true in this case.
Case 2.3. [ $P_{H} R(\sigma) \geq l_{b}^{\star}, P_{V} R(\sigma)=l_{h}^{\star}$ and at least two rows of $\sigma$ are singletons ].
See Case 1.3.
Case 2.4. [ $P_{H} R(\sigma)=l_{b}^{\star}, P_{V} R(\sigma)=l_{h}^{\star}$ and at least one column of $\sigma$ is a singleton ]. $\sigma^{\prime}$ is obtained from $\sigma$ by adding a column to $\sigma$, which is a singleton. Hence, two columns of $\sigma^{\prime}$ are singletons. This implies that

$$
\begin{equation*}
\mathrm{H}_{ \pm}\left(\sigma^{\prime}\right) \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)+4 J-2 h_{1}=\mathrm{E}_{ \pm}^{\star}+2 J-h_{2}-h_{1}>\mathrm{E}_{ \pm}^{\star} . \tag{II.4.45}
\end{equation*}
$$

Case 3. $\left[\sigma^{\prime} \in \mathscr{S}_{3}^{+}\right]$.
Case 3.1. $\left[P_{V} R(\sigma)<l_{h}^{\star}\right]$.
It is easy to see that $\sigma \sim \sigma^{\prime}$ can not hold true in this case.
Case 3.2. $\left[P_{H} R(\sigma)<l_{b}^{\star}\right]$.
$\sigma^{\prime}$ is obtained from $\sigma$ by adding a protuberance at the left vertical side or the right vertical side of $R(\sigma)$. The same computations as in the Cases 1.2, 1.3 and 1.4 from the proof of Lemma II. 28 lead to a contradiction. Here $\gamma(\bar{t})$ is replaced by $\sigma^{\prime}$ and $\gamma(\bar{t}-1)$ by $\sigma$.

Case 3.3. [ $P_{H} R(\sigma) \geq l_{b}^{\star}, P_{V} R(\sigma)=l_{h}^{\star}$ and at least two rows of $\sigma$ are singletons ]. $\sigma^{\prime}$ is obtained from $\sigma$ by adding a protuberance at the top row or bottom row of $R(\sigma)$. Let $P_{H} R(\sigma)=l_{b}^{\star}+m$ for some $m \geq 0$. Obviously, $\mathrm{H}_{ \pm}(\sigma) \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}+m\right) \times\left(l_{h}^{\star}-2\right)\right)+4 J-\varepsilon$. This implies that

$$
\begin{align*}
\mathrm{H}_{ \pm}\left(\sigma^{\prime}\right) & \geq \mathrm{H}_{ \pm}(\sigma)+2 J-h_{1} \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}+m\right) \times\left(l_{h}^{\star}-2\right)\right)+6 J-\varepsilon-h_{1}  \tag{II.4.46}\\
& =\mathrm{E}_{ \pm}^{\star}+m\left(\mu-\varepsilon\left(l_{b}^{\star}-1\right)\right)+2 J-h_{2}-h_{1}>\mathrm{E}_{ \pm}^{\star} .
\end{align*}
$$

Case 3.4. [ $P_{H} R(\sigma)=l_{b}^{\star}, P_{V} R(\sigma)=l_{h}^{\star}$ and at least one column of $\sigma$ is a singleton ]. $\sigma^{\prime}$ is obtained from $\sigma$ by adding a protuberance at the top row or bottom row of $R(\sigma)$. Hence, one column and one row of $\sigma^{\prime}$ are singletons. Then, as in Case 2.4 above,

$$
\begin{equation*}
\mathrm{H}_{ \pm}\left(\sigma^{\prime}\right) \geq \mathrm{H}_{ \pm}\left(\left(l_{b}^{\star}-1\right) \times l_{h}^{\star}\right)+4 J-2 h_{1}>\mathrm{E}_{ \pm}^{\star} . \tag{II.4.47}
\end{equation*}
$$

Case 4. $\left[\sigma^{\prime} \in \mathscr{S}_{4}^{+}\right]$.
Case 4.1. $\left[P_{V} R(\sigma)<l_{h}^{\star}\right]$.
It is easy to see that $\sigma \sim \sigma^{\prime}$ can not hold true in this case.
Case 4.2. $\left[P_{H} R(\sigma)<l_{b}^{\star}\right]$. $\sigma \sim \sigma^{\prime}$ can not hold true in this case.

Case 4.3. [ $P_{H} R(\sigma) \geq l_{b}^{\star}, P_{V} R(\sigma)=l_{h}^{\star}$ and at least two rows of $\sigma$ are singletons ]. See Case 3.3.

Case 4.4. [ $P_{H} R(\sigma)=l_{b}^{\star}, P_{V} R(\sigma)=l_{h}^{\star}$ and at least one column of $\sigma$ is a singleton ]. $\sigma \sim \sigma^{\prime}$ can not hold true in this case.

As in Subsection II.2.6 and in Subsection II.3.6, we have that $S_{\boxminus} \subset \mathscr{S}^{-}, S_{\boxplus} \subset \mathscr{S}^{+}$. Moreover, for all $i=0, \ldots, I$ either $S_{i} \subset \mathscr{S}^{-}$or $S_{i} \subset \mathscr{S}^{+}$holds true. Therefore, again as in Subsection II.2.6 and in Subsection II.3.6, we estimate the minimum in (II.1.16) from above by the minimum over all functions of the form (II.2.36). Using Lemma II. 30 we infer that

$$
\begin{aligned}
& \frac{1}{K} \leq \min _{\substack{h:\left.S^{\star} \rightarrow[0,1] \\
h\right|_{\mathscr{S}}=1,\left.h\right|_{S}+\backslash C^{\star}}} \frac{1}{2} \sum_{\eta, \eta^{\prime} \in S^{\star}} \mathbb{1}_{\left\{\eta \sim \eta^{\prime}\right\}}\left[h(\eta)-h\left(\eta^{\prime}\right)\right]^{2}
\end{aligned}
$$

$$
\begin{align*}
& =\min _{h: \mathcal{C}^{\star} \rightarrow[0,1]} \sum_{\eta \in \mathcal{C}^{\star}}\left(\sum_{\eta^{\prime} \in \mathcal{\mathcal { P } ^ { \star } , \eta ^ { \prime } \sim \eta}}[1-h(\eta)]^{2}+\sum_{\eta^{\prime} \in \overline{\mathcal{C}}, \eta^{\prime} \sim \eta} h(\eta)^{2}\right)  \tag{II.4.48}\\
& =\frac{14\left(l_{b}^{\star}-1\right)}{3}|\Lambda| \text {. }
\end{align*}
$$

## Chapter III

## Gradient flow approach to local mean-field spin systems

The results of the present chapter have already been published online as the paper [13] in joint work with Anton Bovier. Some typos and minor mistakes of [13] are corrected.

Recall Section I.5, where we provide a motivation and a first formulation of the main results of this chapter. This chapter is organized as follows. First we introduce some notation that is used in this chapter. Then, in Section III. 1 we introduce a modified Wasserstein distance and establish a gradient flow formalism for the partial differential equation (I.5.10) with respect to the resulting metric. In Section III. 2 we use the Fathi-Sandier-Serfaty approach and the results of Section III. 1 to prove a large deviation principle for the local mean-field interacting spin system, which we introduced in Subsection I.5.1. Finally, in Section III. 3 we use the Sandier-Serfaty approach to prove a law of large numbers for the system in Subsection I.5.1.

## Notation

In the following let $n \in \mathbb{N}$ and $(Y, \mathrm{~d}),(\bar{Y}, \mathrm{e}),\left(Y_{1}, \mathrm{~d}_{1}\right), \ldots,\left(\bar{Y}_{n}, \mathrm{~d}_{n}\right)$ be Polish spaces.

## Measure theoretic notations.

- If $Y \subset \mathbb{R}^{d}$ for some $d \in \mathbb{N}$, we denote by Leb Le $_{Y}$ the Lebesgue measure restricted to $Y$.
- We often denote elements in $\mathbb{R}$ by $\theta$ or $\bar{\theta}$ and write $d \theta$ instead of $\operatorname{Leb}_{\mathbb{R}}$. In the same manner, for $N \in \mathbb{N}$, we often denote elements in $\mathbb{R}^{N}$ by $\Theta=\left(\theta^{k}\right)_{k=0}^{N-1}$ and write $d \Theta$ instead of $\operatorname{Leb}_{\mathbb{R}^{N}}$.
- Let $\mathbb{T}^{d}$ denote the $d$-dimensional unit torus. We usually denote elements in $\mathbb{T}^{d}$ by $x$ or $\bar{x}$ and write $d x$ instead of $\mathrm{Leb}_{\mathbb{T}^{d}}$.
- Define

$$
\begin{equation*}
\mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times Y\right):=\left\{\mu \in \mathcal{M}_{1}\left(\mathbb{T}^{d} \times Y\right) \mid \mathbf{p}_{\#}^{1} \mu=\mathrm{Leb}_{\mathbb{T}^{d}}\right\} \tag{III.0.1}
\end{equation*}
$$

By the disintegration theorem (see e.g. [3, 5.3.1]), for each $\mu \in \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times Y\right)$, there exists a family $\left(\mu^{x}\right)_{x \in \mathbb{T}^{d}}$ of probability measures on $Y$ such that $x \mapsto \mu^{x}$ is Borel-measurable and $\mu=\mu^{x} d x$, i.e.

$$
\begin{equation*}
\int_{\mathbb{T}^{d} \times Y} f(x, y) d \mu(x, y)=\int_{\mathbb{T}^{d}} \int_{Y} f(x, y) d \mu^{x}(y) d x \tag{III.0.2}
\end{equation*}
$$

for all measurable and bounded $f: \mathbb{T}^{d} \times Y \rightarrow \mathbb{R}$.

- Let $\mu$ and $\nu$ be two measures on $Y$. Define the relative entropy between $\mu$ and $\nu$ by

$$
\mathcal{H}(\mu \mid \nu):= \begin{cases}\int_{\mathbb{T}^{d} \times \mathbb{R}} \log \left(\frac{d \mu}{d \nu}\right) d \mu & : \mu \ll \nu  \tag{III.0.3}\\ \infty & : \text { else }\end{cases}
$$

By abuse of notation we use the same letter $\mathcal{H}$ for all Polish spaces.

## Wasserstein spaces.

- By abuse of notation, for all Polish spaces $(Y, \mathrm{~d}), W_{2}$ denotes the $\mathrm{L}^{2}$ - Wasserstein distance induced by d on $\mathcal{M}_{1}(Y)$, i.e.

$$
\begin{equation*}
W_{2}(\mu, \nu)^{2}:=\inf _{\gamma \in \operatorname{Cpl}(\mu, \nu)} \int_{Y^{2}} \mathrm{~d}\left(y, y^{\prime}\right)^{2} d \gamma\left(y, y^{\prime}\right), \tag{III.0.4}
\end{equation*}
$$

where $\mu, \nu \in \mathcal{M}_{1}(Y)$ and $\operatorname{Cpl}(\mu, \nu)$ denotes the space of all probability measures on $Y^{2}$ that have $\mu$ and $\nu$ as marginals. We denote by $\operatorname{Opt}(\mu, \nu) \subset \operatorname{Cpl}(\mu, \nu)$ the set of all measures that realize the infimum in (III.0.4) (cf. [127, 4.1]).

- Set

$$
\begin{equation*}
\mathcal{P}_{2}(Y):=\left\{\mu \in \mathcal{M}_{1}(Y) \mid \exists y_{0} \in Y: \int_{Y} d\left(y, y_{0}\right)^{2} d \mu(y)<\infty\right\} . \tag{III.0.5}
\end{equation*}
$$

Then $\left(\mathcal{P}_{2}(Y), W_{2}\right)$ is a Polish space (cf. [127, 6.18]). If $Y \subset \mathbb{R}^{d}$, then we denote by $\mathcal{P}_{2}^{a}(Y)$ the subset of $\mathcal{P}_{2}(Y)$ that consists of those measures that are absolutely continuous with respect to $\mathrm{Leb}_{Y}$.

- $\widetilde{W}$ denotes the $\mathrm{L}^{2}$-Wasserstein distance on $\mathcal{M}_{1}(Y)$ induced by the distance $\tilde{d}=d /(d+1)$. Then it is known that $\widetilde{W}$ metrizes the weak topology on $\mathcal{M}_{1}(Y)$ (cf. [127, 6.13]).


## Some maps.

- For $i \leq n$, let $\mathbf{p}^{i}: Y_{1} \times \cdots \times Y_{n} \rightarrow Y_{i}$ denote the projection on the $i$-th component, i.e. $\mathbf{p}^{i}\left(y_{1}, \ldots, y_{n}\right)=y_{i}$. Whenever it is necessary, we write $\mathbf{p}_{Y_{1} \times \ldots \times Y_{n}}^{i}$ instead of $\mathbf{p}^{i}$ in order to be able to distinguish different projection maps.
- For $t>0$, we denote by $e_{t}$ the evaluation map at $t$, i.e. $e_{t}(f)=f(t)$ for all $f:(0, \infty) \rightarrow Y$.
- $\operatorname{Id}_{Y}: Y \rightarrow Y$ denotes the identity map on Y .


## Abbreviations.

- A function is d-l.s.c. if it is lower semi-continuous with respect to d.
- For $\varphi \in C^{1,0,1}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R}\right)$ we often write $\partial_{t}$ and $\partial_{\theta}$ to denote the partial derivative with respect to the parameter in $(0, T)$ and $\mathbb{R}$, respectively.
- For $a \in[-\infty, \infty]$, let $a^{+}:=\max \{0, a\}$ and $a^{-}:=\max \{0,-a\}$.
- We sometimes write $\left(y_{t}\right)_{t}:=\left(y_{t}\right)_{t \in[0, T]}$ for curves $\left(y_{t}\right)_{t \in[0, T]} \subset Y$.


## III. 1 Gradient flow representation

The outline of this section is given after Theorem I. 18 in Section I.5.

## III.1.1 Preliminaries

In this subsection we introduce a modification of the Wasserstein space and list some of its metric properties. This space will provide the framework to derive a gradient flow representation for the system in Subsection I.5.2.

The underlying space for this representation is given by

$$
\begin{equation*}
\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right):=\left\{\left.\mu \in \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\left|\int_{\mathbb{T}^{d} \times \mathbb{R}}\right| \theta\right|^{2} d \mu(x, \theta)<\infty\right\} \tag{III.1.1}
\end{equation*}
$$

We equip $\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ with the distance

$$
\begin{equation*}
\mathrm{W}^{\mathrm{L}}(\mu, \nu)^{2}:=\int_{\mathbb{T}^{d}} W_{2}\left(\mu^{x}, \nu^{x}\right)^{2} d x, \quad \mu, \nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \tag{III.1.2}
\end{equation*}
$$

Here we have used that the map $x \mapsto W_{2}\left(\mu^{x}, \nu^{x}\right)$ is measurable. This is true, since, by the measurable selection lemma $([127,5.22])$, for all $\mu, \nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ there exists a family $\left(\pi^{x}\right)_{x \in \mathbb{T}^{d}}$ of probability measures on $\mathbb{R}^{2}$ such that $x \mapsto \pi^{x}$ is Borel-measurable and $\pi^{x} \in$ $\operatorname{Opt}\left(\mu^{x}, \nu^{x}\right)$ for almost every $x \in \mathbb{T}^{d}$. Defining $\pi \in \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right)$ by $\pi=\pi^{x} d x$, we observe that the set

$$
\begin{align*}
\operatorname{Opt}^{\mathrm{L}}(\mu, \nu):=\left\{\pi \in \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right) \mid\right. & \pi=\pi^{x} d x, \text { where } x \mapsto \pi^{x} \text { is Borel-measurable and } \\
& \left.\pi^{x} \in \operatorname{Opt}\left(\mu^{x}, \nu^{x}\right) \text { for almost every } x \in \mathbb{T}^{d}\right\} \tag{III.1.3}
\end{align*}
$$

is non-empty. Note that

$$
\begin{equation*}
\mathrm{W}^{\mathrm{L}}(\mu, \nu)^{2}=\int_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}}\left|\theta-\theta^{\prime}\right|^{2} d \pi\left(x, \theta, \theta^{\prime}\right) \text { for all } \pi \in \mathrm{Opt}^{\mathrm{L}}(\mu, \nu) \tag{III.1.4}
\end{equation*}
$$

Moreover, $\mathrm{W}^{\mathrm{L}}$ can be connected more directly to an optimal transportation problem, since $[3,12.4 .6]$ shows that for all $\mu, \nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$

$$
\begin{equation*}
\mathrm{W}^{\mathrm{L}}(\mu, \nu)^{2}=\inf _{\gamma \in \operatorname{Cpl}^{\mathrm{L}}(\mu, \nu)} \int_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}}\left|\theta-\theta^{\prime}\right|^{2} d \gamma\left(x, \theta, \theta^{\prime}\right) \tag{III.1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{Cpl}^{\mathrm{L}}(\mu, \nu):=\left\{\gamma \in \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right) \mid \mathbf{p}_{\#}^{1,2} \gamma=\mu, \mathbf{p}_{\#}^{1,3} \gamma=\nu\right\} \tag{III.1.6}
\end{equation*}
$$

Using (III.1.5), it is easy to extend the definition of $W^{\mathrm{L}}$ to the whole space $\mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Further, [3, 5.3.2] yields that

$$
\begin{align*}
\operatorname{Cpl}^{\mathrm{L}}(\mu, \nu)=\left\{\gamma \in \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right) \mid\right. & \gamma=\gamma^{x} d x, \text { where } x \mapsto \gamma^{x} \text { is Borel-measurable and } \\
& \left.\gamma^{x} \in \operatorname{Cpl}\left(\mu^{x}, \nu^{x}\right) \text { for almost every } x \in \mathbb{T}^{d}\right\} . \tag{III.1.7}
\end{align*}
$$

This implies that $\mathrm{Opt}^{\mathrm{L}}(\mu, \nu) \subset \mathrm{Cpl}^{\mathrm{L}}(\mu, \nu)$. Therefore, it is easy to see that $\mathrm{Opt}^{\mathrm{L}}(\mu, \nu)$ is the set of minimizers in (III.1.5). From now on, we call the elements of $\mathrm{Opt}^{\mathrm{L}}(\mu, \nu) L$-optimal plans between $\mu$ and $\nu$, and the elements of $\mathrm{Cpl}^{\mathrm{L}}(\mu, \nu) L$-couplings of $\mu$ and $\nu$.

Comparison between $\mathrm{W}^{\mathrm{L}}$ and $W_{2}$. Let $W_{2}$ denote the Wasserstein distance on $\mathcal{P}_{2}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then we have

$$
\begin{equation*}
\mathrm{W}^{\mathrm{L}}(\mu, \nu) \geq W_{2}(\mu, \nu) \text { for all } \mu, \nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \tag{III.1.8}
\end{equation*}
$$

Indeed, this can be shown by estimating the Wasserstein distance by the $\mathrm{L}^{2}$-norm with respect to $\left(\mathbf{p}^{1}, \mathbf{p}^{2}, \mathbf{p}^{1}, \mathbf{p}^{3}\right)_{\#} \pi \in \operatorname{Cpl}(\mu, \nu)$, where $\pi \in \operatorname{Opt}^{\mathrm{L}}(\mu, \nu)$. However, there is no equality in general as it can be seen from the following example. Let $A:=\left\{x \in \mathbb{T}^{d} \left\lvert\, x_{1} \leq \frac{1}{2}\right.\right\}$ and define $\mu, \nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ by

$$
\begin{align*}
\mu(d x, d \theta) & :=\mathbb{1}_{A}(x) \delta_{0}(d \theta) d x+\mathbb{1}_{A^{c}}(x) \delta_{1}(d \theta) d x \\
\nu(d x, d \theta) & :=\mathbb{1}_{A}(x) \delta_{1}(d \theta) d x+\mathbb{1}_{A^{c}}(x) \delta_{0}(d \theta) d x \tag{III.1.9}
\end{align*}
$$

Then it is easy to see that $\mathrm{W}^{\mathrm{L}}(\mu, \nu)=1$ and $W_{2}(\mu, \nu) \leq \frac{1}{4}$.

The absolutely continuous case. Let us consider the special case, when the measures are absolutely continuous with respect to $\operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}}$. Set

$$
\begin{equation*}
\mathcal{P}_{2}^{\mathrm{L}, a}\left(\mathbb{T}^{d} \times \mathbb{R}\right)=\left\{\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \mid \mu \ll \operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}}\right\} \tag{III.1.10}
\end{equation*}
$$

It is clear that, if $\mu \in \mathcal{P}_{2}^{\mathrm{L}, a}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, then $\mu^{x} \in \mathcal{P}_{2}^{a}(\mathbb{R})$ for almost every $x \in \mathbb{T}^{d}$. Consequently, if $\nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, then $\operatorname{Opt}\left(\mu^{x}, \nu^{x}\right)=\left\{\left(\operatorname{Id}_{\mathbb{R}}, \mathrm{T}_{\mu^{x}}^{\nu^{x}}\right)_{\#} \mu^{x}\right\}$ for some $\mathrm{T}_{\mu^{x}}^{\nu^{x}} \in \mathrm{~L}^{2}\left(\mu^{x}\right)$ for almost every $x \in \mathbb{T}^{d}$ (cf. [127, 10.42]). Hence, $\operatorname{Opt}^{\mathrm{L}}(\mu, \nu)=\left\{\left(\operatorname{Id}_{\mathbb{R}}, \mathrm{T}_{\mu^{x}}^{\nu^{x}}\right)_{\#} \mu^{x} d x\right\}$.

Lemma III. 1 Let $\mu \in \mathcal{P}_{2}^{\mathrm{L}, a}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then there exists a unique map $\mathrm{T}_{\mu}^{\nu} \in \mathrm{L}^{2}(\mu)$ such that

- $\mathrm{T}_{\mu}^{\nu}(x, \theta)=\mathrm{T}_{\mu^{x}}^{\nu^{x}}(\theta)$ for almost every $x \in \mathbb{T}^{d}$,
- $\mathrm{W}^{\mathrm{L}}(\mu, \nu)=\left\|\boldsymbol{p}^{2}-\mathrm{T}_{\mu}^{\nu}\right\|_{\mathrm{L}^{2}(\mu)}$.

In the following we call $\mathrm{T}_{\mu}^{\nu}$ the L-optimal map between $\mu$ and $\nu$.
Proof. Let $\pi \in \mathrm{Opt}^{\mathrm{L}}(\mu, \nu)$. Define a linear map $L: \mathrm{L}^{2}(\mu) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
L(g):=\int_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}} g(x, \theta)\left(\theta-\theta^{\prime}\right) d \pi\left(x, \theta, \theta^{\prime}\right) \tag{III.1.11}
\end{equation*}
$$

Due to the monotone-class theorem and the fact that $x \mapsto \pi^{x}$ is Borel-measurable, the integrand is measurable. Next we apply the Cauchy-Schwartz inequality to obtain

$$
\begin{equation*}
|L(g)| \leq\|g\|_{\mathrm{L}^{2}(\pi)} \mathrm{W}^{\mathrm{L}}(\mu, \nu)=\|g\|_{\mathrm{L}^{2}(\mu)} \mathrm{W}^{\mathrm{L}}(\mu, \nu) \tag{III.1.12}
\end{equation*}
$$

Hence, the Riesz representation theorem yields the existence of a unique element $f \in \mathrm{~L}^{2}(\mu)$ such that $L(g)=\int f g d \mu$ for all $g \in \mathrm{~L}^{2}(\mu)$. Thus

$$
\begin{align*}
\int_{\mathbb{T}^{d} \times \mathbb{R}} f g d \mu=L(g) & =\int_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}} g(x, \theta)\left(\theta-\theta^{\prime}\right) d \pi^{x} d x \\
& =\int_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}} g(x, \theta)\left(\theta-\mathrm{T}_{\mu^{x}}^{\nu^{x}}(\theta)\right) d \mu \tag{III.1.13}
\end{align*}
$$

Hence, $f(x, \theta)=\theta-\mathrm{T}_{\mu^{x}}^{\nu^{x}}(\theta) \mu$-a.e. Defining $\mathrm{T}_{\mu}^{\nu}:=\mathbf{p}^{2}-f$ yields the desired results.

Stability of L-couplings and L-optimal plans. First we want to show that a sequence of L-couplings converges weakly if the corresponding sequences of marginals converge. For $\mathcal{K}, \mathcal{L} \subset \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, define

$$
\begin{equation*}
\operatorname{Cpl}^{\mathrm{L}}(\mathcal{K}, \mathcal{L}):=\left\{\gamma \in \mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right) \mid \exists \mu \in \mathcal{K}, \nu \in \mathcal{L}: \gamma \in \mathrm{Cpl}^{\mathrm{L}}(\mu, \nu)\right\} \tag{III.1.14}
\end{equation*}
$$

Lemma III. 2 (i) If $\mathcal{K}$ and $\mathcal{L}$ are both tight subsets of $\mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, then $\mathrm{Cpl}^{\mathrm{L}}(\mathcal{K}, \mathcal{L})$ is a tight subset of $\mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right)$.
(ii) If $\mathcal{K}$ and $\mathcal{L}$ are both compact with respect to the weak topology in $\mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, then $\operatorname{Cpl}^{\mathrm{L}}(\mathcal{K}, \mathcal{L})$ is compact with respect to the weak topology in $\mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right)$.

Proof. We skip this proof as it is a straightforward modification of the analogous result in the setting of the Kantorovich problem; see e.g. [127, 4.4].

We prove the analogous result for L-optimal plans only in the following special case.
Lemma III. 3 Let $\left(\mu_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ be such that for all subsequences $\left(\mu_{k}\right)_{k}$, there exists a subsequence $\left(\mu_{k_{l}}\right)_{l}$ and $a \operatorname{Leb}_{\mathbb{T}^{d}}-n u l l-s e t \mathcal{N}_{k}$ such that

$$
\begin{equation*}
\mu_{k_{l}}^{x} \rightharpoonup \mu^{x} \quad \text { for all } x \in \mathbb{T}^{d} \backslash \mathcal{N}_{k} \tag{III.1.15}
\end{equation*}
$$

Let $\pi_{n} \in \mathrm{Opt}^{\mathrm{L}}\left(\mu_{n}, \mu\right)$ for all $n$. Then,

$$
\begin{equation*}
\pi_{n} \rightharpoonup\left(\operatorname{Id}_{\mathbb{R}}, \operatorname{Id}_{\mathbb{R}}\right)_{\#} \mu^{x} d x \tag{III.1.16}
\end{equation*}
$$

Proof. Let $\left(\mu_{k}\right)_{k}$ be a subsequence. From the assumptions and from the stability of optimal plans in $\left(\mathcal{P}_{2}(\mathbb{R}), W_{2}\right)([127,5.21])$ and since $\operatorname{Opt}\left(\mu^{x}, \mu^{x}\right)=\left\{\left(\operatorname{Id}_{\mathbb{R}}, \operatorname{Id}_{\mathbb{R}}\right)_{\#} \mu^{x}\right\}$, we have that

$$
\begin{equation*}
\pi_{k_{l}}^{x} \rightharpoonup\left(\operatorname{Id}_{\mathbb{R}}, \operatorname{Id}_{\mathbb{R}}\right)_{\#} \mu^{x} \quad \text { for all } x \in \mathbb{T}^{d} \backslash \mathcal{N}_{k} \tag{III.1.17}
\end{equation*}
$$

Let $f \in C_{b}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right)$. Then the dominated convergence theorem yields

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \int_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}} f d \pi_{k_{l}}=\int_{\mathbb{T}^{d}} \lim _{l \rightarrow \infty} \int_{\mathbb{R} \times \mathbb{R}} f d \pi_{k_{l}}^{x} d x=\int_{\mathbb{T}^{d}} \int_{\mathbb{R} \times \mathbb{R}} f d\left(\operatorname{Id}_{\mathbb{R}}, \operatorname{Id}_{\mathbb{R}}\right)_{\#} \mu^{x} d x \tag{III.1.18}
\end{equation*}
$$

Hence, $\pi_{k_{l}} \rightharpoonup\left(\operatorname{Id}_{\mathbb{R}}, \operatorname{Id}_{\mathbb{R}}\right)_{\#} \mu^{x} d x$. And since the weak topology in $\mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right)$ is metrizable, we infer the weak convergence of the whole sequence $\left(\pi_{n}\right)_{n}$ towards $\left(\operatorname{Id}_{\mathbb{R}}, \operatorname{Id}_{\mathbb{R}}\right)_{\#} \mu^{x} d x$.

Weak lower semi-continuity of $W^{L}$. In the following lemma we show that $W^{L}$ is lower semi-continuous with respect to weak convergence. Recall that we have extended the definition of $\mathrm{W}^{\mathrm{L}}$ to the whole space $\mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$.

Lemma III. $4 \operatorname{Let}\left(\mu_{n}\right)_{n},\left(\nu_{n}\right)_{n} \subset \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\mu, \nu \in \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ be such that $\mu_{n} \rightharpoonup \mu$ and $\nu_{n} \rightharpoonup \nu$. Then,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n}, \nu_{n}\right) \geq \mathrm{W}^{\mathrm{L}}(\mu, \nu) \tag{III.1.19}
\end{equation*}
$$

Proof. Consider a subsequence such that $\lim _{k \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{k}, \nu_{k}\right)=\liminf _{n \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n}, \nu_{n}\right)$. Let $\pi_{k} \in \mathrm{Opt}^{\mathrm{L}}\left(\mu_{k}, \nu_{k}\right)$ for all $k$. Lemma III. 2 yields the existence of a subsequence $\left(\pi_{k_{l}}\right)_{l}$ such that $\pi_{k_{l}} \rightharpoonup \pi$ for some $\pi \in \mathrm{Cpl}^{\mathrm{L}}(\mu, \nu)$. Then

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n}, \nu_{n}\right)^{2} & =\lim _{l \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{k_{l}}, \nu_{k_{l}}\right)^{2}=\lim _{l \rightarrow \infty} \int_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}}\left|\theta-\theta^{\prime}\right|^{2} d \pi_{k_{l}} \\
& \geq \int_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}}\left|\theta-\theta^{\prime}\right|^{2} d \pi \geq \mathrm{W}^{\mathrm{L}}(\mu, \nu) \tag{III.1.20}
\end{align*}
$$

where the first inequality is due to a standard lower semi-continuity result for integrals (see e.g. $[3,5.1 .7]$ ) and the second inequality is due to (III.1.5).

Characterization of convergence in $\left(\mathcal{P}_{2}^{\mathbf{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathbf{W}^{\mathbf{L}}\right)$. Convergence with respect to the Wasserstein distance can be characterized by weak convergence plus convergence of the moments; see (I.2.16). A similar fact is true for convergence in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), W^{\mathrm{L}}\right)$.

Proposition III. 5 Let $\left(\mu_{n}\right)_{n} \subset \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then $\lim _{n \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n}, \mu\right)=$ 0 if and only if
(i) $\lim _{n \rightarrow \infty} \int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \mu_{n}=\int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \mu$, and
(ii) for all subsequences $\left(\mu_{k}\right)_{k}$, there exists a subsequence $\left(\mu_{k_{l}}\right)_{l}$ and a $\operatorname{Leb}_{\mathbb{T}^{d}}$-null-set $\mathcal{N}_{k}$ such that

$$
\begin{equation*}
\mu_{k_{l}}^{x} \rightharpoonup \mu^{x} \quad \text { for all } x \in \mathbb{T}^{d} \backslash \mathcal{N}_{k} \tag{III.1.21}
\end{equation*}
$$

Proof. Assume that $\lim _{n \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n}, \mu\right)=0$. (i) is a simple consequence of the triangle inequality for $\mathrm{W}^{\mathrm{L}}$, which we prove below in Lemma III.6. Indeed,

$$
\begin{align*}
\left|\left(\int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \mu_{n}\right)^{\frac{1}{2}}-\left(\int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \mu\right)^{\frac{1}{2}}\right| & =\left|\mathrm{W}^{\mathrm{L}}\left(\mu_{n}, \delta_{0} \otimes \operatorname{Leb}_{\mathbb{T}^{d}}\right)-\mathrm{W}^{\mathrm{L}}\left(\mu, \delta_{0} \otimes \operatorname{Leb}_{\mathbb{T}^{d}}\right)\right| \\
& \leq \mathrm{W}^{\mathrm{L}}\left(\mu_{n}, \mu\right) \longrightarrow 0 \tag{III.1.22}
\end{align*}
$$

To show (ii), let $\left(\mu_{k}\right)_{k}$ be a subsequence. Note that the function $x \mapsto W_{2}\left(\mu_{k}^{x}, \mu^{x}\right)$ converges to 0 in $\mathrm{L}^{2}\left(\mathbb{T}^{d}\right)$. Hence, there exists a further subsequence $\left(\mu_{k_{l}}\right)_{l}$ and a Leb $\mathbb{T}_{\mathbb{T}^{d}}$-null-set $\mathcal{N}_{k}$ such that

$$
\begin{equation*}
\lim _{l \rightarrow \infty} W_{2}\left(\mu_{k_{l}}^{x}, \mu^{x}\right)=0 \quad \text { for all } x \in \mathbb{T}^{d} \backslash \mathcal{N}_{k} \tag{III.1.23}
\end{equation*}
$$

This yields (III.1.21), since Wasserstein convergence implies weak convergence.
Conversely, assume (i) and (ii). Let $\pi_{n} \in \operatorname{Opt}^{\mathrm{L}}\left(\mu_{n}, \mu\right)$ for all $n$. Lemma III. 3 shows that (ii) implies

$$
\begin{equation*}
\pi_{n} \rightharpoonup\left(\operatorname{Id}_{\mathbb{R}}, \operatorname{Id}_{\mathbb{R}}\right)_{\#} \mu^{x} d x \tag{III.1.24}
\end{equation*}
$$

It is a simple consequence of (ii), the dominated convergence theorem and the metrizability of weak convergence that

$$
\begin{equation*}
\mu_{n} \rightharpoonup \mu \tag{III.1.25}
\end{equation*}
$$

Proceeding exactly as in the Wasserstein case (see e.g. the last part of the proof of [127, 6.9]), we can show that (i), (III.1.24) and (III.1.25) imply $\lim _{n \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n}, \mu\right)=0$. Again, we skip the details as there will be no new insights.
$\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{\boldsymbol{d}} \times \mathbb{R}\right), \mathbf{W}^{\mathrm{L}}\right)$ is a Polish space. Here we show that $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ is a complete and separable metric space.

Lemma III. $6\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ is a metric space.
Proof. $\mathrm{W}^{\mathrm{L}}$ is well-defined on $\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, since for all $\mu, \nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$

$$
\begin{align*}
\mathrm{W}^{\mathrm{L}}(\mu, \nu)^{2} & \leq \int_{\mathbb{T}^{d}}\left(W_{2}\left(\mu^{x}, \delta_{0}\right)+W_{2}\left(\delta_{0}, \nu^{x}\right)\right)^{2} d x \leq 4 \int_{\mathbb{T}^{d}}\left(W_{2}\left(\mu^{x}, \delta_{0}\right)^{2}+W_{2}\left(\delta_{0}, \nu^{x}\right)^{2}\right) d x \\
& =4 \int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \mu+4 \int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \nu<\infty \tag{III.1.26}
\end{align*}
$$

$\mathrm{W}^{\mathrm{L}}$ is symmetric, since the Wasserstein distance on $\mathbb{R}$ is symmetric. Let $\mu, \nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. If $\mu=\nu$, then $\mu^{x}=\nu^{x}$ for a.e. $x \in \mathbb{T}^{d}$ by the uniqueness claim in the disintegration theorem, and therefore $\mathrm{W}^{\mathrm{L}}(\mu, \nu)=0$. And if $\mathrm{W}^{\mathrm{L}}(\mu, \nu)=0$, then necessarily $W_{2}\left(\mu^{x}, \nu^{x}\right)=0$ for a.e. $x \in \mathbb{T}^{d}$. This implies that $\mu^{x}=\nu^{x}$ for a.e. $x \in \mathbb{T}^{d}$, and hence $\mu=\nu$. It remains to show the triangle inequality. Let $\mu, \nu, \sigma \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then

$$
\begin{align*}
\mathrm{W}^{\mathrm{L}}(\mu, \nu) & =\left(\int_{\mathbb{T}^{d}} W_{2}\left(\mu^{x}, \nu^{x}\right)^{2} d x\right)^{\frac{1}{2}} \leq\left(\int_{\mathbb{T}^{d}}\left(W_{2}\left(\sigma^{x}, \mu^{x}\right)+W_{2}\left(\sigma^{x}, \nu^{x}\right)\right)^{2} d x\right)^{\frac{1}{2}}  \tag{III.1.27}\\
& \leq\left(\int_{\mathbb{T}^{d}} W_{2}\left(\sigma^{x}, \mu^{x}\right)^{2} d x\right)^{\frac{1}{2}}+\left(\int_{\mathbb{T}^{d}} W_{2}\left(\sigma^{x}, \nu^{x}\right)^{2} d x\right)^{\frac{1}{2}}=\mathrm{W}^{\mathrm{L}}(\sigma, \mu)+\mathrm{W}^{\mathrm{L}}(\sigma, \nu)
\end{align*}
$$

where we have used the triangle inequality for the Wasserstein distance and Minkowski's inequality.

Lemma III. $7\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ is complete.
Proof. Let $\left(\mu_{n}\right)_{n}$ be a Cauchy sequence in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$. Let $\varepsilon>0$. There exists $N_{\varepsilon}>0$ such that $\mathrm{W}^{\mathrm{L}}\left(\mu_{n}, \mu_{m}\right)<\varepsilon$ for all $n, m \geq N_{\varepsilon}$. Then if $n \geq N_{e}$

$$
\begin{align*}
\left(\int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \mu_{n}\right)^{\frac{1}{2}} & \leq \mathrm{W}^{\mathrm{L}}\left(\mu_{n}, \mu_{N_{\varepsilon}}\right)+\mathrm{W}^{\mathrm{L}}\left(\mu_{N_{\varepsilon}}, \delta_{0} \otimes \mathrm{Leb}_{\mathbb{T}^{d}}\right) \\
& \leq \varepsilon+\max _{i \leq N_{\varepsilon}}\left(\int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \mu_{i}\right)^{\frac{1}{2}} \tag{III.1.28}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left(\int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \mu_{n}\right)^{\frac{1}{2}} \leq \varepsilon+\max _{i \leq N_{\varepsilon}}\left(\int_{\mathbb{T}^{d} \times \mathbb{R}}|\theta|^{2} d \mu_{i}\right)^{\frac{1}{2}}<\infty \tag{III.1.29}
\end{equation*}
$$

and we infer the existence of a weakly converging subsequence $\left(\mu_{k}\right)_{k}$ with limit point $\hat{\mu} \in$ $\mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. The weak lower semi-continuity of $\nu \mapsto \int|\theta|^{2} d \nu$ and (III.1.29) imply that even $\hat{\mu} \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Finally, the weak lower semi-continuity of $\mathrm{W}^{\mathrm{L}}$ yields

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n}, \hat{\mu}\right) \leq \lim _{n \rightarrow \infty} \liminf _{k \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n}, \mu_{k}\right)=0 \tag{III.1.30}
\end{equation*}
$$

since $\left(\mu_{n}\right)_{n}$ is Cauchy. Thus $\left(\mu_{n}\right)_{n}$ is a converging sequence in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$.

Lemma III. $8\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ is separable.

Proof. To simplify the notation, we only give the proof for the case $d=1$. Let $D \subset \mathcal{P}_{2}(\mathbb{R})$ be countable and dense with respect to $W_{2}$. Let for all $n \in \mathbb{N}$ and $k \leq 2^{n}-1, A_{k, n}=$ $\left[k 2^{-n},(k+1) 2^{-n}\right)$. Define

$$
\begin{equation*}
\mathcal{D}:=\bigcup_{n \in \mathbb{N}} \bigcup_{\left\{\nu_{k}^{n}\right\}_{k=0, \ldots, 2^{n}-1} \subset D}\left\{\sum_{k=0}^{2^{n}-1} \mathbb{1}_{A_{k, n}}(x) \nu_{k}^{n} d x\right\} \tag{III.1.31}
\end{equation*}
$$

Then $\mathcal{D}$ is countable and $\mathcal{D} \subset \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$. In the following we show that $\mathcal{D}$ is dense in $\left(\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}), \mathrm{W}^{\mathrm{L}}\right)$.

Define for all $n$, the operator $\mathrm{S}_{n}: \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}) \rightarrow \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$ by

$$
\begin{equation*}
\mathrm{S}_{n}(\mu):=\sum_{k=0}^{2^{n}-1} \mathbb{1}_{A_{k, n}}(x) S_{k, n}(\mu) d x, \quad \mu \in \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}) \tag{III.1.32}
\end{equation*}
$$

where for all $k \leq 2^{n}-1, S_{k, n}: \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}) \rightarrow \mathcal{P}_{2}(\mathbb{R})$ is the operator that sends $\mu \in \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$ to the averaged measure $S_{k, n}(\mu)=2^{n} \int_{A_{k, n}} d \mu^{x} d x$ defined by

$$
\begin{equation*}
\int_{\mathbb{R}} f d S_{k, n}(\mu)=2^{n} \int_{A_{k, n}} \int_{\mathbb{R}} f d \mu^{x} d x, \text { for all measurable, bounded } f: \mathbb{R} \longrightarrow \mathbb{R} \tag{III.1.33}
\end{equation*}
$$

Let $\mu \in \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$. The proof of this lemma consists of showing the following two facts.
(i) For all $\varepsilon>0$ and $n \in \mathbb{N}$ there exists $\nu^{n} \in \mathcal{D}$ such that $\mathrm{W}^{\mathrm{L}}\left(\mathrm{S}_{n}(\mu), \nu^{n}\right)<\varepsilon$.
(ii) $\lim _{n \uparrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mathrm{S}_{n}(\mu), \mu\right)=0$.

Indeed, statements (i) and (ii) imply that for any $\mu$, there exists a sequence $\left(\nu^{n}\right)_{n} \subset \mathcal{D}$ such that $\mathrm{W}^{\mathrm{L}}\left(\nu^{n}, \mu\right) \rightarrow 0$, that is, $\mathcal{D}$ is dense in $\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$.

We now show statement (i). Since $D$ is dense in $\mathcal{P}_{2}(\mathbb{R})$, there exists $\nu_{k, n} \in D$ such that $W_{2}\left(\nu_{k, n}, S_{k, n}(\mu)\right)<\varepsilon$ for all $k \leq 2^{n}-1$. Set $\nu^{n}=\sum_{k=0}^{2^{n}-1} \mathbb{1}_{A_{k, n}}(x) \nu_{k, n} d x$. We immediately observe that $\mathrm{W}^{\mathrm{L}}\left(\mathrm{S}_{n}(\mu), \nu^{n}\right)<\varepsilon$.

Next we prove (ii). In view of Proposition III.5, it is enough to show that
(A) $\int|\theta|^{2} d \mathrm{~S}_{n}(\mu)=\int|\theta|^{2} d \mu$ for all $n$, and
(B) $\mathrm{S}_{n}(\mu)^{x} \rightharpoonup \mu^{x}$ for almost every $x \in \mathbb{T}$.
(A) is a simple consequence of (III.1.33). It remains to show (B), which is done in six steps. The main problem is to avoid the non-separability of the space $C_{b}(\mathbb{R})$. We do this in a standard way, which was done e.g. in the proof of $[54,11.4 .1]$. This means, we push the measures down from $\mathbb{T} \times \mathbb{R}$ to a bounded set. Consider $h(\theta)=\arctan (\theta)$ and abbreviate $O:=(\pi / 2, \pi / 2)$. Set $\sigma=\left(\mathbf{p}^{1}, h\right)_{\#} \mu$. Consequently, $\sigma$ is supported in $\mathbb{T} \times O$. Let $\mathrm{BL}(O)$ be the set of real-valued bounded Lipschitz functions on $O$.

Step 1. $\left[\forall f \in \mathrm{BL}(O) \exists\right.$ null-set $\left.\mathcal{N}^{f}: \int f d \mathrm{~S}_{n}(\sigma)^{x} \rightarrow \int f d \sigma^{x} \quad \forall x \in \mathbb{T} \backslash \mathcal{N}^{f}.\right]$
Let $\mathbb{T} \backslash \mathcal{N}^{f}$ be the set of Lebesgue-points of $x \mapsto \int_{\mathbb{R}} f d \sigma^{x} \in \mathrm{~L}^{1}(\mathbb{T})$. For each $x \in \mathbb{T}$, let $k_{x}(n)=\left\lfloor x 2^{n}\right\rfloor$. Hence, $x \in A_{k_{x}(n), n}$ for each $n$. Denote by $B\left(x, 2^{-n}\right)$ the ball of radius $2^{-n}$ around $x \in \mathbb{T}$. Then we observe that for each $x \in \mathbb{T} \backslash \mathcal{N}^{f}$

$$
\begin{align*}
\left|\int_{O} f d \mathrm{~S}_{n}(\sigma)^{x}-\int_{O} f d \sigma^{x}\right| & =\left|\int_{O} f d S_{k_{x}(n), n}(\sigma)-\int_{O} f d \sigma^{x}\right| \\
& \leq 2^{n} \int_{A_{k_{x}(n), n}}\left|\int_{O} f d \sigma^{y}-\int_{O} f d \sigma^{x}\right| d y  \tag{III.1.34}\\
& \leq \frac{2}{\operatorname{Leb}_{\mathbb{T}}\left(B\left(x, 2^{-n}\right)\right)} \int_{B\left(x, 2^{-n}\right)}\left|\int_{O} f d \sigma^{y}-\int_{O} f d \sigma^{x}\right| d y \\
& \longrightarrow 0 \quad \text { as } n \rightarrow \infty,
\end{align*}
$$

since $x$ is a Lebesgue point.
Step 2. [Let $\iota: O \rightarrow \bar{O}$ be the canonical inclusion, then

$$
\left.\forall \bar{f} \in \operatorname{BL}(\bar{O}) \exists \operatorname{null}-\text { set } \mathcal{N}^{\bar{f}}: \int \bar{f} d \iota_{\#} \mathrm{~S}_{n}(\sigma)^{x} \rightarrow \int f d \iota \not \sigma^{x} \quad \forall x \in \mathbb{T} \backslash \mathcal{N}^{\bar{f}} .\right]
$$

$\bar{f}$ has the representation

$$
\begin{equation*}
\bar{f}(\theta)=\inf _{\vartheta \in \bar{O}} \bar{f}(\vartheta)+\operatorname{Lip}(\bar{f})|\theta-\vartheta|=\inf _{\vartheta \in O} \bar{f}(\vartheta)+\operatorname{Lip}(\bar{f})|\theta-\vartheta|, \tag{III.1.35}
\end{equation*}
$$

where $\operatorname{Lip}(\bar{f})$ is the Lipschitz-constant of $\bar{f}$. Define $f \in \mathrm{BL}(O)$ by $f(\theta):=\inf _{\vartheta \in O} \bar{f}(\vartheta)+$ $\operatorname{Lip}(\bar{f})|\theta-\vartheta|$. Then $\bar{f}=f$ on $O$. Set $\mathcal{N}^{\bar{f}}:=\mathcal{N}^{f}$, where $\mathcal{N}^{f}$ is the null-set from Step 1. Then, since $\iota_{\#} \mathrm{~S}_{n}(\sigma)$ and $\iota_{\#} \sigma$ are supported on $O$, we obtain that for all $x \in \mathbb{T} \backslash \mathcal{N}^{\bar{f}}$

$$
\begin{align*}
\lim _{n \rightarrow \infty} \int_{\bar{O}} \bar{f} d \iota \# \mathrm{~S}_{n}(\sigma)^{x} & =\lim _{n \rightarrow \infty} \int_{O} f d \iota \# \mathrm{~S}_{n}(\sigma)^{x}=\lim _{n \rightarrow \infty} \int_{O} f d \mathrm{~S}_{n}(\sigma)^{x}  \tag{III.1.36}\\
& =\int_{O} f d \sigma^{x}=\int_{\bar{O}} \bar{f} d \iota \# \sigma^{x} .
\end{align*}
$$

Step 3. [ $\exists$ null-set $\left.\mathcal{N}: \int \bar{f} d \iota_{\#} S_{n}(\sigma)^{x} \rightarrow \int f d \iota_{\#} \sigma^{x} \quad \forall x \in \mathbb{T} \backslash \mathcal{N} \quad \forall \bar{f} \in \operatorname{BL}(\bar{O}).\right]$
$\operatorname{BL}(\bar{O})$ is separable, i.e. there exists a countable set $E \subset \operatorname{BL}(\bar{O})$, which is dense with respect to $\|\cdot\|_{\infty}$. Set $\mathcal{N}:=\cup_{\bar{f} \in E} \mathcal{N}_{k}^{\bar{f}}$. Since $E$ is dense in $\operatorname{BL}(\bar{O})$, this concludes the claim.

Step 4. [ $\exists$ null-set $\left.\mathcal{N}: \int f d \mathrm{~S}_{n}(\sigma)^{x} \rightarrow \int f d \sigma^{x} \quad \forall x \in \mathbb{T} \backslash \mathcal{N} \quad \forall f \in \operatorname{BL}(O).\right]$
Using [54, 6.1.1] we know that there exists $\bar{f} \in \operatorname{BL}(\bar{O})$ such that $\bar{f}=f$ on $O$. Now the claim follows immediately from Step 3.

Step 5. [ $\exists$ null-set $\mathcal{N}: \int f d \mathrm{~S}_{n}(\sigma)^{x} \rightarrow \int f d \sigma^{x} \quad \forall x \in \mathbb{T} \backslash \mathcal{N} \quad \forall f \in C_{b}(O)$.] The claim follows from Step 4 and [54, 11.3.3].

Step 6. [ $\exists$ null-set $\mathcal{N}: \int f d \mathrm{~S}_{n}(\mu)^{x} \rightarrow \int f d \mu^{x} \quad \forall x \in \mathbb{T} \backslash \mathcal{N} \quad \forall f \in C_{b}(\mathbb{R})$.]
Note that $\mathrm{S}_{n}(\sigma)^{x}=\left(h^{-1}\right)_{\#} \mathrm{~S}_{n}(\mu)^{x}$ and $\sigma^{x}=\left(h^{-1}\right)_{\#} \mu^{x}$ for all $x \in \mathbb{T} \backslash \mathcal{N}$. Hence, the claim follows from the continuous mapping theorem (see e.g. [3, 5.2.1]). This concludes the proof.

## III.1.2 Curves in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$

In this subsection we analyse geodesics and absolutely continuous curves in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$. For the latter we show that these curves are characterized by weak solutions of some type of continuity equation and we introduce a notion of tangent velocity at these curves (cf. Lemma I.3). This fact is the key ingredient later to represent weak solutions of (I.5.10) as gradient flows in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ (see Theorem III.41).

Geodesics. Let $T \in(0, \infty)$. A curve $\left(\mu_{t}\right)_{t \in[0, T]}$ in a metric space $(X, \mathrm{~d})$ is called geodesic (between $\mu_{0}$ and $\mu_{T}$ ) if $\mathrm{d}\left(\mu_{s}, \mu_{t}\right)=(t-s) / T$ for all $0 \leq s \leq t \leq T$. In the following we show that $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ is a geodesic space, i.e. between each pair of measures there exists a geodesic.

Proposition III. 9 Let $\mu_{0}, \mu_{T} \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Let $\pi \in \mathrm{Opt}^{\mathrm{L}}\left(\mu_{0}, \mu_{T}\right)$. Define the curve $\left(\mu_{t}\right)_{t \in[0, T]} b y$

$$
\begin{equation*}
\mu_{t}:=\left(\boldsymbol{p}_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}}^{1},(1-t) \boldsymbol{p}_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}}^{2}+t \boldsymbol{p}_{\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}}^{3}\right)_{\#} \pi, \quad t \in[0, T] \tag{III.1.37}
\end{equation*}
$$

Then $\left(\mu_{t}\right)_{t}$ is a geodesic. Moreover, if in addition $\mu_{0} \ll \operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}}$, then $\mu_{t}=\left(\boldsymbol{p}_{\mathbb{T}^{d} \times \mathbb{R}}^{1},(1-\right.$ t) $\left.\boldsymbol{p}_{\mathbb{T}^{d} \times \mathbb{R}}^{2}+t \mathrm{~T}_{\mu_{0}}^{\mu_{T}}\right)_{\#} \mu_{0}$ and we also have that $\mu_{t} \ll \operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}}$ for all $t \in(0, T)$.

Proof. Note that for each $t$, the disintegration of $\mu_{t}$ with respect to $\operatorname{Leb}_{\mathbb{T}^{d}}$ is given by $\mu_{t}^{x}=$ $\left((1-t) \mathbf{p}_{\mathbb{R} \times \mathbb{R}}^{1}+t \mathbf{p}_{\mathbb{R} \times \mathbb{R}}^{2}\right)_{\#} \pi^{x}$ for almost every $x \in \mathbb{T}^{d}$. Hence, we know that $\left(\mu_{t}^{x}\right)_{t}$ is a geodesic in $\left(\mathcal{P}_{2}(\mathbb{R}), W_{2}\right)$ for almost every $x$ (see e.g. $[3,7.2 .2]$ ). We infer

$$
\begin{equation*}
\mathrm{W}^{\mathrm{L}}\left(\mu_{s}, \mu_{t}\right)^{2}=\frac{(t-s)^{2}}{T^{2}} \int_{\mathbb{T}^{d}} W_{2}\left(\mu_{0}^{x}, \mu_{T}^{x}\right)^{2} d x=\frac{(t-s)^{2}}{T^{2}} \mathrm{~W}^{\mathrm{L}}\left(\mu_{0}, \mu_{T}\right)^{2} \tag{III.1.38}
\end{equation*}
$$

The second claim follows from the observation that $\pi=\left(\mathbf{p}_{\mathbb{T}^{d} \times \mathbb{R}}^{1}, \mathbf{p}_{\mathbb{T}^{d} \times \mathbb{R}}^{2}, \mathrm{~T}_{\mu_{0}}^{\mu_{T}}\right)_{\#} \mu_{0}$. The third claim follows from the analogue statement in the Wasserstein space (see e.g. [4, 2.4]).

Absolutely continuous curves. Let I be an open and bounded (or unbounded) interval. A curve $\left(\mu_{t}\right)_{t \in \mathrm{I}}$ in a metric space $(X, \mathrm{~d})$ is called absolutely continuous and we write $\left(\mu_{t}\right)_{t} \in \mathcal{A C}(\mathrm{I} ; X)$ if there exists $m \in \mathrm{~L}^{2}(\mathrm{I})\left(\right.$ or $m \in \mathrm{~L}_{\text {loc }}^{2}(\mathrm{I})$ if I is unbounded) such that

$$
\begin{equation*}
\mathrm{d}\left(\mu_{s}, \mu_{t}\right) \leq \int_{s}^{t} m(r) d r \quad \forall s, t \in \mathrm{I}, s \leq t \tag{III.1.39}
\end{equation*}
$$

If $(X, \mathrm{~d})$ is a Polish space, $[3,1.1 .2]$ yields the existence of the metric derivative $\left|\mu^{\prime}\right| \in \mathrm{L}^{2}(\mathrm{I})$ (or $\left|\mu^{\prime}\right| \in \mathrm{L}_{\text {loc }}^{2}(\mathrm{I})$ if I is unbounded) defined by

$$
\begin{equation*}
\left|\mu^{\prime}\right|(t)=\lim _{s \rightarrow t} \frac{\mathrm{~d}\left(\mu_{s}, \mu_{t}\right)}{|s-t|} \quad \text { for almost every } t \in \mathrm{I} \tag{III.1.40}
\end{equation*}
$$

In the following we analyse absolutely continuous curves in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ and show that some analogous results as in Wasserstein spaces (cf. Lemma I.3) hold true.

Proposition III. $10(\boldsymbol{A})$ Let $T \in(0, \infty)($ or $T=\infty)$ and $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$.
Then there exists $v:(0, T) \times \mathbb{T}^{d} \times \mathbb{R} \rightarrow \mathbb{R}$ jointly measurable such that
(i) $\partial_{t} \mu_{t}+\partial_{\theta}\left(\mu_{t} v\right)=0$ in $(0, T) \times \mathbb{T}^{d} \times \mathbb{R}$ in the sense of distributions, i.e. for all $\varphi \in C_{c}^{\infty}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R}\right)$,

$$
\begin{equation*}
\int_{(0, T) \times \mathbb{T}^{d} \times \mathbb{R}}\left(\partial_{t} \varphi_{t}(x, \theta)+\partial_{\theta} \varphi_{t}(x, \theta) v_{t}^{x}(\theta)\right) d \mu_{t}(x, \theta) d t=0 \tag{III.1.41}
\end{equation*}
$$

(ii) $\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)} \leq\left|\mu^{\prime}\right|(t)$ for almost every $t$,
(iii) $v_{t} \in{\overline{\left\{\partial_{\theta} \varphi \mid \varphi \in C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right\}}}^{\mathrm{L}^{2}\left(\mu_{t}\right)}$ for almost every $t$,
(iv) $v_{t}^{x} \in{\left.\overline{\left\{\varphi^{\prime}\right.} \mid \varphi \in C_{c}^{\infty}(\mathbb{R})\right\}}^{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}$ for almost every $t$ and $x$,
(B) Conversely, let $\left(\mu_{t}\right)_{t \in(0, T)} \subset \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and let $v \in \mathrm{~L}^{2}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R} ; \mu_{t} d t\right)$ (or $t \mapsto\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)} \in \mathrm{L}_{\mathrm{loc}}^{2}((0, T))$ if $\left.T=\infty\right)$. Suppose that (III.1.41) holds. Then $\left(\mu_{t}\right)_{t} \in$ $\mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ and $\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)} \geq\left|\mu^{\prime}\right|(t)$ for almost every $t$.

Proof. Without restriction we can assume that $T<\infty$, since otherwise we can exhaust $(0, \infty)$ with bounded intervals.

We now show $(\boldsymbol{A})$. We proceed analogously to the proof of $[3,8.3 .1]$. Let $\mathcal{T}=\left\{\partial_{\theta} \varphi \mid \varphi \in\right.$ $\left.C_{c}^{\infty}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R}\right)\right\}$. Define a linear map $L: \mathcal{T} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
L\left(\partial_{\theta} \varphi\right):=\int_{(0, T) \times \mathbb{T}^{d} \times \mathbb{R}} \partial_{t} \varphi d \mu_{t} d t \tag{III.1.42}
\end{equation*}
$$

Performing the very same steps as in the proof of [3, 8.3.1], we obtain

$$
\begin{equation*}
\left|L\left(\partial_{\theta} \varphi\right)\right| \leq\left\|\left|\mu^{\prime}\right|\right\|_{L^{2}((0, T))}\left\|\partial_{\theta} \varphi\right\|_{\mathrm{L}^{2}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R} ; \mu_{t} d t\right)} \tag{III.1.43}
\end{equation*}
$$

which resembles equation (8.3.10) in [3]. Note that we have tacitly used Lemma III.3. Let $\overline{\mathcal{T}}$ denote the closure of $\mathcal{T}$ with respect to $\|\cdot\|_{L^{2}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R} ; \mu_{t} d t\right)}$. Then, using the Riesz representation theorem, (III.1.43) implies that there exists a unique $v \in \overline{\mathcal{T}}$ such that

$$
\begin{equation*}
L(w)=\int_{(0, T) \times \mathbb{T}^{d} \times \mathbb{R}} v w d \mu_{t} d t \quad \forall w \in \overline{\mathcal{T}} \tag{III.1.44}
\end{equation*}
$$

In particular, since we can take $w=\partial_{\theta} \varphi$ for $\varphi \in C_{c}^{\infty}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R}\right)$, (III.1.44) yields (i). Again, using the same arguments as in [3, 8.3.1], we obtain that for all intervals $J \subset(0, T)$

$$
\begin{equation*}
\int_{J}\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}^{2} d t \leq \int_{J}\left|\mu^{\prime}\right|^{2}(t) d t \tag{III.1.45}
\end{equation*}
$$

which is equation (8.3.13) in [3]. As $J$ was arbitrary, this implies (ii). To show (iii), take $\left(\varphi_{n}\right)_{n} \subset C_{c}^{\infty}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R}\right)$ such that $\partial_{\theta} \varphi_{n} \rightarrow v$ in $L^{2}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R} ; \mu_{t} d t\right)$. Hence, the function $t \mapsto\left\|\partial_{\theta} \varphi_{n}(t, \cdot)-v_{t}\right\|_{L^{2}\left(\mathbb{T}^{d} \times \mathbb{R} ; \mu_{t}\right)}$ converges to 0 in $\mathrm{L}^{2}((0, T) ; d t)$. This yields that, up to subsequences, $t \mapsto\left\|\partial_{\theta} \varphi_{n}(t, \cdot)-v_{t}\right\|_{\mathrm{L}^{2}\left(\mathbb{T}^{d} \times \mathbb{R} ; \mu_{t}\right)}$ converges to 0 point-wise almost everywhere. Since $\varphi_{n}(t, \cdot) \in C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ for all $t$, we conclude the proof of (iii). In the same way, one proves the claim (iv).

Next we prove $(\boldsymbol{B})$. Let $D \subset C_{c}^{\infty}((0, T) \times \mathbb{R})$ be countable and dense with respect to $\|\cdot\|_{\infty}$. Let $\varphi \in D$. Then (III.1.41) implies that

$$
\begin{equation*}
\int_{\mathbb{T}^{d}} \zeta(x) \int_{(0, T) \times \mathbb{R}}\left(\partial_{t} \varphi+\partial_{\theta} \varphi v^{x}\right) d \mu_{t}^{x} d t d x=0 \quad \forall \zeta \in C_{c}^{\infty}\left(\mathbb{T}^{d}\right) \tag{III.1.46}
\end{equation*}
$$

Hence, there exists a $\operatorname{Leb}_{\mathbb{T}^{d}}$-null-set $\mathcal{N}^{\varphi}$ such that

$$
\begin{equation*}
\int_{(0, T) \times \mathbb{R}}\left(\partial_{t} \varphi+\partial_{\theta} \varphi v^{x}\right) d \mu_{t}^{x} d t=0 \quad \forall x \in \mathbb{T}^{d} \backslash \mathcal{N}^{\varphi} \tag{III.1.47}
\end{equation*}
$$

Set $\mathcal{N}^{\prime}=\cup_{\varphi \in D} \mathcal{N}^{\varphi}$. Moreover, the assumption that $t \mapsto\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)} \in \mathrm{L}^{2}((0, T))$ assures that there exists a further null-set $\mathcal{N}^{\prime \prime}$ such that

$$
\begin{equation*}
\int_{(0, T) \times \mathbb{R}}\left|v^{x}\right|^{2} d \mu_{t}^{x} d t<\infty \quad \forall x \in \mathbb{T}^{d} \backslash \mathcal{N}^{\prime \prime} \tag{III.1.48}
\end{equation*}
$$

Using that $D$ is dense, the dominated convergence theorem yields that

$$
\begin{equation*}
\int_{(0, T) \times \mathbb{R}}\left(\partial_{t} \varphi+\partial_{\theta} \varphi v^{x}\right) d \mu_{t}^{x} d t=0 \quad \forall \varphi \in C_{c}^{\infty}((0, T) \times \mathbb{R}) \forall x \in \mathbb{T}^{d} \backslash\left(\mathcal{N}^{\prime} \cup \mathcal{N}^{\prime \prime}\right) \tag{III.1.49}
\end{equation*}
$$

Therefore, for each $x \in \mathbb{T}^{d} \backslash\left(\mathcal{N}^{\prime} \cup \mathcal{N}^{\prime \prime}\right)$, the pair $\left(\left(\mu_{t}^{x}\right)_{t},\left(v_{t}^{x}\right)_{t}\right)$ fulfils the assumptions of the converse implication of [59, 2.5]. In particular, we obtain

$$
\begin{equation*}
W_{2}\left(\mu_{s}^{x}, \mu_{t}^{x}\right)^{2} \leq(t-s) \int_{s}^{t}\left\|v_{r}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{r}^{x}\right)}^{2} d r \quad \forall 0<s \leq t<T \quad \forall x \in \mathbb{T}^{d} \backslash\left(\mathcal{N}^{\prime} \cup \mathcal{N}^{\prime \prime}\right) \tag{III.1.50}
\end{equation*}
$$

This inequality was shown at the end of the proof of [59, 2.5]. (III.1.50) easily implies that for all $0<s \leq t<T$

$$
\begin{equation*}
\mathrm{W}^{\mathrm{L}}\left(\mu_{s}, \mu_{t}\right)^{2} \leq(t-s) \int_{s}^{t}\left\|v_{r}\right\|_{\mathrm{L}^{2}\left(\mu_{r}\right)}^{2} d r \leq\left(\int_{s}^{t} \max \left\{1,\left\|v_{r}\right\|_{\mathrm{L}^{2}\left(\mu_{r}\right)}^{2}\right\} d r\right)^{2} \tag{III.1.51}
\end{equation*}
$$

We infer that $\left(\mu_{t}\right)_{t \in(0, T)}$ is an absolutely continuous curve in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$. Finally, the first inequality in (III.1.51) shows that $\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)} \geq\left|\mu^{\prime}\right|(t)$ almost everywhere.

The previous result introduced a few important objects that have to emphasized.
Definition III. 11 Let $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), T \in(0, \infty)$ (or $T=\infty$ ) and suppose that $\left(\mu_{t}\right)_{t} \in$ $\mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$. Define
(i) $\operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right):=\overline{\left\{\partial_{\theta} \varphi \mid \varphi \in C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right\}} \mathrm{L}^{\mathrm{L}^{2}(\mu)}$, the tangent space at $\mu$,
(ii) $\operatorname{Tan}_{\mu^{x}} \mathcal{P}_{2}(\mathbb{R}):=\overline{\left\{\varphi^{\prime} \mid \varphi \in C_{c}^{\infty}(\mathbb{R})\right\}^{\mathrm{L}^{2}\left(\mu^{x}\right)}}$ for $x \in \mathbb{T}^{d}$,
(iii) $v:(0, T) \times \mathbb{T}^{d} \times \mathbb{R} \rightarrow \mathbb{R}$ is called tangent velocity for $\left(\mu_{t}\right)_{t}$ if

- $v \in \mathrm{~L}^{2}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R} ; \mu_{t} d t\right)\left(\right.$ or $t \mapsto\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)} \in \mathrm{L}_{\mathrm{loc}}^{2}((0, T))$ if $\left.T=\infty\right)$,
- $\partial_{t} \mu_{t}+\partial_{\theta}\left(\mu_{t} v\right)=0$ in $(0, T) \times \mathbb{T}^{d} \times \mathbb{R}$ in the sense of distributions,
- $v_{t} \in \operatorname{Tan}_{\mu_{t}} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ for almost every $t$.

The following lemma is an easy consequence of the above definition and can be proven exactly as in [3, Chapter 8.4].

Lemma III. 12 (i) $\operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)=\left\{w \in \mathrm{~L}^{2}\left(\mu_{t}\right) \mid \partial_{\theta}(w \mu)=0\right\}^{\perp}$ for $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, where $\partial_{\theta}$ is meant in the sense of distributions.
(ii) $v \in \operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ if and only if $\|v\|_{L^{2}(\mu)}=\inf \left\{\|v+w\|_{L^{2}(\mu)} \mid w \in L^{2}(\mu), \partial_{\theta}(w \mu)=0\right\}$.
(iii) Let $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, $v \in \operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $w \in \mathrm{~L}^{2}(\mu)$ be such that $\partial_{\theta}(w \mu)=0$. Then $\|v\|_{L^{2}(\mu)}=\|v+w\|_{L^{2}(\mu)}$ if and only if $\|w\|_{L^{2}(\mu)}=0$.

We can summarize the previous results in the following statement.
Corollary III. 13 Let $T \in(0, \infty] .\left(\mu_{t}\right)_{t \in(0, T)}$ is absolutely continuous in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ if and only if there exists a tangent velocity $v$ for $\left(\mu_{t}\right)_{t}$. Moreover, $\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}=\left|\mu^{\prime}\right|(t)$ for almost every $t$ and $v$ is uniquely determined $\operatorname{Leb}_{(0, T)}$-a.e.

Proof. Obviously, Proposition III. 10 shows each claim except of the uniqueness result. Let $w$ be an other tangent velocity for $\left(\mu_{t}\right)_{t}$. Note that $\partial_{\theta}\left(\left(w_{t}-v_{t}\right) \mu_{t}\right)=0$ for almost every $t$. Therefore, Lemma III. 12 (ii) implies that $\left\|w_{t}\right\|_{L^{2}\left(\mu_{t}\right)} \leq\left\|w_{t}+\left(v_{t}-w_{t}\right)\right\|_{L^{2}\left(\mu_{t}\right)}=\left\|v_{t}\right\|_{L^{2}\left(\mu_{t}\right)}$ for almost every $t$. Analogously, applying Lemma III. 12 (ii) for $v$ shows that $\left\|v_{t}\right\|_{L^{2}\left(\mu_{t}\right)}=$ $\left\|w_{t}\right\|_{L^{2}\left(\mu_{t}\right)}=\left\|v_{t}+\left(w_{t}-v_{t}\right)\right\|_{L^{2}\left(\mu_{t}\right)}$ for almost every $t$. Using Lemma III. 12 (iii), this yields that $\left\|w_{t}-v_{t}\right\|_{L^{2}\left(\mu_{t}\right)}=0$ for almost every $t$.

L-optimal maps vs. $\operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. In the following we show that, if $\nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times\right.$ $\mathbb{R}$ ) and $\mu \in \mathcal{P}_{2}^{\mathrm{L}, a}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, then $\mathrm{T}_{\mu}^{\nu}-\mathbf{p}^{2} \in \operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. This will be a consequence of the following observation.

Lemma III. 14 Let $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $w \in L^{2}(\mu)$. Then $w \in \operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{\perp}$ if and only if $w(x, \cdot) \in \operatorname{Tan}_{\mu^{x}} \mathcal{P}_{2}(\mathbb{R})^{\perp}$ for almost every $x \in \mathbb{T}^{d}$.

Proof. The proof relies on Lemma III. 12 (i). Note that the same statements as in Lemma III. 12 also hold for $\operatorname{Tan}_{\mu^{x}} \mathcal{P}_{2}(\mathbb{R})([3$, Chapter 8.4]). Therefore, the "if"-part is trivial. To show the "only if"-part, we apply the same arguments as in the proof of Proposition III. 10 (B) to obtain a $\operatorname{Leb}_{\mathbb{T}^{d}}$ null-set $\mathcal{N}$ such that for all $x \in \mathbb{T}^{d} \backslash \mathcal{N}$

$$
\begin{equation*}
\int_{\mathbb{R}} \varphi^{\prime} w(x, \cdot) d \mu^{x}=0 \quad \forall \varphi \in C_{c}^{\infty}(\mathbb{R}) . \tag{III.1.52}
\end{equation*}
$$

We conclude that $w(x, \cdot) \in\left\{w \in \mathrm{~L}^{2}\left(\mu_{t}\right) \mid \partial_{\theta}(w \mu)=0\right\}=\operatorname{Tan}_{\mu^{x}} \mathcal{P}_{2}(\mathbb{R})^{\perp}$ for almost every $x \in \mathbb{T}^{d}$.

Corollary III. 15 Let $\mu \in \mathcal{P}_{2}^{\mathrm{L}, a}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then $\mathrm{T}_{\mu}^{\nu}-\boldsymbol{p}^{2} \in \operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$.
Proof. It is enough to show that for all $w \in \operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{\perp}$

$$
\begin{equation*}
\int_{\mathbb{T}^{d} \times \mathbb{R}}\left(\mathrm{T}_{\mu}^{\nu}-\mathbf{p}^{2}\right) w d \mu=0 . \tag{III.1.53}
\end{equation*}
$$

$[3,8.5 .2]$ states that $\mathrm{T}_{\mu}^{\nu}(x, \cdot)-\mathbf{p}^{2}=\mathrm{T}_{\mu^{x}}^{\nu^{x}}-\operatorname{Id}_{\mathbb{R}} \in \operatorname{Tan}_{\mu^{x}} \mathcal{P}_{2}(\mathbb{R})$ for almost every $x \in \mathbb{T}^{d}$. Therefore, Lemma III. 14 implies that $\int_{\mathbb{R}}\left(\mathrm{T}_{\mu}^{\nu}-\mathbf{p}^{2}\right)(x, \cdot) w(x, \cdot) d \mu^{x}=0$ for almost every $x$, which immediately implies (III.1.53).
$\mathcal{A C}\left((\mathbf{0}, \boldsymbol{T}) ; \mathcal{P}_{\mathbf{2}}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ vs. $\mathcal{A C}\left((\mathbf{0}, \boldsymbol{T}) ; \mathcal{P}_{\mathbf{2}}(\mathbb{R})\right)$. Here we show that a curve $\left(\mu_{t}\right)_{t}$ is absolutely continuous in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ if and only if $\left(\mu_{t}^{x}\right)_{t}$ is absolutely continuous in $\left(\mathcal{P}_{2}(\mathbb{R}), W_{2}\right)$ for almost every $x$.

Lemma III. 16 Let $T \in(0, \infty)$ or $T=\infty,\left(\mu_{t}\right)_{t \in(0, T)} \subset \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $v \in \mathrm{~L}^{2}((0, T) \times$ $\left.\mathbb{T}^{d} \times \mathbb{R} ; \mu_{t} d t\right)\left(\right.$ or $t \mapsto\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)} \in \mathrm{L}_{\mathrm{loc}}^{2}((0, T))$ if $\left.T=\infty\right)$. Then $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times\right.\right.$ $\mathbb{R})$ ) and $v$ is the tangent velocity for $\left(\mu_{t}\right)_{t}$ if and only if for almost every $x \in \mathbb{T}^{d},\left(\mu_{t}^{x}\right)_{t} \in$ $\mathcal{A C}\left((0, T) ; \mathcal{P}_{2}(\mathbb{R})\right)$ and $v^{x}$ is the tangent velocity for $\left(\mu_{t}^{x}\right)_{t}$ in the Wasserstein sense, i.e. there exists a $\operatorname{Leb}_{(0, T)}$-null-set $\mathcal{N}_{x}$ such that
(i) $v^{x} \in \mathrm{~L}^{2}\left((0, T) \times \mathbb{R} ; \mu_{t}^{x} d t\right)\left(\right.$ or $t \mapsto\left\|v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)} \in \mathrm{L}_{\mathrm{loc}}^{2}((0, T))$ if $\left.T=\infty\right)$,
(ii) $\partial_{t} \mu_{t}^{x}+\partial_{\theta}\left(\mu_{t}^{x} v^{x}\right)=0$ in $(0, T) \times \mathbb{R}$ in the sense of distributions,
(iii) $v_{t}^{x} \in \operatorname{Tan}_{\mu_{t}^{x}} \mathcal{P}_{2}(\mathbb{R})$ for all $t \in(0, T) \backslash \mathcal{N}_{x}$.

In particular, $\left|\mu^{\prime}\right|^{2}(t)=\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}^{2}=\int_{\mathbb{T}^{d}}\left\|v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2} d x=\int_{\mathbb{T}^{d}}\left|\left(\mu^{x}\right)^{\prime}\right|^{2}(t) d x$ for almost every $t$.
Proof. Assume $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ with tangent velocity $v$. (i) follows from the corresponding integrability condition on $v$ being the tangent velocity of $\left(\mu_{t}\right)_{t}$. (ii) was shown in the proof of Proposition III. 10 (B). (iii) follows from Proposition III. 10 (A). By [59, 2.5], these facts imply that

$$
\begin{equation*}
\left(\mu_{t}^{x}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}(\mathbb{R})\right) \quad \text { and } \quad\left\|v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}=\left|\left(\mu^{x}\right)^{\prime}\right|(t) \quad \text { for almost every } t \tag{III.1.54}
\end{equation*}
$$

Conversely, it is an easy observation that (ii) implies that $\partial_{t} \mu_{t}+\partial_{\theta}\left(\mu_{t} v\right)=0$ in the sense of distributions. Hence, Proposition III. $10(B)$ yields that $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ and $\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)} \geq\left|\mu^{\prime}\right|(t)$ for almost every $t$. It remains to show that $v$ is the tangent velocity for $\left(\mu_{t}\right)_{t}$. An easy application of Fubini's theorem shows that (iii) can be reformulated as follows: For almost every $t$, there exists a $\operatorname{Leb}_{\mathbb{T}^{d}}$-null-set $\mathcal{N}_{t}$ such that $v_{t}^{x} \in \operatorname{Tan}_{\mu_{t}^{x}} \mathcal{P}_{2}(\mathbb{R})$ for all $x \in \mathbb{T}^{d} \backslash \mathcal{N}_{t}$. Using this formulation, we can argue in the same way as in Corollary III. 15 to conclude that $v_{t} \in \operatorname{Tan}_{\mu_{t}} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ for a.e. $t$, which shows that $v$ is the tangent velocity for $\left(\mu_{t}\right)_{t}$.

Infinitesimal behaviour. The goal of this paragraph is to show differentiability of $\mathrm{W}^{\mathrm{L}}$ along absolutely continuous curves. We start with the following observation, which, again, is also true in the analogue setting of the Wasserstein distance.

Lemma III. 17 Let $T \in(0, \infty]$ and $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ with tangent velocity $v$. Suppose that $\left(\mu_{t}\right)_{t} \subset \mathcal{P}_{2}^{\mathrm{L}, a}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|\frac{1}{h}\left(\mathrm{~T}_{\mu_{t}}^{\mu_{t+h}}-\boldsymbol{p}^{2}\right)-v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}=0 \quad \text { for almost every } t \in(0, T) \tag{III.1.55}
\end{equation*}
$$

Proof. Let $s_{h}^{t}:=\frac{1}{h}\left(\mathrm{~T}_{\mu_{t}}^{\mu_{t+h}}-\mathbf{p}^{2}\right)$. By Lemma III.16, we have that $\left(\mu_{t}^{x}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}(\mathbb{R})\right)$ with Wasserstein tangent velocity $v^{x}$ for almost every $x$. Therefore, we can apply $[3,8.4 .6]$ to see that for almost every $x$ there exists a null-set $\mathcal{N}_{x}$ such that

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|s_{h}^{t}(x, \cdot)-v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}=0 \quad \text { for all } t \in(0, T) \backslash \mathcal{N}_{x} \tag{III.1.56}
\end{equation*}
$$

As above, using Fubini's theorem, we can reformulate (III.1.56) in such a way that for almost every $t$, there exists a null-set $\mathcal{N}_{t}$ such that

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|s_{h}^{t}(x, \cdot)-v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}=0 \quad \text { for all } x \in \mathbb{T}^{d} \backslash \mathcal{N}_{t} \tag{III.1.57}
\end{equation*}
$$

In particular, this shows that for almost every $t, x \mapsto\left\|s_{h}^{t}(x, \cdot)\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2}$ converges to $x \mapsto$ $\left\|v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2}$ point-wise almost everywhere. However, since for almost every $t$

$$
\begin{equation*}
\int_{\mathbb{T}^{d}}\left\|s_{h}^{t}(x, \cdot)\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2} d x=\frac{1}{h^{2}} \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \mu_{t+h}\right) \longrightarrow\left|\mu^{\prime}\right|^{2}(t)=\int_{\mathbb{T}^{d}}\left\|v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2} d x, \tag{III.1.58}
\end{equation*}
$$

we even have that $x \mapsto\left\|s_{h}^{t}(x, \cdot)\right\|_{L^{2}\left(\mu_{t}^{x}\right)}^{2}$ converges to $x \mapsto\left\|v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2}$ in $\mathrm{L}^{1}\left(\mathbb{T}^{d}\right)$ for almost every $t$. Hence, for each $h$, the function $x \mapsto\left\|s_{h}^{t}(x, \cdot)-v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2}$ is majorized by the function $x \mapsto 4\left(\left\|s_{h}^{t}(x, \cdot)\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2}+\left\|v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2}\right)$, which is a converging sequence in $\mathrm{L}^{1}\left(\mathbb{T}^{d}\right)$. Therefore, we can apply the (generalized) dominated convergence theorem to obtain that for almost every $t$

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|s_{h}^{t}-v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}^{2}=\lim _{h \rightarrow 0} \int_{\mathbb{T}^{d}}\left\|s_{h}^{t}(x, \cdot)-v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2} d x=\int_{\mathbb{T}^{d}} \lim _{h \rightarrow 0}\left\|s_{h}^{t}(x, \cdot)-v_{t}^{x}\right\|_{\mathrm{L}^{2}\left(\mu_{t}^{x}\right)}^{2} d x=0 \tag{III.1.59}
\end{equation*}
$$

which concludes the proof of this lemma.
Proposition III. 18 Let $T \in(0, \infty]$ and $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ with tangent velocity v. Let $\left(\mu_{t}\right)_{t} \subset \mathcal{P}_{2}^{\mathrm{L}, a}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\sigma \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then

$$
\begin{equation*}
\frac{d}{d t} \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \sigma\right)^{2}=2 \int_{\mathbb{T}^{d} \times \mathbb{R}}\left(\boldsymbol{p}^{2}-\mathrm{T}_{\mu_{t}}^{\sigma}\right) v_{t} d \mu_{t} \quad \text { for almost every } t \in(0, T) \tag{III.1.60}
\end{equation*}
$$

Proof. As above, the proof relies on the analogous result for $\left(\mu_{t}^{x}\right)_{t}$ and the dominated convergence theorem. Let for all $t \in(0, T)$ and $h>0$

$$
\begin{equation*}
f_{h}^{t}: x \mapsto \frac{1}{h^{2}} W_{2}\left(\mu_{t}^{x}, \mu_{t+h}^{x}\right)^{2}+4\left(W_{2}\left(\mu_{t}^{x}, \sigma^{x}\right)^{2}+W_{2}\left(\mu_{t+h}^{x}, \sigma^{x}\right)^{2}\right) . \tag{III.1.61}
\end{equation*}
$$

It will turn out that $f_{h}^{t}$ is the majorizing sequence that we need. Thus, we need to show that $\left(f_{h}^{t}\right)_{h}$ converges in $\mathrm{L}^{1}\left(\mathbb{T}^{d}\right)$ for a.e. $t$. Indeed, we observe that as $h \rightarrow 0$ (again, after an application of Fubini's theorem) for almost every $t$

$$
\begin{equation*}
\left.f_{h}^{t}(x) \longrightarrow\left|\left(\mu^{x}\right)^{\prime}\right|^{2}(t)+8 W_{2}\left(\mu_{t}^{x}, \sigma^{x}\right)^{2}\right)=: f^{t}(x) \quad \text { for almost every } x \in \mathbb{T}^{d} \tag{III.1.62}
\end{equation*}
$$

Moreover, for almost every $t$

$$
\begin{align*}
\left\|f_{h}^{t}\right\|_{\mathrm{L}^{1}\left(\mathbb{T}^{d}\right)} & =\frac{1}{h^{2}} \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \mu_{t+h}\right)^{2}+4\left(\mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \sigma\right)^{2}+\mathrm{W}^{\mathrm{L}}\left(\mu_{t+h}, \sigma\right)^{2}\right)  \tag{III.1.63}\\
& \longrightarrow\left|\mu^{\prime}\right|^{2}(t)+8 \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \sigma\right)^{2}=\left\|f^{t}\right\|_{\mathrm{L}^{1}\left(\mathbb{T}^{d}\right)} .
\end{align*}
$$

(III.1.62) and (III.1.63) show that $\lim _{h \rightarrow 0} f_{h}^{t}=f^{t}$ in $\mathrm{L}^{1}\left(\mathbb{T}^{d}\right)$ for a.e. $t$.

Note that from $[3,8.4 .7]$ we get that for almost every $t$ and $x$

$$
\begin{equation*}
\frac{d}{d t} W_{2}\left(\mu_{t}^{x}, \sigma^{x}\right)^{2}=2 \int_{\mathbb{R}}\left(\operatorname{Id}_{\mathbb{R}}-\mathrm{T}_{\mu_{t}^{x}}^{\sigma^{x}}\right) v_{t}^{x} d \mu_{t}^{x} \tag{III.1.64}
\end{equation*}
$$

Further, as a consequence of the triangle inequality and Young's inequality, we observe that for all $t, h$ and $x$

$$
\begin{equation*}
\frac{1}{h^{2}}\left(W_{2}\left(\mu_{t+h}^{x}, \sigma^{x}\right)^{2}-W_{2}\left(\mu_{t}^{x}, \sigma^{x}\right)^{2}\right) \leq \frac{1}{2} f_{h}^{t}(x) . \tag{III.1.65}
\end{equation*}
$$

Therefore, the dominated convergence theorem yields (III.1.60).

## III.1.3 Gradient flows in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ for $\lambda$-convex functionals

In this subsection we introduce the notion of a subdifferential for a certain class of functionals in $\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then we define gradient flows in $\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ for such functionals and prove in Theorem III. 27 their existence, uniqueness and some properties.

In this chapter, we only consider functionals that satisfy the following convexity property (cf. [3, 4.0.1]).

Definition III. 19 Let ( $X, \mathrm{~d}$ ) be a Polish space. Then $\phi: X \rightarrow(-\infty, \infty]$ is called strongly $\lambda$-convex if $\lambda \in \mathbb{R}$ and for all $\sigma, \mu_{0}, \mu_{1} \in D(\phi)$ there exists a curve $\left(\gamma_{t}\right)_{t \in[0,1]}$ with $\gamma_{0}=\mu_{0}$, $\gamma_{1}=\mu_{1}$ such that for all $0<\tau<\frac{1}{\lambda^{-}}$(with the convention that $1 / 0=\infty$ ), the functional

$$
\begin{equation*}
\Phi(\tau, \sigma ; \cdot):=\frac{1}{2 \tau} \mathrm{~d}(\cdot, \sigma)^{2}+\phi(\cdot) \tag{III.1.66}
\end{equation*}
$$

is $\left(\frac{1}{\tau}+\lambda\right)$-convex along $\left(\gamma_{t}\right)_{t}$, i.e. for all $t \in[0,1]$

$$
\begin{equation*}
\Phi\left(\tau, \sigma ; \gamma_{t}\right) \leq(1-t) \Phi\left(\tau, \sigma ; \gamma_{0}\right)+t \Phi\left(\tau, \sigma ; \gamma_{1}\right)-\frac{1}{2}\left(\frac{1}{\tau}+\lambda\right) t(1-t) \mathrm{d}\left(\mu_{0}, \mu_{1}\right)^{2} \tag{III.1.67}
\end{equation*}
$$

However, in most of the cases, it suffices to demand the following weaker form of convexity.

Definition III. $20 \phi: X \rightarrow(-\infty, \infty]$ is called $\lambda$-convex (along geodesics) if $\lambda \in \mathbb{R}$ and for all $\mu_{0}, \mu_{1} \in D(\phi)$ there exists a geodesic $\left(\mu_{t}\right)_{t \in[0,1]}$ such that $\phi$ is $\lambda$-convex along $\left(\mu_{t}\right)_{t}$.

In our case, i.e. if $X=\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right),\left(\mu_{t}\right)_{t \in[0,1]}$ will always be the geodesic induced by some $\pi \in \mathrm{Opt}^{\mathrm{L}}\left(\mu_{0}, \mu_{1}\right)$ as in (III.1.37).

Subdifferential calculus. As we already motivated in Section I.2, instead of working with gradients in $\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, we prefer to work with (strong) subdifferentials.

Definition III. 21 Let $\phi: \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow(-\infty, \infty]$ be proper ${ }^{1}$, $\lambda$-convex and $\mathrm{W}^{\mathrm{L}}$-l.s.c. Let $\mu \in D(\phi) \cap \mathcal{P}_{2}^{\mathrm{L}, a}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\xi \in \mathrm{L}^{2}(\mu)$. Then we say that $\xi$ belongs to the subdifferential of $\phi$ at $\mu$ and we write $\xi \in \partial \phi(\mu)$ if

$$
\begin{equation*}
\phi(\nu)-\phi(\mu) \geq \int_{\mathbb{T}^{d} \times \mathbb{R}} \xi\left(\mathrm{T}_{\mu}^{\nu}-\boldsymbol{p}^{2}\right) d \mu+\frac{\lambda}{2} \mathrm{~W}^{\mathrm{L}}(\mu, \nu)^{2} \quad \forall \nu \in D(\phi) \tag{III.1.68}
\end{equation*}
$$

Further, we say that $\xi \in \partial \phi(\mu)$ is a strong subdifferential of $\phi$ at $\mu$ if

$$
\begin{equation*}
\phi\left(\left(\boldsymbol{p}^{1}, T\right)_{\#} \mu\right)-\phi(\mu) \geq \int_{\mathbb{T}^{d} \times \mathbb{R}} \xi\left(\mathrm{T}-\boldsymbol{p}^{2}\right) d \mu+o\left(\left\|\mathrm{~T}-\boldsymbol{p}^{2}\right\|_{\mathrm{L}^{2}(\mu)}\right) \quad \text { as }\left\|\mathrm{T}-\boldsymbol{p}^{2}\right\|_{\mathrm{L}^{2}(\mu)} \rightarrow 0 \tag{III.1.69}
\end{equation*}
$$

Lemma III. 22 Let $\phi: \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow(-\infty, \infty]$ be proper, $\lambda$-convex and $\mathrm{W}^{\mathrm{L}}$-l.s.c. Let $\mu \in D(\phi) \cap \mathcal{P}_{2}^{\mathrm{L}, a}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\xi \in \partial \phi(\mu) \cap \operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then $\xi$ is a strong subdifferential of $\phi$ at $\mu$.

[^10]Proof. The proof follows the same lines as in the Wasserstein case (see [59, 3.2]). Therefore, we omit the details.

Definition III. 23 Let $(X, d)$ be a Polish space. Let $\phi: X \rightarrow(-\infty, \infty]$ be proper and d-l.s.c. Then the metric slope $|\partial \phi|: D(\phi) \rightarrow[0, \infty]$ is defined by

$$
\begin{equation*}
|\partial \phi|(\mu)=\underset{\nu \rightarrow \mu}{\limsup } \frac{(\phi(\mu)-\phi(\nu))^{+}}{\mathrm{d}(\mu, \nu)} . \tag{III.1.70}
\end{equation*}
$$

Next we show that $\lambda$-convex functionals are differentiable almost everywhere along curves in $\mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ and compute the derivative.

Lemma III. 24 Let $\phi: \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow(-\infty, \infty]$ be proper, $\lambda$-convex and $\mathrm{W}^{\mathrm{L}}$-l.s.c. Let $T \in(0, \infty]$ and $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ with tangent velocity $v$. Suppose that

$$
\begin{equation*}
\int_{s}^{t}|\partial \phi|\left(\mu_{r}\right)\left|\mu^{\prime}\right|(r) d r<\infty \quad \forall 0<s<t<T \tag{III.1.71}
\end{equation*}
$$

Then
(i) $t \mapsto \phi\left(\mu_{t}\right)$ is absolutely continuous,
(ii) there exists $a \operatorname{Leb}_{(0, T)}$-null-set $\mathcal{N}$ such that for all $\xi \in \partial \phi\left(\mu_{t}\right)$

$$
\begin{equation*}
\frac{d}{d t} \phi\left(\mu_{t}\right)=\int_{\mathbb{T}^{d} \times \mathbb{R}} \xi v_{t} d \mu_{t} \quad \text { for all } t \in(0, T) \backslash \mathcal{N} \tag{III.1.72}
\end{equation*}
$$

Proof. (i) is the content of [3, 2.4.10]. To show (ii), let $\mathcal{N}$ be such that for all $t \in(0, T) \backslash \mathcal{N}$, (III.1.55) holds, $\frac{d}{d t} \phi\left(\mu_{t}\right)$ exists and $|\partial \phi|\left(\mu_{t}\right)<\infty$. From here we proceed as in [3, 10.3.18].

Gradient flows in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$. We are now able to define the notion of gradient flows in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$.

Definition III. 25 Let $\phi: \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow(-\infty, \infty]$ be proper, $\lambda$-convex and $\mathrm{W}^{\mathrm{L}}$-l.s.c. Let $T \in(0, \infty]$ and $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ with tangent velocity $v$. Then $\left(\mu_{t}\right)_{t}$ is called gradient flow for $\phi$, if

$$
\begin{equation*}
-v_{t} \in \partial \phi\left(\mu_{t}\right) \quad \text { for almost every } t \in(0, T) \tag{III.1.73}
\end{equation*}
$$

Further, $\mu_{0} \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ is called initial value of $\left(\mu_{t}\right)_{t}$ if $\lim _{t \rightarrow 0} \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \mu_{0}\right)=0$.
Let us first note that, as in the Wasserstein case, gradient flows in $\left(\mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \mathrm{W}^{\mathrm{L}}\right)$ are equivalent to the solutions of a system of evolution variational inequalities (E.V.I.).

Lemma III. 26 Let $\phi: \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow(-\infty, \infty]$ be proper, $\lambda$-convex and $\mathrm{W}^{\mathrm{L}}$-l.s.c. Let $T \in(0, \infty]$ and $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$. Then $\left(\mu_{t}\right)_{t}$ is a gradient flow for $\phi$ if and only if for all $\nu \in D(\phi)$ there exists a $\operatorname{Leb}_{(0, T)}$-null-set $\mathcal{N}_{\nu}$ such that for all $t \in(0, T) \backslash \mathcal{N}_{\nu}$

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \nu\right)^{2} \leq \phi(\nu)-\phi\left(\mu_{t}\right)-\frac{\lambda}{2} \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \nu\right)^{2} . \tag{III.1.74}
\end{equation*}
$$

Proof. Again, the proof consists of adapting the analogous proof in the Wasserstein case (see $[3,11.1 .4]$ ), which is based on Proposition III.18. We omit the details.

In the following theorem we obtain the existence of gradient flows and further properties such as uniqueness, an energy identity and a regularisation estimate. The result is limited to the case, when the functional $\phi$ is proper, strongly $\lambda$-convex, $\mathrm{W}^{\mathrm{L}}$-l.s.c and coercive, where we say that a functional $\phi: X \rightarrow(-\infty, \infty]$ on a Polish space $(X, \mathrm{~d})$ is coercive if there exists $\mu^{*} \in X$ and $r^{*}>0$ such that

$$
\begin{equation*}
\inf \left\{\phi(\nu) \mid \nu \in X, \mathrm{~d}\left(\nu, \mu^{*}\right) \leq r^{*}\right\}>-\infty \quad(\mathrm{cf.}[3,(2.4 .10)]) \tag{III.1.75}
\end{equation*}
$$

Theorem III. 27 Let $T \in(0, \infty]$ and $\phi: \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow(-\infty, \infty]$ be proper, strongly $\lambda$-convex, $\mathrm{W}^{\mathrm{L}}$-l.s.c and coercive. Then:
(i) (Existence) For each $\mu_{0} \in \overline{D(\phi)}$, there exists a gradient flow for $\phi$ with initial value $\mu_{0}$.
(ii) ( $\lambda$-contraction and uniqueness) Let $\left(\mu_{t}\right)_{t}$ and $\left(\nu_{t}\right)_{t}$ be gradient flows for $\phi$ with initial value $\mu_{0} \in \overline{D(\phi)}$ and $\nu_{0} \in \overline{D(\phi)}$, respectively. Then, for all $t \in(0, T)$

$$
\begin{equation*}
\mathrm{W}^{\mathrm{L}}\left(\mu_{t}, \nu_{t}\right) \leq \mathrm{e}^{-\lambda t} \mathrm{~W}^{\mathrm{L}}\left(\mu_{0}, \nu_{0}\right) \tag{III.1.76}
\end{equation*}
$$

In particular, for each $\mu_{0} \in \overline{D(\phi)}$, the gradient flow for $\phi$ with initial value $\mu_{0}$ is unique.
(iii) (Energy identity) Let $\left(\mu_{t}\right)_{t}$ be the gradient flow for $\phi$ with initial value $\mu_{0} \in D(\phi)$, then for all $t \in(0, T)$

$$
\begin{equation*}
\phi\left(\mu_{t}\right)-\phi\left(\mu_{0}\right)+\frac{1}{2} \int_{0}^{t}\left(|\partial \phi|^{2}\left(\mu_{s}\right)+\left|\mu^{\prime}\right|^{2}(s)\right) d s=0 \tag{III.1.77}
\end{equation*}
$$

(iv) (Monotonicity along gradient flows) Let $\left(\mu_{t}\right)_{t}$ be the gradient flow for $\phi$ with initial value $\mu_{0} \in \overline{D(\phi)}$, then for almost every $t \in(0, T)$

$$
\begin{equation*}
\frac{d}{d t} \phi\left(\mu_{t}\right)=-\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}^{2} \tag{III.1.78}
\end{equation*}
$$

(v) (Regularization estimate) Let $\left(\mu_{t}\right)_{t}$ be the gradient flow for $\phi$ with initial value $\mu_{0} \in \overline{D(\phi)}$, then for all $t \in(0, T)$ and all $\nu \in D(\phi)$

$$
\phi\left(\mu_{t}\right) \leq \begin{cases}\phi(\nu)+\frac{\lambda}{2\left(e^{\lambda t}-1\right)} \mathrm{W}^{\mathrm{L}}\left(\mu_{0}, \nu\right)^{2} & : \lambda \neq 0  \tag{III.1.79}\\ \phi(\nu)+\frac{1}{2 t} \mathrm{~W}^{\mathrm{L}}\left(\mu_{0}, \nu\right)^{2} & : \lambda=0\end{cases}
$$

Proof. Again, we benefit from the work that was done in [3].
For $\mu_{0} \in \overline{D(\phi)}$, we introduce the following implicit Euler scheme. Let $\tau>0$. Define recursively:

$$
\left\{\begin{array}{l}
\mu_{0}^{\tau}:=\mu_{0}  \tag{III.1.80}\\
\mu_{n}^{\tau} \in \underset{\nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)}{\operatorname{argmin}}\left(\phi(\nu)+\frac{1}{2 \tau} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n-1}^{\tau}, \nu\right)^{2}\right) \text { for } n \in \mathbb{N} .
\end{array}\right.
$$

[3, 2.2.2] shows that this scheme is well-defined. Define the piecewise constant interpolating trajectory $\left(\bar{\mu}_{t}^{\tau}\right)_{t \in[0, T]}$ by

$$
\left\{\begin{array}{l}
\bar{\mu}_{0}^{\tau}:=\mu_{0},  \tag{III.1.81}\\
\bar{\mu}_{t}^{\tau}:=\mu_{n}^{\tau}
\end{array} \quad \text { for } t \in((n-1) \tau, n \tau] \text { for all } n \in \mathbb{N} \text { such that } n \tau \leq T\right.
$$

Then [3, 4.0.4] yields the convergence of this scheme with respect to $\mathrm{W}^{\mathrm{L}}$ towards a curve $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ with initial value $\mu_{0}$, which solves (III.1.74) and satisfies (ii). In addition, Lemma III. 26 yields (i).
$[3,4.0 .4]$ shows that the gradient flow $\left(\mu_{t}\right)_{t}$ is a so-called minimizing movement (see [3, $2.0 .6]$ for the definition). Hence, [3, 2.3.3] implies (iii). (Note that in our case the object $\left|\partial^{-} \phi\right|$ from this theorem is just $|\partial \phi|$ and that the assumption that $|\partial \phi|$ is a strong upper gradient is also fulfilled by [3, 2.4.10].)
(iv) follows from the chain rule given in Lemma III.24.
$(v)$ follows from $[3,4.3 .2]^{2}$ and $[3,(3.1 .1)]$.

## III.1.4 Local McKean-Vlasov equation

In this subsection we apply Theorem III. 27 to a functional $\mathcal{F}$ that is of the form

$$
\begin{equation*}
\mathcal{F}(\mu):=\mathcal{S}(\mu)+\mathcal{W}(\mu)+\mathcal{V}(\mu) \tag{III.1.82}
\end{equation*}
$$

where $\mathcal{S}, \mathcal{W}$ and $\mathcal{V}$ are called entropy, interaction energy and potential energy, respectively. In order to apply Theorem III. 27 for $\mathcal{F}$, we show separately that each of its summands $\mathcal{S}, \mathcal{W}$ and $\mathcal{V}$ are well-defined, proper, strongly $\lambda$-convex, $\mathrm{W}^{\mathrm{L}}$-l.s.c and coercive in the Lemmas III.28, III. 30 and III.32, respectively. (It will turn out that $\mathcal{F}$ is trivially proper.) Moreover, we compute a directional derivative of $\mathcal{F}$ (Proposition III.36), analyse the subdifferential of $\mathcal{F}$ (Proposition III.38) and derive a variational characterisation of gradient flows for $\mathcal{F}$ (Theorem III.40), which will be a key fact in the forthcoming sections (cf. Lemma I. 8 and Lemma I.11). Finally, we show in Theorem III. 41 the equivalence of the gradient flow for $\mathcal{F}$ and the weak solution to the partial differential equation (I.5.10).

Entropy. Define the entropy $\mathcal{S}: \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow(-\infty, \infty]$ by

$$
\mathcal{S}(\mu):= \begin{cases}\int_{\mathbb{T}^{d} \times \mathbb{R}} \log (\rho) d \mu & : \mu \ll \operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}}, \mu=\rho \operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}}  \tag{III.1.83}\\ \infty & : \text { else }\end{cases}
$$

A very useful observation is that for each $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$

$$
\begin{equation*}
\mathcal{S}(\mu)=\int_{\mathbb{T}^{d} \times \mathbb{R}} S_{1}\left(\mu^{x}\right) d x \tag{III.1.84}
\end{equation*}
$$

where $S_{1}: \mathcal{P}_{2}(\mathbb{R}) \rightarrow(-\infty, \infty]$ is the entropy functional on $\mathcal{P}_{2}(\mathbb{R})$, i.e.

$$
S_{1}\left(\mu^{x}\right):= \begin{cases}\int_{\mathbb{R}} \log \left(\rho^{x}\right) d \mu^{x} & : \mu^{x} \ll \operatorname{Leb}_{\mathbb{R}}, \mu^{x}=\rho^{x} \operatorname{Leb}_{\mathbb{R}}  \tag{III.1.85}\\ \infty & : \text { else }\end{cases}
$$

This fact simplifies our analysis, since we benefit from the already known results for $S_{1}$; see e.g. in [3]. In the following lemma we show that Theorem III. 27 is applicable for $\mathcal{S}$.

[^11]Lemma III. 28 (i) (Well-defined) Let $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\varepsilon>0$. Then there exists $C_{\varepsilon}>0$ such that $\mathcal{S}(\mu) \geq-C_{\varepsilon}-\varepsilon \int|\theta|^{2} d \mu(>-\infty)$.
(ii) (Coercivity) For all $r>0$ we have

$$
\begin{equation*}
\inf \left\{\left.\mathcal{S}(\nu)\left|\nu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right), \int\right| \theta\right|^{2} d \nu \leq r\right\}>-\infty \tag{III.1.86}
\end{equation*}
$$

In particular, $\mathcal{S}$ is coercive.
(iii) $\left(\mathrm{W}^{\mathrm{L}}\right.$-l.s.c) Let $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ be such that $\sup _{n} \int|\theta|^{2} d \mu_{n}<\infty$ and $\mu_{n} \rightharpoonup \mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathcal{S}\left(\mu_{n}\right) \geq \mathcal{S}(\mu) \tag{III.1.87}
\end{equation*}
$$

In particular, $\mathcal{S}$ is $\mathrm{W}^{\mathrm{L}}$-l.s.c.
(iv) (Strong 0-convexity) $\mathcal{S}$ is strongly 0 -convex.

Proof. The corresponding statement for $S_{1}$ (see [83, (29)]) and (III.1.84) imply (i).
(ii) is an immediate consequence of (i).

To show (iii), set $\nu:=\mathrm{e}^{-|\theta|-\beta} d \theta d x \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, where $\beta>0$ is a normalization constant. Recall the definition of the relative entropy given in (III.0.3). Then for $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$

$$
\begin{equation*}
\mathcal{S}(\mu)=\mathcal{H}(\mu \mid \nu)-\tilde{\mathcal{V}}(\mu) \tag{III.1.88}
\end{equation*}
$$

where $\tilde{\mathcal{V}}(\mu):=\int(|\theta|+\beta) d \mu$. Since $\sup _{n} \int|\theta|^{2} d \mu_{n}<\infty,[3,5.1 .7]$ implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \tilde{\mathcal{V}}\left(\mu_{n}\right)=\tilde{\mathcal{V}}(\mu) \tag{III.1.89}
\end{equation*}
$$

And by the dual representation of $\mathcal{H}$ (see $[3,9.4 .4]$ ), we have that $\mathcal{H}(\cdot \mid \nu)$ is the supremum of functionals that are continuous with respect to weak convergence. Hence, $\mathcal{H}(\cdot \mid \nu)$ is lower semi-continuous with respect to weak convergence. This fact together with (III.1.89) yields (iii).

It remains to prove (iv). Let $\sigma, \mu_{0}, \mu_{1} \in D(\mathcal{S})$ and $\Phi$ be as in (III.1.66) for the functional $\mathcal{S}$. Analogously, define $\Phi_{1}\left(\tau, \sigma^{x} ; \cdot\right)=\frac{1}{2 \tau} W_{2}\left(\sigma^{x}, \cdot\right)+S_{1}(\cdot)$. Then we observe that for all $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$

$$
\begin{equation*}
\Phi(\tau, \sigma ; \mu)=\int_{\mathbb{T}^{d}} \Phi_{1}\left(\tau, \sigma^{x} ; \mu^{x}\right) d x \tag{III.1.90}
\end{equation*}
$$

Moreover, we show at the end of this proof that there exits a measure $\omega \in \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}^{3}\right)$ such that for almost every $x \in \mathbb{T}^{d}$

$$
\begin{equation*}
\left(\mathbf{p}_{\mathbb{R}^{3}}^{1,2}\right)_{\#} \omega^{x} \in \operatorname{Opt}\left(\sigma^{x}, \mu_{0}^{x}\right) \quad \text { and } \quad\left(\mathbf{p}_{\mathbb{R}^{3}}^{1,3}\right)_{\#} \omega^{x} \in \operatorname{Opt}\left(\sigma^{x}, \mu_{1}^{x}\right) \tag{III.1.91}
\end{equation*}
$$

Set for all $t \in[0,1]$

$$
\begin{equation*}
\gamma_{t}=\left((1-t) \mathbf{p}_{\mathbb{R}^{3}}^{2}+t \mathbf{p}_{\mathbb{R}^{3}}^{3}\right)_{\#} \omega^{x} d x \in \mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right) \tag{III.1.92}
\end{equation*}
$$

Then, $[3,9.3 .9]$ and $[3,9.2 .7]$ show that for almost every $x \in \mathbb{T}^{d}$ and for all $t \in[0,1]$

$$
\begin{equation*}
\Phi_{1}\left(\tau, \sigma^{x} ; \gamma_{t}^{x}\right) \leq(1-t) \Phi_{1}\left(\tau, \sigma^{x} ; \gamma_{0}^{x}\right)+t \Phi_{1}\left(\tau, \sigma^{x} ; \gamma_{1}^{x}\right)-\frac{1}{2 \tau} t(1-t) W_{2}\left(\mu_{0}^{x}, \mu_{1}^{x}\right)^{2} \tag{III.1.93}
\end{equation*}
$$

Using (III.1.90), this implies that $\mathcal{S}$ is strongly 0-convex. It remains to show the existence of the measure $\omega$. Let $\pi_{0} \in \mathrm{Opt}^{\mathrm{L}}\left(\sigma, \mu_{0}\right)$ and $\pi_{1} \in \mathrm{Opt}^{\mathrm{L}}\left(\sigma, \mu_{1}\right)$. Using the disintegration theorem, we obtain the existence of Borel measurable families $\left(\pi_{0}^{x, m}\right)_{x \in \mathbb{T}^{d}, m \in \mathbb{R}},\left(\pi_{1}^{x, m}\right)_{x \in \mathbb{T}^{d}, m \in \mathbb{R}} \subset \mathcal{M}_{1}(\mathbb{R})$ such that

$$
\begin{equation*}
\pi_{0}=\pi_{0}^{x, m} d \sigma^{x}(m) d x \quad \text { and } \quad \pi_{1}=\pi_{1}^{x, m} d \sigma^{x}(m) d x \tag{III.1.94}
\end{equation*}
$$

Using the measurable selection lemma ([127, 5.22]), we know that there exists a family $\left(\omega^{x, m}\right)_{x \in \mathbb{T}^{d}, m \in \mathbb{R}} \subset \mathcal{M}_{1}\left(\mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\omega^{x, m} \in \operatorname{Opt}\left(\pi_{0}^{x, m}, \pi_{1}^{x, m}\right) \quad \text { and } \quad(x, m) \mapsto \omega^{x, m} \text { is measurable. } \tag{III.1.95}
\end{equation*}
$$

Define $\omega:=\omega^{x, m} d \sigma^{x}(m) d x \in \mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}^{3}\right)$. It is easy to see that $\omega$ fulfils (III.1.91). Indeed, for all Borel-measurable $M, A \subset \mathbb{R}$

$$
\begin{equation*}
\omega^{x}(M \times A \times \mathbb{R})=\int_{M} \omega^{x, m}(A \times \mathbb{R}) d \sigma^{x}(m)=\int_{M} \pi_{0}^{x, m}(A) d \sigma^{x}(m)=\pi_{0}^{x}(M \times A) \tag{III.1.96}
\end{equation*}
$$

Therefore, $\left(\mathbf{p}_{\mathbb{R}^{3}}^{1,2}\right)_{\# \omega^{x}} \in \operatorname{Opt}\left(\sigma^{x}, \mu_{0}^{x}\right)$, since we chose $\pi_{0} \in \mathrm{Opt}^{\mathrm{L}}\left(\sigma, \mu_{0}\right)$. Analogously, one can show that $\left(\mathbf{p}_{\mathbb{R}^{3}}^{1,3}\right)_{\#} \omega^{x} \in \operatorname{Opt}\left(\sigma^{x}, \mu_{1}^{x}\right)$.

Interaction energy. Define the interaction energy $\mathcal{W}: \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow(-\infty, \infty]$ by

$$
\begin{equation*}
\mathcal{W}(\mu):=\frac{1}{2} \int_{\mathbb{T}^{d} \times \mathbb{R}} \int_{\mathbb{T}^{d} \times \mathbb{R}} W(x, \bar{x}, \theta, \bar{\theta}) d \mu(x, \theta) d \mu(\bar{x}, \bar{\theta}) \tag{III.1.97}
\end{equation*}
$$

where $W \in C^{0,0,1,1}\left(\mathbb{T}^{d} \times \mathbb{T}^{d} \times \mathbb{R} \times \mathbb{R}\right)$ satisfies the following assumptions.
Assumption III. 29 (1) $W(x, \bar{x}, \theta, \bar{\theta}) \geq-\alpha\left(|(\theta, \bar{\theta})|^{2}+1\right)$ for some $\alpha>0$.
(2) There exists $\bar{\lambda} \in \mathbb{R}$ such that for all $(x, \bar{x}) \in \mathbb{T}^{d} \times \mathbb{T}^{d},(\theta, \bar{\theta}) \mapsto W(\bar{x}, x, \theta, \bar{\theta})$ is $\bar{\lambda}$-convex, i.e. for all $\left(\theta_{1}, \bar{\theta}_{1}\right),\left(\theta_{2}, \bar{\theta}_{2}\right) \in \mathbb{R}^{2}$

$$
\begin{align*}
W\left(x, \bar{x},(1-t) \theta_{1}+t \theta_{2},(1-t) \bar{\theta}_{1}+t \bar{\theta}_{2}\right) \leq & (1-t) W\left(x, \bar{x}, \theta_{1}, \bar{\theta}_{1}\right)+t W\left(x, \bar{x}, \theta_{2}, \bar{\theta}_{2}\right) \\
& -\frac{\bar{\lambda}}{2} t(1-t)\left|\left(\theta_{1}, \bar{\theta}_{1}\right)-\left(\theta_{2}, \bar{\theta}_{2}\right)\right|^{2} . \tag{III.1.98}
\end{align*}
$$

Lemma III. 30 Suppose that Assumption III. 29 is satisfied. Then $\mathcal{W}$ is well-defined, coercive, strongly $\bar{\lambda}$-convex and $\mathrm{W}^{\mathrm{L}}$-l.s.c.

Proof. Assumption III. 29 (1) implies that $\mathcal{W}(\mu) \geq-\alpha \int|\theta|^{2} d \mu-\alpha$ for all $\mu \in \mathcal{P}_{2}^{\mathrm{L}}$ ( $\left.\mathbb{T}^{d} \times \mathbb{R}\right)$. This shows that $\mathcal{W}$ is well-defined and coercive.

Let $\left(\mu_{n}\right)_{n}$ and $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ be such that $\lim _{n \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mu_{n}, \mu\right)=0$. From [26, Theorem 2.8] and Lemma III.5, we obtain that $\mu_{n} \otimes \mu_{n} \rightharpoonup \mu \otimes \mu$ and $\lim _{n \rightarrow \infty} \int|\theta|^{2} d\left(\mu_{n} \otimes \mu_{n}\right)=\int|\theta|^{2} d(\mu \otimes$ $\mu)$. Therefore, by Assumption III. 29 (1), it is straightforward to see that $W^{-}$is uniformly integrable with respect to $\left(\mu_{n}\right)_{n}$. Hence, $[3,5.1 .7]$ implies that $\liminf _{n \rightarrow \infty} \mathcal{W}\left(\mu_{n}\right) \geq \mathcal{W}(\mu)$.

It remains to show the strong $\bar{\lambda}$-convexity. Let $\sigma, \mu_{0}, \mu_{1} \in D(\mathcal{W})$ and $\Phi$ be as in (III.1.66) for the functional $\mathcal{W}$. Let $\omega \in \mathcal{M}_{1}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}^{3}\right)$ and $\left(\gamma_{t}\right)_{t \in[0,1]}$ be as in the proof of Proposition
III. 28 (iv). Since $\left(\mathbf{p}_{\mathbb{R}^{3}}^{1},(1-t) \mathbf{p}_{\mathbb{R}^{3}}^{2}+t \mathbf{p}_{\mathbb{R}^{3}}^{3}\right){ }_{\#} \omega^{x}$ is a coupling of $\sigma^{x}$ and $\gamma_{t}^{x}$ for almost every $x \in \mathbb{T}^{d}$ and using (III.1.91), we obtain that for all $t \in[0,1]$

$$
\begin{align*}
\int_{\mathbb{T}^{d}} W_{2}\left(\sigma^{x}, \gamma_{t}^{x}\right)^{2} d x \leq \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{3}}\left|(1-t) \theta_{2}+t \theta_{3}-\theta_{1}\right|^{2} d \omega^{x}\left(\theta_{1}, \theta_{2}, \theta_{3}\right) d x  \tag{III.1.99}\\
\quad=(1-t) \mathrm{W}^{\mathrm{L}}\left(\sigma, \mu_{0}\right)^{2}+t \mathrm{~W}^{\mathrm{L}}\left(\sigma, \mu_{1}\right)^{2}-t(1-t) \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{3}}\left|\theta_{2}-\theta_{3}\right|^{2} d \omega^{x} d x .
\end{align*}
$$

Moreover, Assumption III. 29 (2) implies that

$$
\begin{align*}
\mathcal{W}\left(\gamma_{t}\right) & =\frac{1}{2} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}^{3}\right)^{2}} W\left(x, \bar{x},(1-t) \theta_{2}+t \theta_{3},(1-t) \bar{\theta}_{2}+t \bar{\theta}_{3}\right) d \omega\left(x, \theta_{1}, \theta_{2}, \theta_{3}\right) d \omega\left(\bar{x}, \bar{\theta}_{1}, \bar{\theta}_{2}, \bar{\theta}_{3}\right) \\
& \leq(1-t) \mathcal{W}\left(\mu_{0}\right)+t \mathcal{W}\left(\mu_{1}\right)-\frac{\bar{\lambda}}{2} t(1-t) \int_{\mathbb{T}^{d} \times \mathbb{R}^{3}}\left|\theta_{2}-\theta_{3}\right|^{2} d \omega\left(x, \theta_{1}, \theta_{2}, \theta_{3}\right) . \tag{III.1.100}
\end{align*}
$$

(III.1.99) and (III.1.100) yield that for all $\tau \in\left(0, \frac{1}{\lambda^{-}}\right)$and for all $t \in[0,1]$

$$
\begin{align*}
\Phi\left(\tau, \sigma ; \gamma_{t}\right) & \leq(1-t) \Phi\left(\tau, \sigma ; \gamma_{0}\right)+t \Phi\left(\tau, \sigma ; \gamma_{1}\right)-\left(\frac{1}{2 \tau}+\frac{\bar{\lambda}}{2}\right) t(1-t) \int_{\mathbb{T}^{d} \times \mathbb{R}^{3}}\left|\theta_{2}-\theta_{3}\right|^{2} d \omega \\
& \leq(1-t) \Phi\left(\tau, \sigma ; \gamma_{0}\right)+t \Phi\left(\tau, \sigma ; \gamma_{1}\right)-\left(\frac{1}{2 \tau}+\frac{\bar{\lambda}}{2}\right) t(1-t) \mathrm{W}^{\mathrm{L}}\left(\mu_{0}, \mu_{1}\right), \quad \text { IIII.1. } \tag{III.1.101}
\end{align*}
$$

which is also a consequence of (III.1.91). This concludes the proof.

Potential energy. Define the potential energy $\mathcal{V}: \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow(-\infty, \infty]$ by

$$
\begin{equation*}
\mathcal{V}(\mu):=\int_{\mathbb{T}^{d} \times \mathbb{R}} V d \mu, \tag{III.1.102}
\end{equation*}
$$

where $V \in C^{0,1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ satisfies the following assumptions.
Assumption III. 31 (1) $V(x, \theta) \geq-\alpha\left(|\theta|^{2}+1\right)$ for some $\alpha>0$.
(2) There exists $\hat{\lambda} \in \mathbb{R}$ such that for all $x \in \mathbb{T}^{d}, \theta \mapsto V(x, \theta)$ is $\hat{\lambda}$-convex.

It turns out that under these assumptions, the potential energy is just the special case of the interaction energy, when $W(x, \bar{x}, \theta, \bar{\theta})=V(x, \theta)+V(\bar{x}, \bar{\theta})$. Therefore, all the results for the interaction energy carry over to the potential energy and we have nothing to prove here.

Lemma III. 32 Suppose that Assumption III. 31 is satisfied. Then, $\mathcal{V}$ is well-defined, coercive, strongly $\hat{\lambda}$-convex and $\mathrm{W}^{\mathrm{L}}$-l.s.c.

The McKean-Vlasov-functional $\mathcal{F}$. From now on, we specify the functionals $\mathcal{W}$ and $\mathcal{V}$ as follows.

Assumption III. 33 (1) $W(x, \bar{x}, \theta, \bar{\theta})=-J(x-\bar{x}) \theta \bar{\theta}$, where $J: \mathbb{T}^{d} \rightarrow \mathbb{R}$ is continuous and symmetric. It is easy to see that Assumption III. 29 is satisfied. Indeed, as an immediate consequence of Young's inequality, Assumption III.29 (2) is satisfied for $\bar{\lambda}:=-\|J\|_{\infty}$.
(2) $V(x, \theta)=\Psi(\theta)$, where $\Psi: \mathbb{R} \rightarrow \mathbb{R}$ is assumed to be a polynomial of degree $2 \ell$ for some $\ell \in \mathbb{N}$, and it is such that Assumption III. 31 (2) is satisfied for some $\hat{\lambda} \in \mathbb{R}$, and

$$
\begin{equation*}
\Psi(\theta) \geq C_{\Psi} \theta^{2 \ell}+C_{\Psi}^{\prime} \theta^{2}-C_{\Psi}^{\prime \prime} \quad \text { for all } \theta \in \mathbb{R} \tag{III.1.103}
\end{equation*}
$$

for some $C_{\Psi}, C_{\Psi}^{\prime \prime} \geq 0$ and $C_{\Psi}^{\prime}>\|J\|_{\infty}$.
For example, if $\Psi$ is a polynomial of degree $2 \ell$, then $\Psi$ satisfies Assumption III. 33 if the coefficient of degree $2 \ell$ is positive.

Assumption III. 33 implies that $\mathcal{F}$ has the form

$$
\begin{equation*}
\mathcal{F}(\mu)=\int_{\mathbb{T}^{d} \times \mathbb{R}} \log (\rho) d \mu+\int_{\mathbb{T}^{d} \times \mathbb{R}} \Psi d \mu-\frac{1}{2} \int_{\mathbb{T}^{d} \times \mathbb{R}} \int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \theta \bar{\theta} d \mu(x, \theta) d \mu(\bar{x}, \bar{\theta}) \tag{III.1.104}
\end{equation*}
$$

if $\mu$ has a density $\rho$ with respect to $\operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}}$, and $\mathcal{F}(\mu)=\infty$ otherwise. Note that $\mathcal{F}$ is proper (e.g. $\left.\mathcal{F}\left(\exp \left(-\theta^{2} / 2\right)(2 \pi)^{-1 / 2} d \theta d x\right)<\infty\right)$. Furthermore, the definition of $\mathcal{F}$ can be naturally extended to $\mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. We observe the following lower bound on $\mathcal{F}$.

Lemma III. 34 We have, for some constant $C^{\prime \prime}>0$,

$$
\begin{equation*}
\mathcal{F}(\mu) \geq \int_{\mathbb{T}^{d} \times \mathbb{R}}\left(C_{\Psi}|\theta|^{2 \ell}+\left(C_{\Psi}^{\prime}-\|J\|_{\infty}\right)|\theta|^{2}\right) d \mu-C^{\prime \prime} \quad \text { for all } \mu \in \mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \tag{III.1.105}
\end{equation*}
$$

In particular, there exists $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ such that $\inf _{\sigma \in \mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)} \mathcal{F}(\sigma)=\mathcal{F}(\mu)$ and $D(\mathcal{F}) \subset$ $\left\{\left.\mu \in \mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\left|\int\right| \theta\right|^{2} d \mu<\infty\right\}$.

Proof. Let $\mu \in \mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and assume that $\mu$ has a density $\rho$, since otherwise the claim is trivial. Notice that we can rewrite $\mathcal{F}$ as

$$
\begin{equation*}
\mathcal{F}(\mu)=\mathcal{H}\left(\mu \left\lvert\, \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta d x\right.\right)+\frac{1}{2} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}}\left(\frac{1}{2}(\Psi(\theta)+\Psi(\bar{\theta}))-J(x-\bar{x}) \theta \bar{\theta}\right) d \mu d \mu . \tag{III.1.106}
\end{equation*}
$$

Then, since

$$
\begin{equation*}
\mathcal{H}\left(\mu \left\lvert\, \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta d x\right.\right) \geq-\log \int_{\mathbb{T} \times \mathbb{R}} \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta d x, \tag{III.1.107}
\end{equation*}
$$

and by Young's inequality and (III.1.103),

$$
\begin{equation*}
\frac{1}{2}(\Psi(\theta)+\Psi(\bar{\theta}))-J(x-\bar{x}) \theta \bar{\theta} \geq \frac{1}{2} C_{\Psi}\left(\theta^{2 \ell}+\bar{\theta}^{2 \ell}\right)+\frac{1}{2}\left(C_{\Psi}^{\prime}-\|J\|_{\infty}\right)\left(\theta^{2}+\bar{\theta}^{2}\right)-C_{\Psi}^{\prime \prime}, \tag{III.1.108}
\end{equation*}
$$

we infer (III.1.105).
For the second claim, note that (III.1.105) implies the weak compactness of the level sets of $\mathcal{F}$ and that Theorem III. 35 below shows the weak lower semi-continuity of $\mathcal{F}$. Therefore, the direct method of the calculus of variation is applicable and we infer the existence of a minimizer.

As a consequence of the observations on $\mathcal{S}, \mathcal{V}$ and $\mathcal{W}$, we obtain the following result for $\mathcal{F}$.

Theorem III.35 $\mathcal{F}$ is well-defined, proper, coercive, $(\bar{\lambda}+\hat{\lambda})$-convex, strongly $\lambda$-convex for some $\lambda \in \mathbb{R}$ and lower semi-continuous with respect to weak convergence. In particular, $\mathcal{F}$ is $\mathrm{W}^{\mathrm{L}}$-l.s.c. Therefore, Theorem III. 27 is applicable for $\mathcal{F}$.

Proof. It remains to show that $\mathcal{F}$ is weakly lower semi-continuous. Let $\left(\mu_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\mu \in \mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ be such that $\mu_{n} \rightharpoonup \mu$. Without restriction suppose that $\mathcal{F}(\mu)<\infty$. We show the lower semi-continuity for both summands on the right-hand side of (III.1.106) separately. In the proof of Lemma III. 28 we have already seen that the functional $\mathcal{H}(\cdot$ $\left.\left\lvert\, \frac{1}{\alpha} \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta d x\right.\right)$ is weakly lower semi-continuous, where $\alpha=\int \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta d x$. Therefore,

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \mathcal{H}\left(\mu^{n}\right. & \left.\left\lvert\, \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta d x\right.\right)=\liminf _{n \rightarrow \infty} \mathcal{H}\left(\mu^{n} \left\lvert\, \frac{1}{\alpha} \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta d x\right.\right)-\log (\alpha)  \tag{III.1.109}\\
& \geq \mathcal{H}\left(\mu \left\lvert\, \frac{1}{\alpha} \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta d x\right.\right)-\log (\alpha)=\mathcal{H}\left(\mu \left\lvert\, \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta d x\right.\right)
\end{align*}
$$

Moreover, the integrand of the second summand in (III.1.106) is lower semi-continuous and bounded from below due to (III.1.108). Therefore, [3, 5.1.7] yields

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}} & \left(\frac{1}{2}(\Psi(\theta)+\Psi(\bar{\theta}))-J(x-\bar{x}) \theta \bar{\theta}\right) d\left(\mu^{n} \otimes \mu^{n}\right)  \tag{III.1.110}\\
& \geq \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}}\left(\frac{1}{2}(\Psi(\theta)+\Psi(\bar{\theta}))-J(x-\bar{x}) \theta \bar{\theta}\right) d(\mu \otimes \mu)
\end{align*}
$$

which concludes the proof.

Directional derivative. In order to find a characterisation of the (strong) subdifferential of $\mathcal{F}$, it is useful to study the infinitesimal behaviour of $\mathcal{F}$ along curves that are pushed along smooth functions. This is the content of the following proposition.

Proposition III. 36 Let $\mu \in D(\mathcal{F})$ and $\beta \in C_{c}^{2}\left(\mathbb{T}^{d} \times \mathbb{R} ; \mathbb{R}\right)$. For all $t \in \mathbb{R}$ define

$$
\begin{equation*}
\mu_{t, \beta}=\left(\boldsymbol{p}^{1}, \boldsymbol{p}^{2}+t \beta\right)_{\#} \mu \tag{III.1.111}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left.\frac{d}{d t}\right|_{t=0} \mathcal{F}\left(\mu_{t, \beta}\right)=\int_{\mathbb{T}^{d} \times \mathbb{R}}\left(\beta(x, \theta)\left[\Psi^{\prime}(\theta)-\int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \mu(\bar{x}, \bar{\theta})\right]-\partial_{\theta} \beta(x, \theta)\right) d \mu(x, \theta) \tag{III.1.112}
\end{equation*}
$$

Proof. We compute the derivative for each summand separately. We begin with $\mathcal{S}$. Again, the proof is similar to the Wasserstein case. Indeed, if we consider the function $\hat{\beta}=(0, \beta) \in$ $C_{c}^{2}\left(\mathbb{T}^{d} \times \mathbb{R} ; \mathbb{T}^{d} \times \mathbb{R}\right)$, then $\mu_{t, \beta}=\left(\operatorname{Id}_{\mathbb{T}^{d} \times \mathbb{R}}+t \hat{\beta}\right)_{\#} \mu$ for all $t \in \mathbb{R}$. Then, [83, (38)] implies that

$$
\begin{equation*}
\left.\frac{d}{d t}\right|_{t=0} \mathcal{S}\left(\mu_{t, \beta}\right)=-\int_{\mathbb{T}^{d} \times \mathbb{R}} \operatorname{div} \hat{\beta} d \mu=-\int_{\mathbb{T}^{d} \times \mathbb{R}} \partial_{\theta} \beta d \mu \tag{III.1.113}
\end{equation*}
$$

To compute the directional derivative of $\mathcal{W}$, observe that

$$
\begin{align*}
\left.\frac{d}{d t}\right|_{t=0} \mathcal{W}\left(\mu_{t, \beta}\right) & =-\left.\frac{1}{2} \frac{d}{d t}\right|_{t=0} \int_{\mathbb{T}^{d} \times \mathbb{R}} \int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x})(\theta+t \beta(x, \theta))(\bar{\theta}+t \beta(\bar{x}, \bar{\theta})) d \mu(x, \theta) d \mu(\bar{x}, \bar{\theta}) \\
& =-\left.\frac{1}{2} \int_{\mathbb{T}^{d} \times \mathbb{R}} \int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \frac{d}{d t}\right|_{t=0}(\theta+t \beta(x, \theta))(\bar{\theta}+t \beta(\bar{x}, \bar{\theta})) d \mu(x, \theta) d \mu(\bar{x}, \bar{\theta}) \\
& =-\int_{\mathbb{T}^{d} \times \mathbb{R}} \int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} \beta(x, \theta) d \mu(x, \theta) d \mu(\bar{x}, \bar{\theta}), \tag{III.1.114}
\end{align*}
$$

where we have used the symmetry of the integrand. To exchange differentiation and integration, we have used the Leibniz-integral-rule, which is applicable, since all functions are continuous and $\beta$ has compact support. In the same way, one computes that

$$
\begin{equation*}
\left.\frac{d}{d t}\right|_{t=0} \mathcal{V}\left(\mu_{t, \beta}\right)=\int_{\mathbb{T}^{d} \times \mathbb{R}} \beta \Psi^{\prime} d \mu . \tag{III.1.115}
\end{equation*}
$$

Subdifferential of $\mathcal{F}$. Note that for all $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right),(x, \theta) \mapsto \int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-$ $\bar{x}) \bar{\theta} d \mu(\bar{x}, \bar{\theta}) \in \mathrm{L}^{2}(\mu)$. This observation is important in order to compute an element of the subdifferential of $\mathcal{F}$ in the following proposition.

Lemma III. 37 Let $\mu \in D(\mathcal{F})$. Therefore, $\mu$ has a density $\rho$ with respect to $\operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}}$. Suppose that $\partial_{\theta} \rho$ exists weakly in $\mathrm{L}_{\mathrm{loc}}^{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\frac{\partial_{\theta} \rho}{\rho}+\Psi^{\prime} \in \mathrm{L}^{2}(\mu)$. Then

$$
\begin{equation*}
\left((x, \theta) \mapsto \frac{\partial_{\theta} \rho(x, \theta)}{\rho(x, \theta)}+\Psi^{\prime}(\theta)-\int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \mu(\bar{x}, \bar{\theta})\right) \in \partial \mathcal{F}(\mu) \tag{III.1.116}
\end{equation*}
$$

Proof. We first show that $\left((x, \theta) \mapsto-\int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \mu(\bar{x}, \bar{\theta})\right) \in \partial \mathcal{W}(\mu)$. Note that for all $\left(\theta_{1}, \bar{\theta}_{1}\right),\left(\theta_{2}, \bar{\theta}_{2}\right) \in \mathbb{R}^{2}$

$$
\begin{gather*}
-J(x-\bar{x})\left(\theta_{1} \bar{\theta}_{1}-\theta_{2} \bar{\theta}_{2}\right)=-J(x-\bar{x})\left(\bar{\theta}_{2}\left(\theta_{1}-\theta_{2}\right)+\theta_{2}\left(\bar{\theta}_{1}-\bar{\theta}_{2}\right)+\left(\theta_{1}-\theta_{2}\right)\left(\bar{\theta}_{1}-\bar{\theta}_{2}\right)\right) \\
\geq-J(x-\bar{x})\left(\bar{\theta}_{2}\left(\theta_{1}-\theta_{2}\right)+\theta_{2}\left(\bar{\theta}_{1}-\bar{\theta}_{2}\right)\right)+\frac{\bar{\lambda}}{2}\left|\left(\theta_{1}, \bar{\theta}_{1}\right)-\left(\theta_{2}, \bar{\theta}_{2}\right)\right|^{2} \tag{III.1.117}
\end{gather*}
$$

This yields for all $\nu \in D(\mathcal{F}) \subset D(\mathcal{W})$

$$
\begin{align*}
\mathcal{W}(\nu)-\mathcal{W}(\mu)= & \frac{1}{2} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}}-J(x-\bar{x})\left(\mathrm{T}_{\mu}^{\nu}(x, \theta) \mathrm{T}_{\mu}^{\nu}(\bar{x}, \bar{\theta})-\theta \bar{\theta}\right) d(\mu \otimes \mu) \\
\geq & \frac{1}{2} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}}-J(x-\bar{x}) \bar{\theta}\left(\mathrm{T}_{\mu}^{\nu}(x, \theta)-\theta\right) d(\mu \otimes \mu) \\
& +\frac{1}{2} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}}-J(x-\bar{x}) \theta\left(\mathrm{T}_{\mu}^{\nu}(\bar{x}, \bar{\theta})-\bar{\theta}\right) d(\mu \otimes \mu)  \tag{III.1.118}\\
& +\frac{\bar{\lambda}}{4} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}}\left|\left(\mathrm{~T}_{\mu}^{\nu}(x, \theta), \mathrm{T}_{\mu}^{\nu}(\bar{x}, \bar{\theta})\right)-(\theta, \bar{\theta})\right|^{2} d(\mu \otimes \mu) \\
= & \int_{\mathbb{T}^{d} \times \mathbb{R}}\left(-\int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \mu(\bar{x}, \bar{\theta})\right)\left(\mathrm{T}_{\mu}^{\nu}(x, \theta)-\theta\right) d \mu(x, \theta)+\frac{\bar{\lambda}}{2} \mathrm{~W}^{\mathrm{L}}(\mu, \nu)^{2} .
\end{align*}
$$

It remains to show that $\partial_{\theta} \rho / \rho+\Psi^{\prime} \in \partial(\mathcal{S}+\mathcal{V})$. Notice that $\theta \mapsto \Psi(\theta)-\frac{1}{2} \hat{\lambda}|\theta|^{2}$ is convex. Set $\tilde{V}(\theta):=\Psi(\theta)-\frac{1}{2} \hat{\lambda}|\theta|^{2}+\beta$, where $\beta \in \mathbb{R}$ is such that $\exp (-\tilde{V}(\theta)) d \theta$ is a probability measure. Define $\tilde{\mathcal{V}}(\mu):=\int \tilde{V} d \mu$. Then, similarly as in (III.1.88) and (III.1.84), we have that

$$
\begin{equation*}
\mathcal{S}(\mu)+\tilde{\mathcal{V}}(\mu)=\mathcal{H}\left(\mu \mid \mathrm{e}^{-\tilde{V}(\theta)} d \theta d x\right)=\int_{\mathbb{T}^{d} \times \mathbb{R}} \mathcal{H}\left(\mu^{x} \mid \mathrm{e}^{-\tilde{V}(\theta)} d \theta\right) d x . \tag{III.1.119}
\end{equation*}
$$

This fact allows us to use the results from the Wasserstein case. By taking a compact exhaustion of $\mathbb{R}$, one can see immediately that there exists a null-set $\mathcal{N} \subset \mathbb{T}^{d}$ such that for all $x \in \mathbb{T}^{d} \backslash \mathcal{N}$

$$
\begin{equation*}
\rho(x, \cdot) \in \mathrm{W}_{\operatorname{loc}}^{1,1}(\mathbb{R}), \quad \frac{\partial_{\theta} \rho(x, \cdot)}{\rho(x, \cdot)}+\Psi^{\prime} \in \mathrm{L}^{2}\left(\mu^{x}\right) \quad \text { and } \quad \int_{\mathbb{R}}|\theta|^{2} d \mu^{x}<\infty \tag{III.1.120}
\end{equation*}
$$

Moreover, if we set $\sigma^{x}(\theta)=\rho(x, \theta) \exp (\tilde{V}(\theta))$, then (III.1.120) implies that

$$
\begin{equation*}
\sigma^{x} \in \mathrm{~W}_{\mathrm{loc}}^{1,1}(\mathbb{R}) \quad \text { and } \quad \frac{\partial_{\theta} \sigma^{x}}{\sigma^{x}} \in \mathrm{~L}^{2}\left(\mu^{x}\right) \quad \text { for almost every } x \tag{III.1.121}
\end{equation*}
$$

Therefore, $[3,10.4 .9]$ is applicable and we obtain that for all $\nu \in D(\mathcal{F})$

$$
\begin{equation*}
\mathcal{H}\left(\nu^{x} \mid \mathrm{e}^{-\tilde{V}(\theta)} d \theta\right)-\mathcal{H}\left(\mu^{x} \mid \mathrm{e}^{-\tilde{V}(\theta)} d \theta\right) \geq \int_{\mathbb{R}} \frac{\partial_{\theta} \sigma^{x}}{\sigma^{x}}\left(\mathrm{~T}_{\mu^{x}}^{\nu^{x}}-\mathrm{Id}_{\mathbb{R}}\right) d \mu^{x} \quad \text { for a.e. } x . \tag{III.1.122}
\end{equation*}
$$

Using (III.1.119), this implies that

$$
\begin{equation*}
(\mathcal{S}+\tilde{\mathcal{V}})(\nu)-(\mathcal{S}+\tilde{\mathcal{V}})(\mu) \geq \int_{\mathbb{T}^{d} \times \mathbb{R}}\left(\frac{\partial_{\theta} \rho}{\rho}+\Psi^{\prime}-\hat{\lambda} \mathbf{p}^{2}\right)\left(\mathrm{T}_{\mu}^{\nu}-\mathbf{p}^{2}\right) d \mu \tag{III.1.123}
\end{equation*}
$$

Since $\mathrm{W}^{\mathrm{L}}(\mu, \nu)=\left\|\mathrm{T}_{\mu}^{\nu}-\mathbf{p}^{2}\right\|_{\mathrm{L}^{2}(\mu)}$, we infer

$$
\begin{equation*}
(\mathcal{S}+\mathcal{V})(\nu)-(\mathcal{S}+\mathcal{V})(\mu) \geq \int_{\mathbb{T}^{d} \times \mathbb{R}}\left(\frac{\partial_{\theta} \rho}{\rho}+\Psi^{\prime}\right)\left(\mathrm{T}_{\mu}^{\nu}-\mathbf{p}^{2}\right) d \mu+\frac{\hat{\lambda}}{2} \mathrm{~W}^{\mathrm{L}}(\mu, \nu) \tag{III.1.124}
\end{equation*}
$$

which concludes the proof.

Proposition III. 38 Let $\mu=\rho \operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}} \in D(\mathcal{F})$. Then the following statements are equivalent.
(i) $|\partial \mathcal{F}|(\mu)<\infty$,
(ii) $\partial_{\theta} \rho$ exists weakly in $\mathrm{L}_{\mathrm{loc}}^{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and there exists $w \in \mathrm{~L}^{2}(\mu)$ such that $\partial_{\theta} \rho(x, \theta)=$ $\rho(x, \theta)\left(w(x, \theta)-\Psi^{\prime}(\theta)+\int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \mu(\bar{x}, \bar{\theta})\right)$.

Moreover, in this case, $w \in \operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \cap \partial \mathcal{F}(\mu),|\partial \mathcal{F}|(\mu)=\|w\|_{\mathrm{L}^{2}(\mu)}$ and $w$ is the $\mu$-a.e. unique strong subdifferential at $\mu$.

Proof. Again, the proof is very similar to the Wasserstein case (cf. [59, 4.3]). However, here we include the details, since the statement and the proof will become very crucial for the remainder of this chapter.
$(i i) \Rightarrow(i)$. Lemma III. 37 shows that under the conditions of (ii), $w \in \partial \mathcal{F}(\mu)$. Hence, $|\partial \mathcal{F}|(\mu) \leq\|w\|_{L^{2}(\mu)}<\infty$, which is an immediate consequence of the definition of the metric slope (cf. $[3,10.3 .10])$.
$(i) \Rightarrow(i i)$. Define a linear operator $L: C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
L(\beta):=\int_{\mathbb{T}^{d} \times \mathbb{R}}\left(\beta(x, \theta)\left[\Psi^{\prime}(\theta)-\int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \mu(\bar{x}, \bar{\theta})\right]-\partial_{\theta} \beta(x, \theta)\right) d \mu(x, \theta) \tag{III.1.125}
\end{equation*}
$$

Let $\beta \in C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $\left(\mu_{t, \beta}\right)_{t}$ be as in Proposition III.36. Using the representation (III.1.5) and that $\left(\mathbf{p}^{1}, \mathbf{p}^{2}+t \beta, \mathbf{p}^{2}\right)_{\#} \mu \in \mathrm{Cpl}^{\mathrm{L}}\left(\mu_{t, \beta}, \mu\right)$, it is easy to see that $\mathrm{W}^{\mathrm{L}}\left(\mu_{t, \beta}, \mu\right) \leq|t| \cdot\|\beta\|_{\mathrm{L}^{2}(\mu)}$. Then, as in [59, p. 13, l. 12], via Proposition III.36, we observe that if $L(\beta)>0$,

$$
\begin{align*}
L(\beta) & =\lim _{t \downarrow 0} \frac{\left(\mathcal{F}(\mu)-\mathcal{F}\left(\mu_{-t, \beta}\right)\right)^{+}}{t} \leq \limsup _{t \downarrow 0} \frac{\left(\mathcal{F}(\mu)-\mathcal{F}\left(\mu_{t,-\beta}\right)\right)^{+}}{\mathrm{W}^{\mathrm{L}}\left(\mu_{t,-\beta}, \mu\right)}\|\beta\|_{\mathrm{L}^{2}(\mu)}  \tag{III.1.126}\\
& \leq|\partial \mathcal{F}|(\mu)\|\beta\|_{\mathrm{L}^{2}(\mu)}
\end{align*}
$$

and if $L(\beta)<0$,

$$
\begin{align*}
L(\beta) & =\lim _{t \downarrow 0} \frac{\left(\mathcal{F}(\mu)-\mathcal{F}\left(\mu_{t, \beta}\right)\right)^{+}}{-t} \geq-\liminf _{t \downarrow 0} \frac{\left(\mathcal{F}(\mu)-\mathcal{F}\left(\mu_{t, \beta}\right)\right)^{+}}{\mathrm{W}^{\mathrm{L}}\left(\mu_{t, \beta}, \mu\right)}\|\beta\|_{\mathrm{L}^{2}(\mu)}  \tag{III.1.127}\\
& \geq-|\partial \mathcal{F}|(\mu)\|\beta\|_{\mathrm{L}^{2}(\mu)}
\end{align*}
$$

Thus, $|L(\beta)| \leq|\partial \mathcal{F}|(\mu)\|\beta\|_{L^{2}(\mu)}$. Extending $L$ to the $L^{2}(\mu)$-closure of $C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, the Riesz representation theorem yields the existence of a unique $w \in \mathrm{~L}^{2}(\mu)$ such that

- $\int w \beta \rho d \theta d x=\int\left(\beta\left[\Psi^{\prime}-\int J(\cdot-\bar{x}) \bar{\theta} d \mu\right]-\partial_{\theta} \beta\right) \rho d \theta d x$ for all $\beta \in C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, and
- $|\partial \mathcal{F}|(\mu) \geq\|w\|_{L^{2}(\mu)}$.

This shows that the weak derivative $\partial_{\theta} \rho$ exists and equals $\rho\left(w-\Psi^{\prime}+\int_{\mathbb{T}^{d} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \mu\right)$, which clearly belongs to $\mathrm{L}_{\text {loc }}^{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. We infer (ii).

It remains to show the other claims. Let $\mathbf{p}^{\text {Tan }}$ denote the orthogonal projection onto $\operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Then $\mathbf{p}^{\operatorname{Tan}}(w) \in \partial \mathcal{F}(\mu)$, since $w \in \partial \mathcal{F}(\mu)$. Indeed, this follows immediately from the definition of the subdifferential and Corollary III.15. Hence, by Lemma III. 12

$$
\begin{equation*}
|\partial \mathcal{F}|(\mu) \leq\left\|\mathbf{p}^{\operatorname{Tan}}(w)\right\|_{\mathrm{L}^{2}(\mu)} \leq\left\|\mathbf{p}^{\operatorname{Tan}}(w)+w-\mathbf{p}^{\operatorname{Tan}}(w)\right\|_{\mathrm{L}^{2}(\mu)}=\|w\|_{\mathrm{L}^{2}(\mu)} \leq|\partial \mathcal{F}|(\mu) \tag{III.1.128}
\end{equation*}
$$

which, again by Lemma III.12, shows that $w \in \operatorname{Tan}_{\mu} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and $|\partial \mathcal{F}|(\mu)=\|w\|_{\mathrm{L}^{2}(\mu)}$.
Finally, let $z$ be another strong subdifferential of $\mathcal{F}$ at $\mu$. Then, for all $\beta \in C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$

$$
\begin{equation*}
\int w \beta d \mu=L(\beta)=\left.\frac{d}{d t}\right|_{t=0} \mathcal{F}\left(\mu_{t, \beta}\right)=\lim _{t \downarrow 0} \frac{\mathcal{F}\left(\mu_{t, \beta}\right)-\mathcal{F}(\mu)}{t} \geq \int z \beta d \mu \tag{III.1.129}
\end{equation*}
$$

since $z$ is a strong subdifferential. Considering $\lim _{t \uparrow 0}$, we obtain the other inequality. Therefore, $\int w \beta d \mu=\int z \beta d \mu$, for all $\beta \in C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, which implies that $z=w \mu$-a.e.

Corollary III. 39 Let $\mu \in D(\mathcal{F})$. Then

$$
\begin{equation*}
|\partial \mathcal{F}|(\mu)=\sup _{\beta \in C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right),\|\beta\|_{\mathrm{L}^{2}(\mu)}>0} \frac{\left|\int_{\mathbb{T}^{d} \times \mathbb{R}}\left(\beta\left[\Psi^{\prime}-\int_{\mathbb{T}^{d} \times \mathbb{R}} J(\cdot-\bar{x}) \bar{\theta} d \mu(\bar{x}, \bar{\theta})\right]-\partial_{\theta} \beta\right) d \mu\right|}{\|\beta\|_{\mathrm{L}^{2}(\mu)}} . \tag{III.1.130}
\end{equation*}
$$

Moreover, if $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ is such that $\sup _{n} \int|\theta|^{2} d \mu_{n}<\infty$ and $\mu_{n} \rightharpoonup \mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}|\partial \mathcal{F}|\left(\mu_{n}\right) \geq|\partial \mathcal{F}|(\mu) \tag{III.1.131}
\end{equation*}
$$

Proof. If $|\partial \mathcal{F}|(\mu)<\infty$, then (III.1.130) follows from the proof of Proposition III.38, since the right-hand side of (III.1.130) equals $\|w\|_{\mathrm{L}^{2}(\mu)}$. Here we have used that the extension of the operator $L$ from (III.1.125) has the same operator norm as $L$. And if the right-hand side of (III.1.130) is finite, then $L$ is bounded. Therefore, repeating the above arguments, we infer part (ii) of Proposition III.38, which leads to $|\partial \mathcal{F}|(\mu)<\infty$ and finally to (III.1.130).

The proof of (III.1.131) is a straightforward consequence of (III.1.130), the fact that $\beta \in C_{c}^{\infty}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$, and $[3,5.1 .7]$.

Characterisation as curves of maximal slope. The following characterisation of gradient flows for $\mathcal{F}$ is a key fact in order to apply the Fathi-Sandier-Serfaty approach, which we introduced in Section I.3. We motivated this statement already in Lemma I. 8 by the analogous Wasserstein setting.

Theorem III. 40 Let $T \in(0, \infty)$. Define $\mathscr{J}: C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right) \rightarrow[0, \infty]$ by

$$
\begin{equation*}
\mathscr{J}\left[\left(\nu_{t}\right)_{t}\right]:=\mathcal{F}\left(\nu_{T}\right)-\mathcal{F}\left(\nu_{0}\right)+\frac{1}{2} \int_{0}^{T}\left(|\partial \mathcal{F}|^{2}\left(\nu_{t}\right)+\left|\nu^{\prime}\right|^{2}(t)\right) d t \tag{III.1.132}
\end{equation*}
$$

if $\left(\nu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ and $\mathscr{J}\left[\left(\nu_{t}\right)_{t}\right]=\infty$ else. Let $\mu_{0} \in D(\mathcal{F})$. For any curve $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ such that $\lim _{t \rightarrow 0} \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \mu_{0}\right)=0$ we have that $\mathscr{J}\left[\left(\mu_{t}\right)_{t}\right] \geq 0$. Equality holds if and only if $\left(\mu_{t}\right)_{t}$ is the gradient flow for $\mathcal{F}$ with initial value $\mu_{0}$.

Proof. Since $\mathcal{F}$ is $(\bar{\lambda}+\hat{\lambda})$-convex, we can apply [3, 2.4.10] to see that

$$
\begin{equation*}
\mathcal{F}\left(\mu_{\varepsilon}\right)-\mathcal{F}\left(\mu_{T}\right) \leq \int_{\varepsilon}^{T}|\partial \mathcal{F}|\left(\mu_{t}\right)\left|\mu^{\prime}\right|(t) d t \quad \text { for all } \varepsilon \in(0, T) \tag{III.1.133}
\end{equation*}
$$

Thus, Young's inequality and the $\mathrm{W}^{\mathrm{L}}$-l.s.c. of $\mathcal{F}$ yield the first claim. The "if"-part of the second claim is the content of Theorem III. 27 (iii). To show the "only if"-part, assume that $\mathscr{J}\left[\left(\mu_{t}\right)_{t}\right]=0$. Hence, $|\partial \mathcal{F}|\left(\mu_{t}\right)<\infty$ for almost every $t$ and Proposition III. 38 is applicable. Let $\left(v_{t}\right)_{t}$ be the tangent velocity of $\left(\mu_{t}\right)_{t}$ and $\left(\rho_{t}\right)_{t}$ be the curve of the probability densities of $\left(\mu_{t}\right)_{t}$. Recall that $\left\|v_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}^{2}=\left|\mu^{\prime}\right|(t)$ for a.e. $t$. Then, using the chain rule from Lemma III. 24 and the characterisation of the metric slope from Proposition III.38, we obtain that

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{T}\left\|v_{t}+\frac{\partial_{\theta} \rho_{t}}{\rho_{t}}+\Psi^{\prime}-\int_{\mathbb{T}^{d} \times \mathbb{R}} J(\cdot-\bar{x}) \bar{\theta} d \mu_{t}\right\|_{\mathrm{L}^{2}\left(\mu_{t}\right)}^{2} d t=\mathscr{J}\left[\left(\mu_{t}\right)_{t}\right]=0 \tag{III.1.134}
\end{equation*}
$$

which, again by Proposition III.38, implies that $-v_{t} \in \partial \mathcal{F}\left(\mu_{t}\right)$ for a.e. $t$. Therefore, $\left(\mu_{t}\right)_{t}$ is the gradient flow for $\mathcal{F}$.

Local McKean-Vlasov equation. Now we are able to build the bridge to (I.5.10) in the following theorem. See also Lemma I. 9 for the analogous Wasserstein setting.

Theorem III. 41 Let $\mu_{0} \in D(\mathcal{F})$. Let $T \in(0, \infty)$ and $\left(\mu_{t}\right)_{t \in[0, T]} \subset \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ be such that $\lim _{t \rightarrow 0} \mathrm{~W}^{\mathrm{L}}\left(\mu_{t}, \mu_{0}\right)=0$. Then $\left(\mu_{t}\right)_{t}$ is the gradient flow for $\mathcal{F}$ if and only if
(i) $\mu_{t}=\rho_{t} \operatorname{Leb}_{\mathbb{T}^{d} \times \mathbb{R}}$ for all $t \in[0, T]$,
(ii) the curve of densities $\left(\rho_{t}\right)_{t}$ is a weak solution to

$$
\begin{equation*}
\partial_{t} \rho_{t}(x, \theta)=\partial_{\theta \theta}^{2} \rho_{t}(x, \theta)+\partial_{\theta}\left(\rho_{t}(x, \theta)\left(\Psi^{\prime}(\theta)-\int J(x-\bar{x}) \bar{\theta} \rho_{t}(\bar{x}, \bar{\theta}) d \bar{\theta} d \bar{x}\right)\right), \tag{III.1.135}
\end{equation*}
$$

(iii) $\int_{0}^{T}|\partial \mathcal{F}|^{2}\left(\mu_{t}\right) d t<\infty$.

Proof. If $\left(\mu_{t}\right)_{t}$ is the gradient flow for $\mathcal{F}$, then Theorem III. 27 (v) and (iii) imply the claims (i) and (iii), respectively. Claim (ii) follows immediately from Proposition III. 38 and the fact that $\left(\mu_{t}\right)_{t}$ satisfies the continuity equation.

Conversely, assume (i)-(iii). (iii) implies that $|\partial \mathcal{F}|\left(\mu_{t}\right)<\infty$ for almost every $t$. Therefore, Proposition III. 38 is applicable and we obtain that for almost every $t, \partial_{\theta} \rho_{t}$ exists weakly and

$$
\begin{equation*}
w_{t}:=\frac{\partial_{\theta} \rho_{t}}{\rho_{t}}+\Psi^{\prime}-\int J(\cdot-\bar{x}) \bar{\theta} d \mu_{t}(\bar{x}, \bar{\theta}) \in \operatorname{Tan}_{\mu_{t}} \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right) \cap \partial \mathcal{F}\left(\mu_{t}\right) \tag{III.1.136}
\end{equation*}
$$

Moreover, (ii) shows that $\left(\mu_{t}\right)_{t}$ solves the continuity equation with respect to $\left(-w_{t}\right)_{t}$. And since (iii) also shows that $w \in \mathrm{~L}^{2}\left((0, T) \times \mathbb{T}^{d} \times \mathbb{R} ; \mu_{t} d t\right)$, we infer via Proposition III. 10 (B) that $\left(\mu_{t}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right)$ with tangent velocity $-w$. And since $w_{t} \in \partial \mathcal{F}\left(\mu_{t}\right)$ for almost every $t$, we conclude that $\left(\mu_{t}\right)_{t}$ must be the gradient flow for $\mathcal{F}$ with initial value $\mu_{0}$.

## III. 2 Large deviation principle

In this section we derive the large deviation principle for the system introduced in Subsection I.5.1. First, in Subsection III.2.1, we rigorously introduce the model and state some properties. Then we define in Subsection III.2.2 the empirical measure map and in Subsection III.2.3 we state the main result and its proof. The proof of the lower bound and the recovery sequence are moved to Subsection III.2.4 and Subsection III.2.5, respectively. For convenience purposes, from now on we restrict to the case $d=1$. Throughout the remaining part of this chapter suppose Assumption III. 33 and let $T \in(0, \infty)$.

## III.2.1 The microscopic system

Let $N \in \mathbb{N}$. Recall that the microscopic Hamiltonian $\mathrm{H}^{N}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
\mathrm{H}^{N}(\Theta)=\sum_{i=0}^{N-1}\left(\Psi\left(\theta^{i}\right)-\frac{1}{2 N} \sum_{j=0}^{N-1} J\left(\frac{i-j}{N}\right) \theta^{i} \theta^{j}\right) . \tag{III.2.1}
\end{equation*}
$$

Define $\mathcal{H}^{N}: \mathcal{P}_{2}\left(\mathbb{R}^{N}\right) \rightarrow(-\infty, \infty]$ by

$$
\begin{equation*}
\mathcal{H}^{N}(\cdot):=\mathcal{H}\left(\cdot \mid \exp \left(\mathrm{H}^{N}\right) \operatorname{Leb}_{\mathbb{R}^{N}}\right) . \tag{III.2.2}
\end{equation*}
$$

Analogously to (III.1.132), define $\mathcal{J}^{N}: C\left([0, T] ; \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)\right) \rightarrow[0, \infty]$ by

$$
\begin{equation*}
\mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t}\right]:=\mathcal{H}^{N}\left(\nu_{T}^{N}\right)-\mathcal{H}^{N}\left(\nu_{0}^{N}\right)+\frac{1}{2} \int_{0}^{T}\left(\left|\partial \mathcal{H}^{N}\right|^{2}\left(\nu_{t}^{N}\right)+\left|\left(\nu^{N}\right)^{\prime}\right|^{2}(t)\right) d t \tag{III.2.3}
\end{equation*}
$$

if $\left(\nu_{t}^{N}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)\right)$ and $\mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t \in[0, T]}\right]=\infty$ else.

Lemma III. 42 Recall the parameters from Assumption III.33, Lemma III. 34 and Theorem III.35. Then,
(i) $\mathcal{H}^{N}$ is proper, $(\bar{\lambda}+\hat{\lambda})$-convex, strongly $\lambda$-convex, $W_{2}$-l.s.c. and coercive,
(ii) for all $\nu^{N} \in \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)$, for some constant $C^{\prime \prime}>0$,

$$
\begin{equation*}
\frac{1}{N} \mathcal{H}^{N}\left(\nu^{N}\right) \geq \frac{1}{N} \int_{\mathbb{R}^{N}}\left(C_{\Psi} \sum_{i=0}^{N-1}\left|\theta^{i}\right|^{2 \ell}+\left(C_{\Psi}^{\prime}-\|J\|_{\infty}\right)|\Theta|^{2}\right) d \nu^{N}(\Theta)-C^{\prime \prime} \tag{III.2.4}
\end{equation*}
$$

(iii) for all $\mu_{0}^{N} \in D\left(\mathcal{H}^{N}\right)$, there exists a unique curve $\left(\mu_{t}^{N}\right)_{t} \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)\right)$ such that $\lim _{t \rightarrow 0} W_{2}\left(\mu_{t}^{N}, \mu_{0}^{N}\right)=0$ and $\mathscr{J}^{N}\left[\left(\mu_{t}^{N}\right)_{t}\right]=0$. We call $\left(\mu_{t}^{N}\right)_{t}$ the Wasserstein gradient flow for $\mathcal{H}^{N}$ with initial value $\mu_{0}^{N}$,
(iv) there exists $Q^{N} \in \mathcal{M}_{1}\left(C\left([0, T] ; \mathbb{R}^{N}\right)\right)$ such that $\left(e_{t}\right)_{\#} Q^{N}=\mu_{t}^{N}$ for all $t \in[0, T]$ and $Q^{N}$ is the law of the trajectories on $[0, T]$ of a solution to

$$
\begin{equation*}
d \Theta_{t}^{N}=-\nabla \mathrm{H}^{N}\left(\Theta_{t}^{N}\right) d t+\sqrt{2} d B_{t}^{N} \quad \text { and } \quad \Theta_{0}^{N} \sim \mu_{0}^{N} \tag{III.2.5}
\end{equation*}
$$

Proof. (i) follows from [3, 9.3.9], [3, 9.3.2] and [3, 9.2.7].
To show (ii), let, without restriction, $\nu^{N} \in \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)$ be such that $\mathcal{H}^{N}\left(\nu^{N}\right)<\infty$. Then,

$$
\begin{align*}
\frac{1}{N} \mathcal{H}^{N}\left(\nu^{N}\right)= & \frac{1}{N} \mathcal{H}\left(\mu^{N} \left\lvert\, \exp \left(-\frac{1}{2} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right)\right) d \Theta\right.\right) \\
& +\frac{1}{2 N^{2}} \sum_{k, j=0}^{N-1} \int_{\mathbb{R}^{N}}\left(\frac{1}{2} \Psi\left(\theta^{k}\right)+\frac{1}{2} \Psi\left(\theta^{j}\right)-J\left(\frac{k-j}{N}\right) \theta^{k} \theta^{j}\right) d \nu^{N}(\Theta) \tag{III.2.6}
\end{align*}
$$

Proceeding as in the proof of Lemma III. 34 yields part (ii).
(iii) is a consequence of $[3,11.2 .1]$ and part (i).
(iv) follows from [105, 3.3].

For technical reasons we have to restrict the choice of the sequence $\left(\mu_{0}^{N}\right)_{N}$ of initial values in the following way.

Assumption III. 43 For all $N \in \mathbb{N}$, $\mu_{0}^{N} \in \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)$ is given by $d \mu_{0}^{N}(\Theta)=\rho_{0}^{N}(\Theta) d \Theta$, where

$$
\begin{equation*}
\rho_{0}^{N}(\Theta):=\prod_{k=0}^{N-1} \kappa\left(\frac{k}{N}, \theta^{k}\right) \mathrm{e}^{-\Psi\left(\theta^{k}\right)} \tag{III.2.7}
\end{equation*}
$$

where $\kappa: \mathbb{T} \times \mathbb{R} \rightarrow[0, \infty)$ is upper semi-continuous and such that

- $\int_{\mathbb{R}} \kappa(x, \theta) \mathrm{e}^{-\Psi(\theta)} d \theta=1$ for each $x \in \mathbb{T}$,
- the restriction $\kappa:\{\kappa>0\} \rightarrow(0, \infty)$ is a continuous map, where $\{\kappa>0\}:=\{(x, \theta) \in$ $\mathbb{T} \times \mathbb{R} \mid \kappa(x, \theta)>0\}$,
- $\kappa(x, \theta) \leq C_{\kappa} \exp \left(\frac{1}{8} C_{\Psi} \theta^{2 \ell}+\frac{1}{8}\left(C_{\Psi}^{\prime}-\|J\|_{\infty}\right) \theta^{2}\right)$ for some $C_{\kappa}>0$, and
- either $\kappa(x, \theta) \geq c_{\kappa}^{\prime} \exp \left(-c_{\kappa} \Psi(\theta)\right)$ on $\{\kappa>0\}$ for some $c_{\kappa}, c_{\kappa}^{\prime}>0$, or $x \mapsto \kappa(x, \theta)$ is constant for all $\theta \in \mathbb{R}$.


## III.2.2 The empirical measure map.

For all $N \in \mathbb{N}$, define the empirical measure map $K^{N}: \mathbb{R}^{N} \rightarrow \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$ by

$$
\begin{equation*}
K^{N}(\Theta)=\frac{1}{N} \sum_{k=0}^{N-1} \delta_{\left(\frac{k}{N}, \theta^{k}\right)} \tag{III.2.8}
\end{equation*}
$$

Moreover, let $K_{T}^{N}: C\left([0, T] ; \mathbb{R}^{N}\right) \rightarrow C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ be defined by

$$
\begin{equation*}
K_{T}^{N}\left(\left(\Theta_{t}\right)_{t \in[0, T]}\right)=\left(K^{N}\left(\Theta_{t}\right)\right)_{t \in[0, T]} . \tag{III.2.9}
\end{equation*}
$$

For technical reasons it is sometimes useful to consider a modification of $K^{N}$ defined by

$$
\begin{align*}
L^{N}: \mathbb{R}^{N} & \rightarrow \mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}) \\
\Theta & \mapsto \sum_{k=0}^{N-1} \operatorname{Leb}_{A_{k, N}} \otimes \delta_{\theta^{k}}, \tag{III.2.10}
\end{align*}
$$

where $\left(A_{k, N}\right)_{k=0}^{N-1}$ is a partition of $\mathbb{T}$ given by

$$
\begin{equation*}
A_{k, N}=[k N,(k+1) N), \quad k=0, \ldots, N-1 . \tag{III.2.11}
\end{equation*}
$$

In the following lemma we show that $L^{N}$ is indeed just a small modification of $K^{N}$.
Lemma III. 44 (i) Let $N \in \mathbb{N}$ and $\Theta \in \mathbb{R}^{N}$. Then $W_{2}\left(K^{N}(\Theta), L^{N}(\Theta)\right) \leq \frac{1}{N}$.
(ii) Let $\widetilde{\mathbb{W}}$ denote the Wasserstein distance on $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ induced by the distance $\widetilde{W}$ on $\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$. Then

$$
\begin{equation*}
\widetilde{\mathbb{W}}\left(\left(L^{N}\right)_{\#} \mu^{N},\left(K^{N}\right)_{\#} \mu^{N}\right) \leq \frac{1}{N} \quad \forall \mu^{N} \in \mathcal{M}_{1}\left(\mathbb{R}^{N}\right) \tag{III.2.12}
\end{equation*}
$$

Proof. Define $G: \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{T} \times \mathbb{R}$ by

$$
\begin{equation*}
G(x, \theta)=\sum_{k=0}^{N-1} \mathbb{1}_{A_{k, n}}(x)\left(\frac{k}{N}, \theta\right) . \tag{III.2.13}
\end{equation*}
$$

Then $\left(G, \operatorname{Id}_{\mathbb{T} \times \mathbb{R}}\right)_{\#} L^{N}(\Theta) \in \operatorname{Cpl}\left(K^{N}(\Theta), L^{N}(\Theta)\right)$. Estimating $W_{2}\left(K^{N}(\Theta), L^{N}(\Theta)\right)$ by the cost with respect to this coupling yields (i). Finally, (ii) follows immediately from part (i).

## III.2.3 The large deviation principle.

Definition III. 45 Let $(X, \mathrm{~d})$ be a Polish space. Let $\left(\Pi_{n}\right)_{n \in \mathbb{N}}$ be a family of probability measures on $X$ and let $I: X \rightarrow[0, \infty]$ be d-l.s.c. Then $\left(\Pi_{n}\right)_{n}$ is said to satisfy a large deviation principle (LDP) on $X$ with rate function $I$ if
(i) for any closed set $C \subset X, \lim \sup _{n \rightarrow \infty} \frac{1}{n} \log \Pi_{n}(C) \leq-\inf _{x \in C} I(x)$, and
(ii) for any open set $O \subset X, \liminf _{n \rightarrow \infty} \frac{1}{n} \log \Pi_{n}(O) \geq-\inf _{x \in O} I(x)$.

Recall that $\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$ is equipped with the metric $\widetilde{W}$. Let $C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ be equipped with the supremum norm induced by $\widetilde{W}$. Theorem III. 47 below states the LDP result for the sequence $\left\{\left(K_{T}^{N}\right)_{\#} Q^{N}\right\}_{N}$ on $C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right.$ ), where, for all $N \in \mathbb{N}, Q^{N}$ is the measure from Lemma III. 42 (iv). The rate function will be given by

$$
I\left[\left(\nu_{t}\right)_{t}\right]= \begin{cases}\frac{1}{2} \mathscr{J}\left[\left(\nu_{t}\right)_{t}\right]+\mathcal{H}\left(\nu_{0} \mid \mu_{0}\right) & \text { if }\left(\nu_{t}\right)_{t} \in \mathcal{A C}\left([0, T] ; \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)  \tag{III.2.14}\\ \infty & \text { else }\end{cases}
$$

where $\mu_{0}=\rho_{0} \operatorname{Leb}_{\mathbb{T} \times \mathbb{R}} \in \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$ with $\rho_{0}(x, \theta)=\kappa(x, \theta) \mathrm{e}^{-\Psi(\theta)}$. Before we state and prove the LDP result, we need to show the lower semi-continuity of $I$.

Lemma III. $46\left(\nu_{t}\right)_{t} \mapsto I\left[\left(\nu_{t}\right)_{t}\right]$ is lower semi-continuous in $C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$.
Proof. Let $\lim _{m \rightarrow \infty}\left(\nu_{t}^{m}\right)_{t}=\left(\nu_{t}\right)_{t}$ in $C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$. In particular, $\nu_{t}^{m} \rightharpoonup \nu_{t}$ for all $t \geq 0$. Without restriction assume that $\liminf _{m \rightarrow \infty} I\left[\left(\nu_{t}^{m}\right)_{t}\right]<\infty$, since otherwise, the claim is trivial. Moreover, by considering appropriate subsequences, we can even suppose that $\sup _{m \in \mathbb{N}} I\left[\left(\nu_{t}^{m}\right)_{t}\right]<\infty$. In particular, $\sup _{m \in \mathbb{N}} \mathscr{J}\left[\left(\nu_{t}^{m}\right)_{t}\right]$, $\sup _{m \in \mathbb{N}} \mathcal{H}\left(\nu_{0}^{m} \mid \mu_{0}\right)<\infty$, since both terms are non-negative. The proof is divided into seven steps.

Step 1. $\left[\inf _{m \in \mathbb{N}} \mathcal{H}\left(\nu_{0}^{m} \mid \mu_{0}\right)-\frac{1}{2} \mathcal{F}\left(\nu_{0}^{m}\right)>-\infty\right.$.]
Note that, since $\sup _{m \in \mathbb{N}} \mathcal{H}\left(\nu_{0}^{m} \mid \mu_{0}\right)<\infty, \kappa$ is strictly positive inside the support of $\nu_{0}^{m}$. Then, similarly as in the proof of Theorem III. 35

$$
\begin{align*}
& \mathcal{H}\left(\nu_{0}^{m} \mid \mu_{0}\right)-\frac{1}{2} \mathcal{F}\left(\nu_{0}^{m}\right)=\frac{1}{2} \mathcal{H}\left(\nu_{0}^{m} \left\lvert\, \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta\right.\right)  \tag{III.2.15}\\
& \quad+\frac{1}{4} \int_{(\mathbb{T} \times \mathbb{R})^{2}}\left(\frac{1}{2} \Psi(\theta)+\frac{1}{2} \Psi(\bar{\theta})+J(x-\bar{x}) \theta \bar{\theta}-2 \log \kappa(x, \theta)-2 \log \kappa(\bar{x}, \bar{\theta})\right) d\left(\nu_{0}^{m} \otimes \nu_{0}^{m}\right) .
\end{align*}
$$

By using Assumption III. 33 and Assumption III.43, we have that

$$
\begin{align*}
& \mathcal{H}\left(\nu_{0}^{m} \left\lvert\, \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta\right.\right) \geq-\log \int \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta, \quad \text { and }  \tag{III.2.16}\\
& \frac{1}{2} \Psi(\theta)+\frac{1}{2} \Psi(\bar{\theta})+J(x-\bar{x}) \theta \bar{\theta}-2 \log \kappa(x, \theta)-2 \log \kappa(\bar{x}, \bar{\theta}) \geq-C_{\Psi}^{\prime \prime}-4 \log \left(C_{\kappa}\right) \tag{III.2.17}
\end{align*}
$$

Combining (III.2.15), (III.2.16) and (III.2.17) concludes the claim of Step 1.
Step 2. $\left[\sup _{m \in \mathbb{N}} \int_{0}^{T}\left|\left(\nu^{m}\right)^{\prime}\right|^{2}(r) d r<\infty\right.$ and $\sup _{m \in \mathbb{N}} \int_{0}^{T}|\partial \mathcal{F}|^{2}\left(\nu_{r}^{m}\right) d r<\infty$. ]
Using Step 1, the fact that $\sup _{m \in \mathbb{N}} I\left[\left(\nu_{t}^{m}\right)_{t}\right]<\infty$, and Lemma III.34, we infer the claim.
Step 3. [ $\sup _{m \in \mathbb{N}} \sup _{t \in[0, T]} \mathcal{F}\left(\nu_{t}^{m}\right)<\infty$ and $\sup _{m \in \mathbb{N}} \sup _{t \in[0, T]} \int_{\mathbb{T} \times \mathbb{R}}|\theta|^{2} d \nu^{m}<\infty$.]
Since $|\partial \mathcal{F}|$ is a so-called strong upper gradient ( $[3,1.2 .1$ and 2.4.10]), we infer that

$$
\begin{equation*}
\sup _{m \in \mathbb{N}} \sup _{t \in[0, T]} \mathcal{F}\left(\nu_{t}^{m}\right) \leq \sup _{m \in \mathbb{N}} \sup _{t \in[0, T]} \int_{t}^{T}|\partial \mathcal{F}|\left(\nu_{r}^{m}\right)\left|\left(\nu^{m}\right)^{\prime}\right|(r) d r+\mathcal{F}\left(\nu_{T}^{m}\right)<\infty, \tag{III.2.18}
\end{equation*}
$$

where we used Step 2 in the last step. The second claim is shown by combining (III.2.18) with Lemma III.34.

Step 4. [ $\liminf _{m \rightarrow \infty}\left(\mathcal{F}\left(\nu_{T}^{m}\right)+\frac{1}{2} \int_{0}^{T}|\partial \mathcal{F}|^{2}\left(\nu_{t}^{m}\right) d t\right) \geq \mathcal{F}\left(\nu_{T}\right)+\frac{1}{2} \int_{0}^{T}|\partial \mathcal{F}|^{2}\left(\nu_{t}\right) d t$.] The claim follows from a combination of Theorem III.35, Fatou's lemma, Step 3 and Corollary III.39.

Step 5. $\left[\liminf _{m \rightarrow \infty} \mathcal{H}\left(\nu_{0}^{m} \mid \mu_{0}\right)-\frac{1}{2} \mathcal{F}\left(\nu_{0}^{m}\right) \geq \mathcal{H}\left(\nu_{0}^{m} \mid \mu_{0}\right)-\frac{1}{2} \mathcal{F}\left(\nu_{0}^{m}\right).\right]$
Recall (III.2.15), and recall that we have already seen in the proof of Theorem III. 35 that

$$
\begin{equation*}
\liminf _{m \rightarrow \infty} \frac{1}{2} \mathcal{H}\left(\nu_{0}^{m} \left\lvert\, \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta\right.\right) \geq \frac{1}{2} \mathcal{H}\left(\nu_{0} \left\lvert\, \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta\right.\right) . \tag{III.2.19}
\end{equation*}
$$

The integrand in the second term on the right-hand side of (III.2.15) is lower semi-continuous and bounded from below by Assumption III. 33 and Assumption III.43. Therefore, analogously to (III.1.110), $[3,5.1 .7]$ yields the lower semi-continuity of this term.

Step 6. $\left[\left(\nu_{t}\right)_{t} \in \mathcal{A C}\left([0, T] ; \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)\right.$. ]
According to [96, Lemma 1], it suffices to show that

$$
\begin{equation*}
\sup _{0<h<T} \int_{0}^{T-h} \frac{1}{h^{2}} \mathrm{~W}^{\mathrm{L}}\left(\nu_{t}, \nu_{t+h}\right)^{2} d t<\infty \quad \text { and } \quad \int_{0}^{T} \mathrm{~W}^{\mathrm{L}}\left(\nu_{t}, \delta_{0} \otimes \mathrm{Leb}_{\mathbb{T}}\right)^{2} d t<\infty \tag{III.2.20}
\end{equation*}
$$

Since $\mathrm{W}^{\mathrm{L}}\left(\nu_{t}, \delta_{0} \otimes \mathrm{Leb}_{\mathbb{T}}\right)^{2}=\int|\theta|^{2} d \nu_{t}$, Step 3 and $[3,5.1 .7]$ imply the second claim in (III.2.20). In order to show the first claim in (III.2.20), note that $\left(\nu_{t}^{m}\right)_{t} \in \mathcal{A C}\left([0, T] ; \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right.$ ) for all $m$. Then, using Fatou's lemma and Lemma III.4, we obtain that

$$
\begin{align*}
\sup _{0<h<T} \int_{0}^{T-h} \frac{1}{h^{2}} \mathrm{~W}^{\mathrm{L}}\left(\nu_{t}, \nu_{t+h}\right)^{2} d t & \leq \sup _{0<h<T} \liminf _{m \rightarrow \infty} \int_{0}^{T-h} \frac{1}{h^{2}} \mathrm{~W}^{\mathrm{L}}\left(\nu_{t}^{m}, \nu_{t+h}^{m}\right)^{2} d t \\
& \leq \sup _{0<h<T} \liminf _{m \rightarrow \infty} \int_{0}^{T-h} \frac{1}{h} \int_{t}^{t+h}\left|\left(\nu^{m}\right)^{\prime}\right|^{2}(r) d r d t  \tag{III.2.21}\\
& \leq \liminf _{m \rightarrow \infty} \int_{0}^{T}\left|\left(\nu^{m}\right)^{\prime}\right|^{2}(r) d r<\infty
\end{align*}
$$

where we have used Fubini's theorem in the last step.
Step 7. [ $\left.\int_{0}^{T}\left|\nu^{\prime}\right|^{2}(t) d t \leq \liminf _{m \rightarrow \infty} \int_{0}^{T}\left|\left(\nu^{m}\right)^{\prime}\right|^{2}(r) d r.\right]$
Let $\varepsilon \in(0, T / 2)$. Then, repeating the arguments from (III.2.21),

$$
\begin{equation*}
\int_{0}^{T-\varepsilon}\left|\nu^{\prime}\right|^{2}(t) d t \leq \liminf _{h \downarrow 0, h<\varepsilon} \int_{0}^{T-\varepsilon} \frac{1}{h^{2}} \mathrm{~W}^{\mathrm{L}}\left(\nu_{t}, \nu_{t+h}\right)^{2} d t \leq \liminf _{m \rightarrow \infty} \int_{0}^{T}\left|\left(\nu^{m}\right)^{\prime}\right|^{2}(r) d r \tag{III.2.22}
\end{equation*}
$$

Letting $\varepsilon \downarrow 0$ concludes the proof.

Theorem III. 47 Let $\left(\mu_{0}^{N}\right)_{N}$ satisfy Assumption III.43. For all $N \in \mathbb{N}$, let $\left(\mu_{t}^{N}\right)_{t \in[0, T]}$ be the Wasserstein gradient flow for $\mathcal{H}^{N}$ with initial value $\mu_{0}^{N}$ and $\left(Q^{N}\right)_{N}$ be the corresponding representation measures from Lemma III. 42 (iv). Then the sequence $\left\{\left(K_{T}^{N}\right)_{\#} Q^{N}\right\}_{N}$ satisfies a large deviation principle on $C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ with rate function $I$.

Proof. In [100, Theorem 3.4 and Theorem 3.5], it is shown that the above LDP result for $\left\{\left(K_{T}^{N}\right)_{\#} Q^{N}\right\}_{N}$ is true if and only if the following three conditions are satisfied.
(i) The family $\left\{\left(K_{T}^{N}\right)_{\#} Q^{N}\right\}_{N}$ is exponentially tight, i.e. for all $s>0$ there exists a compact set $\mathcal{K}_{s} \subset C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ such that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \log \left(\left(K_{T}^{N}\right)_{\#} Q^{N}\left(\mathcal{K}_{s}^{c}\right)\right) \leq-s \tag{III.2.23}
\end{equation*}
$$

(ii) For all $\left(\nu_{t}\right)_{t} \in C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ and for all $\left(\Gamma^{N}\right)_{N} \subset \mathcal{M}_{1}\left(C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)\right)$ that converge to $\delta_{\left(\nu_{t}\right)_{t}}$ weakly in $\mathcal{M}_{1}\left(C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)\right)$, it holds

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\Gamma^{N} \mid\left(K_{T}^{N}\right)_{\#} Q^{N}\right) \geq I\left[\left(\nu_{t}\right)_{t}\right] \tag{III.2.24}
\end{equation*}
$$

(iii) For all $\left(\nu_{t}\right)_{t} \in C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ there exists $\left(\Gamma^{N}\right)_{N} \subset \mathcal{M}_{1}\left(C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)\right)$ such that $\left(\Gamma^{N}\right)_{N}$ converges to $\delta_{\left(\nu_{t}\right)_{t}}$ weakly in $\mathcal{M}_{1}\left(C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)\right)$ and

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\Gamma^{N} \mid\left(K_{T}^{N}\right)_{\#} Q^{N}\right) \leq I\left[\left(\nu_{t}\right)_{t}\right] \tag{III.2.25}
\end{equation*}
$$

Fact (i) was proven in [105, 3.29].
To prove (ii), note that if the left-hand side of (III.2.24) is infinite, the claim is trivial. Therefore, we assume without restriction that

$$
\begin{equation*}
\mathcal{H}\left(\Gamma^{N} \mid\left(K_{T}^{N}\right)_{\#} Q^{N}\right)<\infty \quad \text { for all } N \in \mathbb{N} \tag{III.2.26}
\end{equation*}
$$

This implies in particular that $\Gamma^{N}$ is absolutely continuous with respect to $\left(K_{T}^{N}\right)_{\#} Q^{N}$ for all $N$. Since the map $K_{T}^{N}$ is injective, we infer that for all $N$ there is a $P^{N} \in \mathcal{M}_{1}\left(C\left([0, T] ; \mathbb{R}^{N}\right)\right)$ such that $\Gamma^{N}=\left(K_{T}^{N}\right)_{\#} P^{N}$. Moreover,

$$
\begin{equation*}
\mathcal{H}\left(\left(K_{T}^{N}\right)_{\#} P^{N} \mid\left(K_{T}^{N}\right)_{\#} Q^{N}\right)=\mathcal{H}\left(P^{N} \mid Q^{N}\right) \quad \text { for all } N \in \mathbb{N} \tag{III.2.27}
\end{equation*}
$$

which is again a consequence of the injectivity of $K_{T}^{N}$. Now we can use [70, 4.1.(i)] to observe that

$$
\begin{equation*}
\mathcal{H}\left(P^{N} \mid Q^{N}\right) \geq \frac{1}{2} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t}\right]+\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right) \quad \text { for all } N \in \mathbb{N} \tag{III.2.28}
\end{equation*}
$$

where $\nu_{t}^{N}:=\left(e_{t}\right)_{\#} P^{N}$ for all $t$. In particular, the right-hand side in (III.2.28) is finite, which implies that $\left(\nu_{t}^{N}\right)_{t} \in \mathcal{A C}\left([0, T] ; \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)\right)$. Hence, in order to prove (ii), it is enough to show that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N}\left(\frac{1}{2} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t}\right]+\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)\right) \geq I\left[\left(\nu_{t}\right)_{t}\right] \tag{III.2.29}
\end{equation*}
$$

whenever $\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{N}$ converges to $\delta_{\nu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ for all $t$, where $\left(\nu_{t}^{N}\right)_{t} \in$ $\mathcal{A C}\left([0, T] ; \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)\right)$ for all $N$. This is the content of Proposition III. 48 below.

It remains to prove (iii). If $I\left[\left(\nu_{t}\right)_{t}\right]=\infty$, we take $\Gamma^{N}=\delta_{\left(\nu_{t}\right)_{t}}$ for all $N$ and (III.2.25) is trivially satisfied. So assume that $I\left[\left(\nu_{t}\right)_{t}\right]<\infty$. In particular, $\left(\nu_{t}\right)_{t} \in \mathcal{A C}\left([0, T] ; \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times\right.$ $\mathbb{R}))$. Proposition III. 56 below shows that there exists $\left(\nu_{t}^{N}\right)_{t} \in C\left([0, T] ; \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)\right)$ such that $\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{N}$ converges to $\delta_{\nu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ for all $t$ and

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N}\left(\frac{1}{2} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t}\right]+\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)\right) \leq I\left[\left(\nu_{t}\right)_{t}\right] \tag{III.2.30}
\end{equation*}
$$

Further, for all $N,[70,4.1$.(ii) $]$ yields the existence of $\tilde{P}^{N} \subset \mathcal{M}_{1}\left(C\left([0, T] ; \mathbb{R}^{N}\right)\right)$ such that

$$
\begin{equation*}
\frac{1}{2} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t}\right]+\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)=\mathcal{H}\left(\tilde{P}^{N} \mid Q^{N}\right) \tag{III.2.31}
\end{equation*}
$$

and $\nu_{t}^{N}=\left(e_{t}\right)_{\#} \tilde{P}^{N}$ for all $t$. Hence, in order to prove (iii), it only remains to show that $\left(\left(K_{T}^{N}\right)_{\#} \tilde{P}^{N}\right)_{N}$ converges to $\delta_{\left(\nu_{t}\right)_{t}}$ weakly in $\mathcal{M}_{1}\left(C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)\right)$.

Since $\left(\left(K^{N}\right) \not{ }^{\prime} \nu_{t}^{N}\right)_{N}$ converges to $\delta_{\nu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ for all $t$, it suffices to show that $\left(\left(K_{T}^{N}\right)_{\#} \tilde{P}^{N}\right)_{N}$ is tight. Let $\varepsilon>0$. Let $\mathcal{K}$ be the compact set from part (i) according to the choice $s=I\left[\left(\nu_{t}\right)_{t}\right] / \varepsilon$. Then, via the entropy inequality (see e.g. [100, (3.7)]), (III.2.23), (III.2.27), (III.2.30) and (III.2.31), we obtain

$$
\begin{align*}
\limsup _{N \rightarrow \infty}\left(K_{T}^{N}\right)_{\#} \tilde{P}^{N}\left(\mathcal{K}^{c}\right) & \leq \limsup _{N \rightarrow \infty} \frac{\log 2+\mathcal{H}\left(\left(K_{T}^{N}\right)_{\#} \tilde{P}^{N} \mid\left(K_{T}^{N}\right)_{\#} Q^{N}\right)}{\log \left(1+1 /\left(K_{T}^{N}\right)_{\#} Q^{N}\left(\mathcal{K}^{c}\right)\right)} \\
& \leq \limsup _{N \rightarrow \infty} \frac{\frac{1}{N} \mathcal{H}\left(\left(K_{T}^{N}\right)_{\#} \tilde{P}^{N} \mid\left(K_{T}^{N}\right)_{\#} Q^{N}\right)}{-\frac{1}{N} \log \left(\left(K_{T}^{N}\right)_{\#} Q^{N}\left(\mathcal{K}^{c}\right)\right)} \leq \varepsilon, \tag{III.2.32}
\end{align*}
$$

which implies the tightness of $\left(\left(K_{T}^{N}\right)_{\#} \tilde{P}^{N}\right)_{N}$.

## III.2.4 Lower Bound

Proposition III. 48 Let $\left(\nu_{t}\right)_{t} \in C\left([0, T] ; \mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ and $\left(\nu_{t}^{N}\right)_{t} \in \mathcal{A C}\left([0, T] ; \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)\right)$ for all $N \in \mathbb{N}$. Suppose that $\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{N}$ converges to $\delta_{\nu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ for all $t \in[0, T]$. Then

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N}\left(\frac{1}{2} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t}\right]+\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)\right) \geq \frac{1}{2} \mathscr{J}\left[\left(\nu_{t}\right)_{t}\right]+\mathcal{H}\left(\nu_{0} \mid \mu_{0}\right) . \tag{III.2.33}
\end{equation*}
$$

Proof. Assume that the left-hand side of (III.2.33) is finite. Otherwise, the claim is trivial. In particular, since both summands are non-negative, we have

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t}\right]<\infty \quad \text { and } \quad \liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)<\infty \tag{III.2.34}
\end{equation*}
$$

Under this assumption, we show (III.2.33) for each part separately in the forthcoming paragraphs. Hence, the claim follows from the Lemmas III.52-III. 55 .

Preliminaries. We first list some consequences of (III.2.34) in the following lemma.

Lemma III. 49 Under the same assumptions as in Proposition III. 48 and under (III.2.34), we have

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T}\left|\left(\nu^{N}\right)^{\prime}\right|^{2}(t) d t<\infty \tag{III.2.35}
\end{equation*}
$$

Moreover, $\left(\nu_{t}\right)_{t}$ is an absolutely continuous curve in $\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$.

Proof. Step 1. [ $\inf _{N \in \mathbb{N}} \frac{1}{N}\left(\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)-\frac{1}{2} \mathcal{H}^{N}\left(\nu_{0}^{N}\right)\right)>-\infty$.]
Analogously to (III.2.15) and in view of (III.2.6) and (III.2.17) we observe that for all $N \in \mathbb{N}$

$$
\begin{align*}
& \begin{array}{l}
\frac{1}{N}\left(\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)-\frac{1}{2} \mathcal{H}^{N}\left(\nu_{0}^{N}\right)\right)=\frac{1}{2 N} \mathcal{H}\left(\nu_{0}^{N} \left\lvert\, \exp \left(-\frac{1}{2} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right)\right) d \Theta\right.\right) \\
+\frac{1}{4} \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int_{(\mathbb{T} \times \mathbb{R})^{2}}\left(\frac{1}{2} \Psi(\theta)+\frac{1}{2} \Psi(\bar{\theta})+J(x-\bar{x}) \theta \bar{\theta}\right. \\
-2 \log \kappa(x, \theta)-2 \log \kappa(\bar{x}, \bar{\theta})) d \gamma d \gamma d\left(K^{N}\right)_{\#} \nu_{0}^{N}(\gamma) \\
\geq \frac{1}{2 N} \mathcal{H}\left(\nu_{0}^{N} \left\lvert\, \exp \left(-\frac{1}{2} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right)\right) d \Theta\right.\right)-\frac{1}{4} C_{\Psi}^{\prime \prime}-\log \left(C_{\kappa}\right) \\
\geq \\
-\frac{1}{2} \log \int \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta-\frac{1}{4} C_{\Psi}^{\prime \prime}-\log \left(C_{\kappa}\right)>-\infty
\end{array} .
\end{align*}
$$

Step 2. $\left[\liminf _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T}\left|\left(\nu^{N}\right)^{\prime}\right|^{2}(t) d t<\infty.\right]$
Step 1, Lemma III. 42 (ii) and the finiteness of the left-hand side of (III.2.33) yield the claim.
Step 3. $\left[\liminf _{N \rightarrow \infty} \frac{1}{N} \int_{\mathbb{R}^{N}}\left(|\Theta|^{2}+\sum_{i=0}^{N-1}\left|\theta^{i}\right|^{2 \ell}\right) d \nu_{0}^{N}<\infty\right.$. $]$
By a similar computation as in Step 1, (III.2.34) yields that

$$
\begin{align*}
\infty> & \liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)=\liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\nu_{0}^{N} \left\lvert\, \exp \left(-\frac{1}{2} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right)\right) d \Theta\right.\right) \\
& +\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{k=0}^{N-1}\left(-\int_{\mathbb{R}^{N}} \log \kappa\left(\frac{k}{N}, \theta^{k}\right) d \nu_{0}^{N}+\frac{1}{2} \int_{\mathbb{R}^{N}} \Psi\left(\theta^{k}\right) d \nu_{0}^{N}\right)  \tag{III.2.37}\\
\geq & C+\frac{1}{4} \liminf _{N \rightarrow \infty} \frac{1}{N} \int_{\mathbb{R}^{N}} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right) d \nu_{0}^{N}
\end{align*}
$$

for some $C \in \mathbb{R}$. Finally, (III.1.103) implies Step 3.
Step 4. $\left[\lim \inf _{N \rightarrow \infty} \frac{1}{N} \sup _{t \in[0, T]} \int_{\mathbb{R}^{N}}|\Theta|^{2} d \nu_{t}^{N}<\infty.\right]$
Step 2 and 3 imply that

$$
\begin{align*}
& \liminf _{N \rightarrow \infty} \frac{1}{N} \sup _{t \in[0, T]} \int_{\mathbb{R}^{N}}|\Theta|^{2} d \nu_{t}^{N} \leq \liminf _{N \rightarrow \infty} 4 \frac{1}{N}\left(\sup _{t \in[0, T]} W_{2}\left(\nu_{t}^{N}, \nu_{0}^{N}\right)^{2} d t+\int_{\mathbb{R}^{N}}|\Theta|^{2} d \nu_{0}^{N}\right) \\
& \leq \liminf _{N \rightarrow \infty} 4 \frac{1}{N}\left(T \int_{0}^{T}\left|\left(\nu^{N}\right)^{\prime}\right|^{2}(t) d t+\int_{\mathbb{R}^{N}}|\Theta|^{2} d \nu_{0}^{N}\right)<\infty \tag{III.2.38}
\end{align*}
$$

Step 5. $\left[\sup _{t \in[0, T]} \int_{\mathbb{T} \times \mathbb{R}}|\theta|^{2} d \nu_{t}(x, \theta)<\infty.\right]$
Using that $\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{N}$ converges to $\delta_{\nu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$, and using [3, 5.1.7], Fatou's lemma and Step 4 we obtain that

$$
\begin{equation*}
\sup _{t \in[0, T]} \int_{\mathbb{T} \times \mathbb{R}}|\theta|^{2} d \nu_{t} \leq \liminf _{N \rightarrow \infty} \sup _{t \in[0, T]} \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int_{\mathbb{T} \times \mathbb{R}}|\theta|^{2} d \gamma d\left(K^{N}\right) \not{ }^{\prime} \nu_{t}^{N}(\gamma)<\infty \tag{III.2.39}
\end{equation*}
$$

Step 6. $\left[\nu_{t} \in \mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right.$ for all $\left.t \in[0, T].\right]$
Since $\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{N}$ converges to $\delta_{\nu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$, we have that for all $f \in C_{b}(\mathbb{T})$

$$
\begin{align*}
\int_{\mathbb{T} \times \mathbb{R}} f(x) d \nu_{t}(x, \theta) & =\lim _{N \rightarrow \infty} \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int_{\mathbb{T} \times \mathbb{R}} f(x) d \gamma(x, \theta) d\left(K^{N}\right)_{\#} \nu_{t}^{N}(\gamma) \\
& =\lim _{N \rightarrow \infty} \int_{\mathbb{T} \times \mathbb{R}} f\left(\frac{\lfloor x N\rfloor}{N}\right) d x=\int_{\mathbb{T} \times \mathbb{R}} f(x) d x . \tag{III.2.40}
\end{align*}
$$

Step 7. [ $t \mapsto \nu_{t}$ is absolutely continuous.]
Analogously to the proof of Lemma III.46, it suffices to show that

$$
\begin{equation*}
\sup _{0<h<T} \int_{0}^{T-h} \frac{1}{h^{2}} \mathrm{~W}^{\mathrm{L}}\left(\nu_{t}, \nu_{t+h}\right)^{2} d t<\infty \quad \text { and } \quad \int_{0}^{T} \int_{\mathbb{T} \times \mathbb{R}}|\theta|^{2} d \nu_{t}(x, \theta) d t<\infty \tag{III.2.41}
\end{equation*}
$$

The second claim was shown in Step 5. The first claim in (III.2.41) follows from similar arguments as in (III.2.21). Indeed, using Lemma III. 44 and the Lemmas III. 50 and III. 51 below, we observe that

$$
\begin{align*}
\sup _{0<h<T} \int_{0}^{T-h} \frac{1}{h^{2}} \mathrm{~W}^{\mathrm{L}}\left(\nu_{t}, \nu_{t+h}\right)^{2} d t & \leq \sup _{0<h<T} \int_{0}^{T-h} \liminf _{N \rightarrow \infty} \frac{1}{h^{2}} \mathbb{W}^{\mathrm{L}}\left(\left(L^{N}\right)_{\#} \nu_{t}^{N},\left(L^{N}\right)_{\#} \nu_{t+h}^{N}\right)^{2} d t \\
& \leq \sup _{0<h<T} \int_{0}^{T-h} \liminf _{N \rightarrow \infty} \frac{1}{h^{2} N} W_{2}\left(\nu_{t}^{N}, \nu_{t+h}^{N}\right)^{2} d t  \tag{III.2.42}\\
& \leq \liminf _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T}\left|\left(\nu^{N}\right)^{\prime}\right|^{2}(r) d r<\infty
\end{align*}
$$

where we have used Fatou's lemma, Fubini's theorem and Step 2. We conclude the proof.
Lemma III. 50 Let $\mathbb{W}^{\mathrm{L}}$ denote the Wasserstein distance on $\mathcal{M}_{1}\left(\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right.$ ) induced by $\mathrm{W}^{\mathrm{L}}$. Let $\left(A^{N}\right)_{N},\left(B^{N}\right)_{N} \subset \mathcal{M}_{1}\left(\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)$ and $A, B \in \mathcal{M}_{1}\left(\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)$ be such that $A^{N}$ converges to $A$ and $B^{N}$ converges to $B$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)$. Then

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \mathbb{W}^{\mathrm{L}}\left(A^{N}, B^{N}\right) \geq \mathbb{W}^{\mathrm{L}}(A, B) \tag{III.2.43}
\end{equation*}
$$

Proof. In view of Lemma III.4, the claim is an application of [127, 4.3].
Lemma III. 51 Let $\mu^{N}, \nu^{N} \in \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)$. Then

$$
\begin{equation*}
\mathbb{W}^{\mathrm{L}}\left(\left(L^{N}\right)_{\#} \mu^{N},\left(L^{N}\right)_{\#} \nu^{N}\right) \leq \frac{1}{\sqrt{N}} W_{2}\left(\mu^{N}, \nu^{N}\right) \tag{III.2.44}
\end{equation*}
$$

Proof. Let $\pi^{N} \in \operatorname{Opt}\left(\mu^{N}, \nu^{N}\right)$. Define

$$
\begin{align*}
G^{N}: \mathbb{R}^{N} \times \mathbb{R}^{N} & \rightarrow \mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}) \times \mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}) \\
(\Theta, \bar{\Theta}) & \mapsto\left(L^{N}(\Theta), L^{N}(\bar{\Theta})\right) \tag{III.2.45}
\end{align*}
$$

Set $\gamma^{N}=\left(G^{N}\right)_{\#} \pi^{N} \in \mathcal{M}_{1}\left(\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R}) \times \mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)$. Then $\gamma^{N}$ has $\left(L^{N}\right)_{\#} \mu^{N}$ and $\left(L^{N}\right)_{\#} \nu^{N}$ as marginals. Therefore,

$$
\begin{align*}
\mathbb{W}^{\mathrm{L}}\left(\left(L^{N}\right)_{\#} \mu^{N}\right. & \left.,\left(L^{N}\right)_{\#} \nu^{N}\right)^{2} \leq \int_{\left(\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)^{2}} W^{\mathrm{L}}(\sigma, \bar{\sigma})^{2} d \gamma^{N}(\sigma, \bar{\sigma}) \\
& =\int_{\left(\mathbb{R}^{N}\right)^{2}} \frac{1}{N} \sum_{k=0}^{N-1} W_{2}\left(\delta_{\theta^{k}}, \delta_{\bar{\theta}^{k}}\right)^{2} d \pi^{N}(\Theta, \bar{\Theta})=\frac{1}{N} W_{2}\left(\mu^{N}, \nu^{N}\right)^{2} \tag{III.2.46}
\end{align*}
$$

which concludes the proof.

McKean-Vlasov-functional. Here we can even show a more general statement which will be useful in the next section.

Lemma III. 52 Let $\mu^{N} \in \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)$ for all $N \in \mathbb{N}$ and let $A \in \mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$. Assume that $\left(\left(K^{N}\right)_{\#} \mu^{N}\right)_{N}$ converges weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ to $A$. Then

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}^{N}\left(\mu^{N}\right) \geq \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \mathcal{F}(\gamma) d A(\gamma) \tag{III.2.47}
\end{equation*}
$$

Proof. Recall (III.2.6). Then we observe that

$$
\begin{align*}
\frac{1}{N} \mathcal{H}^{N}\left(\mu^{N}\right)= & \frac{1}{N} \mathcal{H}\left(\mu^{N} \left\lvert\, \exp \left(-\frac{1}{2} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right)\right) d \Theta\right.\right)  \tag{III.2.48}\\
& +\frac{1}{2} \int_{\mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}}\left(\frac{1}{2}(\Psi(\theta)+\Psi(\bar{\theta}))-J(x-\bar{x}) \theta \bar{\theta}\right) d \gamma d \gamma d\left(K^{N}\right)_{\#} \mu^{N}(\gamma) .
\end{align*}
$$

Similar arguments as in the proof of Theorem III. 35 show that

$$
\begin{gather*}
\liminf _{N \rightarrow \infty} \int_{\mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}}\left(\frac{1}{2}(\Psi(\theta)+\Psi(\bar{\theta}))-J(x-\bar{x}) \theta \bar{\theta}\right) d \gamma d \gamma d\left(K^{N}\right)_{\#} \mu^{N}(\gamma) \\
\quad \geq \int_{\mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)} \int_{\left(\mathbb{T}^{d} \times \mathbb{R}\right)^{2}}\left(\frac{1}{2}(\Psi(\theta)+\Psi(\bar{\theta}))-J(x-\bar{x}) \theta \bar{\theta}\right) d \gamma d \gamma d A(\gamma) \tag{III.2.49}
\end{gather*}
$$

It remains to show that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\mu^{N} \left\lvert\, \exp \left(-\frac{1}{2} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right)\right) d \Theta\right.\right) \geq \int_{\mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)} \mathcal{H}\left(\gamma \left\lvert\, \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta\right.\right) d A(\gamma) \tag{III.2.50}
\end{equation*}
$$

Let $\alpha:=\int \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta$ and for all $n \in \mathbb{N}$, set

$$
\begin{equation*}
B^{N}:=\left(K^{N}\right)_{\#}\left(\frac{1}{\alpha^{N}} \exp \left(-\frac{1}{2} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right)\right) d \Theta\right) \quad \text { and } \quad A^{N}:=\left(K^{N}\right)_{\#} \mu^{N} \tag{III.2.51}
\end{equation*}
$$

Since the map $K^{N}$ is injective, we have that

$$
\begin{equation*}
\mathcal{H}\left(A^{N} \mid B^{N}\right)=\mathcal{H}\left(\mu^{N} \left\lvert\, \frac{1}{\alpha^{N}} \exp \left(-\frac{1}{2} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right)\right) d \Theta\right.\right) \tag{III.2.52}
\end{equation*}
$$

It is an easy adaptation of Sanov's theorem that $\left(B^{N}\right)_{N}$ satisfies a large deviation principle with rate function $\mathcal{H}\left(\cdot \left\lvert\, \alpha^{-1} \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta\right.\right)$; see e.g. [113, Theorem 17] for the details. Therefore, [100, 3.5] implies that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(A^{N} \mid B^{N}\right) \geq \int_{\mathcal{M}_{1}\left(\mathbb{T}^{d} \times \mathbb{R}\right)} \mathcal{H}\left(\gamma \left\lvert\, \alpha^{-1} \mathrm{e}^{-\frac{1}{2} \Psi(\theta)} d \theta\right.\right) d A(\gamma) \tag{III.2.53}
\end{equation*}
$$

(III.2.53) and (III.2.52) yield (III.2.50). This concludes the proof.

## Initialization.

Lemma III. 53 Under the same assumptions as in Proposition III. 48 and under (III.2.34), we have

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N}\left(\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)-\frac{1}{2} \mathcal{H}^{N}\left(\nu_{0}^{N}\right)\right) \geq \mathcal{H}\left(\nu_{0} \mid \mu_{0}\right)-\frac{1}{2} \mathcal{F}\left(\nu_{0}\right) . \tag{III.2.54}
\end{equation*}
$$

Proof. Similarly as in the proof of Lemma III. 46 and in Step 1 of the proof of Lemma III.49, we observe that

$$
\begin{align*}
& \liminf _{N \rightarrow \infty} \frac{1}{N}\left(\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)-\frac{1}{2} \mathcal{H}^{N}\left(\nu_{0}^{N}\right)\right) \\
& \geq \liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\nu_{0}^{N} \left\lvert\, \exp \left(-\frac{1}{2} \sum_{k=0}^{N-1} \Psi\left(\theta^{k}\right)\right) d \Theta\right.\right)  \tag{III.2.55}\\
& \quad+\frac{1}{2} \int_{(\mathbb{T} \times \mathbb{R})^{2}}\left(\frac{1}{2} \Psi(\theta)+\frac{1}{2} \Psi(\bar{\theta})+J(x-\bar{x}) \theta \bar{\theta}-2 \log \kappa(x, \theta)-2 \log \kappa(\bar{x}, \bar{\theta})\right) d \nu_{0} d \nu_{0},
\end{align*}
$$

where we have used (III.2.17) and [3, 5.1.7]. Combining (III.2.55) with (III.2.50) yields (III.2.54).

Metric derivative. Also here we can show directly a more general statement.
Lemma III. 54 Let $\left(c_{t}\right)_{t \in[0, T]} \subset \mathcal{M}_{1}\left(\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)$ be absolutely continuous with respect to the metric $\mathbb{W}^{\mathrm{L}}$ from Lemma III.50. Let $\left(\nu_{t}^{N}\right)_{t} \in \mathcal{A C}\left([0, T] ; \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)\right)$ for all $N \in \mathbb{N}$. Suppose that $\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{N}$ converges to $c_{t}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ for all $t \in[0, T]$. Then,

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T}\left|\left(\nu^{N}\right)^{\prime}\right|^{2}(t) d t \geq \int_{0}^{T}\left|c^{\prime}\right|^{2}(t) d t \tag{III.2.56}
\end{equation*}
$$

Proof. Similarly as in (III.2.22) and in (III.2.42), we obtain that for all $\varepsilon \in(0, T / 2)$

$$
\begin{align*}
\int_{0}^{T-\varepsilon}\left|c^{\prime}\right|^{2}(t) d t & \leq \liminf _{h \downarrow 0, h<\varepsilon} \int_{0}^{T-\varepsilon} \frac{1}{h^{2}} \mathbb{W}^{\mathrm{L}}\left(c_{t}, c_{t+h}\right)^{2} d t \\
& \leq \liminf _{h \downarrow 0, h<\varepsilon} \int_{0}^{T-\varepsilon} \liminf _{N \rightarrow \infty} \frac{1}{h^{2}} \mathbb{W}^{\mathrm{L}}\left(\left(L^{N}\right) \not \nu_{t}^{N},\left(L^{N}\right) \not \nu_{t+h}^{N}\right)^{2} d t  \tag{III.2.57}\\
& \leq \liminf _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T}\left|\left(\nu^{N}\right)^{\prime}\right|^{2}(r) d r .
\end{align*}
$$

Letting $\varepsilon \downarrow 0$ concludes the proof.

Metric slope. Here we postpone the more general statement to Section III.3.
Lemma III. 55 Under the same assumptions as in Proposition III. 48 and under (III.2.34), we have

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T}\left|\partial \mathcal{H}^{N}\right|^{2}\left(\nu_{t}^{N}\right) d t \geq \int_{0}^{T}|\partial \mathcal{F}|^{2}\left(\nu_{t}\right) d t \tag{III.2.58}
\end{equation*}
$$

Proof. Similarly as in Corollary III. 39 one can show that (cf. [59, 4.3] or [3, 10.4.9])

$$
\begin{equation*}
\left|\partial \mathcal{H}^{N}\right|\left(\nu_{t}^{N}\right)=\sup _{\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right),\|\varphi\|_{L^{2}\left(\nu_{t}^{N}\right)}>0} \frac{\left|\int_{\mathbb{R}^{N}}\left(\varphi \nabla \mathrm{H}^{N}-\operatorname{div} \varphi\right) d \nu_{t}^{N}\right|}{\|\varphi\|_{\mathrm{L}^{2}\left(\nu_{t}^{N}\right)}} \tag{III.2.59}
\end{equation*}
$$

for almost every $t \in[0, T]$. Let $\varphi(\Theta)=\left(\beta\left(\frac{k}{N}, \theta^{k}\right)\right)_{k=0}^{N-1}$ for some arbitrary $\beta \in C_{c}^{\infty}(\mathbb{T} \times \mathbb{R})$ such that $\|\beta\|_{\mathrm{L}^{2}\left(\nu_{t}\right)}>0$. This is admissible, since

$$
\begin{equation*}
\|\varphi\|_{\mathrm{L}^{2}\left(\nu_{t}^{N}\right)}^{2}=N \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})}\|\beta\|_{\mathrm{L}^{2}(\gamma)}^{2} d\left(K^{N}\right)_{\#} \nu_{t}^{N}(\gamma) \tag{III.2.60}
\end{equation*}
$$

and the right-hand side is greater than zero for $N$ large enough, since $\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{N}$ converges to $\delta_{\nu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$. We obtain

$$
\begin{align*}
& \liminf _{N \rightarrow \infty} \frac{1}{N}\left|\partial \mathcal{H}^{N}\right|^{2}\left(\nu_{t}^{N}\right) \\
& \geq \liminf _{N \rightarrow \infty} \frac{\left(\int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int\left(\beta\left[\Psi^{\prime}-\int J(\cdot-\bar{x}) \bar{\theta} d \gamma\right]-\partial_{\theta} \beta\right) d \gamma d\left(K^{N}\right) \not \nu_{t}^{N}(\gamma)\right)^{2}}{\int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int \beta^{2} d \gamma d\left(K^{N}\right) \nexists_{t}^{N}(\gamma)}  \tag{III.2.61}\\
& \quad=\frac{1}{\|\beta\|_{\mathrm{L}^{2}\left(\nu_{t}\right)}^{2}}\left(\int\left(\beta\left[\Psi^{\prime}-\int J(\cdot-\bar{x}) \bar{\theta} d \nu_{t}\right]-\partial_{\theta} \beta\right) d \nu_{t}\right)^{2}
\end{align*}
$$

Here we used $[3,5.1 .7]$ in the last step, and that, in view of Step 4 of the proof of Lemma III. 49 ,

$$
\begin{align*}
& \limsup \liminf _{k \rightarrow \infty}\left|\int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})}-\iint \beta J(\cdot-\bar{x})((\bar{\theta} \vee(-k)) \wedge k-\bar{\theta}) d \gamma d \gamma d\left(K^{N}\right) \not \#_{t}^{N}(\gamma)\right| \\
& \leq \limsup _{k \rightarrow \infty} \liminf _{N \rightarrow \infty}\|\beta \cdot J\|_{\infty} \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int_{|\theta| \geq k}(|\bar{\theta}|-k) d \gamma d\left(K^{N}\right) \# \nu_{t}^{N}(\gamma)  \tag{III.2.62}\\
& \leq \limsup _{k \rightarrow \infty} \liminf _{N \rightarrow \infty} \frac{1}{k}\|\beta \cdot J\|_{\infty} \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int|\bar{\theta}|^{2} d \gamma d\left(K^{N}\right) \not \#_{t}^{N}(\gamma)=0 .
\end{align*}
$$

Then, taking the supremum over $\beta$ in (III.2.61), we get via Corollary III. 39

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N}\left|\partial \mathcal{H}^{N}\right|^{2}\left(\nu_{t}^{N}\right) \geq|\partial \mathcal{F}|^{2}\left(\nu_{t}\right) \tag{III.2.63}
\end{equation*}
$$

Finally, Fatou's lemma yields (III.2.58).

## III.2.5 Recovery sequence

Proposition III. 56 Let $\left(\nu_{t}\right)_{t \in[0, T]} \in \mathcal{A C}\left([0, T] ; \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)$ be such that $I\left[\left(\nu_{t}\right)_{t}\right]<\infty$. Then for all $N \in \mathbb{N}$ there exists $\left(\nu_{t}^{N}\right)_{t \in[0, T]} \in C\left([0, T] ; \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)\right)$ such that $\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{N}$ converges to $\delta_{\nu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ for all $t \in[0, T]$ and

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N}\left(\frac{1}{2} \mathscr{J}^{N}\left[\left(\nu_{t}^{N}\right)_{t}\right]+\mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)\right) \leq \frac{1}{2} \mathscr{J}\left[\left(\nu_{t}\right)_{t}\right]+\mathcal{H}\left(\nu_{0} \mid \mu_{0}\right) . \tag{III.2.64}
\end{equation*}
$$

Proof. First, we observe that, since $I\left[\left(\nu_{t}\right)_{t}\right]<\infty$, we also have that

$$
\begin{equation*}
\mathscr{J}\left[\left(\nu_{t}\right)_{t}\right]<\infty \quad \text { and } \quad \mathcal{H}\left(\nu_{0} \mid \mu_{0}\right)<\infty \tag{III.2.65}
\end{equation*}
$$

The recovery sequence is given as follows. Recall the partition $\left(A_{k, N}\right)_{k=0}^{N-1}$ of $\mathbb{T}$ introduced in (III.2.11). Then define, for all $N \in \mathbb{N}$ and for all $t \in[0, T], \nu_{t}^{N} \in \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)$ by

$$
\begin{equation*}
d \nu_{t}^{N}(\Theta)=\prod_{k=0}^{N-1} N \nu_{t}\left(A_{k, N} \times d \theta^{k}\right) \tag{III.2.66}
\end{equation*}
$$

Lemma III. 57 below shows that $\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{N}$ converges to $\delta_{\nu_{t}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ for all $t$. We show (III.2.64) for each part separately. Hence, the claim follows from the Lemmas III.58-III. 61 and Lemma III.52.

Preliminaries. First we note that (III.2.65) implies that $\nu_{0}$ has a density $f_{0}$ with respect to $\operatorname{Leb}_{\mathbb{T} \times \mathbb{R}}$. Moreover, a similar computation as in (III.2.15) shows that

$$
\begin{equation*}
\mathcal{H}\left(\nu_{0} \mid \mu_{0}\right)-\frac{1}{2} \mathcal{F}\left(\nu_{0}\right)>-\infty . \tag{III.2.67}
\end{equation*}
$$

Together with Lemma III. 34 and (III.2.65), this yields that

$$
\begin{equation*}
\int_{0}^{T}\left(\left|\nu^{\prime}\right|^{2}(t)+|\partial \mathcal{F}|^{2}\left(\nu_{t}\right)\right) d t<\infty \quad \text { and } \quad \mathcal{F}\left(\nu_{T}\right)<\infty \tag{III.2.68}
\end{equation*}
$$

Since $|\partial \mathcal{F}|$ is a strong upper gradient ([3, 1.2.1 and 2.4.10]), from (III.2.68) we infer that

$$
\begin{equation*}
\sup _{t \in[0, T]} \mathcal{F}\left(\nu_{t}\right) \leq \sup _{t \in[0, T]} \int_{t}^{T}|\partial \mathcal{F}|\left(\nu_{r}\right)\left|\nu^{\prime}\right|(r) d r+\mathcal{F}\left(\nu_{T}\right)<\infty . \tag{III.2.69}
\end{equation*}
$$

Therefore, for all $t, \nu_{t}$ has a density $f_{t}$ with respect to $\operatorname{Leb}_{T \times \mathbb{R}}$. And combining (III.2.69) with the lower bound on $\mathcal{F}$ (Lemma III.34), we infer that

$$
\begin{equation*}
\sup _{t \in[0, T]} \int_{\mathbb{T} \times \mathbb{R}}\left(|\theta|^{2}+|\theta|^{2 \ell}\right) d \nu_{t}<\infty \tag{III.2.70}
\end{equation*}
$$

Finally, Lemma III. 34 and (III.2.67) yield that $\int\left(|\theta|^{2}+|\theta|^{2 \ell}\right) d \nu_{0}<\infty$.

## Convergence.

Lemma III. 57 Under the same setting as in the proof of Proposition III.56, we have that for all $t \in[0, T]$

$$
\begin{equation*}
\left(K^{N}\right)_{\#} \nu_{t}^{N} \text { converges to } \delta_{\nu_{t}} \text { weakly in } \mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right) \tag{III.2.71}
\end{equation*}
$$

Proof. For all $N \in \mathbb{N}$ and $t \in[0, T]$ let $\Upsilon_{t}^{N}=\left(\vartheta_{t}^{k, N}\right)_{k=0, \ldots, N-1}$ be a random variable with law $\nu_{t}^{N}$ on a common probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

Step 1. [Let $f \in C_{b}(\mathbb{T} \times \mathbb{R})$, then $\lim _{N \rightarrow \infty} \int f d\left(K^{N}\left(\Upsilon_{t}^{N}\right)\right)=\int f d \nu_{t}$ a.s. $]$
The proof is a standard application of Kolmogorov's maximum inequality [54, 9.7.4]. For the sake of completeness, we provide the details. Let $\varepsilon>0$ and set for all $N \in \mathbb{N}$

$$
\begin{equation*}
\frac{1}{N} S_{N}:=\frac{1}{N} \sum_{k=0}^{N-1}\left(f\left(\frac{k}{N}, \vartheta_{t}^{k, N}\right)-\mathbb{E}\left[f\left(\frac{k}{N}, \vartheta_{t}^{k, N}\right)\right]\right) \tag{III.2.72}
\end{equation*}
$$

Then

$$
\begin{align*}
\sum_{p \in \mathbb{N}} \mathbb{P}\left[\max _{2^{p-1}+1 \leq n \leq 2^{p}}\left|S_{n}\right|>n \varepsilon\right] & \leq \sum_{p \in \mathbb{N}} \mathbb{P}\left[\max _{n \leq 2^{p}}\left|S_{n}\right|>2^{p} \frac{\varepsilon}{2}\right] \leq \sum_{p \in \mathbb{N}} \frac{4}{\varepsilon^{2} 2^{2 p}} \operatorname{Var}\left[S_{2^{p}}\right]  \tag{III.2.73}\\
& \leq \sum_{p \in \mathbb{N}} \frac{4}{\varepsilon^{2} 2^{p}}\|f\|_{\infty}^{2}<\infty
\end{align*}
$$

Hence, the Borel-Cantelli Lemma yields that $\lim _{N \rightarrow \infty} S_{N} / N=0$ a.s. Finally,

$$
\begin{align*}
\int f d K^{N}\left(\Upsilon_{t}^{N}\right) & =\frac{1}{N} S_{N}+\frac{1}{N} \sum_{k=0}^{N-1} \mathbb{E}\left[f\left(\frac{k}{N}, \vartheta_{t}^{k, N}\right)\right]=\frac{1}{N} S_{N}+\sum_{k=0}^{N-1} \int_{A_{k, N}} \int_{\mathbb{R}} f\left(\frac{k}{N}, \vartheta\right) d \nu_{t} \\
& =\frac{1}{N} S_{N}+\int_{\mathbb{T} \times \mathbb{R}} f\left(\frac{\lfloor x N\rfloor}{N}, \vartheta\right) d \nu_{t}(x, \vartheta) \longrightarrow \int_{\mathbb{T} \times \mathbb{R}} f d \nu_{t} \quad \text { a.s. } \tag{III.2.74}
\end{align*}
$$

Step 2. $\left[\mathbb{P}\left[\lim _{N \rightarrow \infty} \widetilde{W}\left(K^{N}\left(\Upsilon_{t}^{N}\right), \nu_{t}\right)=0\right]=1.\right]$
The claim follows from Step 1 once we apply the same arguments as in the proof of [54, 11.4.1]. Recall that we have used those arguments already to prove Lemma III.8.

Step 3. $\left[\left(K^{N}\right)_{\#} \nu_{t}^{N}\right.$ converges to $\delta_{\nu_{t}}$ weakly in $\left.\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right).\right]$
Step 2 and [54, 9.2.1] yield that $\lim _{N \rightarrow \infty} \mathbb{P}\left[\widetilde{W}\left(K^{N}\left(\Upsilon_{t}^{N}\right), \nu_{t}\right)>\varepsilon\right]=0$ for all $\varepsilon>0$. Hence, [54, 9.3.5] implies the claim. This concludes the proof.

## McKean-Vlasov-functional.

Lemma III. 58 Under the same setting as in the proof of Proposition III. 56 and under (III.2.65), we have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}^{N}\left(\nu_{t}^{N}\right) \leq \mathcal{F}\left(\nu_{t}\right) \quad \text { for all } t \in[0, T] \tag{III.2.75}
\end{equation*}
$$

In particular, (III.2.75) holds true for $t=0$ and $t=T$.
Proof. Let $t \in[0, T]$. Recall that $\nu_{t}$ has a density $f_{t}$ and $\int|\theta|^{2} d \nu_{t}<\infty$. We observe that

$$
\begin{align*}
\frac{1}{N} \mathcal{H}^{N}\left(\nu_{t}^{N}\right)= & \frac{1}{2} \sum_{k, j=0}^{N-1} \int_{A_{k, N}} \int_{A_{j, N}} \int_{\mathbb{R}} \int_{\mathbb{R}} J\left(\frac{k-j}{N}\right) \theta \bar{\theta} d \nu_{t}(\bar{x}, \bar{\theta}) d \nu_{t}(x, \theta)+O\left(\frac{1}{N}\right) \\
& +\frac{1}{N} \sum_{k=0}^{N-1} \int_{\mathbb{R}} \log \left(\int_{A_{k, N}} f_{t}(x, \theta) \mathrm{e}^{\Psi(\theta)} N d x\right) \int_{A_{k, N}} f_{t}(x, \theta) N d x d \theta  \tag{III.2.76}\\
= & \frac{1}{2} \int_{(\mathbb{T} \times \mathbb{R})^{2}} J\left(\frac{\lfloor x N\rfloor-\lfloor\bar{x} N\rfloor}{N}\right) \theta \bar{\theta} d \nu_{t}(\bar{x}, \bar{\theta}) d \nu_{t}(x, \theta)+O\left(\frac{1}{N}\right) \\
& +\frac{1}{N} \sum_{k=0}^{N-1} \int_{\mathbb{R}} \log \left(\int_{A_{k, N}} f_{t}(x, \theta) \mathrm{e}^{\Psi(\theta)} N d x\right) \int_{A_{k, N}} f_{t}(x, \theta) \mathrm{e}^{\Psi(\theta)} N d x \mathrm{e}^{-\Psi(\theta)} d \theta
\end{align*}
$$

Since $N \cdot \operatorname{Leb}_{A_{k, N}}$ is a probability measure and $s \mapsto s \log s$ is convex on $(0, \infty)$, Jensen's inequality yields

$$
\begin{align*}
& \frac{1}{N} \sum_{k=0}^{N-1} \int_{\mathbb{R}} \log \left(\int_{A_{k, N}} f_{t}(x, \theta) \mathrm{e}^{\Psi(\theta)} N d x\right) \int_{A_{k, N}} f_{t}(x, \theta) \mathrm{e}^{\Psi(\theta)} N d x \mathrm{e}^{-\Psi(\theta)} d \theta  \tag{III.2.77}\\
& \quad \leq \sum_{k=0}^{N-1} \int_{\mathbb{R}} \int_{A_{k, N}} \log \left(f_{t}(x, \theta) \mathrm{e}^{\Psi(\theta)}\right) f_{t}(x, \theta) d x d \theta=\int_{\mathbb{T} \times \mathbb{R}} \log \left(f_{t} \mathrm{e}^{\Psi}\right) d \nu_{t} .
\end{align*}
$$

Moreover, the continuity of $J$, the fact that $\int|\theta|^{2} d \nu_{t}<\infty$ and the dominated convergence theorem yield

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{2} \int_{(\mathbb{T} \times \mathbb{R})^{2}} J\left(\frac{\lfloor x N\rfloor-\lfloor\bar{x} N\rfloor}{N}\right) \theta \bar{\theta} d \nu_{t} d \nu_{t}=\frac{1}{2} \int_{(\mathbb{T} \times \mathbb{R})^{2}} J(x-\bar{x}) \theta \bar{\theta} d \nu_{t} d \nu_{t} . \tag{III.2.78}
\end{equation*}
$$

Lastly, (III.2.76), (III.2.77) and (III.2.78) yield (III.2.75).

## Initialization.

Lemma III. 59 Under the same setting as in the proof of Proposition III. 56 and under (III.2.65), we have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right) \leq \mathcal{H}\left(\nu_{0} \mid \mu_{0}\right) \quad \text { for all } t \in[0, T] . \tag{III.2.79}
\end{equation*}
$$

Proof. Set $\rho_{0}(x, \theta):=\mathrm{e}^{-\Psi(\theta)} \kappa(x, \theta)$. Then, as in the proof of Lemma III.58, we observe that

$$
\begin{gather*}
\frac{1}{N} \mathcal{H}\left(\nu_{0}^{N} \mid \mu_{0}^{N}\right)=\frac{1}{N} \sum_{k=0}^{N-1} \int_{\mathbb{R}} \log \left(\int_{A_{k, N}} f_{0}(x, \theta) \rho_{0}\left(\frac{k}{N}, \theta\right)^{-1} N d x\right) \int_{A_{k, N}} f_{0}(x, \theta) N d x d \theta \\
\leq \int_{\mathbb{T} \times \mathbb{R}} \log \left(f_{0}(x, \theta) \rho_{0}\left(\frac{\lfloor x N\rfloor}{N}, \theta\right)^{-1}\right) f_{0}(x, \theta) d x d \theta \tag{III.2.80}
\end{gather*}
$$

Under Assumption III.43, we either have that $\rho_{0}\left(\frac{\lfloor x N\rfloor}{N}, \theta\right) \geq c_{\kappa}^{\prime} \mathrm{e}^{-\left(c_{\kappa}+1\right) \Psi(\theta)}$ on the set $\left\{\rho_{0}>0\right\}$ or that $\rho_{0}\left(\frac{\lfloor x N\rfloor}{N}, \theta\right)=\rho_{0}(x, \theta)$ for all $(x, \theta) \in \mathbb{T} \times \mathbb{R}$. In the latter case, we trivially obtain (III.2.79). In the former case, the integrand on the right-hand side of (III.2.80) is bounded from above by $g:=\log \left(f_{0} \exp \left(\left(c_{\kappa}+1\right) \Psi\right) / c_{\kappa}^{\prime}\right) f_{0}$, which is integrable. Indeed, from (III.2.67) and (III.2.70) we infer that $\mathcal{H}\left(\nu_{0} \mid \mathrm{e}^{-\Psi(\theta)} d x d \theta\right)$ is finite. Combined with (III.2.70) and the fact that $\Psi$ is a polynomial of degree $2 \ell$, this immediately implies the integrability of $g$. Hence, we can apply the dominated convergence theorem to interchange the integral and the limit. Finally, the regularity assumptions on $\rho_{0}$ from Assumption III. 43 lead to (III.2.79).

## Metric derivative.

Lemma III. 60 Under the same setting as in the proof of Proposition III. 56 and under (III.2.65), we have that for all $N \in \mathbb{N}$

$$
\begin{equation*}
\frac{1}{\sqrt{N}}\left|\left(\nu^{N}\right)^{\prime}\right|(t) \leq\left|\nu^{\prime}\right|(t) \quad \text { for almost every } t \in[0, T] . \tag{III.2.81}
\end{equation*}
$$

Proof. Let $s<t$. Let $\pi \in \operatorname{Opt}^{\mathrm{L}}\left(\nu_{s}, \nu_{t}\right)$ and define $\gamma \in \mathcal{P}_{2}\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right)$ by

$$
\begin{equation*}
d \gamma(\Theta, \bar{\Theta})=\prod_{k=0}^{N-1} N \pi\left(A_{k, N} \times d \theta^{k} \times d \bar{\theta}^{k}\right) \tag{III.2.82}
\end{equation*}
$$

It is readily checked that $\gamma \in \operatorname{Cpl}\left(\nu_{s}^{N}, \nu_{t}^{N}\right)$. Therefore,

$$
\begin{equation*}
W_{2}\left(\nu_{s}^{N}, \nu_{t}^{N}\right)^{2} \leq \int_{\mathbb{R}^{N} \times \mathbb{R}^{N}}|\Theta-\bar{\Theta}|^{2} d \gamma(\Theta, \bar{\Theta})=N W^{\mathrm{L}}\left(\nu_{s}, \nu_{t}\right)^{2} \tag{III.2.83}
\end{equation*}
$$

which immediately implies (III.2.81).

## Metric slope.

Lemma III. 61 Under the same setting as in the proof of Proposition III. 56 and under (III.2.65), we have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T}\left|\partial \mathcal{H}^{N}\right|^{2}\left(\nu_{t}^{N}\right) d t \leq \int_{0}^{T}|\partial \mathcal{F}|^{2}\left(\nu_{t}\right) d t \tag{III.2.84}
\end{equation*}
$$

Proof. Recalling the definition of the weak derivative, one can easily show that for all $k \leq N-1$

$$
\begin{equation*}
\partial_{\theta} \int_{A_{k, N}} f_{t}(x, \theta) d x=\int_{A_{k, N}} \partial_{\theta} f_{t}(x, \theta) d x \quad \text { for almost every } t \text { and } \theta \tag{III.2.85}
\end{equation*}
$$

Let $f_{t}^{N}$ be the density of $\nu_{t}^{N}$ with respect to $\operatorname{Leb}_{\mathbb{R}^{N}}$. In view of (III.2.85), we observe that

$$
\begin{align*}
& \frac{1}{N} \int_{0}^{T} \int_{\mathbb{R}^{N}}\left|\frac{\nabla f_{t}^{N}(\Theta)}{f_{t}^{N}(\Theta)}+\nabla \mathrm{H}^{N}(\Theta)\right|^{2} d \nu_{t}^{N}(\Theta) d t \\
& = \\
& =\frac{1}{N} \sum_{k=0}^{N-1} \int_{0}^{T} \int_{\mathbb{R}^{N}}\left(\frac{N \int_{A_{k, N}} \partial_{\theta} f_{t}\left(x, \theta^{k}\right) d x}{N \int_{A_{k, N}} f_{t}\left(x, \theta^{k}\right) d x}+\Psi^{\prime}\left(\theta^{k}\right)-\frac{1}{2 N} \sum_{j=0}^{N-1} J\left(\frac{k-j}{N}\right) \theta^{j}\right)^{2} d \nu_{t}^{N} d t  \tag{III.2.86}\\
& =  \tag{III.2.87}\\
& \frac{1}{N} \sum_{k=0}^{N-1} \int_{0}^{T} \int_{\mathbb{R}^{N}}\left(\frac{N \int_{A_{k, N}} \partial_{\theta} f_{t}\left(x, \theta^{k}\right) d x}{N \int_{A_{k, N}} f_{t}\left(x, \theta^{k}\right) d x}+\Psi^{\prime}\left(\theta^{k}\right)\right)^{2} d \nu_{t}^{N} d t  \tag{III.2.88}\\
& \quad-\frac{1}{N} \sum_{k=0}^{N-1} \int_{0}^{T} \int_{\mathbb{R}^{N}}\left(\frac{N \int_{A_{k, N}} \partial_{\theta} f_{t}\left(x, \theta^{k}\right) d x}{N \int_{A_{k, N}} f_{t}\left(x, \theta^{k}\right) d x}+\Psi^{\prime}\left(\theta^{k}\right)\right) \frac{1}{N} \sum_{j=0}^{N-1} J\left(\frac{k-j}{N}\right) \theta^{j} d \nu_{t}^{N} d t \\
& \quad+\frac{1}{N} \sum_{k=0}^{N-1} \int_{0}^{T} \int_{\mathbb{R}^{N}}\left(\frac{1}{2 N} \sum_{j=0}^{N-1} J\left(\frac{k-j}{N}\right) \theta^{j}\right)^{2} d \nu_{t}^{N} d t .
\end{align*}
$$

We treat each term (III.2.86)-(III.2.88) separately. First, we compute

$$
\begin{equation*}
(\text { III.2.86 })=\frac{1}{N} \sum_{k=0}^{N-1} \int_{0}^{T} \int_{\mathbb{R}} \frac{\left(N \int_{A_{k, N}}\left(\partial_{\theta} f_{t}(x, \theta)+\Psi^{\prime}(\theta) f_{t}(x, \theta)\right) d x\right)^{2}}{N \int_{A_{k, N}} f_{t}(x, \theta) d x} d \theta d t \tag{III.2.89}
\end{equation*}
$$

In the same way as in the proof of [3, 8.1.10], we are allowed to apply Jensen's inequality for the integrand, since the function $(x, z) \mapsto x^{2} / z$ is convex on $\mathbb{R} \times(0, \infty)$. Hence,

$$
\begin{align*}
(\text { III.2.86) } & \leq \sum_{k=0}^{N-1} \int_{0}^{T} \int_{\mathbb{R}} \int_{A_{k, N}} \frac{\left(\partial_{\theta} f_{t}(x, \theta)+\Psi^{\prime}(\theta) f_{t}(x, \theta)\right)^{2}}{f_{t}(x, \theta)} d x d \theta d t  \tag{III.2.90}\\
& =\int_{0}^{T} \int_{\mathbb{T} \times \mathbb{R}}\left(\frac{\partial_{\theta} f_{t}(x, \theta)}{f_{t}(x, \theta)}+\Psi^{\prime}(\theta)\right)^{2} d \nu_{t} d t .
\end{align*}
$$

Next, we observe that (III.2.87) is equal to

$$
\begin{align*}
& -\sum_{k, j=0}^{N-1} \int_{0}^{T} \int_{\mathbb{R}^{2}} \int_{A_{k, N}} \int_{A_{j, N}}\left(\partial_{\theta} f_{t}(x, \theta)+\Psi^{\prime}(\theta) f_{t}(x, \theta)\right) J\left(\frac{k-j}{N}\right) \bar{\theta} f_{t}(\bar{x}, \bar{\theta}) d \bar{x} d x d \bar{\theta} d \theta d t \\
& =-\int_{0}^{T} \int_{\mathbb{T} \times \mathbb{R}}\left(\frac{\partial_{\theta} f_{t}(x, \theta)}{f_{t}(x, \theta)}+\Psi^{\prime}(\theta)\right) \int_{\mathbb{T} \times \mathbb{R}} J\left(\frac{\lfloor x N\rfloor-\lfloor\bar{x} N\rfloor}{N}\right) \bar{\theta} d \nu_{t}(\bar{x}, \bar{\theta}) d \nu_{t}(x, \theta) d t \quad \text { (III.2 }  \tag{III.2.91}\\
& \longrightarrow \int_{0}^{T} \int_{\mathbb{T} \times \mathbb{R}}\left(\frac{\partial_{\theta} f_{t}(x, \theta)}{f_{t}(x, \theta)}+\Psi^{\prime}(\theta)\right) \int_{\mathbb{T} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \nu_{t}(\bar{x}, \bar{\theta}) d \nu_{t}(x, \theta) d t,
\end{align*}
$$

where we have used the continuity of $J$ and the dominated convergence theorem, which is applicable, since by Young's inequality, (III.2.68) and (III.2.70)

$$
\begin{align*}
& \left(\frac{\partial_{\theta} f_{t}(x, \theta)}{f_{t}(x, \theta)}+\Psi^{\prime}(\theta)\right) \int_{\mathbb{T} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \nu_{t}(\bar{x}, \bar{\theta}) \\
& \quad \leq \frac{1}{2}\left(\frac{\partial_{\theta} f_{t}(x, \theta)}{f_{t}(x, \theta)}+\Psi^{\prime}(\theta)\right)^{2}+\frac{\|J\|_{\infty}}{2} \int_{\mathbb{T} \times \mathbb{R}} \bar{\theta}^{2} d \nu_{t} \in \mathrm{~L}^{1}\left([0, T] \times \mathbb{T} \times \mathbb{R} ; \nu_{t} d t\right) . \tag{III.2.92}
\end{align*}
$$

For the term (III.2.88), we apply similar arguments to obtain that

$$
\begin{align*}
(\mathrm{III.2.88)} & =\frac{1}{4} \sum_{k, j, l=0}^{N-1} \int_{0}^{T} \int_{\mathbb{R}^{3}} \int_{A_{k, N}} \int_{A_{j, N}} \int_{A_{l, N}} J\left(\frac{k-j}{N}\right) \bar{\theta} J\left(\frac{k-l}{N}\right) \hat{\theta} d \nu_{t} d \nu_{t} d \nu_{t} d t+O\left(\frac{1}{N}\right) \\
& =\int_{0}^{T} \int_{\mathbb{T} \times \mathbb{R}}\left(\frac{1}{2} \int_{\mathbb{T} \times \mathbb{R}} J\left(\frac{\lfloor x N\rfloor-\lfloor\bar{x} N\rfloor}{N}\right) \bar{\theta} d \nu_{t}(\bar{x}, \bar{\theta})\right)^{2} d \nu_{t}(x, \theta) d t+O\left(\frac{1}{N}\right)  \tag{III.2.93}\\
& \longrightarrow \int_{0}^{T} \int_{\mathbb{T} \times \mathbb{R}}\left(\frac{1}{2} \int_{\mathbb{T} \times \mathbb{R}} J(x-\bar{x}) \bar{\theta} d \nu_{t}(\bar{x}, \bar{\theta})\right)^{2} d \nu_{t}(x, \theta) d t .
\end{align*}
$$

Hence, (III.2.90), (III.2.91), (III.2.93) and Proposition III. 38 show that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T} \int_{\mathbb{R}^{N}}\left|\frac{\nabla f_{t}^{N}}{f_{t}^{N}}+\nabla \mathrm{H}^{N}\right|^{2} d \nu_{t}^{N} d t \leq \int_{0}^{T}|\partial \mathcal{F}|^{2}\left(\nu_{t}\right) d t \tag{III.2.94}
\end{equation*}
$$

Finally, it is known that (see for instance, [3, 10.4.9]) since the right-hand side (and hence also the left-hand side) of (III.2.94) is finite, we have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T} \int_{\mathbb{R}^{N}}\left|\frac{\nabla f_{t}^{N}}{f_{t}^{N}}+\nabla \mathrm{H}^{N}\right|^{2} d \nu_{t}^{N} d t=\limsup _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{T}\left|\partial \mathcal{H}^{N}\right|^{2}\left(\nu_{t}^{N}\right) d t \tag{III.2.95}
\end{equation*}
$$

(III.2.94) and (III.2.95) conclude the proof.

## III. 3 Law of large numbers

In this section we derive a law of large numbers for the system introduced in Subsection III.2.1.
Theorem III. 62 For all $N \in \mathbb{N}$, let $\left(\mu_{t}^{N}\right)_{t \in[0, T]}$ be the Wasserstein gradient flow for $\mathcal{H}^{N}$ with initial value $\mu_{0}^{N}$. Assume either
a) Assumption III. 43 on the sequence of initial data $\left\{\mu_{0}^{N}\right\}_{N}$ and let $\mu_{0}=\rho_{0} \operatorname{Leb}_{\mathbb{T} \times \mathbb{R}}$ with $\rho_{0}(x, \theta)=\kappa(x, \theta) \mathrm{e}^{-\Psi(\theta)}$, or
b) $\mu_{0} \in D(\mathcal{F})$ and $\left\{\mu_{0}^{N}\right\}_{N}$ is such that $\left(\left(K^{N}\right)_{\#} \mu_{0}^{N}\right)_{N}$ converges to $\delta_{\mu_{0}}$ weakly in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times\right.$ $\mathbb{R})$ ) and $\lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}^{N}\left(\mu_{0}^{N}\right)=\mathcal{F}\left(\mu_{0}\right)$.
Let $\left(\mu_{t}\right)_{t}$ be the gradient flow for $\mathcal{F}$ with initial value $\mu_{0}$. Then,

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \sup _{t \in[0, T]} \widetilde{\mathbb{W}}\left(\left(K^{N}\right) \#_{t}^{N}, \delta_{\nu_{t}}\right)=0 \quad \text { and }  \tag{III.3.1}\\
& \lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}^{N}\left(\mu_{t}^{N}\right)=\mathcal{F}\left(\mu_{t}\right) \quad \text { for all } t \in[0, T], \tag{III.3.2}
\end{align*}
$$

where $\widetilde{\mathbb{W}}$ was defined in Lemma III.44. (Recall that $\widetilde{\mathbb{W}}$ metrizes the weak convergence in $\mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$.). Moreover, in the situation of b) and if $C_{\Psi}>0$ and $\ell \geq 2$ in Assumption III.33, then we even have that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{t \in[0, T]} \mathbb{W}_{2}\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}, \delta_{\nu_{t}}\right)=0, \tag{III.3.3}
\end{equation*}
$$

where $\mathbb{W}_{2}$ denotes the Wasserstein distance on $\mathcal{P}_{2}\left(\left(\mathcal{P}_{2}(\mathbb{T} \times \mathbb{R}), W_{2}\right)\right)$ induced by $W_{2}$.
Proof. In the situation of $a$ ), the proof follows immediately from Theorem III.47, since the corresponding rate function in the LDP result has a unique minimum at $\left(\mu_{t}\right)_{t}$ by Theorem III.40. So assume b). First notice that

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \frac{1}{N} \int_{0}^{T}\left|\left(\mu^{N}\right)^{\prime}\right|^{2}(t) d t, \sup _{N \in \mathbb{N}} \frac{1}{N} \int_{0}^{T}\left|\partial \mathcal{H}^{N}\right|^{2}\left(\mu_{t}^{N}\right) d t, \sup _{N \in \mathbb{N}} \frac{1}{N} \mathcal{H}^{N}\left(\mu_{T}^{N}\right)<\infty \tag{III.3.4}
\end{equation*}
$$

since $\mathscr{J}^{N}\left[\left(\mu_{t}^{N}\right)_{t}\right]=0$ for all $N, \lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}^{N}\left(\mu_{0}^{N}\right)=\mathcal{F}\left(\mu_{0}\right)$ and by Lemma III. 42 (ii). Moreover, arguing as in (III.2.69), we infer that

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \frac{1}{N} \sup _{t \in[0, T]} \mathcal{H}^{N}\left(\mu_{t}^{N}\right) \leq \sup _{N \in \mathbb{N}} \frac{1}{N}\left(\sup _{t \in[0, T]} \int_{t}^{T}\left|\partial \mathcal{H}^{N}\right|\left(\mu_{r}^{N}\right) \cdot\left|\left(\mu^{N}\right)^{\prime}\right|(r) d r+\mathcal{H}^{N}\left(\mu_{T}^{N}\right)\right)<\infty . \tag{III.3.5}
\end{equation*}
$$

By Lemma III. 42 (ii) this implies that

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \frac{1}{N} \sup _{t \in[0, T]} \int_{\mathbb{R}^{N}} \sum_{i=0}^{N-1}\left|\theta^{i}\right|^{2 \ell} d \mu_{t}^{N}(\Theta)<\infty . \tag{III.3.6}
\end{equation*}
$$

Step 1. [ Compactness.]
Lemma III. 63 yields the existence of a subsequence $\left\{\left(\mu_{t}^{n}\right)_{t}\right\}_{n}$ and a continuous curve $\left(c_{t}\right)_{t} \in$ $C\left([0, T] ; \mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)\right)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]} \widetilde{\mathbb{W}}\left(\left(K^{n}\right) \# \nu_{t}^{n}, c_{t}\right)=0 \tag{III.3.7}
\end{equation*}
$$

and if $\ell \geq 2$ in Assumption III.33,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]} \mathbb{W}_{2}\left(\left(K^{n}\right) \nexists \nu_{t}^{n}, c_{t}\right)=0 . \tag{III.3.8}
\end{equation*}
$$

Step 2. [ Superposition.]
Lemma III. 64 below shows that there exists a measure $\Upsilon \in \mathcal{M}_{1}\left(\mathcal{A C}\left([0, T] ; \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)\right)$ such that $\left(e_{t}\right)_{\#} \Upsilon=c_{t}$ for all $t \in[0, T]$.

Step 3. [Lower semi-continuity.]
Assumption b) and the Lemmas III.52, III. 54 and III. 65 show that

$$
\begin{equation*}
\int_{\mathcal{A C}\left([0, T] ; \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)} \mathbb{1}_{\mu_{0}}\left(\eta_{0}\right) \cdot \mathscr{J}\left[\left(\eta_{t}\right)_{t}\right] d \Upsilon\left(\left(\eta_{t}\right)_{t}\right) \leq \liminf _{n \rightarrow \infty} \frac{1}{n} \mathscr{J}^{n}\left[\left(\mu_{t}^{n}\right)_{t}\right] . \tag{III.3.9}
\end{equation*}
$$

Step 4. [ Convergence towards $\delta_{\mu_{t}}$ for all $t \in[0, T]$.]
Step 3 shows that

$$
\begin{equation*}
\int_{\mathcal{A C}\left([0, T] ; \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)} \mathbb{1}_{\mu_{0}}\left(\eta_{0}\right) \cdot \mathscr{J}\left[\left(\eta_{t}\right)_{t}\right] d \Upsilon\left(\left(\eta_{t}\right)_{t}\right) \leq 0 . \tag{III.3.10}
\end{equation*}
$$

Since the integrand on the left-hand side is non-negative (see Theorem III.40), this implies that $\mathbb{1}_{\mu_{0}}\left(\eta_{0}\right) \cdot \mathscr{J}\left[\left(\eta_{t}\right)_{t}\right]=0$ for $\Upsilon$-a.e. $\left(\eta_{t}\right)_{t}$. Thus, by the uniqueness claim in Theorem III.40, we infer that $\Upsilon$ must be concentrated on $\left(\mu_{t}\right)_{t}$. Together with Step 2, this shows that $c_{t}=\delta_{\mu_{t}}$ for all $t \in[0, T]$. Therefore, $\left(\delta_{\mu_{t}}\right)_{t}$ is the unique limit point of the sequence $\left\{\left(\left(K^{N}\right)_{\#} \nu_{t}^{N}\right)_{T}\right\}_{N}$. Combining this fact with Step 1 yields (III.3.1) and (III.3.3), respectively.

Step 5. [ Proof of (III.3.2).]
From the previous steps, we infer that $\lim _{N \rightarrow \infty} \frac{1}{N} \mathscr{J}^{N}\left[\left(\mu_{t}^{N}\right)_{t}\right]=\mathscr{J}\left[\left(\mu_{t}\right)_{t}\right]$. Using again the Lemmas III.52, III. 54 and III. 65 and Assumption b), this easily implies that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{H}^{N}\left(\mu_{T}^{N}\right)=\mathcal{F}\left(\mu_{T}\right) . \tag{III.3.11}
\end{equation*}
$$

We can now replace $T$ by some arbitrary $t \in(0, T)$ and repeat the above proof to obtain (III.3.2).

Lemma III. 63 (Compactness) Let $\left(\mu_{t}^{N}\right)_{t} \in \mathcal{A C}\left([0 . T] ; \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)\right)$ for all $N \in \mathbb{N}$. Assume that

$$
\begin{align*}
& \sup _{N \in \mathbb{N}} \frac{1}{N} \int_{0}^{T}\left|\left(\mu^{N}\right)^{\prime}\right|^{2}(t) d t<\infty \quad \text { and } \\
& \sup _{N \in \mathbb{N}} \frac{1}{N} \int_{\mathbb{R}^{N}} \sum_{i=0}^{N-1}\left|\theta^{i}\right|^{2 \ell} d \mu_{t}^{N}(\Theta)<\infty \quad \forall t \in[0, T] . \tag{III.3.12}
\end{align*}
$$

Then, there exists a subsequence $\left\{\left(\mu_{t}^{n}\right)_{t}\right\}_{n}$ and a curve $\left(c_{t}\right)_{t} \in C\left([0, T] ; \mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)\right)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]} \widetilde{\mathbb{W}}\left(\left(K^{n}\right) \not \mu_{t}^{n}, c_{t}\right)=0 . \tag{III.3.13}
\end{equation*}
$$

Moreover, if $\ell \geq 2$ in Assumption III.33, we even have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]} \mathbb{W}_{2}\left(\left(K^{n}\right) \# \mu_{t}^{n}, c_{t}\right)=0 . \tag{III.3.14}
\end{equation*}
$$

Proof. In view of Lemma III.44, it is equivalent to show the claim with $L^{N}$ replacing $K^{N}$. The proof uses the Arzelá-Ascoli theorem ([86, Chapter 7, Theorem 17]). Hence, we have to show that
(i) the sequence $\left\{\left(\left(L^{N}\right)_{\#} \mu_{t}^{N}\right)_{t}\right\}_{N}$ is equi-continuous with respect to $\mathbb{W}_{2}$ and $\widetilde{\mathbb{W}}$,
(ii) for fixed $t \in[0, T]$, the sequence $\left\{\left(L^{N}\right)_{\#} \mu_{t}^{N}\right\}_{N}$ is compact with respect to $\widetilde{\mathbb{W}}$, and
(iii) if $\ell \geq 2$ in Assumption III.33, for fixed $t \in[0, T]$, the sequence $\left\{\left(L^{N}\right)_{\#} \mu_{t}^{N}\right\}_{N}$ is compact with respect to $\mathbb{W}_{2}$.

We first show claim (i). Recall the definition of $\mathbb{W}^{\mathrm{L}}$ from Lemma III.50. In Lemma III. 51 we have seen that

$$
\begin{equation*}
\mathbb{W}^{\mathrm{L}}\left(\left(L^{N}\right)_{\#} \mu_{s}^{N},\left(L^{N}\right)_{\#} \mu_{t}^{N}\right) \leq \frac{1}{\sqrt{N}} W_{2}\left(\mu_{s}^{N}, \mu_{t}^{N}\right) \quad \text { for all } 0 \leq s<t \leq T \tag{III.3.15}
\end{equation*}
$$

Using (III.3.12) and that both $\mathbb{W}_{2}$ and $\widetilde{\mathbb{W}}$ are dominated by $\mathbb{W}^{L}$, this implies the equicontinuity with respect to both $\mathbb{W}_{2}$ and $\widetilde{\mathbb{W}}$.

Next we show part (ii). Note that by (III.3.12),

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int_{\mathbb{T} \times \mathbb{R}}|\theta|^{2 \ell} d \gamma d\left(L^{N}\right)_{\#} \mu_{t}^{N}(\gamma)=\sup _{N \in \mathbb{N}} \frac{1}{N} \int_{\mathbb{R}^{N}} \sum_{i=0}^{N-1}\left|\theta^{i}\right|^{2 \ell} d \mu_{t}^{N}(\Theta)<\infty \tag{III.3.16}
\end{equation*}
$$

Since the map $\gamma \mapsto \int_{\mathbb{T} \times \mathbb{R}}|\theta|^{2 \ell} d \gamma$ has compact sublevels in $\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$, this implies part (ii) (cf. [3, 5.1.5]).

It remains to show part (iii). From part (ii) we know that there exists a converging subsequence $\left\{\left(L^{n}\right)_{\#} \mu_{t}^{n}\right\}_{n}$. Let $c_{t} \in \mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$ denote the limit. By using [127, 6.8 (iii)], it suffices to show that

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{W_{2}\left(\delta_{0}, \gamma\right) \geq R} W_{2}\left(\delta_{0}, \gamma\right)^{2} d\left(L^{n}\right)_{\#} \mu_{t}^{n}(\gamma)=0 \tag{III.3.17}
\end{equation*}
$$

But if $\ell \geq 2$, we have that by Jensen's inequality and the fact that $|x| \leq 1$ for all $x \in \mathbb{T}$,

$$
\begin{aligned}
& \lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{W_{2}\left(\delta_{0}, \gamma\right) \geq R} W_{2}\left(\delta_{0}, \gamma\right)^{2} d\left(L^{n}\right) \neq \mu_{t}^{n}(\gamma) \\
& \quad \leq \lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \frac{1}{R^{2 \ell-2}} \int_{W_{2}\left(\delta_{0}, \gamma\right) \geq R} W_{2}\left(\delta_{0}, \gamma\right)^{2 \ell} d\left(L^{n}\right)_{\#} \mu_{t}^{n}(\gamma) \\
& \quad=\lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \frac{1}{R^{2 \ell-2}} \int_{W_{2}\left(\delta_{0}, \gamma\right) \geq R}\left(\int_{\mathbb{T} \times \mathbb{R}}\left(|x|^{2}+|\theta|^{2}\right) d \gamma\right)^{2 \ell-2} d\left(L^{n}\right)_{\#} \mu_{t}^{n}(\gamma) \\
& \quad \leq \lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \frac{1}{R^{2 \ell-2}} \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int_{\mathbb{T} \times \mathbb{R}}\left(1+|\theta|^{2}\right)^{2 \ell-2} d \gamma d\left(L^{n}\right) \# \mu_{t}^{n}(\gamma) \\
& \quad \leq \lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \frac{1}{R^{2 \ell-2}} \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \int_{\mathbb{T} \times \mathbb{R}} 2^{2 \ell-2}\left(1+|\theta|^{2 \ell}\right) d \gamma d\left(L^{n}\right) \# \mu_{t}^{n}(\gamma) \\
& \quad=0
\end{aligned}
$$

where we used the uniform boundedness (III.3.16) in the last step. This shows part (iii).

Lemma III. 64 (Superposition) Consider the same setting as in Lemma III. 63 and assume in addition that

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \frac{1}{N} \int_{0}^{T} \int_{\mathbb{R}^{N}}|\Theta|^{2} d \mu_{t}^{N}(\Theta) d t<\infty \tag{III.3.19}
\end{equation*}
$$

Then $\left(c_{t}\right)_{t}$ is absolutely continuous with respect to $\mathbb{W}^{\mathrm{L}}$, and there exists a measure $\Upsilon \in$ $\mathcal{M}_{1}\left(\mathcal{A C}\left([0, T] ; \mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)\right)$ such that

$$
\begin{equation*}
\left(e_{t}\right)_{\#} \Upsilon=c_{t} \text { for all } t \in[0, T] \text { and } \int\left|\eta^{\prime}\right|^{2}(t) d \Upsilon\left(\left(\eta_{t}\right)_{t}\right)=\left|c^{\prime}\right|^{2}(t) \text { for a.e. } t \in[0, T] \tag{III.3.20}
\end{equation*}
$$

Proof. Note that $\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$ is a closed subspace of $\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$. Therefore, the Portmanteau theorem $([54,11.1 .1])$ yields that for almost every $t \in[0, T]$

$$
\begin{equation*}
c_{t}\left(\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right) \geq \limsup _{n \rightarrow \infty}\left(L^{n}\right)_{\#} \mu_{t}^{n}\left(\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})\right)=1 \tag{III.3.21}
\end{equation*}
$$

Hence, $c_{t}$ is supported in $\mathcal{M}_{1}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$ for almost every $t$. Moreover, (III.3.12) and $[3,5.1 .7]$ show that $c_{t}$ is supported in $\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})$ for all $t$. To show the absolute continuity of $\left(c_{t}\right)_{t}$ with respect to $\mathbb{W}^{\mathrm{L}}$ we proceed as in the proofs of the Lemmas III. 46 and III.49. We have that

$$
\begin{align*}
\sup _{0<h<T} \int_{0}^{T-h} \frac{1}{h^{2}} \mathbb{W}^{\mathrm{L}}\left(c_{t}, c_{t+h}\right)^{2} d t & \leq \sup _{0<h<T} \int_{0}^{T-h} \liminf _{n \rightarrow \infty} \frac{1}{h^{2}} \mathbb{W}^{\mathrm{L}}\left(\left(L^{n}\right)_{\#} \mu_{t}^{n},\left(L^{n}\right)_{\#} \mu_{t+h}^{n}\right)^{2} d t \\
& \leq \liminf _{n \rightarrow \infty} \frac{1}{n} \int_{0}^{T}\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(r) d r<\infty \tag{III.3.22}
\end{align*}
$$

Moreover, by (III.3.19),

$$
\begin{align*}
\int_{0}^{T} \mathbb{W}^{\mathrm{L}}\left(c_{t}, \delta_{\delta_{0} \otimes \mathrm{Leb}_{\mathbb{T}}}\right)^{2} d t & =\int_{0}^{T} \int_{\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})} \mathrm{W}^{\mathrm{L}}\left(\gamma, \delta_{0} \otimes \mathrm{Leb}_{\mathbb{T}}\right)^{2} d c_{t}(\gamma) d t \\
& =\int_{0}^{T} \iint|\theta|^{2} d \gamma d c_{t}(\gamma) d t  \tag{III.3.23}\\
& \leq \liminf _{n \rightarrow \infty} \int_{0}^{T} \int_{\mathcal{P}_{2}^{\mathrm{L}}(\mathbb{T} \times \mathbb{R})} \int_{\mathbb{T} \times \mathbb{R}}|\theta|^{2} d \gamma d\left(L^{n}\right) \# \mu_{t}^{n}(\gamma) d t \\
& =\liminf _{n \rightarrow \infty} \frac{1}{n} \int_{0}^{T} \int_{\mathbb{R}^{n}}|\Theta|^{2} d \mu_{t}^{n}(\Theta) d t<\infty
\end{align*}
$$

By [96, Lemma 1], (III.3.22) and (III.3.23) yield the absolute continuity of $\left(c_{t}\right)_{t}$. Finally, [96, Theorem 5] shows that this already implies the second claim.

Lemma III. 65 (Lower semi-continuity, metric slope) Let $\mu^{n} \in \mathcal{P}_{2}\left(\mathbb{R}^{n}\right) \cap D\left(\mathcal{H}^{n}\right)$ for all $n \in \mathbb{N}$. Assume that $\left(K^{n}\right)_{\#} \mu^{n} \rightharpoonup c$ for some $c \in \mathcal{M}_{1}\left(\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})\right)$, and that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n} \int_{\mathbb{R}^{n}}|\Theta|^{2} d \mu^{n}(\Theta) d t<\infty \tag{III.3.24}
\end{equation*}
$$

Then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n}\left|\partial \mathcal{H}^{n}\right|^{2}\left(\mu^{n}\right) \geq \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})}|\partial \mathcal{F}|^{2}(\sigma) d c(\sigma) \tag{III.3.25}
\end{equation*}
$$

Proof. We use the same strategy as in the proof of [100, 3.5]. From [100, 3.9], we know that there exists a sequence $\left\{\left(E_{\delta, l}^{i}\right)_{i=0}^{N_{\delta, l}}\right\}_{\delta>0, l \in \mathbb{N}}$ of subsets of $\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$ such that

1) $\lim _{l \rightarrow \infty} c\left(\cup_{i=1}^{N_{\delta, l}} E_{\delta, l}^{i}\right)=1$ and $\cup_{i=0}^{N_{\delta, l}} E_{\delta, l}^{i}=\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})$,
2) $E_{\delta, l}^{i} \cap E_{\delta, l}^{j}=\emptyset$ if $j \neq i$,
3) $\widetilde{W}(\sigma, \eta)<\delta$ for all $\sigma, \eta \in E_{\delta, l}^{i}$ and $i=1, \ldots, N_{\delta, l}$,
4) $c\left(\partial E_{\delta, l}^{i}\right)=0$ for all $i=1, \ldots, N_{\delta, l}$,
5) each $E_{\delta, l}^{i}$ has non-empty interior,
6) $\left(E_{\delta, l}^{i}\right)_{i=0}^{N_{\delta, l}}$ is finer than $\left(E_{\delta^{\prime}, l^{\prime}}^{i}\right)_{i=0}^{N_{\delta^{\prime}, l^{\prime}}}$ if $\delta \leq \delta^{\prime}$ and $l \geq l^{\prime}$.

Assume that the left-hand side of (III.3.25) is finite, since the claim would be trivial otherwise. Let $\left(\mu^{m}\right)_{m}$ be a subsequence such that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m}\left|\partial \mathcal{H}^{m}\right|^{2}\left(\mu^{m}\right)=\liminf _{n \rightarrow \infty} \frac{1}{n}\left|\partial \mathcal{H}^{n}\right|^{2}\left(\mu^{n}\right) \quad \text { and } \quad \sup _{m \in \mathbb{N}} \frac{1}{m}\left|\partial \mathcal{H}^{m}\right|^{2}\left(\mu^{m}\right)<\infty \tag{III.3.26}
\end{equation*}
$$

In particular, by [3, 10.4.9], this implies that

$$
\begin{equation*}
\left|\partial \mathcal{H}^{m}\right|^{2}\left(\mu^{m}\right)=\int_{\mathbb{R}^{m}}\left|\frac{\nabla \rho^{m}}{\rho^{m}}+\nabla H^{m}\right|^{2} d \mu^{m} \tag{III.3.27}
\end{equation*}
$$

where for all $m, \rho^{m}$ denotes the density of $\mu^{m}$ with respect to $\operatorname{Leb}_{\mathbb{R}^{m}}$. For each $m, \delta, l, i$, define the measure $\mu^{m, \delta, l, i} \in \mathcal{P}_{2}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
\int_{\mathbb{R}^{m}} f d \mu^{m, \delta, l, i}=\frac{1}{\left(K^{m}\right)_{\#} \mu^{m}\left(E_{\delta, l}^{i}\right)} \int_{\left(K^{m}\right)^{-1}\left(E_{\delta, l}^{i}\right)} f d \mu^{m} \tag{III.3.28}
\end{equation*}
$$

for all measurable and bounded $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$. Then,

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \frac{1}{m}\left|\partial \mathcal{H}^{m}\right|^{2}\left(\mu^{m}\right) \\
&=\lim _{m \rightarrow \infty} \sum_{i=0}^{N_{\delta, l}} \frac{1}{m} \int_{\left(K^{m}\right)^{-1}\left(E_{\delta, l}^{i}\right)}\left|\frac{\nabla \rho^{m, \delta, l, i}}{\rho^{m, \delta, l, i}}+\nabla H^{m}\right|^{2} d \mu^{m, \delta, l, i} \cdot\left(K^{m}\right)_{\#} \mu^{m}\left(E_{\delta, l}^{i}\right)  \tag{III.3.29}\\
&=\sum_{i=0}^{N_{\delta, l}} \lim _{m \rightarrow \infty} \frac{1}{m}\left|\partial \mathcal{H}^{m}\right|^{2}\left(\mu^{m, \delta, l, i}\right) \cdot c\left(E_{\delta, l}^{i}\right),
\end{align*}
$$

where we have used property 4 ). If we define a piecewise constant function $I_{\delta, l}$ by

$$
\begin{equation*}
I_{\delta, l}(\gamma)=\lim _{m \rightarrow \infty} \frac{1}{m}\left|\partial \mathcal{H}^{m}\right|^{2}\left(\mu^{m, \delta, l, i}\right), \quad \text { if } \gamma \in E_{\delta, l}^{i} \tag{III.3.30}
\end{equation*}
$$

and use Fatou's Lemma, we obtain that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m}\left|\partial \mathcal{H}^{m}\right|^{2}\left(\mu^{m}\right) \geq \int_{\mathcal{M}_{1}(\mathbb{T} \times \mathbb{R})} \liminf _{l \rightarrow \infty} \liminf _{\delta \rightarrow 0} I_{\delta, l}(\gamma) d c(\gamma) \tag{III.3.31}
\end{equation*}
$$

By a straightforward modification of the proof of Lemma III.55, we can show that for $c$-a.e. $\gamma$

$$
\begin{equation*}
\liminf _{l \rightarrow \infty} \liminf _{\delta \rightarrow 0} I_{\delta, l}(\gamma) \geq|\partial \mathcal{F}|^{2}(\gamma) \tag{III.3.32}
\end{equation*}
$$

This concludes the proof.

On the convergence with respect to $\mathbb{W}^{\mathrm{L}}$. We conclude this chapter with the following remark. Theorem III. 62 leads to the question, whether the convergence can also hold with respect to the distance $\mathbb{W}^{\mathrm{L}}$ that we used in Lemma III.63. The answer to this question is negative. The reason is the following lemma.

Lemma III. 66 Let $\mu^{N} \in \mathcal{P}_{2}\left(\mathbb{R}^{N}\right)$ for all $N \in \mathbb{N}$. Let $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$. Suppose that

$$
\begin{equation*}
\left(L^{N}\right)_{\#} \mu^{N} \text { converges to } \delta_{\mu} \text { weakly in } \mathcal{M}_{1}\left(\mathcal{P}_{2}^{L}\left(\mathbb{T}^{d} \times \mathbb{R}\right)\right) . \tag{III.3.33}
\end{equation*}
$$

Then, $\mu=\delta_{\theta_{x}} d x$ for some family $\left(\theta_{x}\right)_{x} \subset \mathbb{R}$.
In particular, the convergence result from Theorem III. 62 can not hold true in $\mathcal{M}_{1}\left(\mathcal{P}_{2}^{L}\left(\mathbb{T}^{d} \times\right.\right.$ $\mathbb{R})$ ).

Proof. Let $\left(\mathrm{Z}^{N}\right)_{N}$ be $\mathcal{P}_{2}^{L}\left(\mathbb{T}^{d} \times \Theta\right)$-valued random variables on a common probability space $(\mathbb{P}, \Omega, \mathbb{F})$ such that for all $N,\left(L^{N}\right)_{\#} \mu^{N}$ is the law of $\mathrm{Z}^{N}$. Then, combining (III.3.33), [54, p. 297, Problem 6] and [54, 9.2.1] implies that $\left(\mathrm{Z}^{N}\right)_{N}$ converges almost sure along a subsequence. That is, there exists a subsequence $\left(\mathrm{Z}^{m}\right)_{m}$ such that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \mathrm{~W}^{\mathrm{L}}\left(\mathrm{Z}^{m}(\omega), \mu\right)=0 \quad \text { for almost all } \omega \in \Omega \tag{III.3.34}
\end{equation*}
$$

In view of Proposition III.5, this yields that for almost all $\omega \in \Omega$, there exists a further subsequence $\left(\mathrm{Z}^{m_{k}}(\omega)\right)_{k}$ and a null-set $\mathcal{N}_{m, \omega}$ such that

$$
\begin{equation*}
\mathrm{Z}^{m_{k}}(\omega)^{x} \rightharpoonup \mu^{x} \quad \text { for all } x \in \mathbb{T}^{d} \backslash \mathcal{N}_{m, \omega} . \tag{III.3.35}
\end{equation*}
$$

However, since $\left(L^{m_{k}}\right)_{\#} \mu^{m_{k}}$ is the law of $\mathrm{Z}^{m_{k}}$, we have that for all $k$ and for all $x \in \mathbb{T}^{d} \backslash \mathcal{N}_{m}$,

$$
\begin{equation*}
\mathrm{Z}^{m_{k}}(\omega)^{x}=\delta_{\theta_{m_{k}, x, \omega}} \quad \text { for some } \theta_{m_{k}, x, \omega} \in \Theta \tag{III.3.36}
\end{equation*}
$$

Therefore, for all $x \in \mathbb{T}^{d} \backslash \mathcal{N}_{m}, \mu^{x}$ is also concentrated on a single point, since it is the weak limit of a sequence of Dirac measures; see for instance [3, 5.1.8]. This concludes the proof.

## Chapter IV

## Metastability in a continuous mean-field model

The results of the present chapter were established in joint work with Georg Menz (UCLA), and are contained in the preprint [14].

Recall Section I.6, where we provide a motivation and a first formulation of the main results of this chapter. This chapter is organized as follows. First we introduce some notation. Then, in Chapter IV.1, we show Kramers' law for the system defined in Subsection I.6.1 in the low-temperature regime and under the assumption that $J>1$. In Chapter IV. 2 we compute estimates on the average transition time in the high-temperature regime. Finally, in the appendix, we state some general properties of Legendre transforms, compute certain asymptotic integrals by using Laplace's method, and provide the proofs of the local Cramér theorem and the equivalence of ensembles, which are the key ingredients in this chapter.

## Notation

- In this chapter, $x$ is always an element of $\mathbb{R}^{N}$ for $N \in \mathbb{N}$, and its components are denoted by $x_{i} . z$ and $m$ are always elements of $\mathbb{R}$.
- Let $K, A, B \in \mathcal{B}(\mathbb{R})$, where $\mathcal{B}(\mathbb{R})$ is the Borel $\sigma$-algebra on $\mathbb{R}$. Let $f: A \times B \rightarrow[0, \infty)$. In this chapter, $O_{K}(f(\varepsilon, N))$ always stands for a function, whose absolute value is bounded by $f$ uniformly in $K$. That is, $O_{K}(f(\varepsilon, N))=R_{K}(m, \varepsilon, N)$ for some function $R_{K}$ : $K \times A \times B \rightarrow[0, \infty)$ such that $\left|R_{K}(m, \varepsilon, N)\right| \leq C_{K} f(\varepsilon, N)$ for all $(m, \varepsilon, N) \in K \times A \times B$ for some constant $C_{K}>0$.
If, in addition, we have that $c_{K} f(\varepsilon, N) \leq\left|R_{K}(m, \varepsilon, N)\right|$ for some $c_{K}>0$, we write $\Omega_{K}(f(\varepsilon, N))$ instead of $O_{K}(f(\varepsilon, N))$.
- Similarly, $O(f(\varepsilon, N))$ stands for a function $R: A \times B \rightarrow[0, \infty)$ such that $O(f(\varepsilon, N))=$ $R(\varepsilon, N)$ and there exists a constant $C^{\prime}>0$ such that $|R(\varepsilon, N)| \leq C f(\varepsilon, N)$. Finally, we define $\Omega(f(\varepsilon, N))$ analogously as $\Omega_{K}(f(\varepsilon, N))$.
- Let $(S, d)$ be a metric space, $\rho>0$ and $s \in S$. Then, define $B_{\rho}(s)=\{r \in S \mid d(s, r)<\rho\}$.
- Let Y be an Euclidean space. Then we say that $\mu \in \mathcal{M}_{1}(Y)$ satisfies the Poincaré inequality with constant $\varrho$ if for all $f \in H^{1}(\mu)$,

$$
\begin{equation*}
\operatorname{Var}_{\mu}(f):=\int\left|f-\int f d \mu\right|^{2} d \mu \leq \frac{1}{\varrho} \int|\nabla f|^{2} d \mu \tag{IV.0.1}
\end{equation*}
$$

where $\nabla$ denotes the gradient determined by the Euclidean structure of $Y$.

## IV. 1 The Eyring-Kramers formula at low temperature

In order to simplify the notation, we omit in this section the superscripts $N$ and $\varepsilon$. For example, we abbreviate $x=x^{N, \varepsilon}, \mu=\mu^{N, \varepsilon}$ and $\mathrm{H}=\mathrm{H}^{N, \varepsilon}$ (cf. (I.6.2), (I.6.4) and (I.6.5)). Moreover, we rewrite the microscopic Hamiltonian H as

$$
\begin{equation*}
\mathrm{H}(x)=\frac{1}{\varepsilon} \sum_{i=0}^{N-1} \psi_{J}\left(x_{i}\right)-\frac{1}{\varepsilon} \frac{J}{2 N} \sum_{i, j=0}^{N-1} x_{i} x_{j} \tag{IV.1.1}
\end{equation*}
$$

where the (effective) single-site potential $\psi_{J}: \mathbb{R} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\psi_{J}(z)=\psi(z)+\frac{J}{2} z^{2}=\frac{1}{4} z^{4}+\frac{J-1}{2} z^{2} \tag{IV.1.2}
\end{equation*}
$$

Recall that, for the strength of the interaction part in this model, we assume that

$$
\begin{equation*}
J>1 \tag{IV.1.3}
\end{equation*}
$$

The outline of this section is given after Theorem I. 22 in Subsection I.6.3.

## IV.1.1 Preliminaries

Local Cramér theorem. In this paragraph we extend the results from [80, Proposition 31] or [101, Section 3]. The goal is to find an asymptotic representation for the measure $\bar{\mu}=P_{\#} \mu$.

The first observation is that we can disintegrate $\mu$ with respect to $\bar{\mu}$ explicitly using the co-area formula ([68, Section 3.4.2]). Indeed, as in [80, p. 306], we obtain that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} f(x) d \mu(x)=\int_{\mathbb{R}} \int_{P^{-1}(m)} f(x) d \mu_{m}(x) d \bar{\mu}(m) \tag{IV.1.4}
\end{equation*}
$$

for all bounded and measurable $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$, where the conditional measures (or fluctuation measures) $\mu_{m}$ are given by

$$
\begin{equation*}
d \mu_{m}(x)=\mathbb{1}_{P^{-1}(m)}(x) \mathrm{e}^{-\frac{1}{\varepsilon} \sum_{i=0}^{N-1} \psi_{J}\left(x_{i}\right)} d \mathcal{H}^{N-1}(x) \mathrm{e}^{N \varphi_{N, \varepsilon}(m)}, \tag{IV.1.5}
\end{equation*}
$$

and $\varphi_{N, \varepsilon}: \mathbb{R} \mapsto \mathbb{R}$ is defined by

$$
\begin{equation*}
\varphi_{N, \varepsilon}(m)=-\frac{1}{N} \log \int_{P^{-1}(m)} \mathrm{e}^{-\frac{1}{\varepsilon} \sum_{i=0}^{N-1} \psi_{J}\left(x_{i}\right)} d \mathcal{H}^{N-1}(x) \tag{IV.1.6}
\end{equation*}
$$

Moreover, for $\bar{\mu}$, we obtain the representation

$$
\begin{equation*}
d \bar{\mu}(m)=\frac{1}{Z_{\bar{\mu}}} \mathrm{e}^{-N \varphi_{N, \varepsilon}(m)+\frac{1}{\varepsilon} N \frac{J}{2} m^{2}} d m \tag{IV.1.7}
\end{equation*}
$$

for some normalization constant $Z_{\bar{\mu}}$.
It turns out that the asymptotic behaviour of $\bar{\mu}$ will be determined by the Cramér transform $\varphi_{\varepsilon}$ of the measure $\mathrm{e}^{-\frac{1}{\varepsilon} \psi_{J}(z)} d z$, which is defined as the Legendre transform of the function

$$
\begin{equation*}
\mathbb{R} \ni \sigma \mapsto \varphi_{\varepsilon}^{*}(\sigma)=\log \int_{\mathbb{R}} \mathrm{e}^{\sigma z-\frac{1}{\varepsilon} \psi_{J}(z)} d z \in \mathbb{R} \tag{IV.1.8}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\varphi_{\varepsilon}(m)=\sup _{\sigma \in \mathbb{R}}\left(\sigma m-\varphi_{\varepsilon}^{*}(\sigma)\right) . \tag{IV.1.9}
\end{equation*}
$$

Moreover, for $\sigma \in \mathbb{R}$, we define the probability measure $\mu^{\varepsilon, \sigma} \in \mathcal{M}_{1}(\mathbb{R})$ by

$$
\begin{equation*}
d \mu^{\varepsilon, \sigma}(z)=\mathrm{e}^{-\varphi_{\varepsilon}^{*}(\sigma)+\sigma z-\frac{1}{\varepsilon} \psi_{J}(z)} d z=\frac{\mathrm{e}^{\sigma z-\frac{1}{\varepsilon} \psi_{J}(z)}}{\int_{\mathbb{R}} \mathrm{e}^{\sigma \bar{z}-\frac{1}{\varepsilon} \psi_{J}(\bar{z})} d \bar{z}} d z . \tag{IV.1.10}
\end{equation*}
$$

$\mu^{\varepsilon, \sigma}$ is closely related to $\varphi_{\varepsilon}^{*}$ and $\varphi_{\varepsilon}$. This can be seen in Section IV.A. 1 in the appendix, where we list several properties of the Cramér transform that are used in this chapter. In particular, we have that $\varphi_{\varepsilon}^{*}$ and $\varphi_{\varepsilon}$ are strictly convex and smooth, and hence, $\varphi_{\varepsilon}^{\prime \prime}(m)^{\frac{1}{2}}$ is well defined for all $m \in \mathbb{R}$.

In the following proposition we state the local Cramér theorem. (Recall that in Subsection I.6.2 we explain why this result is called like that.) Very similar versions of this result are already known in the literature; see for instance [80, Proposition 31] or [101, Section 3]. The main novelty here is that the result is uniform in $\varepsilon \ll 1$.

Proposition IV. 1 (Local Cramér theorem) Suppose (IV.1.3). Let $K \subset \mathbb{R}$ be compact. Then, there exist $N_{K} \in \mathbb{N}$ and $\varepsilon_{K}>0$ such that, for all $\varepsilon<\varepsilon_{K}, N \geq N_{K}$ and $m \in K$,

$$
\begin{equation*}
\mathrm{e}^{-N \varphi_{N, \varepsilon}(m)}=\mathrm{e}^{-N \varphi_{\varepsilon}(m)} \frac{\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)}}{\sqrt{2 \pi}}\left(1+O_{K}\left(\frac{1}{\sqrt{N}}\right)\right) . \tag{IV.1.11}
\end{equation*}
$$

In particular, this implies that

$$
\begin{equation*}
d \bar{\mu}(m)=\frac{1}{Z_{\bar{\mu}}} \mathrm{e}^{-N \bar{H}_{\varepsilon}(m)} \frac{\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)}}{\sqrt{2 \pi}}\left(1+O_{K}\left(\frac{1}{\sqrt{N}}\right)\right) d m \tag{IV.1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{H}_{\varepsilon}(z)=\varphi_{\varepsilon}(z)-\frac{1}{\varepsilon} \frac{J}{2} z^{2} \tag{IV.1.13}
\end{equation*}
$$

Proof. The proof is postponed to Section IV.A. 4 in the appendix.

Analysis of the energy landscape. Proposition IV. 1 indicates that the graph of $\bar{H}_{\varepsilon}$ determines the macroscopic energy landscape of our system under the order parameter $P$ (see also Subsection I.6.2 for more comments). This suggests to study the analytic properties of $\bar{H}_{\varepsilon}$, which is the content of the following lemma.

Lemma IV. 2 Suppose that $J>0$. Then,
(i) $\lim _{|t| \mapsto \infty} \frac{1}{t^{2}} \varphi_{\varepsilon}(t)=\infty, \lim _{|t| \mapsto \infty} \frac{1}{t^{2}} \bar{H}_{\varepsilon}(t)=\infty$, and
(ii) for all $\varepsilon>0$ small enough, $\bar{H}_{\varepsilon}$ has exactly three critical points located at $-m_{\varepsilon}^{\star}, 0$ and $m_{\varepsilon}^{\star}$ for some $m_{\varepsilon}^{\star}=1+\Omega(\varepsilon)$. Moreover, $\bar{H}_{\varepsilon}^{\prime \prime}(0)<0, \bar{H}_{\varepsilon}^{\prime \prime}\left(m_{\varepsilon}^{\star}\right)>0$ and $\bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)>0$. That is, $\bar{H}_{\varepsilon}$ has a local maximum at 0 , and the two global minima of $\bar{H}_{\varepsilon}$ are located at $\pm m_{\varepsilon}^{\star}$.

Proof. Part (i) follows from a simple argument, which is based on the fact that $\psi_{J}$ is superquadratic at infinity and on Hölder's inequality. For instance, a proof can be found in [106, III.2.6] for a slightly more general setting.

To show part (ii), first note that by Lemma IV.A.1, the condition $\bar{H}_{\varepsilon}^{\prime}(m)=0$ is equivalent to

$$
\begin{equation*}
m=\left(\varphi_{\varepsilon}^{*}\right)^{\prime}\left(\frac{1}{\varepsilon} J m\right)=\int_{\mathbb{R}} z \mathrm{e}^{-\varphi_{\varepsilon}^{*}\left(\frac{1}{\varepsilon} J m\right)+\frac{1}{\varepsilon} J z m-\frac{1}{\varepsilon} \psi_{J}(z)} d z \tag{IV.1.14}
\end{equation*}
$$

We know from [82, 3.1 and 3.2] that, for $\varepsilon$ small enough, there exist exactly three solutions $\pm m_{\varepsilon}^{\star}$ and 0 for (IV.1.14), where $m_{\varepsilon}^{\star}=1+\Omega(\varepsilon)$.

We now show that $\bar{H}_{\varepsilon}^{\prime \prime}(0)<0$ in the case $J>1$. Using that $\varphi_{\varepsilon}^{\prime}(0)=0$, Lemma IV.A. 1 and Corollary IV.A. 3 yield that

$$
\begin{equation*}
\bar{H}_{\varepsilon}^{\prime \prime}(0)=\left(\int_{\mathbb{R}} z^{2} d \mu^{\varepsilon, 0}(z)\right)^{-1}-\frac{1}{\varepsilon} J=\frac{J-1}{\varepsilon}(1+\Omega(\varepsilon))-\frac{1}{\varepsilon} J<0 \tag{IV.1.15}
\end{equation*}
$$

for $\varepsilon$ small enough. In the case $J<1$, we have by standard Laplace asymptotics that for $\varepsilon$ small enough, $\bar{H}_{\varepsilon}^{\prime \prime}(0)=\Omega(1)-\frac{1}{\varepsilon} J<0$. The same result holds also for the case $J=1$, since $\bar{H}_{\varepsilon}^{\prime \prime}(0)$ depends continuously on $J$ (cf. Step 5.3 in the proof of [82, 3.2]).

By the symmetry of $\bar{H}_{\varepsilon}$, it only remains to show that $\bar{H}_{\varepsilon}^{\prime \prime}\left(m_{\varepsilon}^{\star}\right)>0$. First note that, since $m_{\varepsilon}^{\star}=1+\Omega(\varepsilon)$, for all $J>0$, the function $z \mapsto \psi_{J}(z)-J m^{\star} z$ admits a unique global minimum at some point $z_{\varepsilon}=1+\Omega(\varepsilon)$. Indeed, in the case $J>1$, this follows by simply observing that $\psi_{J}^{\prime}$ is invertible, and in the case $J \leq 1$, we have to apply Cardano's formula (see [23, Chapter 1 and 2]). (We omit the details in the latter case, since we do not use the claim of this lemma for the case $J \leq 1$ in the remaining part of this chapter.) Then, as above, using Lemma IV.A.1, Corollary IV.A. 3 and that $\varphi_{\varepsilon}^{\prime}\left(m_{\varepsilon}^{\star}\right)=J m_{\varepsilon}^{\star}$ implies that for $\varepsilon$ small enough,

$$
\begin{align*}
\bar{H}_{\varepsilon}^{\prime \prime}\left(m_{\varepsilon}^{\star}\right) & =\left(\int_{\mathbb{R}}\left(z-\int_{\mathbb{R}} \bar{z} d \mu^{\varepsilon, J m_{\varepsilon}^{\star}}(\bar{z})\right)^{2} d \mu^{\varepsilon, J m_{\varepsilon}^{\star}}(z)\right)^{-1}-\frac{1}{\varepsilon} J \\
& =\frac{1}{\varepsilon} \psi_{J}^{\prime \prime}\left(z_{\varepsilon}\right)\left(1+O\left(\varepsilon \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right)\right)-\frac{1}{\varepsilon} J  \tag{IV.1.16}\\
& =\frac{1}{\varepsilon}\left(3 z_{\varepsilon}^{2}-1\right)\left(1+O\left(\varepsilon \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right)\right)>0,
\end{align*}
$$

which concludes the proof.

Remark IV. 3 In the remaining part of this section, we suppose that $\varepsilon$ is small enough such that $\left[-m_{\varepsilon}^{\star}, m_{\varepsilon}^{\star}\right] \subset[-2,2]$.

Potential-theoretic approach to metastability. In this paragraph, we quickly review the key ingredients form the potential-theoretic approach to metastability that we need in our setting. We follow [32, Chapter 2], where all the omitted details can be found.

The generator of the stochastic process $(x(t))_{t \in(0, \infty)}$ introduced in Subsection I.6.1 is given by

$$
\begin{equation*}
\mathcal{L}=\varepsilon \mathrm{e}^{\mathrm{H}}\left(\nabla \mathrm{e}^{-\mathrm{H}} \nabla\right) \tag{IV.1.17}
\end{equation*}
$$

where H is the microscopic Hamiltonian (recall (IV.1.1)). We need the following definitions.

Definition IV. 4 Let $A, D \subset \mathbb{R}^{N}$ be open and regular and such that $A \cap D=\emptyset$ and $(A \cup D)^{c}$ is connected. For any $B \subset \mathbb{R}^{N}$, we write $\mathcal{T}_{B}=\inf \{t>0 \mid x(t) \in B\}$.
(i) The equilibrium potential between $A$ and $D, f_{A, D}^{*}$, is defined as the unique solution to the Dirichlet problem

$$
\begin{align*}
(-\mathcal{L} f)(x) & =0, & & \text { for } x \in(A \cup D)^{c} \\
f(x) & =1, & & \text { for } x \in A  \tag{IV.1.18}\\
f(x) & =0, & & \text { for } x \in D
\end{align*}
$$

For $x \in(A \cup D)^{c}$, we have the probabilistic interpretation that $f_{A, D}^{*}=\mathbb{P}_{x}\left[\mathcal{T}_{A}<\mathcal{T}_{D}\right]$.
(ii) The equilibrium measure, $e_{A, D}$, is defined as the unique measure on $\partial A$ such that

$$
\begin{equation*}
f_{A, D}^{*}(x)=\int_{\partial A} G_{D^{c}}(x, y) e_{A, D}(d y) \quad \text { for } x \in(A \cup D)^{c} \tag{IV.1.19}
\end{equation*}
$$

where $G_{D^{c}}$ is the Green function corresponding to $\mathcal{L}$ on $D^{c}$ (cf. [32, (2.2)]).
(iii) The capacity, $\operatorname{Cap}(A, D)$, of the capacitor $(A, D)$ is defined by

$$
\begin{equation*}
\operatorname{Cap}(A, D)=\int_{\partial A} \mathrm{e}^{-\mathrm{H}(y)} e_{A, D}(d y) \tag{IV.1.20}
\end{equation*}
$$

(iv) The last-exit biased distribution on $A, \nu_{A, D}$, is the probability measure on $\partial A$ defined by

$$
\begin{equation*}
\nu_{A, D}(d y)=\frac{\mathrm{e}^{-\mathrm{H}(y)} e_{A, D}(d y)}{\operatorname{Cap}(A, D)} \tag{IV.1.21}
\end{equation*}
$$

Using these notions, one can rewrite the average hitting time of $B$ in the case that the initial condition is randomly chosen according to the last-exit distribution. This is the content of the following lemma.

Lemma IV. 5 Consider the same setting as in Definition IV.4. Then,

$$
\begin{equation*}
\mathbb{E}_{\nu_{A, D}}\left[\mathcal{T}_{D}\right]:=\int_{\partial A} \mathbb{E}_{y}\left[\mathcal{T}_{D}\right] \nu_{A, D}(d y)=\frac{\int_{D^{c}} f_{A, D}^{*}(y) e^{-\mathrm{H}(y)} d y}{\operatorname{Cap}(A, D)} \tag{IV.1.22}
\end{equation*}
$$

Proof. The proof can be found in [29, 7.30]. See also [32, (2.27)].
As we already mentioned, the main advantage to use Lemma IV. 5 is the availability of variational principles for the capacity. In this chapter, we use the so-called Dirichlet principle, which is stated in the following lemma.

Lemma IV. 6 (Dirichlet principle) Consider the same setting as in Definition IV.4. Let

$$
\begin{equation*}
\mathcal{H}_{A, D}=\left\{f \in H^{1}\left(\mathbb{R}^{N} ; \mathrm{e}^{-\mathrm{H}(x)} d x\right)|f|_{A}=1,\left.f\right|_{D}=0, \forall x \in \mathbb{R}^{N}: f(x) \in[0,1],\right\} \tag{IV.1.23}
\end{equation*}
$$

and define the Dirichlet form on $(A \cup D)^{c}, \mathcal{E}_{(A \cup D)^{c}}: \mathcal{H}_{A, D} \rightarrow[0, \infty]$, by

$$
\begin{equation*}
\mathcal{E}_{(A \cup D)^{c}}(f)=\varepsilon \int_{(A \cup D)^{c}}|\nabla f(x)|^{2} \mathrm{e}^{-\mathrm{H}(x)} d x \quad \text { for } f \in \mathcal{H}_{A, D} . \tag{IV.1.24}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\operatorname{Cap}(A, D)=\inf _{f \in \mathcal{H}_{A, D}} \mathcal{E}_{(A \cup D)^{c}}(f)=\mathcal{E}_{(A \cup D)^{c}}\left(f_{A, D}^{*}\right) \tag{IV.1.25}
\end{equation*}
$$

Proof. The proof can be found in [29, 7.33]. See also [32, (2.15)].

## IV.1.2 The Eyring-Kramers formula

We have now collected all the notions that we need to formulate the main result in this chapter. Recall that, under (IV.1.3) and for $\varepsilon$ small enough, the macroscopic Hamiltonian admits exactly two global minima $\pm m_{\varepsilon}^{\star}$. We therefore consider the hyperplanes $P^{-1}\left(-m_{\varepsilon}^{\star}\right)$ and $P^{-1}\left(m_{\varepsilon}^{\star}\right)$ as the metastable sets in our system.

The goal in this chapter is to use the potential-theoretic setting to compute the average transition time from $P^{-1}\left(-m_{\varepsilon}^{\star}\right)$ to $P^{-1}\left(m_{\varepsilon}^{\star}\right)$ for the stochastic process $(x(t))_{t \in(0, \infty)}$ introduced in Subsection I.6.1. However, due to technical reasons, we have to modify this goal in two ways.

First, instead of considering $P^{-1}\left(-m_{\varepsilon}^{\star}\right)$ and $P^{-1}\left(m_{\varepsilon}^{\star}\right)$ as the metastable sets, we rather consider $P^{-1}\left(-m_{\varepsilon}^{\star}+\eta\right)$ and $P^{-1}\left(m_{\varepsilon}^{\star}-\eta\right)$, where

$$
\begin{equation*}
\eta=\frac{\sqrt{2}}{\sqrt{N \bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)}} \sqrt{\log \left(N \varepsilon^{-1}\right)} \tag{IV.1.26}
\end{equation*}
$$

(By using (IV.1.16), we have that $\eta=\Omega\left(\sqrt{\log (N) / N} \sqrt{\varepsilon \log \left(\varepsilon^{-1}\right)}\right)$.) Heuristically, the reason for this shift is the following. In the proof of our main result, we have to compute the integral in the numerator on the right-hand side of (IV.1.22). Using the disintegration (IV.1.4), Proposition IV. 1 and the fact that $\bar{H}_{\varepsilon}$ has its global minima at $-m_{\varepsilon}^{\star}$ and $m_{\varepsilon}^{\star}$, we see that this integral is concentrated on the sets $\left\{x \mid P x \in\left[ \pm m_{\varepsilon}^{\star}-\eta, \pm m_{\varepsilon}^{\star}+\eta\right]\right\}$. Hence, in order to apply Laplace's method, we need that the equilibrium potential is equal to 1 or equal to 0 on these sets, respectively.

Second, instead of running the system from some specific point in $P^{-1}\left(-m_{\varepsilon}^{\star}+\eta\right)$, we rather have to initialise our system randomly according to the last-exit biased distribution $\nu_{B^{-}, B^{+}}$, where $B^{-}, B^{+} \subset \mathbb{R}^{N}$ are defined by

$$
\begin{align*}
& B^{-}=\left\{x \in \mathbb{R}^{N} \mid P x \leq-m_{\varepsilon}^{\star}+\eta\right\} \quad \text { and } \\
& B^{+}=\left\{x \in \mathbb{R}^{N} \mid P x \geq m_{\varepsilon}^{\star}-\eta\right\} . \tag{IV.1.27}
\end{align*}
$$

Note that $\nu_{B^{-}, B^{+}}$is a probability measure supported on $\partial B^{-}=P^{-1}\left(-m_{\varepsilon}^{\star}+\eta\right)$. The main reason for the choice of this initial distribution is that we can exploit the formula (IV.1.22). However, in a finite-dimensional setting, such as in [32], we could also obtain an asymptotic expression for $\mathbb{E}_{y}\left[\mathcal{T}_{B^{+}}\right]$for $y \in \partial B^{-}$. This is done by using Harnack inequalities. But since these inequalities depend on the dimension of the base space, we are not able to transfer the strategy used in [32] to our high-dimensional setting.

In the following theorem we formulate the first main result of this chapter.

Theorem IV. 7 Suppose (IV.1.3), and recall the definition of $B^{-}$and $B^{+}$in (IV.1.27). Then, for $N$ large enough and $\varepsilon$ small enough,

$$
\begin{equation*}
\mathbb{E}_{\nu_{B^{-}, B^{+}}}\left[\mathcal{T}_{B^{+}}\right]=\frac{2 \pi \sqrt{\varphi_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)} \mathrm{e}^{N\left(\bar{H}_{\varepsilon}(0)-\bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)\right)}}{\varepsilon \sqrt{\bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right| \varphi_{\varepsilon}^{\prime \prime}(0)}}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)+O(\varepsilon)\right) \tag{IV.1.28}
\end{equation*}
$$

Proof. Combining (IV.1.22) with the Propositions IV.8, IV. 9 and IV. 12 concludes the proof.

## IV.1.3 Upper bound on the capacity

Proposition IV. 8 Consider the same setting as in Theorem IV.7. Then, for $N$ large enough and $\varepsilon$ small enough,

$$
\begin{equation*}
\operatorname{Cap}\left(B^{-}, B^{+}\right) \leq \varepsilon \frac{1}{2 \pi} \mathrm{e}^{-N \bar{H}_{\varepsilon}(0)} \sqrt{\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right|} \sqrt{\varphi_{\varepsilon}^{\prime \prime}(0)}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \tag{IV.1.29}
\end{equation*}
$$

Proof. We will obtain the upper bound by using the Dirichlet principle (Lemma IV.6). That is, we introduce a suitable test function and show that the corresponding Dirichlet form is asymptotically given by the right-hand side of (IV.1.29).

Step 1. [Choice of the test function $f$.]
Let

$$
\begin{equation*}
\rho=\frac{1}{\sqrt{N\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right|}} \sqrt{\log (N)} \quad \text { and } \quad h^{*}(m)=\frac{\int_{m}^{\rho} \varphi_{\varepsilon}^{\prime \prime}(z)^{-\frac{1}{2}} \mathrm{e}^{N \bar{H}_{\varepsilon}(z)} d z}{\int_{-\rho}^{\rho} \varphi_{\varepsilon}^{\prime \prime}(z)^{-\frac{1}{2}} \mathrm{e}^{N \bar{H}_{\varepsilon}(z)} d z} \tag{IV.1.30}
\end{equation*}
$$

which is well-defined, since $\varphi_{\varepsilon}$ is strictly convex. Then, $h^{*}$ is the equilibrium potential corresponding to the invariant measure $\mathbb{1}_{(-\rho, \rho)}(z) \varphi_{\varepsilon}^{\prime \prime}(z)^{\frac{1}{2}} \mathrm{e}^{-N \bar{H}_{\varepsilon}(z)} d z$; see [29, Section 7.2.5]. The test function that we use in this proof is given by

$$
f(x)= \begin{cases}1 & \text { if } P x \leq-\rho  \tag{IV.1.31}\\ 0 & \text { if } P x \geq \rho \\ h^{*}(P x) & \text { if } P x \in(-\rho, \rho)\end{cases}
$$

Step 2. [Estimation of the Dirichlet form of $f$.]
Using Lemma IV. 6 and (IV.1.4), we have the following upper bound for the capacity.

$$
\begin{align*}
\frac{1}{Z_{\mu}} \operatorname{Cap}\left(B^{-}, B^{+}\right) & \leq \varepsilon \int_{\left\{x \in \mathbb{R}^{N} \mid P x \in(-\rho, \rho)\right\}} \sum_{i=0}^{N-1}\left|\partial_{i} h^{*}\left(\frac{1}{N} \sum_{i=0}^{N-1} x_{i}\right)\right|^{2} d \mu \\
& =\varepsilon \frac{1}{N} \int_{\left\{x \in \mathbb{R}^{N} \mid P x \in(-\rho, \rho)\right\}}\left|\left(h^{*}\right)^{\prime}(P x)\right|^{2} d \mu  \tag{IV.1.32}\\
& =\varepsilon \frac{1}{N} \int_{-\rho}^{\rho} \int_{P^{-1}(m)}\left|\left(h^{*}\right)^{\prime}(m)\right|^{2} d \mu_{m} d \bar{\mu}(m)
\end{align*}
$$

Applying Proposition IV. 1 for $K=[-2,2]$ and the definition of $h^{*}$ yields that

$$
\begin{gather*}
\frac{1}{Z_{\mu}} \operatorname{Cap}\left(B^{-}, B^{+}\right) \leq \frac{\varepsilon}{\sqrt{2 \pi}} \frac{1}{N} \frac{1}{Z_{\bar{\mu}}} \int_{-\rho}^{\rho}\left|\left(h^{*}\right)^{\prime}(m)\right|^{2} \sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)} \mathrm{e}^{-N \bar{H}_{\varepsilon}(m)} d m\left(1+O\left(\frac{1}{\sqrt{N}}\right)\right) \\
=\frac{\varepsilon}{\sqrt{2 \pi}} \frac{1}{N} \frac{1}{Z_{\bar{\mu}}}\left(\int_{-\rho}^{\rho} \frac{1}{\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)}} \mathrm{e}^{N \bar{H}_{\varepsilon}(m)} d m\right)^{-1}\left(1+O\left(\frac{1}{\sqrt{N}}\right)\right) . \tag{IV.1.33}
\end{gather*}
$$

In Step 4 and 5 of this proof we show that for $m \in[-\rho, \rho]$,

$$
\begin{align*}
\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)} & =\sqrt{\varphi_{\varepsilon}^{\prime \prime}(0)}\left(1+O_{K}\left(\sqrt{\frac{\varepsilon \log (N)}{N}}\right)\right), \text { and }  \tag{IV.1.34}\\
\bar{H}_{\varepsilon}(m) & =\bar{H}_{\varepsilon}(0)+\frac{1}{2} m^{2} \bar{H}_{\varepsilon}^{\prime \prime}(0)+O_{K}\left(\sqrt{\varepsilon} \sqrt{\frac{\log (N)}{N}}\right) \tag{IV.1.35}
\end{align*}
$$

And since, by the co-area formula, $Z_{\bar{\mu}} \sqrt{N}=Z_{\mu}$, (IV.1.34) and (IV.1.35) imply that

$$
\begin{equation*}
\operatorname{Cap}\left(B^{-}, B^{+}\right) \leq \frac{\varepsilon \sqrt{\varphi_{\varepsilon}^{\prime \prime}(0)} \mathrm{e}^{-N \bar{H}_{\varepsilon}(0)}}{\sqrt{2 \pi} \sqrt{N}}\left(\int_{-\rho}^{\rho} \mathrm{e}^{\frac{1}{2} N m^{2} \bar{H}_{\varepsilon}^{\prime \prime}(0)} d m\right)^{-1}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \tag{IV.1.36}
\end{equation*}
$$

Combining this with the fact that

$$
\begin{align*}
\int_{-\rho}^{\rho} \mathrm{e}^{\frac{1}{2} N m^{2} \bar{H}_{\varepsilon}^{\prime \prime}(0)} d m & \geq \sqrt{\frac{2 \pi}{N\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right|}}\left(1-\mathrm{e}^{\frac{1}{2} N \rho^{2} \bar{H}_{\varepsilon}^{\prime \prime}(0)}\right)^{\frac{1}{2}}  \tag{IV.1.37}\\
& =\sqrt{\frac{2 \pi}{N\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right|}}\left(1+O\left(\frac{1}{\sqrt{N}}\right)\right)
\end{align*}
$$

concludes the proof of (IV.1.29).
Step 3. [Some a priori estimates.]
Before we show (IV.1.34) and (IV.1.35), we collect some a priori estimates. First, we use (IV.A.5) and Lemma IV.A. 4 (iii) to see that there exists $c>0$ such that for all $m \in K$ and $\varepsilon$ small enough,

$$
\begin{equation*}
\left|\varphi_{\varepsilon}^{\prime \prime}(m)\right|=\varphi_{\varepsilon}^{\prime \prime}(m)=\frac{1}{\left(\varphi_{\varepsilon}^{*}\right)^{\prime \prime}\left(\varphi_{\varepsilon}^{\prime}(m)\right)} \in\left[\frac{c^{-1}}{\varepsilon}, \frac{c}{\varepsilon}\right] \tag{IV.1.38}
\end{equation*}
$$

Moreover, recall that in the proof of Lemma IV.2, we have seen that $\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right|=1 / \varepsilon(1+O(\varepsilon))$. Therefore, for $\varepsilon$ small enough, $\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right| \geq 1 /(4 \varepsilon)$. Next, we recall the definition of $\mu^{\varepsilon, \sigma}$ in (IV.1.10) and use Lemma IV.A.1, (IV.1.38) and Corollary IV.A. 3 to see that there exists $c^{\prime}>0$ such that for all $m \in[-\rho, \rho] \subset K$,

$$
\begin{align*}
\left|\varphi_{\varepsilon}^{\prime \prime \prime}(m)\right| & =\left|\frac{\left(\varphi_{\varepsilon}^{*}\right)^{\prime \prime \prime}\left(\varphi_{\varepsilon}^{\prime}(m)\right)}{\left(\varphi_{\varepsilon}^{*}\right)^{\prime \prime}\left(\varphi_{\varepsilon}^{\prime}(m)\right)^{3}}\right|=\left|\int_{\mathbb{R}}(z-m)^{3} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(\theta m)}(z)\right| \varphi_{\varepsilon}^{\prime \prime}(m)^{3}  \tag{IV.1.39}\\
& \in\left[\frac{\left(c^{\prime}\right)^{-1}}{\varepsilon}, \frac{c^{\prime}}{\varepsilon}\right]
\end{align*}
$$

Step 4. [Proof of (IV.1.34).]
By Taylor's formula, we have for some $\theta \in[0,1]$,

$$
\begin{equation*}
\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)}=\sqrt{\varphi_{\varepsilon}^{\prime \prime}(0)}\left(1+m \frac{\varphi_{\varepsilon}^{\prime \prime \prime}(\theta m)}{2 \sqrt{\varphi_{\varepsilon}^{\prime \prime}(0)} \sqrt{\varphi_{\varepsilon}^{\prime \prime}(\theta m)}}\right) \tag{IV.1.40}
\end{equation*}
$$

Then, by the estimates from Step 3,

$$
\begin{align*}
\left|m \frac{\varphi_{\varepsilon}^{\prime \prime \prime}(\theta m)}{2 \sqrt{\varphi_{\varepsilon}^{\prime \prime}(0)} \sqrt{\varphi_{\varepsilon}^{\prime \prime}(\theta m)}}\right| & \leq \frac{1}{2} \rho c c^{\prime}=\frac{1}{2} \sqrt{\frac{\log (N)}{N}} \frac{c c^{\prime}}{\sqrt{\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right|}}  \tag{IV.1.41}\\
& \leq c c^{\prime} \sqrt{\frac{\varepsilon \log (N)}{N}}
\end{align*}
$$

In combination with (IV.1.40), this yields (IV.1.34).
Step 5. [Proof of (IV.1.35).]
Again by Taylor's formula, for some $\theta^{\prime} \in[0,1]$,

$$
\begin{equation*}
\bar{H}_{\varepsilon}(m)=\bar{H}_{\varepsilon}(0)+\frac{1}{2} m^{2} \bar{H}_{\varepsilon}^{\prime \prime}(0)+\frac{1}{6} m^{3} \bar{H}_{\varepsilon}^{\prime \prime \prime}\left(\theta^{\prime} m\right) \tag{IV.1.42}
\end{equation*}
$$

Similarly as in Step 4, we have that

$$
\begin{align*}
\left|m^{3} \bar{H}_{\varepsilon}^{\prime \prime \prime}\left(\theta^{\prime} m\right)\right| & \leq \rho^{3}\left|\varphi_{\varepsilon}^{\prime \prime \prime}\left(\theta^{\prime} m\right)\right| \leq \sqrt{\frac{\log (N)}{N}}^{3} \frac{1}{{\sqrt{\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right|}}^{3}} \frac{c^{\prime}}{\varepsilon}  \tag{IV.1.43}\\
& \leq 8 c^{\prime} \sqrt{\varepsilon} \sqrt{\frac{\log (N)}{N}}^{3}
\end{align*}
$$

which concludes the proof of (IV.1.35).

## IV.1.4 Lower bound on the capacity

In this section, we prove the lower bound on the capacity. The proof is inspired by the two-scale approach, which was initiated in [80]. Moreover, we use that by the Bakry-Emery theorem (see for instance [101, A.3] or [80, p. 305] combined with [102, Remark 1.2]), $\mu_{m}$ satisfies the Poincaré inequality (recall (IV.0.1) from the introduction) with constant $(J-1) / \varepsilon$. That is, for all $N \in \mathbb{N}, m \in \mathbb{R}$ and $f \in H^{1}\left(\mu_{m}\right)$,

$$
\begin{equation*}
\operatorname{Var}_{\mu_{m}}(f):=\int\left|f-\int f d \mu_{m}\right|^{2} d \mu_{m} \leq \frac{\varepsilon}{J-1} \int\left|\left(\mathrm{id}-N P^{t} P\right) \nabla f\right|^{2} d \mu_{m} \tag{IV.1.44}
\end{equation*}
$$

where $P^{t} m=(1 / N)(m, \ldots, m) \in \mathbb{R}^{N}$ for $m \in \mathbb{R}$.
Proposition IV. 9 Consider the same setting as in Theorem IV.7. Then, for $N$ large enough and $\varepsilon$ small enough,

$$
\begin{equation*}
\operatorname{Cap}\left(B^{-}, B^{+}\right) \geq \frac{\varepsilon}{2 \pi} \mathrm{e}^{-N \bar{H}_{\varepsilon}(0)} \sqrt{\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right|} \sqrt{\varphi_{\varepsilon}^{\prime \prime}(0)}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)+O(\varepsilon)\right) \tag{IV.1.45}
\end{equation*}
$$

Proof. Let $f=f_{B^{-}, B^{+}}^{*}(x)$ (recall Definition IV. 4 and Lemma IV.6) and, for $m \in K:=$ $[-2,2]$, let

$$
\begin{equation*}
\bar{f}(m)=\int_{P^{-1}(m)} f d \mu_{m} \tag{IV.1.46}
\end{equation*}
$$

As in [80, Section 2.1], we split the gradient $\nabla f$ into its fluctuation part (id $\left.-N P^{t} P\right) \nabla f$ and its macroscopic part $N P^{t} P \nabla f$. Note that

$$
\begin{equation*}
\left|\left(\mathrm{id}-N P^{t} P\right) \nabla f\right|^{2}+\left|N P^{t} P \nabla f\right|^{2}=|\nabla f|^{2} . \tag{IV.1.47}
\end{equation*}
$$

Using (IV.1.4), the fact that $\left|N P^{t} P x\right|^{2}=N|P x|^{2}$ for all $x \in \mathbb{R}^{N}$, Jensen's inequality and [80, Lemma 21], we obtain that

$$
\begin{align*}
\int\left|N P^{t} P \nabla f\right|^{2} d \mu & \geq N \int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}} \int_{P^{-1}(m)}|P \nabla f|^{2} d \mu_{m} d \bar{\mu}(m) \\
& \geq N \int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|\int_{P^{-1}(m)} P \nabla f d \mu_{m}\right|^{2} d \bar{\mu}(m)  \tag{IV.1.48}\\
& =N \int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|\frac{\bar{f}^{\prime}(m)}{N}+P \operatorname{Cov}_{\mu_{m}}(f, \nabla \mathrm{H})\right|^{2} d \bar{\mu}(m),
\end{align*}
$$

where H is the microscopic Hamiltonian defined in (IV.1.1), and, for two functions $g, h \in$ $L^{1}\left(\mu_{m}\right)$,

$$
\begin{equation*}
\operatorname{Cov}_{\mu_{m}}(g, h)=\int g\left(h-\int h d \mu_{m}\right) d \mu_{m} \tag{IV.1.49}
\end{equation*}
$$

Then, using Young's inequality, we have that for all $\tau \in[0,1]$,

$$
\begin{align*}
\int\left|N P^{t} P \nabla f\right|^{2} d \mu \geq & (1-\tau) \frac{1}{N} \int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|\bar{f}^{\prime}(m)\right|^{2} d \bar{\mu}(m)  \tag{IV.1.50}\\
& +\left(1-\frac{1}{\tau}\right) N \int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|P \operatorname{Cov}_{\mu_{m}}(f, \nabla \mathrm{H})\right|^{2} d \bar{\mu}(m)
\end{align*}
$$

Later in this proof we show that

$$
\begin{equation*}
\frac{1}{N} \int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|\bar{f}^{\prime}(m)\right|^{2} d \bar{\mu}(m) \geq \frac{\mathrm{e}^{-N \bar{H}_{\varepsilon}(0)}}{2 \pi Z_{\mu}} \sqrt{\left|\bar{H}_{\varepsilon}^{\prime \prime}(0)\right|} \sqrt{\varphi_{\varepsilon}^{\prime \prime}(0)}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \tag{IV.1.51}
\end{equation*}
$$

and that for some constant $c>0$, which is independent of $\varepsilon$ and $N$,

$$
\begin{align*}
\int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|P \operatorname{Cov}_{\mu_{m}}(f, \nabla \mathrm{H})\right|^{2} d \bar{\mu}(m) \leq & \frac{c}{N}\left(\varepsilon+\frac{1}{\sqrt{N}}\right) \int\left|\left(\mathrm{id}-N P^{t} P\right) \nabla f\right|^{2} d \mu  \tag{IV.1.52}\\
& \times\left(1+O(\varepsilon)+O\left(\frac{1}{\sqrt{N}}\right)\right) .
\end{align*}
$$

Combining Lemma IV. 6 with (IV.1.50), (IV.1.51), (IV.1.52) and (IV.1.47), and choosing

$$
\begin{equation*}
\tau=\frac{c\left(\varepsilon+\frac{1}{\sqrt{N}}\right)}{1+c\left(\varepsilon+\frac{1}{\sqrt{N}}\right)}, \tag{IV.1.53}
\end{equation*}
$$

yields (IV.1.45). It only remains to show (IV.1.51) and (IV.1.52).
Proof of (IV.1.51). Note that by Proposition IV.1,

$$
\begin{align*}
& \frac{1}{N} \int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|\bar{f}^{\prime}(m)\right|^{2} d \bar{\mu}(m) \\
& \quad=\frac{1}{N Z_{\bar{\mu}}} \int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|\bar{f}^{\prime}\right|^{2} \frac{\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)}}{\sqrt{2 \pi}} \mathrm{e}^{-N \bar{H}_{\varepsilon}(m)} d m\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) . \tag{IV.1.54}
\end{align*}
$$

Then, by the fact that $1=\bar{f}\left(-m_{\varepsilon}^{\star}+\eta_{\varepsilon}\right)=1-\bar{f}\left(m_{\varepsilon}^{\star}-\eta_{\varepsilon}\right)$ and by our knowledge on onedimensional capacities (see for instance [29, Section 7.2.5]),

$$
\begin{align*}
\int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|\bar{f}^{\prime}\right|^{\prime} & \frac{\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)}}{\sqrt{2 \pi}} \mathrm{e}^{-N \bar{H}_{\varepsilon}(m)} d m \\
& \geq \inf _{\substack{h . \\
h\left(-m_{\dot{\varepsilon}}^{\star}+\eta_{\varepsilon}\right)=1, h\left(m_{\varepsilon}^{\star}-\eta_{\varepsilon}=0\right.}} \int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}}\left|h^{\prime}\right|^{2} \frac{\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)}}{\sqrt{2 \pi}} \mathrm{e}^{-N \bar{H}_{\varepsilon}(m)} d m  \tag{IV.1.55}\\
& =\frac{1}{\sqrt{2 \pi}}\left(\int_{-m_{\varepsilon}^{\star}+\eta_{\varepsilon}}^{m_{\varepsilon}^{\star}-\eta_{\varepsilon}} \sqrt{\varphi_{\varepsilon}^{\prime \prime}(r)^{-1}} \mathrm{e}^{N \bar{H}_{\varepsilon}(r)} d r\right)^{-1}
\end{align*}
$$

Recalling that $\max _{m \in\left[-m_{\varepsilon}^{\star}+\eta_{\varepsilon}, m_{\varepsilon}^{\star}-\eta_{\varepsilon}\right]} \bar{H}_{\varepsilon}(m)=\bar{H}_{\varepsilon}(0)$ and $\sqrt{N} Z_{\bar{\mu}}=Z_{\mu}$ by the co-area formula, we conclude (IV.1.51) from standard Laplace asymptotics.

Proof of (IV.1.52). Since $\mu_{m}$ is supported on $P^{-1}(m)$, we have that

$$
\begin{equation*}
P \operatorname{Cov}_{\mu_{m}}(f, \nabla \mathrm{H})=\frac{1}{\varepsilon} \frac{1}{N} \operatorname{Cov}_{\mu_{m}}\left(f, \sum_{i=0}^{N-1} x_{i}^{3}\right), \tag{IV.1.56}
\end{equation*}
$$

Then, using Hölder's inequality and (IV.1.44),

$$
\begin{align*}
& \left|P \operatorname{Cov}_{\mu_{m}}(f, \nabla \mathrm{H})\right|^{2} \leq \frac{1}{\varepsilon^{2}} \frac{1}{N^{2}} \operatorname{Var}_{\mu_{m}}(f) \operatorname{Var}_{\mu_{m}}\left(\sum_{i=0}^{N-1} x_{i}^{3}\right) \\
& \quad \leq \frac{1}{(J-1)^{2} N^{2}} \int\left|\left(\mathrm{id}-N P^{t} P\right) \nabla f\right|^{2} d \mu_{m} \int\left|\left(\mathrm{id}-N P^{t} P\right) \nabla \sum_{i=0}^{N-1} x_{i}^{3}\right|^{2} d \mu_{m} . \tag{IV.1.57}
\end{align*}
$$

It remains to show that the second integral on the right-hand side of (IV.1.57) is bounded from above by $c^{\prime}(\varepsilon N+\sqrt{N})$ for some constant $c^{\prime}>0$, which is independent of $\varepsilon$ and $N$.

First we observe that by symmetry,

$$
\begin{align*}
& \int\left|\left(\mathrm{id}-N P^{t} P\right) \nabla \sum_{i=0}^{N-1} x_{i}^{3}\right|^{2} d \mu_{m}=\int \sum_{i=0}^{N-1}\left|3 x_{i}^{2}-\frac{1}{N} \sum_{j=0}^{N-1} 3 x_{j}^{2}\right|^{2} d \mu_{m} \\
& \quad=9 N \int\left|x_{0}^{2}-\frac{1}{N} \sum_{j=0}^{N-1} x_{j}^{2}\right|^{2} d \mu_{m}  \tag{IV.1.58}\\
& \quad=9 N \int x_{0}^{4} d \mu_{m}-18 \sum_{j=0}^{N-1} \int x_{0}^{2} x_{j}^{2} d \mu_{m}+\frac{9}{N} \sum_{l=0}^{N-1} \int \sum_{j=0}^{N-1} x_{l}^{2} x_{j}^{2} d \mu_{m} \\
& \quad=9(N-1) \int x_{0}^{4} d \mu_{m}-9(N-1) \int x_{0}^{2} x_{1}^{2} d \mu_{m} .
\end{align*}
$$

Then, applying Proposition IV.11, the right-hand side of (IV.1.58) is lower or equal to

$$
\begin{equation*}
9(N-1) \int\left|z^{2}-\int z^{2} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}\right|^{2} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}+O_{K}(\sqrt{N}) . \tag{IV.1.59}
\end{equation*}
$$

It remains to show that

$$
\begin{equation*}
\int\left|z^{2}-\int z^{2} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}\right|^{2} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}=O_{K}(\varepsilon) \tag{IV.1.60}
\end{equation*}
$$

In order to show (IV.1.60), we again apply the Bakry-Émery theorem (see e.g. [80, p. 305] and [102, Remark 1.2]) to observe that the measure $\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}$ satisfies the Poincaré inequality (see (IV.0.1)) with constant $(J-1) / \varepsilon$. Hence,

$$
\begin{align*}
\int\left|z^{2}-\int z^{2} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}\right|^{2} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)} & =\operatorname{Var}_{\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}}\left(z^{2}\right)  \tag{IV.1.61}\\
& \leq \frac{4 \varepsilon}{J-1} \int z^{2} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}
\end{align*}
$$

A simple computation using Lemma IV.A. 4 (ii) and Corollary IV.A. 3 from the appendix shows that the integral on the right-hand side of (IV.1.61) is uniformly bounded in $m \in K$ and for $\varepsilon$ small enough. This concludes the proof of (IV.1.52).

Remark IV. 10 The proof of (IV.1.52) is the main reason for the assumption (IV.1.3). Indeed, in this step, we use that, under (IV.1.3), the (effective) single-site is strictly convex so that we can apply the Bakry-Émery theorem, which in turn yields that we have a good control on the covariance term $P \operatorname{Cov}_{\mu_{m}}(f, \nabla \mathrm{H})$ in (IV.1.52) for small $\varepsilon$. Note that, intuitively, the quantity $P \operatorname{Cov}_{\mu_{m}}(f, \nabla \mathrm{H})$ describes the microscopic fluctuation of the system around the hyperplane $P^{-1}(m)$.

In (IV.1.59) we use that we can pass from expectations with respect to $\mu_{m}$ to expectations with respect to $\otimes_{i=1}^{N} \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}$. Such a statement is known in the literature as the equivalence of observables (see [91]). The result in our setting is formulated in the following proposition. The proof is postponed to the appendix.

Proposition IV. 11 (Equivalence of observables) Let $K \subset \mathbb{R}$ be compact. Let $\ell \in \mathbb{N}$, and let $b: \mathbb{R}^{\ell} \rightarrow \mathbb{R}$ be such that

$$
\begin{equation*}
\sup _{m \in K} \int_{\mathbb{R}^{\ell}}\left|b\left(z_{0}, \ldots, z_{\ell}\right)\right|^{2} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m), \ell}\left(z_{\varepsilon}, \ldots, z_{\ell}\right)<\infty \tag{IV.1.62}
\end{equation*}
$$

where $\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m), \ell}=\otimes_{i=1}^{\ell} \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}$. Then, there exist $C_{b, K, \ell}, \varepsilon_{b, K, \ell}>0, N_{b, K, \ell} \in \mathbb{N}$ such that for all $N \geq N_{b, K, \ell}$,

$$
\begin{equation*}
\sup _{0<\varepsilon<\varepsilon_{b, K, \ell}} \sup _{m \in K}\left|\int_{P^{-1}(m)} b\left(x_{0}, \ldots, x_{\ell}\right) d \mu_{m}-\int_{\mathbb{R}^{\ell}} b\left(z_{0}, \ldots, z_{\ell}\right) d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m), \ell}\right| \leq C_{b} \frac{1}{\sqrt{N}} \tag{IV.1.63}
\end{equation*}
$$

Proof. The proof is postponed to Section IV.A.5.

## IV.1.5 The mass of the equilibrium potential

Proposition IV. 12 Consider the same setting as in Theorem IV.7. Then, for $\varepsilon$ small enough,

$$
\begin{equation*}
\int_{\left(B^{+}\right)^{c}} f_{B^{-}, B^{+}}^{*}(y) \mathrm{e}^{-\mathrm{H}(y)} d y=\frac{\mathrm{e}^{-N \bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)}}{\sqrt{\bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)}} \sqrt{\varphi_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \tag{IV.1.64}
\end{equation*}
$$

Proof. In this proof, $C$ denotes a varying positive constant, which is independent of $\varepsilon$ and $N$.
Step 1. [Splitting into four regions.]
Recall the definition of $\eta$ in (IV.1.26). Let $R>2$ be a positive number, which is independent of $N, \varepsilon$ and $m \in K$, and whose precise value is chosen later in Step 3. Using that $f_{B^{-}, B^{+}}^{*}(y)=1$ for $y \in B^{-}$, we split the left-hand side of (IV.1.64) according to this $R$ in the following way.

$$
\begin{align*}
& \int_{\left(B^{+}\right)^{c}} f_{B^{-}, B^{+}}^{*}(y) \mathrm{e}^{-\mathrm{H}(y)} d y \\
& =\int_{\left\{P \in\left[-m_{\varepsilon}^{\star}-\eta,-m_{\varepsilon}^{\star}+\eta\right]\right\}} \mathrm{e}^{-\mathrm{H}(y)} d y+\int_{\left\{P \in\left[-m_{\varepsilon}^{\star}+\eta, m_{\varepsilon}^{\star}-\eta\right)\right\}} f_{B^{-}, B^{+}}^{*}(y) \mathrm{e}^{-\mathrm{H}(y)} d y  \tag{IV.1.65}\\
& \quad+\int_{\left\{P \in\left[-R,-m_{\varepsilon}^{\star}-\eta\right]\right\}} \mathrm{e}^{-\mathrm{H}(y)} d y+\int_{\left\{x \in \mathbb{R}^{N} \mid P x<-R\right\}} \mathrm{e}^{-\mathrm{H}(y)} d y \\
& =: I+I I+I I I+I V .
\end{align*}
$$

In Step 2 we compute the asymptotic value of the term $I$, and in Step 3 and 4 we show that the terms $I I, I I I$ and $I V$ are of lower order than $I$.

Step 2. [Estimation of the term $I$.]
Note that, using the same arguments as in Step 4 and Step 5 of the proof of Proposition IV.8, for all $m \in\left[-m_{\varepsilon}^{\star}-\eta,-m_{\varepsilon}^{\star}+\eta\right]$,

$$
\begin{align*}
\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)} & =\sqrt{\varphi_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)}\left(1+O_{K}\left(\sqrt{\frac{\varepsilon \log \left(N \varepsilon^{-1}\right)}{N}}\right)\right), \quad \text { and } \\
\bar{H}_{\varepsilon}(m) & =\bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)+\frac{1}{2}\left(m+m_{\varepsilon}^{\star}\right)^{2} \bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)+O_{K}\left(\sqrt{\varepsilon}{\sqrt{\frac{\log \left(N \varepsilon^{-1}\right)}{N}}}_{3}^{N}\right. \tag{IV.1.66}
\end{align*}
$$

Then, using the co-area formula in the same way that we did in (IV.1.4)-(IV.1.7) and applying Proposition IV. 1 for the compact set $[-R, R]$, we observe that

$$
\begin{align*}
I & =\sqrt{N} \int_{-m_{\varepsilon}^{\star}-\eta}^{-m_{\varepsilon}^{\star}+\eta} \mathrm{e}^{-N \varphi_{N, \varepsilon}(m)+\frac{1}{\varepsilon} N \frac{J}{2} m^{2}} d m \\
& =\sqrt{N} \int_{-m_{\varepsilon}^{\star}-\eta}^{-m_{\varepsilon}^{\star}+\eta} \mathrm{e}^{-N \bar{H}_{\varepsilon}(m)} \frac{\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)}}{\sqrt{2 \pi}} d m\left(1+O\left(\frac{1}{\sqrt{N}}\right)\right) \tag{IV.1.67}
\end{align*}
$$

Using (IV.1.66) and arguing as in the proof of Proposition IV.8, we have that for $\varepsilon$ small enough,

$$
\begin{align*}
I & =\frac{\sqrt{N}}{\sqrt{2 \pi}} \mathrm{e}^{-N \bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)} \sqrt{\varphi_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)} \int_{-\eta}^{\eta} \mathrm{e}^{-N \bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right) \frac{m^{2}}{2}} d m\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \\
& =\frac{\mathrm{e}^{-N \bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)}}{\sqrt{\bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)}} \sqrt{\varphi_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \tag{IV.1.68}
\end{align*}
$$

Step 3. [Estimation of the terms $I I$ and $I I I$.]
We only consider the term $I I$. The term $I I I$ can be estimated in the same way. By using that $\left|f_{B^{-}, B^{+}}^{*}\right| \leq 1$ and by applying the co-area formula and Proposition IV. 1 as in Step 1, we have that

$$
\begin{equation*}
|I I| \leq C \sqrt{N} \int_{-m_{\varepsilon}^{\star}+\eta}^{m_{\varepsilon}^{\star}-\eta} \mathrm{e}^{-N \bar{H}_{\varepsilon}(m)} \sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)} d m \tag{IV.1.69}
\end{equation*}
$$

Note that, by (IV.1.16), we have that $\left|\bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right)\right|=\Omega(1 / \varepsilon)$. Together with (IV.1.38), this shows that $I=\Omega\left(\mathrm{e}^{-N \bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)}\right)$. In the following we prove that $I I=O\left(\mathrm{e}^{-N \bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)} \sqrt{N}{ }^{-1}\right)$, which shows that $I I$ is of lower order than $I$. Since $\bar{H}_{\varepsilon}$ is symmetric and has its two global minima at $\pm m_{\varepsilon}^{\star}$, we have that

$$
\begin{equation*}
\inf _{m \in\left[-m_{\varepsilon}^{\star}+\eta, m_{\varepsilon}^{\star}-\eta\right]} \bar{H}_{\varepsilon}(m)=\bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}+\eta\right) . \tag{IV.1.70}
\end{equation*}
$$

Then, by (IV.1.38), (IV.1.66) and the definition of $\eta$ (see (IV.1.26)),

$$
\begin{align*}
\left|I_{2}\right| & \leq \frac{C \sqrt{N}}{\sqrt{\varepsilon}} \mathrm{e}^{-N \bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}+\eta\right)} \leq \frac{C \sqrt{N}}{\sqrt{\varepsilon}} \mathrm{e}^{-N\left(\bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)+\bar{H}_{\varepsilon}^{\prime \prime}\left(-m_{\varepsilon}^{\star}\right) \frac{\eta^{2}}{2}\right)}  \tag{IV.1.71}\\
& =\frac{C \sqrt{\varepsilon}}{\sqrt{N}} \mathrm{e}^{-N \bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)}
\end{align*}
$$

Step 4. [Estimation of the term $I V$.]
Using Jensen's inequality, we have that $\sum_{i=0}^{N-1} x_{i}^{4} \geq N(P x)^{4}$. Then, via the co-area formula,

$$
\begin{align*}
|I V| & \leq \int_{\left\{x \in \mathbb{R}^{N} \mid P x<-R\right\}} \mathrm{e}^{-\frac{1}{\varepsilon} \sum_{i=0}^{N-1} \frac{J-1}{2} y_{i}^{2}} \mathrm{e}^{-\frac{1}{\varepsilon} N \frac{1}{4}(P y)^{4}+\frac{1}{\varepsilon} N \frac{J}{2}(P y)^{2}} d y \\
& =\sqrt{N} \int_{-\infty}^{-R} \mathrm{e}^{-\frac{1}{\varepsilon} N \frac{1}{4} m^{4}+\frac{1}{\varepsilon} N \frac{J}{2} m^{2}} \int_{P^{-1}(m)} \mathrm{e}^{-\frac{1}{\varepsilon} \sum_{i=0}^{N-1} \frac{J-1}{2} y_{i}^{2}} d \mathcal{H}^{N-1} d m \tag{IV.1.72}
\end{align*}
$$

In Lemma IV.A.6, we show that for all $m \in \mathbb{R}$,

$$
\begin{equation*}
\int_{P^{-1}(m)} \mathrm{e}^{-\frac{1}{\varepsilon} \sum_{i=0}^{N-1} \frac{J-1}{2} y_{i}^{2}} d \mathcal{H}^{N-1}=\mathrm{e}^{-N \frac{1}{\varepsilon} \frac{J-1}{2} m^{2}+N \frac{1}{2} \log \left(2 \pi \varepsilon(J-1)^{-1}\right)} \sqrt{\frac{J-1}{\varepsilon 2 \pi}} . \tag{IV.1.73}
\end{equation*}
$$

Therefore, by $[28,1.1]$, we have that for $\varepsilon$ small enough,

$$
\begin{align*}
|I V| & \leq \sqrt{N} \int_{-\infty}^{-R} \mathrm{e}^{-\frac{1}{\varepsilon} N \frac{1}{4} m^{4}+\frac{1}{\varepsilon} N \frac{1}{2} m^{2}} d m \sqrt{\frac{J-1}{\varepsilon 2 \pi}} \leq \sqrt{N} \int_{-\infty}^{-R} \mathrm{e}^{-\frac{1}{\varepsilon} N \frac{1}{2}\left(\frac{R^{2}}{2}-1\right) m^{2}} d m \sqrt{\frac{J-1}{\varepsilon 2 \pi}} \\
& =C \int_{-\infty}^{-R \sqrt{\frac{N}{\varepsilon}\left(\frac{R^{2}}{2}-1\right)}} \mathrm{e}^{-\frac{1}{2} m^{2}} d m \leq C \sqrt{\frac{\varepsilon}{N}} \mathrm{e}^{-\frac{1}{2} \frac{N}{\varepsilon}\left(\frac{R^{2}}{2}-1\right) R^{2}} . \tag{IV.1.74}
\end{align*}
$$

Note that $\bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right) \leq \frac{c}{\varepsilon}$ for some $c>0$. Indeed, by Lemma IV.A. 4 (ii), we have that for some bounded function $\tau_{\varepsilon}$,

$$
\begin{align*}
\left|\varphi_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)\right| & =\left|-\int_{-m_{\varepsilon}^{\star}}^{0} \varphi_{\varepsilon}^{\prime}(m) d m+\varphi_{\varepsilon}(0)\right|=\left|-\frac{1}{\varepsilon} \int_{-m_{\varepsilon}^{\star}}^{0} \tau_{\varepsilon}(m) d m+\varphi_{\varepsilon}(0)\right|  \tag{IV.1.75}\\
& \leq \frac{1}{\varepsilon}\left\|\tau_{\varepsilon}\right\|_{L^{\infty}(K ; d m)} m_{\varepsilon}^{\star}+\left|\varphi_{\varepsilon}(0)\right|,
\end{align*}
$$

and by (IV.A.4) and (IV.A.7),

$$
\begin{equation*}
\varphi_{\varepsilon}(0)=-\varphi_{\varepsilon}^{*}(0)=\log \int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} \psi_{J}(z)} d z \leq \frac{1}{2} \log (C \varepsilon) . \tag{IV.1.76}
\end{equation*}
$$

Combining (IV.1.75) and (IV.1.76) with the definition of $\bar{H}_{\varepsilon}$, shows that $\bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right) \leq \frac{c}{\varepsilon}$ for some $c>0$. Then, choosing $R$ large enough, the estimate (IV.1.74) implies that $I V=$ $O\left(\mathrm{e}^{-N \bar{H}_{\varepsilon}\left(-m_{\varepsilon}^{\star}\right)} \sqrt{N^{-1}}\right)$. This shows that the term $I V$ is of lower order than $I$.

## IV. 2 Rough estimates at high temperature

In this section, we consider the same system as in Chapter IV.1, but with two key differences. First, we do not consider the low-temperature regime here, that is, throughout this section, we suppose that $\varepsilon=1$. The second difference is that, instead of $\psi(z)=z^{4} / 4-z^{2} / 2$, we consider here a class of single-site potentials given by functions of the form $z \mapsto \Psi(z)-\frac{J}{2} z^{2}$, where $\Psi: \mathbb{R} \mapsto \mathbb{R}$ satisfies Assumption IV. 13 below.

Hence, the microscopic Hamiltonian $\mathrm{H}^{N, 1}: \mathbb{R}^{N} \mapsto \mathbb{R}$ in this section is given by

$$
\begin{align*}
\mathrm{H}^{N, 1}(x) & =\sum_{i=0}^{N-1}\left(\Psi\left(x_{i}\right)-\frac{J}{2} x_{i}^{2}\right)+\frac{J}{4 N} \sum_{i, j=0}^{N-1}\left(x_{i}-x_{j}\right)^{2} \\
& =\sum_{i=0}^{N-1} \Psi\left(x_{i}\right)-\frac{J}{2 N} \sum_{i, j=0}^{N-1} x_{i} x_{j}, \tag{IV.2.1}
\end{align*}
$$

where $J>0$. We make the following assumptions on the single-site potential $\Psi$.
Assumption IV. 13 (1) There is a splitting $\Psi=\Psi_{c}+\Psi_{b}$ for some $\Psi_{c}, \Psi_{b} \in C^{2}(\mathbb{R})$, and there are constants $0<c, c^{\prime}<\infty$ such that $\Psi_{c}^{\prime \prime}(z) \geq c$ and $\left|\Psi_{b}\right|_{C^{2}} \leq c^{\prime}$.
(2) $\Psi(z)=\Psi(-z)$ for all $z \in \mathbb{R}$.
(3) $z \mapsto \Psi^{\prime}(z)$ is convex on $[0, \infty)$.
(4) If $\Psi_{c}$ is a quadratic function of the form $\Psi_{c}(x)=c_{\Psi} x^{2}+c_{\Psi}^{\prime} x+c_{\Psi}^{\prime \prime}$ for some $c_{\Psi}, c_{\Psi}^{\prime}, c_{\Psi}^{\prime \prime} \in \mathbb{R}$, then we suppose that $c_{\Psi}>J$.
(5)

$$
1 / J<\int_{\mathbb{R}} z^{2} \mathrm{e}^{-\Psi(z)} d z /\left(\int \mathrm{e}^{-\Psi(z)} d z\right)
$$

(6) $\sigma \mapsto \int_{\mathbb{R}}\left(\Psi^{\prime \prime}(z)\right)^{2} \mathrm{e}^{-\Psi(z)+\sigma z} d z /\left(\int \mathrm{e}^{-\Psi(z)+\sigma z} d z\right)$ is locally bounded on $\mathbb{R}$.

Remark IV. 14 If $\Psi=\Psi_{c}$ is a quadratic function, then Assumption IV. 13 is not fulfilled for any choice of J. However, we do not expect that Kramers' law holds true in this case, since the macroscopic Hamiltonian $\bar{H}_{1}$ is not of double-well form, where $\bar{H}_{1}$ is defined as in (IV.1.13) with $\psi$ being replaced by the function $z \mapsto \Psi(z)-\frac{J}{2} z^{2}$ and with $\varepsilon=1$. Indeed, from (IV.A.60), we see that $\bar{H}_{1}$ is a quadratic function and hence not of double-well form.

This section is organized similarly as Chapter IV.1. That is, in Subsection IV.2.1 we introduce the local Cramér theorem and show that the macroscopic Hamiltonian has a doublewell structure. In Subsection IV.2.2 we formulate the main result of this section, which provides rough estimates on the average transition time between the metastable sets, where the metastable sets are defined analogously to Chapter IV.1. The only thing left to prove for this result is the lower bound on the capacity. This is done in Subsection IV.2.3.

## IV.2.1 Preliminaries

Local Cramér Theorem. Replacing $\psi$ by the function $z \mapsto \Psi(z)-\frac{J}{2} z^{2}$ and setting $\varepsilon=1$, we define the Gibbs measure $\mu^{N, 1}$ by (I.6.4), and introduce a disintegration of $\mu^{N, 1}$ as $\mu^{N, 1}(d x)=\mu_{m}^{N, 1}(d x) \bar{\mu}^{N, 1}(d m)$ as in (IV.1.4)-(IV.1.7). Analogously, we define the quantities $\varphi_{N, 1}, \varphi_{1}^{*}, \varphi_{1}$ and $\mu^{1, \sigma}$ by (IV.1.6), (IV.1.8), (IV.1.9) and (IV.1.10), respectively, by replacing $\psi$ by the function $z \mapsto \Psi(z)-\frac{J}{2} z^{2}$ and setting $\varepsilon=1$. Then, the local Cramér theorem in this section is given as follows.

Proposition IV. 15 (Local Cramér theorem) Suppose Assumption IV.13. Then, for $N$ large enough,

$$
\begin{equation*}
\mathrm{e}^{-N \varphi_{N, 1}(m)}=\mathrm{e}^{-N \varphi_{1}(m)} \frac{\sqrt{\varphi_{1}^{\prime \prime}(m)}}{\sqrt{2 \pi}}\left(1+O\left(\frac{1}{\sqrt{N}}\right)\right) \tag{IV.2.2}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
d \bar{\mu}^{N, 1}(m)=\frac{1}{Z_{\bar{\mu}^{N, 1}}} \mathrm{e}^{-N \bar{H}_{1}(m)} \frac{\sqrt{\varphi_{1}^{\prime \prime}(m)}}{\sqrt{2 \pi}}\left(1+O\left(\frac{1}{\sqrt{N}}\right)\right) d m . \tag{IV.2.3}
\end{equation*}
$$

Proof. Using the same notation and proceeding as in the proof of Proposition IV.1, we observe that it suffices to show that

$$
\begin{equation*}
\left|g_{N, m}(0)-\frac{1}{\sqrt{2 \pi}}\right|=O\left(\frac{1}{\sqrt{N}}\right) . \tag{IV.2.4}
\end{equation*}
$$

However, this was already shown in [101, Proposition 3.1 and Lemma 3.2].
IV.2.1.1 Analysis of the energy landscape. In the following lemma we show that the macroscopic Hamiltonian $\bar{H}_{1}$ has the form of a double-well function with at least quadratic growth at infinity.

Lemma IV. 16 Suppose Assumption IV.13. If $\Psi_{c}$ is a quadratic function, then let $c_{\Psi}$ denote the leading order coefficient. Otherwise, let $c_{\Psi}=\infty$. Then, we have that
(i) $\liminf _{|t| \rightarrow \infty} \frac{\varphi_{1}(t)}{t^{2}} \geq c_{\Psi}, \quad \liminf \operatorname{lt|\rightarrow \infty } \frac{\bar{H}_{1}(t)}{t^{2}} \geq c_{\Psi}-J / 2$,
(ii) there exists $K_{J}>0$ and $\delta>0$ such that $\varphi_{1}^{\prime}(t) \geq(J+\delta)$ for all $t \geq K_{J}$ and $\varphi_{1}^{\prime}(t) \leq$ $(-J-\delta) t$ for all $t \leq-K_{J}$, and
(iii) $\bar{H}_{1}$ has exactly three critical points located at $-m_{1}^{\star}, 0$ and $m_{1}^{\star}$ for some $m_{1}^{\star}>0$. Moreover, $\bar{H}_{1}^{\prime \prime}(0)<0, \bar{H}_{1}^{\prime \prime}\left(m_{1}^{\star}\right)>0$ and $\bar{H}_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)>0$. That is, $\bar{H}_{1}$ has a local maximum at 0 , and the two global minima of $\bar{H}_{1}$ are located at $\pm m_{1}^{\star}$.

Proof. Since $\varphi_{1}(t)=\varphi_{1}(-t)$ for all $t \in \mathbb{R}$, it suffices to prove all claims only on $[0, \infty)$.
(i). As in Lemma IV.2, this statement follows from a simple argument given in [106, III.2.6].
(ii). From part (i) and Assumption IV. 13 (4), we know that there exist $K^{\prime}>0$ and $\delta^{\prime}>0$ such that $\varphi_{1}(t) \geq\left(J+\delta^{\prime}\right) t^{2}$ for all $t \geq K^{\prime}$. Using that $t \mapsto \varphi_{1}^{\prime}(t)$ is increasing (since $\varphi_{1}$ is strictly convex) we obtain that for all $t \geq K^{\prime}$,

$$
\begin{equation*}
\left(J+\delta^{\prime}\right) t^{2} \leq \varphi_{1}(t)=\int_{0}^{t} \varphi_{1}^{\prime}(r) d r+\varphi_{1}(0) \leq \varphi_{1}^{\prime}(t) t+\varphi_{1}(0) \tag{IV.2.5}
\end{equation*}
$$

which concludes the claim.
(iii). Before we show the claims, note that the function $z \mapsto \varphi_{1}^{\prime}(z)$ is convex on $[0, \infty)$. Indeed, from [58, Theorem 1.2 c$)$ ], we know that Assumption IV. 13 yields that $z \mapsto\left(\varphi_{1}^{*}\right)^{\prime}(z)$ is concave on $[0, \infty)$ (cf. [106, IV.0.4]). Hence, for $w>z$, we have that $\left(\varphi_{1}^{*}\right)^{\prime \prime}\left(\varphi_{1}^{\prime}(w)\right) \leq$ $\left(\varphi_{1}^{*}\right)^{\prime \prime}\left(\varphi_{1}^{\prime}(z)\right)$, since, due to the convexity of $\varphi_{1}$, we have that $\varphi_{1}^{\prime}(w) \geq \varphi_{1}^{\prime}(z)$. Therefore,

$$
\begin{equation*}
\varphi_{1}^{\prime \prime}(w)=\frac{1}{\left(\varphi_{1}^{*}\right)^{\prime \prime}\left(\varphi_{1}^{\prime}(w)\right)} \geq \frac{1}{\left(\varphi_{1}^{*}\right)^{\prime \prime}\left(\varphi_{1}^{\prime}(z)\right)}=\varphi_{1}^{\prime \prime}(z) \tag{IV.2.6}
\end{equation*}
$$

which shows that $z \mapsto \varphi_{1}^{\prime}(z)$ is convex.
To show that $\bar{H}_{1}$ admits a local maximum at 0 , we observe that, since $\varphi_{1}^{\prime}(0)=0$, we have that $\bar{H}_{1}^{\prime}(0)=0$. Moreover, Assumption IV. 13 implies that $\left(\varphi_{1}^{*}\right)^{\prime \prime}(0)>1 / J$. Therefore, $\varphi_{1}^{\prime \prime}(0)<J$ and $\bar{H}_{1}^{\prime \prime}(0)<0$.

It remains to show that there exists a unique point $m_{1}^{\star} \in(0, \infty)$ such that $\bar{H}_{1}^{\prime}\left(m_{1}^{\star}\right)=0$ and $\bar{H}_{1}^{\prime \prime}\left(m_{1}^{\star}\right)>0$. Using again that $\varphi_{1}^{\prime \prime}(0)<J$, we infer that for $z>0$ small enough,

$$
\begin{equation*}
\varphi_{1}^{\prime}(z)=\int_{0}^{z} \varphi_{1}^{\prime \prime}(r) d r<J z \tag{IV.2.7}
\end{equation*}
$$

Moreover, by part (ii), we know that there exists $m_{1}^{\star}>z>0$ such that

$$
\begin{equation*}
\varphi_{1}^{\prime}\left(m_{1}^{\star}\right)=J m_{1}^{\star} \quad \text { and } \quad \varphi_{1}^{\prime}(z)<J z \text { for all } z \in\left(0, m_{1}^{\star}\right) \tag{IV.2.8}
\end{equation*}
$$

However, the mean value theorem implies that there exists $z^{\prime} \in\left(0, m_{1}^{\star}\right)$ such that $\varphi_{1}^{\prime \prime}\left(z^{\prime}\right)>J$. Together with the fact that $\varphi_{1}^{\prime \prime}$ is non-decreasing, this implies that $\varphi_{1}^{\prime \prime}(z)>J$ for all $z \geq m_{1}^{\star}$. This is in turn yields that

$$
\begin{equation*}
\varphi_{1}^{\prime}(z)>J z \text { for all } z>m_{1}^{\star} \quad \text { and } \quad \bar{H}_{1}^{\prime \prime}\left(m_{1}^{\star}\right)>0 \tag{IV.2.9}
\end{equation*}
$$

Combining (IV.2.8) and (IV.2.9) shows that, at $m_{1}^{\star}$, there is the unique global minimum of $\bar{H}_{1}$ on $[0, \infty)$.

## IV.2.2 Rough estimates on the average transition time

In this section we formulate the main result of this section. Most of its proof is omitted, since it is a straightforward adaptation from the proof of Theorem IV.7. However, the proof of the lower bound on the capacity is modified, since the (effective) single-site potential is not convex in this section. The new proof is given in Subsection IV.2.3.

Theorem IV. 17 Let $\pm m_{1}^{\star}$ be the two global minimisers of the macroscopic Hamiltonian $\bar{H}_{1}$. Let $\eta_{1}>0$ and $B_{1}^{-}, B_{1}^{+} \subset \mathbb{R}^{N}$ be defined by (IV.1.26) and (IV.1.27) with $\varepsilon=1$. Then, for some $a>0$, which is independent of $N$, and for $N$ large enough,

$$
\begin{align*}
& \mathbb{E}_{\nu_{B_{1}^{-}, B_{1}}}\left[\mathcal{T}_{B_{1}^{+}}\right] \geq \frac{2 \pi \sqrt{\varphi_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)} \mathrm{e}^{N\left(\bar{H}_{1}(0)-\bar{H}_{1}\left(-m_{1}^{\star}\right)\right)}}{\sqrt{\bar{H}_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)\left|\bar{H}_{1}^{\prime \prime}(0)\right| \varphi_{1}^{\prime \prime}(0)}}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right), \text { and } \\
& \mathbb{E}_{\nu_{B_{1}^{-}, B_{1}^{+}}}\left[\mathcal{T}_{B_{1}^{+}}\right] \leq(1+a) \frac{2 \pi \sqrt{\varphi_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)} \mathrm{e}^{N\left(\bar{H}_{1}(0)-\bar{H}_{1}\left(-m_{1}^{\star}\right)\right)}}{\sqrt{\bar{H}_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)\left|\bar{H}_{1}^{\prime \prime}(0)\right| \varphi_{1}^{\prime \prime}(0)}}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) . \tag{IV.2.10}
\end{align*}
$$

Proof. As in the proof of Theorem IV.7, the starting point is the formula (IV.1.22). Then, proceeding exactly as in the proofs of Proposition IV. 8 and Proposition IV.12, we can show that

$$
\begin{align*}
& \operatorname{Cap}\left(B_{1}^{-}, B_{1}^{+}\right) \leq \frac{1}{2 \pi} \mathrm{e}^{-N \bar{H}(0)} \sqrt{\left|\bar{H}^{\prime \prime}(0)\right|} \sqrt{\varphi_{1}^{\prime \prime}(0)}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right), \text { and }  \tag{IV.2.12}\\
& \int_{\left(B_{1}^{+}\right)^{c}} f_{B_{1}^{-}, B_{1}^{+}}^{*}(y) \mathrm{e}^{-\mathrm{H}(y)} d y=\frac{\mathrm{e}^{-N \bar{H}_{1}\left(-m_{1}^{\star}\right)}}{\sqrt{\bar{H}_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)}} \sqrt{\varphi_{1}^{\prime \prime}\left(-m_{1}^{\star}\right)}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \tag{IV.2.13}
\end{align*}
$$

which yields (IV.2.10). Finally, (IV.2.11) follows from combining (IV.2.13) with Proposition IV.18. This concludes the proof of this theorem.

## IV.2.3 Rough lower bound on the capacity

In this section we prove the rough lower bound on the capacity. We proceed as in the proof of Proposition IV.9. Recall that the critical estimate in the proof of Proposition IV. 9 is given by (IV.1.52), where we apply the Poincaré inequality for the fluctuation measure with a constant which is of order $1 / \varepsilon$ (see (IV.1.44)). By using the strict convexity of the (effective) single-site potential, (IV.1.44) is a consequence of the Bakry-Émery theorem. Since the (effective) singlesite potential is not assumed to be strictly convex in this section, the Bakry-Émery theorem
is not applicable here. However, instead, we can apply [101, 1.6], where it is shown that for all $N \in \mathbb{N}$ and $m \in \mathbb{R}, \mu_{m}^{N, 1}$ satisfies the Poincaré inequality with a constant $\varrho>0$, which is independent of $N$ and $m$. That is, for all $N \in \mathbb{N}$ and $m \in \mathbb{R}$ and for all $f \in H^{1}\left(\mu_{m}^{N, 1}\right)$,

$$
\begin{equation*}
\operatorname{Var}_{\mu_{m}^{N, 1}}(f)=\int\left|f-\int f d \mu_{m}^{N, 1}\right|^{2} d \mu_{m}^{N, 1} \leq \frac{1}{\varrho} \int\left|\left(\mathrm{id}-N P^{t} P\right) \nabla f\right|^{2} d \mu_{m}^{N, 1}, \tag{IV.2.14}
\end{equation*}
$$

where $P^{t} m=(1 / N)(m, \ldots, m) \in \mathbb{R}^{N}$ for $m \in \mathbb{R}$. This is the main ingredient of the proof of the following proposition.

Proposition IV. 18 Consider the same setting as in Theorem IV.17. Let

$$
\begin{equation*}
a=\frac{1}{\rho^{2}} \max _{m \in\left[-m_{1}^{\star}, m_{1}^{\star}\right]} \int\left|\Psi^{\prime \prime}-\int \Psi^{\prime \prime} d \mu^{1, \varphi_{1}^{\prime}(m)}\right|^{2} d \mu^{1, \varphi_{1}^{\prime}(m)}, \tag{IV.2.15}
\end{equation*}
$$

which is finite due to Assumption IV.13. Then, for $N$ large enough,

$$
\begin{equation*}
\operatorname{Cap}\left(B_{1}^{-}, B_{1}^{+}\right) \geq \frac{1}{1+a} \frac{1}{2 \pi} \mathrm{e}^{-N \bar{H}(0)} \sqrt{\left|\bar{H}^{\prime \prime}(0)\right|} \sqrt{\varphi_{1}^{\prime \prime}(0)}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \tag{IV.2.16}
\end{equation*}
$$

Proof. Let $f=f_{B_{1}^{-}, B_{1}^{+}}^{*}(x)$. We proceed exactly as in the proof of Proposition IV.9, and obtain that for all $\tau \in[0,1]$,

$$
\begin{align*}
\int\left|N P^{t} P \nabla f\right|^{2} d \mu^{N, 1} \geq & \left.(1-\tau) \frac{\mathrm{e}^{-N \bar{H}(0)}}{2 \pi Z_{\mu^{N, 1}}} \sqrt{\mid \bar{H}^{\prime \prime}(0)} \right\rvert\, \sqrt{\varphi_{1}^{\prime \prime}(0)}\left(1+O\left(\sqrt{\frac{\log (N)^{3}}{N}}\right)\right) \\
& +\left(1-\frac{1}{\tau}\right) N \int_{-m_{1}^{\star}+\eta_{1}}^{m_{1}^{\star}-\eta_{1}}\left|P \operatorname{Cov}_{\mu_{m}^{N, 1}}(f, \nabla H)\right|^{2} d \bar{\mu}^{N, 1}(m) . \tag{IV.2.17}
\end{align*}
$$

Therefore, choosing $\tau=a /(1+a)$ it remains to show that

$$
\begin{equation*}
\int_{-m_{1}^{\star}+\eta_{1}}^{m_{1}^{\star}-\eta_{1}}\left|P \operatorname{Cov}_{\mu_{m}^{N, 1}}(f, \nabla H)\right|^{2} d \bar{\mu}^{N, 1}(m) \leq \frac{a}{N} \int\left|\left(\operatorname{id}-N P^{t} P\right) \nabla f\right|^{2} d \mu^{N, 1}\left(1+O\left(\frac{1}{\sqrt{N}}\right)\right) . \tag{IV.2.18}
\end{equation*}
$$

In order to show (IV.2.18), note that as in (IV.1.57),

$$
\begin{align*}
& \left|P \operatorname{Cov}_{\mu_{m}^{N, 1}}(f, \nabla H)\right|^{2} \leq \frac{1}{N^{2}} \operatorname{Var}_{\mu_{m}^{N, 1}}(f) \operatorname{Var}_{\mu_{m}^{N, 1}}\left(\sum_{i=0}^{N-1} \Psi^{\prime}\left(x_{i}\right)\right) \\
& \quad \leq \frac{1}{\varrho^{2} N^{2}} \int\left|\left(\mathrm{id}-N P^{t} P\right) \nabla f\right|^{2} d \mu_{m}^{N, 1} \int\left|\left(\operatorname{id}-N P^{t} P\right) \nabla \sum_{i=0}^{N-1} \Psi^{\prime}\left(x_{i}\right)\right|^{2} d \mu_{m}^{N, 1} . \tag{IV.2.19}
\end{align*}
$$

Then, we proceed analogously to (IV.1.58) to observe that by the equivalence of ensembles (Proposition IV.19),

$$
\begin{align*}
& \int\left|\left(\operatorname{id}-N P^{t} P\right) \nabla \sum_{i=0}^{N-1} \Psi^{\prime}\left(x_{i}\right)\right|^{2} d \mu_{m}^{N, 1}  \tag{IV.2.20}\\
& \quad \leq N \max _{m \in\left[-m_{1}^{\star}, m_{1}^{\star}\right]} \int\left|\Psi^{\prime \prime}-\int \Psi^{\prime \prime} d \mu^{1, \varphi_{1}^{\prime}(m)}\right|^{2} d \mu^{1, \varphi_{1}^{\prime}(m)}\left(1+O\left(\frac{1}{\sqrt{N}}\right)\right) .
\end{align*}
$$

This concludes the proof of (IV.2.18).
It remains to show the equivalence of observables, which was used in (IV.2.20). This is done in the following proposition.

Proposition IV. 19 (Equivalence of observables) Let $\ell \in \mathbb{N}$, and let $b: \mathbb{R}^{\ell} \rightarrow[0, \infty)$ be such that

$$
\begin{equation*}
\sup _{m \in\left[-m_{1}^{\star}, m_{1}^{\star}\right]} \int_{\mathbb{R}^{\ell}}\left|b\left(z_{1}, \ldots, z_{\ell}\right)\right|^{2} d \mu^{1, \varphi_{1}^{\prime}(m), \ell}\left(z_{1}, \ldots, z_{\ell}\right)<\infty \tag{IV.2.21}
\end{equation*}
$$

where $\mu^{1, \varphi_{1}^{\prime}(m), \ell}=\otimes_{i=1}^{\ell} \mu^{1, \varphi_{1}^{\prime}(m)}$. Then there exists $C_{b} \in(0, \infty)$ such that for $N$ large enough,

$$
\begin{equation*}
\sup _{m \in\left[-m_{1}^{\star}, m_{1}^{\star}\right]}\left[\int_{P^{-1}(m)} b\left(x_{1}, \ldots, x_{\ell}\right) d \mu_{m}^{N, 1}-\int_{\mathbb{R}^{\ell}} b\left(z_{1}, \ldots, z_{\ell}\right) d \mu^{1, \varphi_{1}^{\prime}(m), \ell} \left\lvert\, \leq C_{b} \frac{1}{\sqrt{N}}\right.\right. \tag{IV.2.22}
\end{equation*}
$$

Proof. Proceeding exactly as in the proof of Proposition IV.11, we observe that the claim is proven once we show that
(i) the local Cramér theorem holds true in this setting,
(ii) $\sup _{m \in \mathbb{R}} \sum_{k=1}^{3} \int_{\mathbb{R}}\left|\frac{z-m}{s_{1}(m)}\right|^{k} d \mu^{1, \varphi_{1}^{\prime}(m)}(z)<\infty$, where $s_{1}(m)=\varphi_{1}^{\prime \prime}(m)^{\frac{1}{2}}$, and
(iii) there exists $c>0$ such that $\sup _{m \in \mathbb{R}}\left|\int_{\mathbb{R}} \mathrm{e}^{i z \xi} d \mu^{1, \varphi_{1}^{\prime}(m)}(z)\right| \leq c\left|s_{1}(m) \xi\right|^{-1}$ for all $\xi \in \mathbb{R}$.

Claim (i) is shown in Proposition IV.15, and claim (ii) and (iii) are shown in [101, 3.2]. This concludes the proof of this proposition.

## IV.A Appendix

This appendix is organized as follows. In Subsection IV.A. 1 we collect several properties of Cramér transforms and the cumulant generating functions. In Subsection IV.A. 2 we derive asymptotic expressions for certain integrals by using standard Laplace asymptotics. Then, in Subsection IV.A. 3 we apply these results to estimate the moments and the Fourier transforms of the measure $\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}$ (see (IV.1.10)) for small $\varepsilon$. Finally, in Subsection IV.A. 4 and Subsection IV.A. 5 we prove the local Cramér theorem (Proposition IV.1) and the equivalence of observables (Proposition IV.11), respectively.

We note that the proofs in Subsection IV.A. 4 and Subsection IV.A. 5 remain true if we replace the effective single-site potentials $\psi_{J}$ by some general strictly convex function.

## IV.A. 1 Properties of the Cramér transform

Lemma IV.A. 1 Let $W \in C^{\infty}(\mathbb{R})$ be such that $\liminf _{|z| \rightarrow \infty} W^{\prime \prime}(z)>0$. Let

$$
\begin{equation*}
\chi^{*}(\sigma)=\log \int_{\mathbb{R}} \mathrm{e}^{\sigma z-W(z)} d z, \quad \text { for } \sigma \in \mathbb{R} \tag{IV.A.1}
\end{equation*}
$$

and let $\chi$ denote its Legendre transform, i.e.

$$
\begin{equation*}
\chi(m)=\sup _{\sigma \in \mathbb{R}}\left(\sigma m-\chi^{*}(\sigma)\right) . \tag{IV.A.2}
\end{equation*}
$$

For all $\sigma \in \mathbb{R}$, define $\mu^{\sigma} \in \mathcal{M}_{1}(\mathbb{R})$ by

$$
\begin{equation*}
d \mu^{\sigma}(z)=\mathrm{e}^{-\chi^{*}(\sigma)+\sigma z-W(z)} d z=\frac{\mathrm{e}^{\sigma z-W(z)}}{\int_{\mathbb{R}} \mathrm{e}^{\sigma \bar{z}-W(\bar{z})} d \bar{z}} d z \tag{IV.A.3}
\end{equation*}
$$

Then, the following statements hold true.
(i) $\chi^{*}$ and $\chi$ are strictly convex and smooth. If $W$ is even, then $\chi^{*}$ and $\chi$ are also even.
(ii) For $m \in \mathbb{R}$, we have that

$$
\begin{equation*}
\chi(m)=\chi^{\prime}(m) m-\chi^{*}\left(\chi^{\prime}(m)\right) \quad \text { and } \quad\left(\chi^{*}\right)^{\prime}\left(\chi^{\prime}(m)\right)=m . \tag{IV.A.4}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\chi^{\prime \prime}(m)=\frac{1}{\left(\chi^{*}\right)^{\prime \prime}\left(\chi^{\prime}(m)\right)} \quad \text { and } \quad \chi^{\prime \prime \prime}(m)=\frac{-\left(\chi^{*}\right)^{\prime \prime \prime}\left(\chi^{\prime}(m)\right)}{\left(\chi^{*}\right)^{\prime \prime}\left(\chi^{\prime}(m)\right)^{3}} . \tag{IV.A.5}
\end{equation*}
$$

(iii) For all $\sigma \in \mathbb{R}$,

$$
\begin{align*}
\left(\chi^{*}\right)^{\prime}(\sigma) & =\frac{\int_{\mathbb{R}} z \mathrm{e}^{\sigma z-W(z)} d z}{\int_{\mathbb{R}} \mathrm{e}^{\sigma z-W(z)} d z}=\int_{\mathbb{R}} z d \mu^{\sigma}(z), \\
\left(\chi^{*}\right)^{\prime \prime}(\sigma) & =\int_{\mathbb{R}}\left(z-\left(\chi^{*}\right)^{\prime}(\sigma)\right)^{2} d \mu^{\sigma}(z),  \tag{IV.A.6}\\
\left(\chi^{*}\right)^{\prime \prime \prime}(\sigma) & =\int_{\mathbb{R}}\left(z-\left(\chi^{*}\right)^{\prime}(\sigma)\right)^{3} d \mu^{\sigma}(z), \\
\left(\chi^{*}\right)^{(4)}(\sigma)+3\left(\chi^{*}\right)^{\prime \prime}(\sigma)^{2} & =\int_{\mathbb{R}}\left(z-\left(\chi^{*}\right)^{\prime}(\sigma)\right)^{4} d \mu^{\sigma}(z) .
\end{align*}
$$

Proof. These are standard results that follow from some elementary computations. We refer to [106, III.2.5] and [80, Lemma 41] for more details.

## IV.A. 2 Some asymptotic integrals

The main result in this subsection is the following lemma, which is based on Laplace asymptotics. In the proof we use the same strategy as in [82, A.3].

Lemma IV.A. 2 Let $\mathcal{K} \subset \mathbb{R}$ be a compact set. Let $U \in C^{0, \infty}(\mathcal{K} \times \mathbb{R})$, and for $m \in \mathcal{K}$, let $U_{m}(z)=U(m, z)$. Suppose that there exists $\alpha>0$ and $R>0$ such that, for all $m \in \mathcal{K}, U_{m}$ admits a unique global minimum at some point $z_{m} \in \mathbb{R}$ with $U_{m}^{\prime \prime}\left(z_{m}\right)>R^{-1}$ and such that $U_{m}(z) \geq \alpha z^{2}$ for all $z \in[-R, R]^{c}$. Furthermore, we assume that the map $m \mapsto z_{m}$ is bounded on $\mathcal{K}$. Then, for each $k \in \mathbb{N}_{0}$ and for each $m \in \mathcal{K}$,

$$
\begin{equation*}
\int_{\mathbb{R}}\left(z-z_{m}\right)^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z=\mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} \frac{\sqrt{2 \pi}(2 k-1)!!\varepsilon^{k+\frac{1}{2}}}{U_{m}^{\prime \prime}\left(z_{m}\right)^{k+\frac{1}{2}}}\left(1+O_{\mathcal{K}}\left(\sqrt{\varepsilon \log \left(\varepsilon^{-1}\right)^{3}}\right)\right) \tag{IV.A.7}
\end{equation*}
$$

where for $n \in \mathbb{N}$, $n!$ ! denotes the double factorial, and we make the convention that $(-1)!!:=1$. Moreover,

$$
\begin{align*}
& \int_{\mathbb{R}}\left(z-z_{m}\right)^{2 k+1} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z \\
& \quad=-\mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} \frac{\sqrt{2 \pi}(2 k+3)!!U_{m}^{\prime \prime \prime}\left(z_{m}\right) \varepsilon^{k+\frac{3}{2}}}{6 U_{m}^{\prime \prime}\left(z_{m}\right)^{k+\frac{5}{2}}}\left(1+O_{\mathcal{K}}\left(\sqrt{\varepsilon \log \left(\varepsilon^{-1}\right)^{3}}\right)\right) \tag{IV.A.8}
\end{align*}
$$

Proof. Fix $m \in \mathcal{K}$. In this proof, let $C$ denote a varying positive constant, which is independent of $\varepsilon$ and $m$.

Step 1. [Proof of (IV.A.7).]
Let $\rho=\sqrt{2(k+1) \varepsilon \log \left(\varepsilon^{-1}\right)} / \sqrt{U_{m}^{\prime \prime}\left(z_{m}\right)}$ and $\bar{U}_{m}(z)=U_{m}\left(z+z_{m}\right)$. Let $\bar{R} \geq R+\sup _{m \in \mathcal{K}}\left(\left|z_{m}\right|+\right.$ $\left.\sqrt{\left|U_{m}\left(z_{m}\right)\right| / \alpha}\right)$ be such that, for some $\iota>0, y^{2 k} \leq e^{\iota U_{m}(y)}$ for all $y \in[-\bar{R}, \bar{R}]^{c}$. Then,

$$
\begin{align*}
\int_{\mathbb{R}} & \left(z-z_{m}\right)^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z=\int_{\mathbb{R}} y^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} \bar{U}_{m}(y)} d y \\
& =\int_{-\rho}^{\rho} y^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} \bar{U}_{m}(y)} d y+\int_{B_{\bar{R}}(0)^{c}} y^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} \bar{U}_{m}(y)} d y+\int_{B_{\bar{R}}(0) \backslash B_{\rho}(0)} y^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} \bar{U}_{m}(y)} d y \\
& =: I+I I+I I I . \tag{IV.A.9}
\end{align*}
$$

In the following we show that $I$ provides the main contribution and that $I I$ and $I I I$ are negligible.

Step 1.1. [Estimation of the term $I$.]
Note that by Taylor's formula, for some $\theta \in[0,1]$,

$$
\begin{equation*}
\bar{U}_{m}(y)=U_{m}\left(z_{m}\right)+\frac{1}{2} y^{2} U_{m}^{\prime \prime}\left(z_{m}\right)+\frac{1}{6} y^{3} \bar{U}_{m}^{\prime \prime \prime}(\theta y) \tag{IV.A.10}
\end{equation*}
$$

By using that $\bar{U}_{m}^{\prime \prime \prime}$ is locally bounded (uniformly in $m \in \mathcal{K}$ ), we see that there exists some $c>0$ such that $\left|\bar{U}_{m}^{\prime \prime \prime}(\theta y)\right| \leq c$ for all $y \in[-\rho, \rho]$. Therefore,

$$
\begin{equation*}
\mathrm{e}^{\frac{-c \rho^{3}}{6 \varepsilon}} \leq \frac{\int_{-\rho}^{\rho} y^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} \bar{U}_{m}(y)} d y}{\mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} \int_{-\rho}^{\rho} y^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} \frac{1}{2} y^{2} U_{m}^{\prime \prime}\left(z_{m}\right)} d y} \leq \mathrm{e}^{\frac{c \rho^{3}}{6 \varepsilon}} \tag{IV.A.11}
\end{equation*}
$$

Thus, by using the definition of $\rho$ and by some standard Gaussian computations applied to the denominator in (IV.A.11), we infer that

$$
\begin{equation*}
I=\sqrt{\frac{2 \pi \varepsilon}{U_{m}^{\prime \prime}\left(z_{m}\right)}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)}\left(\varepsilon^{k} \frac{(2 k-1)!!}{U_{m}^{\prime \prime}\left(z_{m}\right)^{k}}+O_{\mathcal{K}}\left(\varepsilon^{k+\frac{1}{2}} \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right)\right) \tag{IV.A.12}
\end{equation*}
$$

Step 1.2. [Estimation of the term $I I$.]
We know that $\bar{U}_{m}(y) \geq \alpha y^{2}$ and $y^{2 k} \leq e^{\iota U_{m}(y)}$ for all $y \in[-\bar{R}, \bar{R}]^{c}$. Hence, by [28, 1.1],

$$
\begin{equation*}
I I \leq 2 \int_{\bar{R}}^{\infty} \mathrm{e}^{-\left(\frac{\alpha}{\varepsilon}-\iota\right) y^{2}} d y \leq C \mathrm{e}^{-\frac{\alpha}{\varepsilon} \bar{R}^{2}} \tag{IV.A.13}
\end{equation*}
$$

Since $\alpha \bar{R}^{2}>\left|U_{m}\left(z_{m}\right)\right|$, this shows that

$$
\begin{equation*}
I I=\mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} O_{\mathcal{K}}\left(\varepsilon^{k+1} \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right) \tag{IV.A.14}
\end{equation*}
$$

Step 1.3. [Estimation of the term $I I I$.]
Since $\bar{U}_{m}$ has its unique minimum in 0 , we have that $\inf _{y \in B_{\bar{R}}(0) \backslash B_{\rho}(0)} \bar{U}_{m}(y)=\bar{U}_{m}(\rho) \wedge \bar{U}_{m}(-\rho)$ for $\varepsilon$ small enough. Without restriction, we suppose that $U_{m}(\rho) \leq \bar{U}_{m}(-\rho)$. Then, by using (IV.A.10) and the arguments from Step 1.1,

$$
\begin{equation*}
|I I I| \leq 2 \bar{R} \bar{R}^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}+\rho\right)} \leq C \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}^{\prime \prime}\left(z_{m}\right) \frac{1}{2} \rho^{2}} \tag{IV.A.15}
\end{equation*}
$$

Using the definition of $\rho$, we have shown that

$$
\begin{equation*}
I I I=\mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} O_{\mathcal{K}}\left(\varepsilon^{k+1} \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right) \tag{IV.A.16}
\end{equation*}
$$

Step 2. [Proof of (IV.A.8).]
(IV.A.8) follows by proceeding exactly as in Step 1 (with $\bar{\rho}=\sqrt{2(k+2) \varepsilon \log \left(\varepsilon^{-1}\right)} / \sqrt{U_{m}^{\prime \prime}\left(z_{m}\right)}$ replacing $\rho$ ) but with the only difference that here we estimate the leading order term $I$ in the following way. The idea is based on Step 2.3 of the proof of [82, A.3]. First, by adding one more term in the Taylor expansion in (IV.A.10), we have that for some $\theta \in[0,1]$,

$$
\begin{equation*}
\bar{U}_{m}(y)=U_{m}^{0}+\frac{1}{2} y^{2} U_{m}^{2}+\frac{1}{6} y^{3} U_{m}^{3}+\frac{1}{24} y^{4} \bar{U}_{m}^{(4)}(\theta y) \tag{IV.A.17}
\end{equation*}
$$

where for $i=0,1,2,3$, we abbreviate $U_{m}^{i}:=U_{m}^{(i)}\left(z_{m}\right)$. Then,

$$
\begin{align*}
& \mathrm{e}^{\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} I=\mathrm{e}^{\frac{1}{\varepsilon} U_{m}^{0}} \int_{-\bar{\rho}}^{\bar{\rho}} y^{2 k+1} \mathrm{e}^{-\frac{1}{\varepsilon} \bar{U}_{m}(y)} d y=\int_{-\bar{\rho}}^{\bar{\rho}} y^{2 k+1} \mathrm{e}^{-\frac{1}{\varepsilon}\left(\frac{y^{2}}{2} U_{m}^{2}+\frac{y^{3}}{6} U_{m}^{3}+\frac{y^{4}}{24} \bar{U}_{m}^{(4)}(\theta y)\right)} d y \\
& =-\frac{1}{6 \varepsilon} U_{m}^{3} \int_{-\bar{\rho}}^{\bar{\rho}} y^{2 k+4} \mathrm{e}^{-\frac{1}{\varepsilon} \frac{1}{2} y^{2} U_{m}^{2}} d y-\frac{1}{24 \varepsilon} \int_{-\bar{\rho}}^{-\bar{\rho}} y^{2 k+5} \bar{U}_{m}^{(4)}(\theta y) \mathrm{e}^{-\frac{1}{\varepsilon} \frac{y^{2}}{2} U_{m}^{2}} d y \\
& \quad+\int_{-\bar{\rho}}^{\bar{\rho}} y^{2 k+1} \mathrm{e}^{-\frac{1}{\varepsilon} \frac{y^{2}}{2} U_{m}^{2}}\left(\mathrm{e}^{-\frac{1}{\varepsilon}\left(\frac{y^{3}}{6} U_{m}^{3}+\frac{y^{4}}{24} \bar{U}_{m}^{(4)}(\theta y)\right)}-1+\frac{y^{3}}{6 \varepsilon} U_{m}^{3}+\frac{y^{4}}{24 \varepsilon} \bar{U}_{m}^{(4)}(\theta y)\right) d y \text { (IV.A }  \tag{IV.A.18}\\
& =: I_{1}+I_{2}+I_{3} .
\end{align*}
$$

We now show that the term $I_{1}$ provides the dominant contribution and that $I_{2}$ and $I_{3}$ are of lower order than $I_{1}$. Concerning $I_{1}$, simple Gaussian computations as in Step 1.1 yield that

$$
\begin{equation*}
I_{1}=-\frac{1}{6} U_{m}^{3} \sqrt{\frac{2 \pi \varepsilon}{U_{m}^{\prime \prime}\left(z_{m}\right)}}\left(\varepsilon^{k+1} \frac{(2 k+3)!!}{U_{m}^{\prime \prime}\left(z_{m}\right)^{k+2}}+O_{\mathcal{K}}\left(\varepsilon^{k+1+\frac{1}{2}} \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right)\right) . \tag{IV.A.19}
\end{equation*}
$$

For $I_{2}$ we use that $\bar{U}_{m}^{(4)}$ is locally bounded to obtain that

$$
\begin{equation*}
\left|I_{2}\right| \leq C \frac{1}{\varepsilon} \int_{-\bar{\rho}}^{\bar{\rho}}|y|^{2 k+5} \mathrm{e}^{-\frac{1}{\varepsilon} \frac{y^{2}}{2} U_{m}^{2}} d y \leq C \varepsilon^{k+2} \tag{IV.A.20}
\end{equation*}
$$

Finally, to estimate the term $I_{3}$, note that $y^{4} \leq y^{3}$ for $y \in[-\bar{\rho}, \bar{\rho}], \bar{U}_{m}^{\prime \prime \prime}$ and $\bar{U}_{m}^{(4)}$ are locally bounded, and that $\bar{\rho}^{3} / \varepsilon \leq C \sqrt{\varepsilon \log \left(\varepsilon^{-1}\right)}$. Then, by using the inequality $\left|\mathrm{e}^{-x}-1+x\right| \leq|x|^{2} \mathrm{e}^{|x|}$,

$$
\begin{align*}
\left|I_{3}\right| & \leq \int_{-\bar{\rho}}^{\bar{\rho}}|y|^{2 k+1} \mathrm{e}^{-\frac{1}{\varepsilon} \frac{y^{2}}{2} U_{m}^{2}} \mathrm{e}^{\left.\left\lvert\, \frac{1}{\varepsilon} \frac{y^{3}}{6} U_{m}^{3}+\frac{y^{4}}{24} \bar{U}_{m}^{(4)}(\theta y)\right.\right) \mid}\left(\frac{y^{3}}{6 \varepsilon} U_{m}^{3}+\frac{y^{4}}{24 \varepsilon} \bar{U}_{m}^{(4)}(\theta y)\right)^{2} d y  \tag{IV.A.21}\\
& \leq \frac{C}{\varepsilon^{2}} \mathrm{e}^{C \frac{\bar{\rho}^{3}}{\varepsilon}} \int_{-\bar{\rho}}^{\bar{\rho}}|y|^{2 k+1} \mathrm{e}^{-\frac{1}{\varepsilon} \frac{y^{2}}{2} U_{m}^{2}}|y|^{6} d y \leq C \varepsilon^{k+2} .
\end{align*}
$$

This concludes the proof of (IV.A.8).

Corollary IV.A. 3 Consider the same setting as in Lemma IV.A.2. Then,

$$
\begin{equation*}
\frac{\int_{\mathbb{R}}\left(z-z_{m}\right)^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}{\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}=\varepsilon^{k} \frac{(2 k-1)!!}{U_{m}^{\prime \prime}\left(z_{m}\right)^{k}}+O_{\mathcal{K}}\left(\varepsilon^{k+\frac{1}{2}} \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right), \tag{IV.A.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\int_{\mathbb{R}}\left(z-z_{m}\right)^{2 k+1} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}{\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}=-\frac{(2 k+3)!!U_{m}^{\prime \prime \prime}\left(z_{m}\right) \varepsilon^{k+1}}{6 U_{m}^{\prime \prime}\left(z_{m}\right)^{k+2}}+O_{\mathcal{K}}\left(\varepsilon^{k+\frac{3}{2}} \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right) . \tag{IV.A.23}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\frac{\int_{\mathbb{R}}\left(\bar{z}-\frac{\int_{\mathbb{R}} z \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}{\int_{\mathbb{R}} \mathrm{e}^{\frac{1}{\varepsilon} U_{m}(z)} d z}\right)^{2 k} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(\bar{z})} d \bar{z}}{\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}=\varepsilon^{k} \frac{(2 k-1)!!}{U_{m}^{\prime \prime}\left(z_{m}\right)^{k}}+O_{\mathcal{K}}\left(\varepsilon^{k+1} \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right), \tag{IV.A.24}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{\int_{\mathbb{R}}\left(\bar{z}-\frac{\int_{\mathbb{R}} z \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}{\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}\right)^{2 k+1} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(\bar{z})} d \bar{z}}{\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}  \tag{IV.A.25}\\
&=-\frac{2 k(2 k+1)!!U_{m}^{\prime \prime \prime}\left(z_{m}\right) \varepsilon^{k+1}}{6 U_{m}^{\prime \prime}\left(z_{m}\right)^{k+2}}+O_{\mathcal{K}}\left(\varepsilon^{k+\frac{3}{2}} \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right) .
\end{align*}
$$

Proof. To show (IV.A.22), similarly as in Step 5 in the proof of [82, A.3], we apply (IV.A.7) both to the numerator and to the denominator on the left-hand side of (IV.A.22). Analogously, we apply (IV.A.8) to the numerator and (IV.A.7) to the denominator to show (IV.A.23).

To show (IV.A.24), we first introduce the measure $d \nu(z)=\mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(\bar{z})} /\left(\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z\right) d \bar{z}$. Then, the left-hand side of (IV.A.24) is equal to

$$
\begin{equation*}
\int_{\mathbb{R}}\left(z-z_{m}\right)^{2 k} d \nu(z)+\sum_{\ell=0}^{2 k-1}\binom{2 k}{\ell}\left(\int_{\mathbb{R}}\left(z-z_{m}\right) d \nu(z)\right)^{2 k-\ell} \int_{\mathbb{R}}\left(z-z_{m}\right)^{\ell} d \nu(z) \tag{IV.A.26}
\end{equation*}
$$

Using (IV.A.22) and (IV.A.23), it is easy to see that for each $\ell=0, \ldots, 2 k-1$,

$$
\begin{equation*}
\left(\int_{\mathbb{R}}\left(z-z_{m}\right) d \nu(z)\right)^{2 k-\ell} \int_{\mathbb{R}}\left(z-z_{m}\right)^{\ell} d \nu(z)=O_{\mathcal{K}}\left(\varepsilon^{2 k-\ell+\left\lceil\frac{\ell}{2}\right\rceil}\right) \leq O_{\mathcal{K}}\left(\varepsilon^{k+1}\right) . \tag{IV.A.27}
\end{equation*}
$$

Combining (IV.A.26), (IV.A.27) and (IV.A.22) yields (IV.A.24).
It remains to show (IV.A.25). Similarly as in (IV.A.26), we have that the left-hand side of (IV.A.25) is equal to

$$
\begin{align*}
& \int_{\mathbb{R}}\left(z-z_{m}\right)^{2 k+1} d \nu(z)+(2 k+1) \int_{\mathbb{R}}\left(z-z_{m}\right) d \nu(z) \int_{\mathbb{R}}\left(z-z_{m}\right)^{2 k} d \nu(z)  \tag{IV.A.28}\\
& +\sum_{\ell=0}^{2 k-1}\binom{2 k}{\ell}\left(\int_{\mathbb{R}}\left(z-z_{m}\right) d \nu(z)\right)^{2 k+1-\ell} \int_{\mathbb{R}}\left(z-z_{m}\right)^{\ell} d \nu(z) . \tag{IV.A.29}
\end{align*}
$$

As above, we observe that all the summands in (IV.A.29) are of lower order. Then, using (IV.A.22) and (IV.A.23) for the two terms in (IV.A.28), we infer (IV.A.25).

## IV.A. 3 A priori estimates for the measure $\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}$

For the proof of the local Cramér theorem and the equivalence of observables we need some estimates on certain moments and Fourier transforms of $\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}$.

Lemma IV.A. 4 Recall the definition of $\psi_{J}, \varphi_{\varepsilon}^{*}, \varphi_{\varepsilon}$ and $\mu^{\varepsilon, \sigma}$ given in (IV.1.2), (IV.1.8), (IV.1.9) and (IV.1.10). Notice that the inverse $\left(\psi_{J}^{\prime}\right)^{-1}$ of $\psi_{J}^{\prime}$ exists.
(i) Let $\tilde{K} \subset \mathbb{R}$ be compact. Then, for all $\lambda \in \tilde{K},\left(\varphi_{\varepsilon}^{*}\right)^{\prime}\left(\frac{1}{\varepsilon} \lambda\right)=\left(\psi_{J}^{\prime}\right)^{-1}(\lambda)+\Omega_{\tilde{K}}(\varepsilon)$.
(ii) For all compact intervals $K \subset \mathbb{R}$ there exists a function $\tau_{\varepsilon}: K \rightarrow \mathbb{R}$ and $\varepsilon_{K}>0$ such that $\sup _{0<\varepsilon<\varepsilon_{K}} \sup _{m \in K}\left|\tau_{\varepsilon}(m)\right|<\infty$ and $\varphi_{\varepsilon}^{\prime}(m)=\frac{1}{\varepsilon} \tau_{\varepsilon}(m)$ for all $m \in K$ and $\varepsilon<\varepsilon_{K}$.
(iii) For $m \in \mathbb{R}$, let

$$
\begin{equation*}
s_{\varepsilon}(m)=\left(\varphi_{\varepsilon}^{*}\right)^{\prime \prime}\left(\varphi_{\varepsilon}^{\prime}(m)\right)^{\frac{1}{2}} . \tag{IV.A.30}
\end{equation*}
$$

Note that $s_{\varepsilon}$ is well-defined, since $\varphi_{\varepsilon}^{*}$ is strictly convex (see Lemma IV.A.1). Then, for each compact interval $K \subset \mathbb{R}$, there exist $C_{K}>0$ and $\varepsilon_{K}>0$ such that for all $m \in K$ and for all $\varepsilon<\varepsilon_{K}$,

$$
\begin{equation*}
s_{\varepsilon}(m)^{2}=\Omega_{K}(\varepsilon) \quad \text { and } \quad \sum_{k=1}^{4} \int_{\mathbb{R}}\left|\frac{z-m}{s_{\varepsilon}(m)}\right|^{k} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}(z) \leq C_{K} . \tag{IV.A.31}
\end{equation*}
$$

Proof. (i). Note that for all $\lambda \in \tilde{K}$, the function $U(\lambda, z)=\psi_{J}(z)-\lambda z$ satisfies the same conditions as the function $U$ from Corollary IV.A.3. In particular, $U_{\lambda}$ admits a unique global minimum at $\left(\psi_{J}^{\prime}\right)^{-1}(\lambda)$. Thus, part (i) follows immediately from Lemma IV.A. 1 and (IV.A.23).
(ii). Let $K=[a, b]$ for some $a, b \in \mathbb{R}$ with $a<b$. Set $F(m)=\left(\varphi_{\varepsilon}^{*}\right)^{\prime}\left(\psi_{J}^{\prime}(m) / \varepsilon\right)$. From part (i), we know that for $\varepsilon$ small enough,

$$
\begin{align*}
& F(a-1)=a-1+\Omega_{[a-1, b+1]}(\varepsilon)<a, \quad \text { and } \\
& F(b+1)=b+1+\Omega_{[a-1, b+1]}(\varepsilon)>b . \tag{IV.A.32}
\end{align*}
$$

Therefore, by the continuity of $F$ and the mean value theorem, $F([a-1, b+1]) \supset K$. We also know that $F:[a-1, b+1] \rightarrow F([a-1, b+1])$ is bijective, since $F$ is strictly increasing. Setting now $\tau_{\varepsilon}(m)=\psi_{J}^{\prime}\left(F^{-1}(m)\right)$ for $m \in K$ yields that

$$
\begin{equation*}
\left(\varphi_{\varepsilon}^{*}\right)^{\prime}\left(\frac{1}{\varepsilon} \tau_{\varepsilon}(m)\right)=m \quad \text { for all } m \in K . \tag{IV.A.33}
\end{equation*}
$$

Since $\varphi_{\varepsilon}^{\prime}=\left(\left(\varphi_{\varepsilon}^{*}\right)^{\prime}\right)^{-1}$ (cf. (IV.A.4)), this concludes the proof of part (ii).
(iii). Let $U(m, z)=\psi_{J}(z)-\tau_{\varepsilon}(m) z$. Then, using part (ii), Lemma IV.A. 1 and (IV.A.24), we know that for $k=2,4$ and for all $m \in K$,

$$
\begin{align*}
\int_{\mathbb{R}}|z-m|^{k} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}(z) & =\frac{\int_{\mathbb{R}}\left(\bar{z}-\frac{\int_{\mathbb{R}} z \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}{\int_{\mathbb{R}} \mathrm{e}^{\frac{1}{\varepsilon} U_{m}(z)} d z}\right)^{k} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(\bar{z})} d \bar{z}}{\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}  \tag{IV.A.34}\\
& =\varepsilon^{\frac{k}{2}} \frac{(k-1)!!}{\psi_{J}^{\prime \prime}\left(\left(\psi_{J}^{\prime}\right)^{-1}\left(\tau_{\varepsilon}(m)\right)\right)^{\frac{k}{2}}}+O_{K}\left(\varepsilon^{\frac{k+1}{2}} \sqrt{\log \left(\varepsilon^{-1}\right)^{3}}\right) .
\end{align*}
$$

The dependence on $\varepsilon$ of $\tau_{\varepsilon}$ is of no problem here due to its uniform boundedness stated in part (ii). Then, for $k=2$, the left-hand side of (IV.A.34) equals $s_{\varepsilon}(m)^{2}$ (cf. Lemma IV.A.1). Thus, (IV.A.34) proves the first claim in (IV.A.31), since the map $(m, \varepsilon) \mapsto \psi_{J}^{\prime \prime}\left(\left(\psi_{J}^{\prime}\right)^{-1}\left(\tau_{\varepsilon}(m)\right)\right.$ is locally bounded. Moreover, due to Hölder's inequality, to show the second claim in (IV.A.31), it suffices to show that there exists $\varepsilon_{K}^{\prime}>0$ such that

$$
\begin{equation*}
\sup _{0<\varepsilon<\varepsilon_{K}^{\prime}} \sup _{m \in K} \int_{\mathbb{R}}\left|\frac{z-m}{s(m)}\right|^{4} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}(z)<\infty . \tag{IV.A.35}
\end{equation*}
$$

However, combining (IV.A.34) for $k=4$ and the first claim in (IV.A.31), already implies (IV.A.35). This conclude the proof of part (iii).

Lemma IV.A. 5 Consider the same setting as in Lemma IV.A.4. Let $K \subset \mathbb{R}$ be compact, and abbreviate $\hat{z}(m)=(z-m) / s(m)$. Then, there exists $C_{K}, \varepsilon_{K}>0$ such that for all $\hat{\xi} \in \mathbb{R}$,

$$
\begin{equation*}
\sup _{0<\varepsilon<\varepsilon_{K}} \sup _{m \in K}\left|\int_{\mathbb{R}} \mathrm{e}^{i \hat{z}(m) \hat{\xi}} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}(z)\right| \leq \frac{C_{K}}{|\hat{\xi}|} . \tag{IV.A.36}
\end{equation*}
$$

Proof. Fix $m \in K$. In this proof $C \in(0, \infty)$ denotes a constant, which is independent of $\varepsilon$ and $m$, and may change every time it appears.

Let $U_{m}(z)=\psi_{J}(z)-\tau_{\varepsilon}(m) z$, where $\tau_{\varepsilon}(m)$ is introduced in Lemma IV.A.4. Then, by partial integration (as in [101, p. 37]) and by (IV.A.31),

$$
\begin{align*}
\left|\int_{\mathbb{R}} \mathrm{e}^{i \hat{z}(m) \hat{\xi}} d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}(z)\right| & =\frac{s_{\varepsilon}(m)}{|\hat{\xi}|} \frac{1}{\varepsilon}\left|\frac{\int_{\mathbb{R}} \mathrm{e}^{i \hat{z}(m) \hat{\xi}} U_{m}^{\prime}(z) \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}{\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}\right|  \tag{IV.A.37}\\
& \leq \frac{C}{|\hat{\xi}| \sqrt{\varepsilon}} \frac{\int_{\mathbb{R}}\left|U_{m}^{\prime}(z)\right| \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}{\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z}
\end{align*}
$$

Let $z_{m}$ be the unique global minimum of $U_{m}$, and let $\rho=C^{\prime} \sqrt{\varepsilon \log \left(\varepsilon^{-1}\right)}$ for some $C^{\prime}>0$ large enough. Then, using the same arguments as in the proof of Lemma IV.A.2, we see that the integral in the numerator on the right-hand side of (IV.A.37) is concentrated around $B_{\rho}\left(z_{m}\right)$, i.e.

$$
\begin{equation*}
\int_{\mathbb{R}}\left|U_{m}^{\prime}(z)\right| \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}(z)} d z=\int_{-\rho}^{\rho}\left|U_{m}^{\prime}\left(z_{m}+z\right)\right| \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}+z\right)} d z+O_{K}\left(\varepsilon^{2} \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)}\right) \tag{IV.A.38}
\end{equation*}
$$

Moreover, by Taylor's formula for some $\theta, \theta^{\prime} \in[0,1]$ (cf. (IV.A.10)),

$$
\begin{align*}
& \int_{-\rho}^{\rho}\left|U_{m}^{\prime}\left(z_{m}+z\right)\right| \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}+z\right)} d z \\
& \quad=\mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} \int_{-\rho}^{\rho}\left|z U_{m}^{\prime \prime}\left(z_{m}+\theta z\right)\right| \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}^{\prime \prime}\left(z_{m}\right) \frac{1}{2} z^{2}-\frac{1}{\varepsilon} U_{m}^{\prime \prime \prime}\left(z_{m}+\theta^{\prime} z\right) \frac{1}{6} z^{3}} d z  \tag{IV.A.39}\\
& \quad \leq C \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} \int_{-\rho}^{\rho}|z| \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}^{\prime \prime}\left(z_{m}\right) \frac{1}{2} z^{2}} d z \leq C \mathrm{e}^{-\frac{1}{\varepsilon} U_{m}\left(z_{m}\right)} \varepsilon .
\end{align*}
$$

Combining (IV.A.37), (IV.A.38) and (IV.A.39) and applying (IV.A.7) to the denominator in the right-hand side of (IV.A.37) yields (IV.A.36). This concludes the proof.

## IV.A. 4 Proof of the local Cramér theorem

In this subsection we prove the local Cramér theorem (Proposition IV.1). The main ideas of the proof are the same as in [80, Proposition 31] or [101, Section 3]. The main difficulty here is to show that the estimates are uniform in $\varepsilon \ll 1$.
Proof of Proposition IV.1. Fix $m \in K$. In this proof $C \in(0, \infty)$ denotes a varying constant, which is independent of $N, \varepsilon$ and $m$, but may depend on $K$.

Let $s_{\varepsilon}(m)$ be defined by (IV.A.30). In order to simplify the presentation here, for any function $f: \mathbb{R} \rightarrow \mathbb{R}$ and for all $z \in \mathbb{R}$, we abbreviate

$$
\begin{equation*}
\langle f\rangle=\int_{\mathbb{R}} f(z) d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}(z) \quad \text { and } \quad \hat{z}=\frac{z-m}{s_{\varepsilon}(m)} \tag{IV.A.40}
\end{equation*}
$$

Step 1. [New representation of $\mathrm{e}^{-N \varphi_{N, \varepsilon}(m)}$.]
Let $\left(X_{i}\right)_{i}$ be a sequence of random variables that are independent and identically distributed with common law $\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}$. Let

$$
\begin{equation*}
\tilde{S}_{\varepsilon, m, N}=\frac{1}{\sqrt{N}} \sum_{i=0}^{N-1}\left(X_{i}-m\right) \tag{IV.A.41}
\end{equation*}
$$

and let $\tilde{g}_{\varepsilon, m, N}$ denote the Lebesgue density of the distribution of $\tilde{S}_{\varepsilon, m, N}$. As in [101, (31)], using the co-area formula, we have that

$$
\begin{equation*}
\tilde{g}_{\varepsilon, m, N}(0)=\mathrm{e}^{N \varphi_{\varepsilon}(m)-N \varphi_{N, \varepsilon}(m)} . \tag{IV.A.42}
\end{equation*}
$$

Moreover, let $g_{\varepsilon, m, N}$ be the Lebesgue density of the distribution of

$$
\begin{equation*}
S_{\varepsilon, m, N}=\frac{1}{\sqrt{N}} \sum_{i=0}^{N-1} \frac{X_{i}-m}{s_{\varepsilon}(m)} . \tag{IV.A.43}
\end{equation*}
$$

Then, by Lemma IV.A.1,

$$
\begin{equation*}
g_{\varepsilon, m, N}(0)=\tilde{g}_{\varepsilon, m, N}(0) s_{\varepsilon}(m)=\tilde{g}_{\varepsilon, m, N}(0) \varphi_{\varepsilon}^{\prime \prime}(m)^{-\frac{1}{2}} \tag{IV.A.44}
\end{equation*}
$$

Therefore, it suffices to show that for $\varepsilon$ small enough,

$$
\begin{equation*}
\left|g_{\varepsilon, m, N}(0)-\frac{1}{\sqrt{2 \pi}}\right|=O_{K}\left(\frac{1}{\sqrt{N}}\right) . \tag{IV.A.45}
\end{equation*}
$$

We show (IV.A.45) by mimicking the arguments of the proof of [101, 3.1]. Therefore, as in [101, (44)], we apply the inverse Fourier transform to obtain that

$$
\begin{equation*}
2 \pi g_{\varepsilon, m, N}(0)=\int_{\mathbb{R}}\left\langle\mathrm{e}^{i \frac{1}{\sqrt{N}} \hat{z} \hat{\xi}}\right\rangle^{N} d \hat{\xi}, \tag{IV.A.46}
\end{equation*}
$$

and we split this integral according to some $\delta>0$ (which is chosen in Step 2) as

$$
\begin{align*}
\int_{\mathbb{R}}\left\langle\mathrm{e}^{i \frac{1}{\sqrt{N}} \hat{\xi} \hat{\xi}}\right\rangle^{N} d \hat{\xi} & =\int_{\left\{\left|\frac{\xi}{\sqrt{N}}\right| \leq \delta\right\}}\left\langle\mathrm{e}^{i \frac{1}{\sqrt{N}} \hat{z} \hat{\xi}}\right\rangle^{N} d \hat{\xi}+\int_{\left\{\left|\frac{\hat{\xi}}{\sqrt{N}}\right|>\delta\right\}}\left\langle\mathrm{e}^{i \frac{1}{\sqrt{N}} \hat{\xi} \hat{\xi}}\right\rangle^{N} d \hat{\xi}  \tag{IV.A.47}\\
& =: I+I I .
\end{align*}
$$

In the following we compute the asymptotic value of $I$, and show that $I I$ is of lower order than $I$.

Step 2. [Estimation of the term $I$.]
From Lemma IV.A. 4 we know that there exists $\varepsilon_{K}>0$ such that

$$
\begin{equation*}
\left.\left.\sup _{0<\varepsilon<\varepsilon_{K}} \sup _{m \in K} \sum_{k=1}^{3}\langle | \hat{z}\right|^{k}\right\rangle \leq C \tag{IV.A.48}
\end{equation*}
$$

Then, as in [101, (46)], applying Taylor's formula to the functions $\hat{\xi} \mapsto h(\hat{\xi})$ and $\hat{\xi} \mapsto\left\langle\mathrm{e}^{i \hat{z} \hat{\xi}}\right\rangle$ shows that there exist $\hat{\delta}, c_{K}>0$, and a complex-valued function $h$ such that for all $|\hat{\xi}| \leq \hat{\delta}$ and all $\varepsilon<\varepsilon_{K}$,

$$
\begin{equation*}
\left\langle\mathrm{e}^{i \hat{z} \hat{\xi}}\right\rangle=\mathrm{e}^{-h(\hat{\xi})} \quad \text { and } \quad\left|h(\hat{\xi})-\frac{1}{2} \hat{\xi}^{2}\right| \leq c_{K}|\hat{\xi}|^{3} \tag{IV.A.49}
\end{equation*}
$$

As a consequence, by choosing $\delta<\hat{\delta}$, we have that

$$
\begin{equation*}
I=\int_{\left\{\left|\frac{\hat{\xi}}{\sqrt{N}}\right| \leq \delta\right\}} \mathrm{e}^{-N h\left(\frac{\hat{\xi}}{\sqrt{N}}\right)} d \hat{\xi} \tag{IV.A.50}
\end{equation*}
$$

Moreover, by arguing similarly as in [101, (69)], (IV.A.49) yields that for $\delta<\hat{\delta}$ small enough,

$$
\begin{equation*}
\operatorname{Re}\left(N h\left(\frac{\hat{\xi}}{\sqrt{N}}\right)\right) \geq \frac{|\hat{\xi}|^{2}}{2}-c_{K} \delta|\hat{\xi}|^{2} \geq \frac{|\hat{\xi}|^{2}}{4} \tag{IV.A.51}
\end{equation*}
$$

This in turn implies that, by proceeding as in [101, p. 32],

$$
\begin{equation*}
\left|\mathrm{e}^{-N h\left(\frac{\hat{\xi}}{\sqrt{N}}\right)}-\mathrm{e}^{-\frac{1}{2} \hat{\xi}^{2}}\right| \leq \mathrm{e}^{-\frac{1}{4} \hat{\xi}^{2}} c_{K} \frac{|\hat{\xi}|^{3}}{\sqrt{N}} \tag{IV.A.52}
\end{equation*}
$$

which yields, as in [101, p. 32], to the estimate

$$
\begin{equation*}
|I-\sqrt{2 \pi}| \leq \frac{C}{\sqrt{N}} \tag{IV.A.53}
\end{equation*}
$$

Step 3. [Estimation of the term $I I$.]
It remains to show that the term $I I$ is negligible. Recall from Lemma IV.A. 4 and Lemma IV.A. 5 that there exist $\varepsilon_{K}^{\prime}, c_{K}^{\prime}>0$ such that for all $\hat{\xi} \in \mathbb{R}$,

$$
\begin{equation*}
\sup _{0<\varepsilon<\varepsilon_{K}^{\prime}} \sup _{m \in K}\langle | \hat{z}| \rangle \leq c_{K}^{\prime} \quad \text { and } \quad \sup _{0<\varepsilon<\varepsilon_{K}^{\prime}} \sup _{m \in K}\left|\left\langle e^{i \hat{z} \hat{\xi}}\right\rangle\right| \leq \frac{c_{K}^{\prime}}{|\hat{\xi}|} \tag{IV.A.54}
\end{equation*}
$$

Then, following the proof of [101, 3.4], the estimates in (IV.A.54) (which are the analogues of [101, (52)] and [101, (53)]) imply that for all $\delta<\hat{\delta}$ there exists $\lambda_{K, \delta}<1$ (which depends only on $c_{K}^{\prime}$ and $\delta$ ) such that

$$
\begin{equation*}
\sup _{0<\varepsilon<\varepsilon_{K}^{\prime}} \sup _{m \in K}\left|\left\langle\mathrm{e}^{i \hat{z} \hat{\xi}}\right\rangle\right| \leq \lambda_{K, \delta} \quad \text { for all }|\hat{\xi}| \geq \delta \tag{IV.A.55}
\end{equation*}
$$

Finally, applying the same arguments as in [101, p. 32] shows that

$$
\begin{equation*}
|I I| \leq C N \lambda_{K, \delta}^{N-2} . \tag{IV.A.56}
\end{equation*}
$$

Hence, $|I I| \leq C / \sqrt{N}$ for $N$ large enough. This concludes the proof.
As a simple consequence of the ideas from the proof of Proposition IV.1, we can state the result in a more precise way in the trivial case that the (effective) single-site potential is a quadratic function. The result is given in the following lemma.

Lemma IV.A. 6 Let $V(z)=\frac{\alpha}{2} z^{2}$ for some $\alpha>0$. Let $\chi_{\varepsilon}^{*}, \chi_{\varepsilon}, \mu^{\varepsilon, \chi_{\varepsilon}^{\prime}(m)}$ be defined by (IV.A.1), (IV.A.2) and (IV.A.3), respectively, with $W$ replaced by $\frac{1}{\varepsilon} V$. Let $\chi_{N, \varepsilon}: \mathbb{R} \mapsto \mathbb{R}$ be defined by

$$
\begin{equation*}
\varphi_{N, \varepsilon}(m)=-\frac{1}{N} \log \int_{P^{-1}(m)} \mathrm{e}^{-\frac{1}{\varepsilon} \sum_{i=0}^{N-1} V\left(x_{i}\right)} d \mathcal{H}^{N-1}(x) . \tag{IV.A.57}
\end{equation*}
$$

Then, for all $m \in \mathbb{R}$,

$$
\begin{equation*}
\mathrm{e}^{-N \chi_{N, \varepsilon}(m)}=\mathrm{e}^{-N \chi_{\varepsilon}(m)} \frac{\sqrt{\varphi_{\varepsilon}^{\prime \prime}(m)}}{\sqrt{2 \pi}} . \tag{IV.A.58}
\end{equation*}
$$

Proof. Using the same notation and the same arguments as in Step 1 of the proof of Proposition IV.1, we see that it suffices to show that

$$
\begin{equation*}
g_{\varepsilon, m, N}(0)=\frac{1}{\sqrt{2 \pi}} . \tag{IV.A.59}
\end{equation*}
$$

Note that by a simple computation, for all $\sigma, m \in \mathbb{R}$,

$$
\begin{equation*}
\chi_{\varepsilon}(m)=\frac{\alpha}{2 \varepsilon} m^{2}-\frac{1}{2} \log \left(2 \pi \frac{\varepsilon}{\alpha}\right) \quad \text { and } \quad \mu^{\varepsilon, \chi_{\varepsilon}^{\prime}(m)}(z)=\mathrm{e}^{-\frac{\alpha}{2 \varepsilon}(z-m)^{2}} \frac{1}{\sqrt{2 \pi \frac{\varepsilon}{\alpha}}} d z \tag{IV.A.60}
\end{equation*}
$$

In particular, $\mu^{\varepsilon, \chi_{\varepsilon}^{\prime}(m)}(z)$ is a Gaussian measure. Therefore, the claim (IV.A.59) is a simple consequence of the stability of Gaussian measures under convolution.

## IV.A. 5 Proof of the equivalence of observables

In this subsection we prove the equivalence of observables, which is stated in Proposition IV.11. The proof is similar to the proof of Proposition IV. 1 and combines the ideas from [91] and [101].
Proof of Proposition IV.11. For simplicity, we only consider the case $\ell=1$. A straightforward modification of the following proof yields the claim also in the case $\ell \in \mathbb{N}$.

Fix $m \in K=[-2,2]$. In this proof, let $C$ denote a varying positive constant, which does not depend on $N, \varepsilon$ and $m$, but may depend on $b$ and $K$.

Step 1. [Cramér's representation.]
Proceeding as in [91], we use the so-called Cramér representation in order to rewrite the left-hand side of (IV.1.63) in terms of the density of a certain random variable.

Let $\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m), N}=\otimes_{i=1}^{N} \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}$, and let, for $\sigma \in \mathbb{R}$, the measure $\mu^{\sigma, \varepsilon, \varphi_{\varepsilon}^{\prime}(m), N} \in \mathcal{M}_{1}\left(\mathbb{R}^{N}\right)$ be defined by

$$
\begin{equation*}
\mu^{\sigma, \varepsilon, \varphi_{\varepsilon}^{\prime}(m), N}(d x)=\frac{1}{Z} \exp \left(\varphi_{\varepsilon}^{\prime}(m) \sum_{i=0}^{N-1} x_{i}+\sigma b\left(x_{0}\right)-\sum_{i=0}^{N-1} \psi_{J}\left(x_{i}\right)\right) d x, \tag{IV.A.61}
\end{equation*}
$$

where $Z$ denotes the normalization constant. Note that $\mu^{0, \varepsilon, \varphi_{\varepsilon}^{\prime}(m), N}=\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m), N}$. Let $\left(Y_{i}\right)_{i=1, \ldots, N}$ be a random vector distributed according to $\mu^{\sigma, \varepsilon, \varphi_{\varepsilon}^{\prime}(m), N}$, and let

$$
\begin{equation*}
S_{\sigma, \varepsilon, m, N}=\frac{1}{\sqrt{N}} \sum_{i=0}^{N-1}\left(Y_{i}-m\right) \tag{IV.A.62}
\end{equation*}
$$

Let $\tilde{g}_{\sigma, \varepsilon, m, N}$ denote the Lebesgue density of the distribution of $S_{\sigma, \varepsilon, m, N}$. Note that $\tilde{g}_{0, \varepsilon, m, N}=$ $\tilde{g}_{\varepsilon, m, N}$, where $\tilde{g}_{\varepsilon, m, N}$ is defined in Step 1 of the proof of Proposition IV.1. Using the same arguments as in [91, Lemma 5 and Lemma 6], we observe that

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{N}} b\left(x_{0}\right) d \mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m), N}-\int_{P^{-1}(m)} b\left(x_{0}\right) d \mu_{m}\right|=\left|\frac{\left.\frac{d}{d \sigma}\right|_{\sigma=0} \tilde{g}_{\sigma \varepsilon, m, N}(0)}{\tilde{g}_{0, \varepsilon, m, N}(0)}\right| . \tag{IV.A.63}
\end{equation*}
$$

Hence, in order to show (IV.1.63), It suffices to show that there exist $\varepsilon_{b, K}>0$ and $N_{b, K} \in \mathbb{N}$ such that for all $N \geq N_{b, K}, \varepsilon<\varepsilon_{b, K}$ and $m \in K$,

$$
\begin{align*}
\left.\left|\frac{d}{d \sigma}\right|_{\sigma=0} \tilde{g}_{\sigma, \varepsilon, m, N}(0) \right\rvert\, & \leq \frac{C}{s_{\varepsilon}(m) \sqrt{N}}  \tag{IV.A.64}\\
\left|\tilde{g}_{0, \varepsilon, m, N}(0)\right| & \geq \frac{1}{s_{\varepsilon}(m) \sqrt{2 \pi}}\left(1+O_{K}\left(\frac{1}{\sqrt{N}}\right)\right), \tag{IV.A.65}
\end{align*}
$$

where $s_{\varepsilon}(m)$ is defined in (IV.A.30).
Step 2. [Proof of (IV.A.65).]
Using the same arguments as in Step 1 of the proof of Proposition IV.1, we observe that

$$
\begin{equation*}
\tilde{g}_{0, \varepsilon, m, N}(0)=\mathrm{e}^{N \varphi_{\varepsilon}(m)-N \varphi_{N, \varepsilon}(m)} \tag{IV.A.66}
\end{equation*}
$$

Then, Proposition IV. 1 yields (IV.A.65).
Step 3. [Proof of (IV.A.64).]
Recall the abbreviations from (IV.A.40). Let $\left(X_{i}\right)_{i=1, \ldots, N}$ be a random vector distributed according to $\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m), N}$, and let $X$ be a random variable distributed according to $\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}$. By [91, Lemma 7], we have that

$$
\begin{align*}
& \left.2 \pi \frac{d}{d \sigma}\right|_{\sigma=0} \tilde{g}_{\sigma, \varepsilon, m, N}(0)=\int_{\mathbb{R}} \mathbb{E}_{\mu^{\varepsilon, \varphi} \varphi_{\varepsilon}^{\prime}(m), N}\left[\left(b\left(X_{0}\right)-\langle b\rangle\right) \mathrm{e}^{i \frac{1}{\sqrt{N}} \sum_{i=0}^{N-1}\left(X_{i}-m\right) \xi}\right] d \xi \\
& =\int_{\mathbb{R}} \mathbb{E}_{\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}}\left[(b(X)-\langle b\rangle) \mathrm{e}^{i \frac{1}{\sqrt{N}}(X-m) \xi}\right] \mathbb{E}_{\mu^{\varepsilon, \varphi_{\varepsilon}^{\prime}(m)}}\left[\mathrm{e}^{i \frac{1}{\sqrt{N}}(X-m) \xi}\right]^{N-1} d \xi  \tag{IV.A.67}\\
& =s_{\varepsilon}(m)^{-1} \int_{\mathbb{R}}\left\langle(b-\langle b\rangle) \mathrm{e}^{i \frac{1}{\sqrt{N}} \hat{\xi} \hat{\xi}}\right\rangle\left\langle\mathrm{e}^{i \frac{1}{\sqrt{N}} \hat{z} \hat{\xi}}\right\rangle^{N-1} d \hat{\xi} .
\end{align*}
$$

It remains to show that for $N$ large enough,

$$
\begin{equation*}
\left|\int_{\mathbb{R}}\left\langle(b-\langle b\rangle) \mathrm{e}^{i \frac{\hat{\xi}}{\sqrt{N}} \hat{z}}\right\rangle\left\langle\mathrm{e}^{i \frac{\hat{\xi}}{\sqrt{N}} \hat{z}}\right\rangle^{N-1} d \hat{\xi}\right| \leq \frac{C}{\sqrt{N}} . \tag{IV.A.68}
\end{equation*}
$$

In order to show (IV.A.68), we proceed as in the proof of [101, 3.1] and Proposition IV.1. Let $\hat{\delta}>0$ and $h$ be given as in Step 2 of the proof of Proposition IV.1. We split the integral
on the left-hand side in (IV.A.68) according to some $\delta<\hat{\delta}$ (which is chosen in Step 3.1) as

$$
\begin{align*}
& \int_{\left\{\left|\frac{\hat{\xi}}{\sqrt{N}}\right| \leq \delta\right\}}\left\langle(b-\langle b\rangle) \mathrm{e}^{i \frac{\hat{\xi}}{\sqrt{N}} \hat{\varepsilon}}\right\rangle \mathrm{e}^{-(N-1) h\left(\frac{\hat{\xi}}{\sqrt{N}}\right)} d \hat{\xi}+\int_{\left\{\left|\frac{\hat{\xi}}{\sqrt{N}}\right|>\delta\right\}}\left\langle(b-\langle b\rangle) \mathrm{e}^{i \frac{\hat{\xi}}{\sqrt{N}} \hat{z}}\right\rangle\left\langle\mathrm{e}^{i \frac{\hat{\xi}}{\sqrt{N}} \hat{\varepsilon}}\right\rangle^{N-1} d \hat{\xi} \\
& =: I+I I . \tag{IV.A.69}
\end{align*}
$$

We now show that $|I|+|I I| \leq C / \sqrt{N}$.
Step 3.1. [Estimation of the term $I$.]
This step is very similar to Step 2 of the proof of Proposition IV.1. Using (IV.A.49), we have that there exists $c_{K}>0$ such that

$$
\begin{equation*}
\left|(N-1) h\left(\frac{\hat{\xi}}{\sqrt{N}}\right)-\frac{1}{2} \hat{\xi}^{2}\right| \leq c_{K} \frac{|\hat{\xi}|^{3}}{\sqrt{N}}+\frac{|\hat{\xi}|^{2}}{2 N} . \tag{IV.A.70}
\end{equation*}
$$

Similarly as in (IV.A.51), this inequality yields that for $N \geq 4$ and for $\delta$ small enough,

$$
\begin{equation*}
\operatorname{Re}\left((N-1) h\left(\frac{\hat{\xi}}{\sqrt{N}}\right)\right) \geq \frac{|\hat{\xi}|^{2}}{2}-\left(c_{K} \delta+\frac{1}{8}\right)|\hat{\xi}|^{2} \geq \frac{|\hat{\xi}|^{2}}{4} \tag{IV.A.71}
\end{equation*}
$$

and hence, as in (IV.A.52),

$$
\begin{equation*}
\left|\mathrm{e}^{-(N-1) h\left(\frac{\hat{\xi}}{\sqrt{N}}\right)}-\mathrm{e}^{-\frac{1}{2} \hat{\xi}^{2}}\right| \leq \mathrm{e}^{-\frac{1}{4} \hat{\xi}^{2}}\left|c_{K} \frac{|\hat{\xi}|^{3}}{\sqrt{N}}+\frac{|\hat{\xi}|^{2}}{N}\right| \tag{IV.A.72}
\end{equation*}
$$

This implies that

$$
\begin{align*}
\left|I-\int_{\left\{\left|\frac{\hat{\xi}}{\sqrt{N}}\right| \leq \delta\right\}}\left\langle(b-\langle b\rangle) \mathrm{e}^{i \frac{\hat{\xi}}{\sqrt{N}} \hat{z}}\right\rangle \mathrm{e}^{-\frac{\xi^{2}}{2}} d \hat{\xi}\right| & \leq C \int_{\left\{\left|\frac{\hat{\xi}}{\sqrt{N}}\right| \leq \delta\right\}}\left|\frac{|\hat{\xi}|^{3}}{\sqrt{N}}+\frac{|\hat{\xi}|^{2}}{N}\right| \mathrm{e}^{-\frac{\hat{\xi}^{2}}{4}} d \hat{\xi}  \tag{IV.A.73}\\
& \leq \frac{C}{\sqrt{N}},
\end{align*}
$$

since, in view of (IV.1.62),

$$
\begin{equation*}
\left|\left\langle(b-\langle b\rangle) \mathrm{e}^{i \frac{\hat{\xi}}{\sqrt{N}} \hat{z}}\right\rangle\right| \leq \sup _{m \in K}\langle | b-\langle b\rangle| \rangle<\infty . \tag{IV.A.74}
\end{equation*}
$$

Moreover, by Taylor's formula, for some $\theta \in[0,1]$,

$$
\begin{align*}
& \int_{\left\{\left|\frac{\hat{\xi}}{\sqrt{N}}\right| \leq \delta\right\}}\left\langle(b-\langle b\rangle) \mathrm{e}^{i \frac{\hat{\xi}}{\sqrt{N}} \hat{\hat{c}}}\right\rangle \mathrm{e}^{-\frac{|\hat{\xi}|^{2}}{2}} d \hat{\xi} \\
& \quad \leq 0+\left|\frac{1}{\sqrt{N}} \int_{\left\{\left|\frac{\hat{\xi}}{\sqrt{N}}\right| \leq \delta\right\}}\left\langle\hat{z}(b-\langle b\rangle) \mathrm{e}^{i \theta \theta \frac{\hat{\xi}}{\sqrt{N}} \hat{z}}\right\rangle i \hat{\xi} \mathrm{e}^{-\frac{|\hat{\xi}|^{2}}{2}} d \hat{\xi}\right|  \tag{IV.A.75}\\
& \left.\left.\quad \leq \frac{1}{\sqrt{N}}\left|\left\langle\hat{z}(b-\langle b\rangle) \mathrm{e}^{i \theta \frac{\hat{\xi}}{\sqrt{N}} \hat{z}}\right\rangle\right| \int_{\mathbb{R}}|\hat{\xi}| \mathrm{e}^{-\frac{-\left.\hat{\hat{\xi}}\right|^{2}}{2}} d \hat{\xi} \leq\left.\langle | \hat{z}\right|^{2}\right\rangle\left.\langle | b\right|^{2}\right\rangle \frac{C}{\sqrt{N}} .
\end{align*}
$$

Using (IV.1.62) and that $\left.\left.\sum_{k=1}^{3}\langle | \hat{z}\right|^{k}\right\rangle \leq C$ implies that $|I| \leq C / \sqrt{N}$.

Step 3.2. [Estimation of the term $I I$.]
First note that by using (IV.A.74) it only remains to show that

$$
\begin{equation*}
\int_{\left\{\left|\frac{\hat{\xi}}{\sqrt{N}}\right| \geq \delta\right\}}\left\langle\mathrm{e}^{i \frac{\hat{\xi}}{\sqrt{N}} \hat{z}}\right\rangle^{N-1} d \hat{\xi} \leq \frac{C}{\sqrt{N}} \tag{IV.A.76}
\end{equation*}
$$

Then, a straightforward adaptation of the arguments in Step 3 of the proof of Proposition IV. 1 yields the claim.

## Chapter V

## On the basin of attraction of McKean-Vlasov paths

The results of the present chapter are contained in the preprint [12].
Recall Section I.7, where we provide a motivation and a first formulation of the main results of this chapter. This chapter is organized as follows. First, we state the main assumption of this chapter, and introduce some notation. Then, in Section V.1, we provide three ingredients that we need for the proof of Theorem V.8. Namely, the relation between the functional $\mathcal{F}$ from Chapter III and the functional $\bar{H}_{1}$ from Chapter IV (see Lemma V.2), a symmetry property of the gradient flows for $\mathcal{F}$ (Lemma V.3), and a useful characterization of the corresponding stationary measures (Lemma V.4). In Section V. 2 we first show some compactness property of the gradient flows for $\mathcal{F}$, and then use this property to prove Proposition I.25. In Section V. 3 we prove the main part of Proposition I.26. Then, we state and prove the main result of this chapter in Section V.4. We conclude this chapter with some immediate consequences for the basin of $\mu^{0}$.

The results of this chapter are subject to the following assumption.

Assumption V. 1 Suppose Assumption IV. 13 and suppose that Assumption III. 33 (ii) is true with $\ell \geq 2$.

As an immediate consequence of this assumption, we observe that the McKean-Vlasov functional from Chapter III, $\mathcal{F}: \mathcal{P}_{2}(\mathbb{R}) \rightarrow(-\infty, \infty]$, which is given in the present setting by

$$
\mathcal{F}(\mu)= \begin{cases}\int_{\mathbb{R}} \log (\rho) d \mu+\int_{\mathbb{R}} \Psi d \mu-\frac{J}{2}\left(\int_{\mathbb{R}} z d \mu(z)\right)^{2} & \text { if } \mu \in \mathcal{P}_{2}(\mathbb{R}) \text { has a Lebesgue density } \rho  \tag{V.0.1}\\ \infty & \text { else }\end{cases}
$$

is strongly $\lambda$-convex in the sense of Definition III. 19 for some $\lambda<0$, and that there exists $c>0$ such that

$$
\begin{equation*}
\mathcal{F}(\mu) \geq c\left(\int_{\mathbb{R}}|x|^{4} d \mu(x)-1\right) \quad \text { for all } \mu \in \mathcal{P}_{2}(\mathbb{R}) \tag{V.0.2}
\end{equation*}
$$

See Lemma III. 34 and Theorem III. 35 for more details on these facts.

## Notation

- We use the same notation here as in Chapter IV. In particular, recall the definition of the objects $\varphi_{1}^{*}, \varphi_{1}, \bar{H}_{1}$ and $\mu^{1, \sigma}$.
- For all $\mu \in \mathcal{P}_{2}(\mathbb{R})$ and $\delta>0$, let $B_{\delta}(\mu)=\left\{\nu \in \mathcal{P}_{2}(\mathbb{R}) \mid W_{2}(\mu, \nu)<\delta\right\}$.
- We denote by $\mathrm{m}[\mu]=\int_{\mathbb{R}} z d \mu(z)$ the mean of a probability measure $\mu \in \mathcal{P}_{2}(\mathbb{R})$.
- The stationary measures $\mu^{-}, \mu^{0}$ and $\mu^{+}$are defined by

$$
\begin{equation*}
\mu^{-}:=\mu^{1, \varphi_{1}^{\prime}\left(-m_{1}^{\star}\right)}, \quad \mu^{0}:=\mu^{1, \varphi_{1}^{\prime}(0)} \quad \text { and } \quad \mu^{+}:=\mu^{1, \varphi_{1}^{\prime}\left(m_{1}^{\star}\right)} . \tag{V.0.3}
\end{equation*}
$$

- We know from $[3,11.2 .8]$ that, for all $\mu \in \overline{D(\mathcal{F})}=\mathcal{P}_{2}(\mathbb{R})$, there exists a unique Wasserstein gradient flow for $\mathcal{F}$ (see also Section I. 2 and Theorem III.35), and we denote it by $(S[\mu](t))_{t \in(0, \infty)}$. This curve is often called McKean-Vlasov path in the literature.


## V. 1 Preliminaries

We have the following relation ${ }^{1}$ between the free energy functionals $\mathcal{F}$ and $\bar{H}$.
Lemma V. 2 Suppose Assumption V.1. Then, for all $m \in \mathbb{R}$, we have that

$$
\begin{equation*}
\mathcal{F}(\mu)>\mathcal{F}\left(\mu^{1, \varphi_{1}^{\prime}(m)}\right) \quad \text { for all } \mu \in \mathcal{P}_{2}(\mathbb{R}) \text { such that } \mathrm{m}[\mu]=m \text { and } \mu \neq \mu^{1, \varphi_{1}^{\prime}(m)} \tag{V.1.1}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\bar{H}_{1}(m)=\min _{\mu \in \mathcal{P}_{2}(\mathbb{R}), \mathrm{m}[\mu]=m} \mathcal{F}(\mu)=\mathcal{F}\left(\mu^{1, \varphi_{1}^{\prime}(m)}\right) \tag{V.1.2}
\end{equation*}
$$

In particular, $\mathcal{F}$ admits exactly two global minima, one at $\mu^{-}=\mu^{1, \varphi_{1}^{\prime}\left(-m^{\star}\right)}$ and one at $\mu^{+}=$ $\mu^{1, \varphi_{1}^{\prime}\left(m^{\star}\right)}$, and we have that $\mathcal{F}\left(\mu^{-}\right)=\mathcal{F}\left(\mu^{+}\right)<\mathcal{F}\left(\mu^{0}\right)$.

Proof. If $\mathcal{F}(\mu)=\infty$, then (V.1.1) is trivially satisfied. So assume that $\mathcal{F}(\mu)<\infty$. Recall the definition of the relative entropy in (III.0.3). Then, by denoting the Lebesgue density of $\mu$ by $\rho$,

$$
\begin{align*}
\mathcal{F}(\mu) & =\int_{\mathbb{R}} \log \left(\rho \mathrm{e}^{\psi}\right) d \mu-\frac{J}{2} m^{2}=\mathcal{H}\left(\mu \mid \mu^{1, \varphi_{1}^{\prime}(m)}\right)+\varphi_{1}^{\prime}(m) m-\varphi_{1}^{*}\left(\varphi_{1}^{\prime}(m)\right)-\frac{J}{2} m^{2}  \tag{V.1.3}\\
& >\bar{H}_{1}(m)=\mathcal{F}\left(\mu^{1, \varphi_{1}^{\prime}(m)}\right)
\end{align*}
$$

since $\mathcal{H}\left(\mu \mid \mu^{1, \varphi_{1}^{\prime}(m)}\right)>0$ if $\mu \neq \mu^{1, \varphi_{1}^{\prime}(m)}$, and $\varphi_{1}^{\prime}(m) m-\varphi_{1}^{*}\left(\varphi_{1}^{\prime}(m)\right)=\varphi_{1}(m)$ (see Lemma IV.A.1). This shows (V.1.1). Finally, a simple computation shows that $\bar{H}_{1}(m)=\mathcal{F}\left(\mu^{1, \varphi_{1}^{\prime}(m)}\right)$. This concludes the proof.

The following lemma shows that gradient flows for $\mathcal{F}$ admit a useful symmetry property.

Lemma V. 3 Let $\varsigma: \mathbb{R} \rightarrow \mathbb{R}$ be defined by $\varsigma(z)=-z$, and let $\mu \in \mathcal{P}_{2}(\mathbb{R})$. Then,

$$
\begin{equation*}
S\left[\varsigma_{\#} \mu\right](t)=\varsigma_{\#} S[\mu](t) \quad \text { for all } t \in(0, T) \tag{V.1.4}
\end{equation*}
$$

[^12]Proof. First note that

$$
\begin{equation*}
\mathcal{F}(\nu)=\mathcal{F}(\varsigma \# \nu) \quad \text { for all } \nu \in \mathcal{P}_{2}(\mathbb{R}) \tag{V.1.5}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
|\partial \mathcal{F}|(\nu)=|\partial \mathcal{F}|\left(\varsigma_{\#} \nu\right) \quad \text { for all } \nu \in \mathcal{P}_{2}(\mathbb{R}) \tag{V.1.6}
\end{equation*}
$$

Moreover, for all $\nu \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}(\mathbb{R})\right)$ and $0<s<t<T$,

$$
\begin{equation*}
W_{2}\left(\nu_{s}, \nu_{t}\right)=W_{2}\left(\varsigma_{\#}\left(\varsigma_{\#} \nu_{s}\right), \varsigma_{\#}\left(\varsigma_{\#} \nu_{t}\right)\right) \leq W_{2}\left(\varsigma_{\#} \nu_{s}, \varsigma_{\#} \nu_{t}\right) \leq W_{2}\left(\nu_{s}, \nu_{t}\right) \tag{V.1.7}
\end{equation*}
$$

Therefore, $W_{2}\left(\nu_{s}, \nu_{t}\right)=W_{2}\left(\varsigma_{\#} \nu_{s}, \varsigma_{\#} \nu_{t}\right)$, and we have that the metric derivatives coincide, i.e.,

$$
\begin{equation*}
\left|\nu^{\prime}\right|(t)=\left|\left(\varsigma_{\#} \nu\right)^{\prime}\right|(t) \quad \text { for almost every } t \in(0, T) \text { and for all } \nu \in \mathcal{A C}\left((0, T) ; \mathcal{P}_{2}(\mathbb{R})\right) \tag{V.1.8}
\end{equation*}
$$

Suppose first that $\mu \in D(\mathcal{F})$. Then, using the characterization of $(S[\mu](t))_{t}$ as a curve of maximal slope (see Lemma I.8) and (V.1.5), (V.1.6) and (V.1.8), we have that

$$
\begin{align*}
0 & =\mathcal{F}(S[\mu](T))-\mathcal{F}(\mu)+\frac{1}{2} \int_{0}^{T}\left(|\partial \mathcal{F}|^{2}(S[\mu](t))+\left|(S[\mu])^{\prime}\right|^{2}(t)\right) d t \\
& =\mathcal{F}(\varsigma \# S[\mu](T))-\mathcal{F}\left(\varsigma_{\#} \mu\right)+\frac{1}{2} \int_{0}^{T}\left(|\partial \mathcal{F}|^{2}(\varsigma \# S[\mu](t))+\left|(\varsigma \# S[\mu])^{\prime}\right|^{2}(t)\right) d t \tag{V.1.9}
\end{align*}
$$

for all $T \in(0, \infty)$. Hence, $\left(\varsigma_{\#} S[\mu](t)\right)_{t}$ is the unique gradient flow for $\mathcal{F}$ with initial value $\varsigma_{\#} \mu$. This shows (V.1.4) for all $\mu \in D(\mathcal{F})$. Combined with the regularization estimate ((III.1.79) or $[3,4.3 .2]$ ), this also yields (V.1.4) for all $\mu \in \mathcal{P}_{2}(\mathbb{R}) \backslash D(\mathcal{F})$.

We next characterize the stationary points of the McKean-Vlasov evolution ${ }^{2}$, where we say that $\mu \in \mathcal{P}_{2}(\mathbb{R})$ is stationary if

$$
\begin{equation*}
S[\mu](t)=\mu \quad \text { for all } t \in(0, T) \tag{V.1.10}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\left|(S[\mu])^{\prime}\right|(t)=0 \quad \text { for almost every } t \in(0, \infty) \tag{V.1.11}
\end{equation*}
$$

Lemma V. 4 Suppose Assumption V.1. Let $\mu \in \mathcal{P}_{2}(\mathbb{R})$. Then, the following statements are equivalent.
(i) $\mu$ is stationary.
(ii) $|\partial \mathcal{F}|(\mu)=0$.
(iii) $\mu \in\left\{\mu^{-}, \mu^{0}, \mu^{+}\right\}$.

Proof. $\quad(i) \Rightarrow(i i)$. Suppose that $\mu$ is stationary. Recall from $[3,2.4 .15]$ that $\left|(S[\mu])^{\prime}\right|(t)=$ $|\partial \mathcal{F}|(S[\mu](t))$ for almost every $t \in(0, \infty)$. Then, (V.1.11) implies part (ii).

[^13]$(i i) \Rightarrow(i i i)$. Using Proposition III. 38 (or $[3,10.4 .13]$ ), we have that the Lebesgue density, $\rho$, of $\mu$ belongs to the Sobolev space $W_{\text {loc }}^{1,1}(\mathbb{R})$. Suppose that $\rho$ is continuous ${ }^{3}$, and let $m=\mathrm{m}[\mu]$. Then, by using again Proposition III.38,
\[

$$
\begin{equation*}
|\partial \mathcal{F}|(\mu)=\int_{\mathbb{R}}\left|\frac{\partial_{z} \rho(z)}{\rho(z)}+\Psi^{\prime}(z)-J m\right|^{2} d \mu(z)=\int_{\mathbb{R}}\left|\frac{\partial_{z}\left(\rho(z) \mathrm{e}^{\Psi(z)-J m z}\right)}{\rho(z) \mathrm{e}^{\Psi(z)-J m z}}\right|^{2} d \mu(z) \tag{V.1.12}
\end{equation*}
$$

\]

Since $|\partial \mathcal{F}|(\mu)=0$, (V.1.12) implies that for $\mu$-a.e. $z \in \mathbb{R}$,

$$
\begin{equation*}
\rho(z)=\rho(0) \mathrm{e}^{\Psi(0)} \mathrm{e}^{-\Psi(z)+J m z}=\mathrm{e}^{-\Psi(z)+J m z-\varphi_{1}^{*}(J m)} \tag{V.1.13}
\end{equation*}
$$

where we used in the last step the definition of $\varphi_{1}^{*}$ and that $\mu$ is a probability measure. In particular, (V.1.13) yields that $m=\left(\varphi_{1}^{*}\right)^{\prime}(J m)$, or equivalently, by Lemma IV.A.1, that $\bar{H}_{1}^{\prime}(m)=0$. However, in Lemma IV. 16 we have seen that there are only three solutions to this equation. This implies that

$$
\begin{equation*}
m \in\left\{-m^{\star}, 0, m^{\star}\right\} . \tag{V.1.14}
\end{equation*}
$$

Combining (V.1.13) and (V.1.14) yields part (iii).
$(i i i) \Rightarrow(i i)$. Combining the representation (V.1.12) with the definition of the measures $\mu^{-}, \mu^{0}$ and $\mu^{+}$yields part (ii).
$(i i) \Rightarrow(i)$. From [3, 2.4.15], we have that for all $t>0$,

$$
\begin{equation*}
|\partial \mathcal{F}|(S[\mu](t)) \leq \mathrm{e}^{-\lambda t}|\partial \mathcal{F}|(\mu)=0 \tag{V.1.15}
\end{equation*}
$$

Again, using that $\left|(S[\mu])^{\prime}\right|(t)=|\partial \mathcal{F}|(S[\mu](t))$ for almost every $t \in(0, \infty)$, (V.1.15) yields part (i).

## V. 2 Convergence in the valleys

In this section we first show some compactness property of the McKean-Vlasov paths in Lemma V.5. Then we use this result to show in Proposition V. 6 that inside the valleys of the set $\left\{\mu \in \mathcal{P}_{2}(\mathbb{R}) \mid \mathcal{F}(\mu) \leq \mathcal{F}\left(\mu^{0}\right)\right\}$ the convergence of $(S[\mu](t))_{t \in[0, \infty)}$ is determined by the sign of $\mathrm{m}[\mu]$.

Lemma V. 5 Suppose Assumption V.1. Let $\mu \in D(\mathcal{F})$. Then, there exist a sequence $\left(t_{k}\right)_{k}$ and $\mu^{*} \in\left\{\mu^{-}, \mu^{0}, \mu^{+}\right\}$such that $\lim _{k \rightarrow \infty} t_{k}=\infty$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} W_{2}\left(S[\mu]\left(t_{k}\right), \mu^{*}\right)=0 \quad \text { and } \quad \lim _{t \rightarrow \infty} \mathcal{F}(S[\mu](t))=\mathcal{F}\left(\mu^{*}\right) . \tag{V.2.1}
\end{equation*}
$$

Proof. In the following let $\mu_{t}=S[\mu](t)$. We prove this lemma in three steps.
Step 1. [There exists a subsequence $\left(t_{n}\right)_{n}$ such that $\lim _{n \rightarrow \infty}|\partial \mathcal{F}|\left(\mu_{t_{n}}\right)=0$.]
Note that the sequence $\left(\mathcal{F}\left(\mu_{t}\right)\right)_{t \in[0, \infty)}$ is a continuous, monotone and bounded sequence of real numbers by (V.0.2) and Lemma III. 24 (or [3, 2.4.15]). Therefore, it converges, as $t \rightarrow \infty$, to a number $L^{*} \in \mathbb{R}$. In particular, by Lemma III.24,

$$
\begin{equation*}
\int_{0}^{\infty}|\partial \mathcal{F}|\left(\mu_{r}\right) d r=-\int_{0}^{\infty} \frac{d}{d r} \mathcal{F}\left(\mu_{r}\right) d r=-L^{*}+\mathcal{F}(\mu)<\infty . \tag{V.2.2}
\end{equation*}
$$

[^14]This implies the claim of Step 1.
Step 2. $\left[\lim _{k \rightarrow \infty} W_{2}\left(\mu_{t_{n_{k}}}, \mu^{*}\right)\right.$ for some $\mu^{*} \in\left\{\mu^{-}, \mu^{0}, \mu^{+}\right\}$and a subsubsequence $\left(t_{n_{k}}\right)_{k}$.] By (V.0.2), the monotonicity of $t \mapsto \mathcal{F}\left(\mu_{t}\right)$ and the fact that $\mu_{0}=\mu \in D(\mathcal{F})$, we have that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \int_{\mathbb{R}}|x|^{4} d \mu_{t_{n}}(x) \leq \sup _{n \in \mathbb{N}}\left(\frac{1}{c} \mathcal{F}\left(\mu_{t_{n}}\right)+1\right) \leq \frac{1}{c} \mathcal{F}(\mu)+1<\infty . \tag{V.2.3}
\end{equation*}
$$

Using (I.2.18) (or [127, 6.8 (iii)]), this implies that there exist a further subsequence $\left(t_{n_{k}}\right)_{k}$ and $\mu^{*} \in \mathcal{P}_{2}(\mathbb{R})$ such that $\lim _{k \rightarrow \infty} W_{2}\left(\mu_{t_{n_{k}}}, \mu^{*}\right)$. It remains to show that $\mu^{*} \in\left\{\mu^{-}, \mu^{0}, \mu^{+}\right\}$. In order to do this, we use the lower semi-continuity of $|\partial \mathcal{F}|([3,4.3 .2]])$ and Step 1 to observe that

$$
\begin{equation*}
|\partial \mathcal{F}|\left(\mu^{*}\right) \leq \liminf _{k \rightarrow \infty}|\partial \mathcal{F}|\left(\mu_{t_{n_{k}}}\right)=0 . \tag{V.2.4}
\end{equation*}
$$

Combining this with Lemma V. 4 yields the claim of Step 2.
Step 3. $\left[\lim _{t \rightarrow \infty} \mathcal{F}\left(\mu_{t}\right)=\mathcal{F}\left(\mu^{*}\right)\right.$.]
First note that by the lower semi-continuity of $\mathcal{F}$ (Theorem III. 35 or [3, Section 9.3]]), we have that

$$
\begin{equation*}
L^{*}=\lim _{t \rightarrow \infty} \mathcal{F}\left(\mu_{t}\right)=\lim _{k \rightarrow \infty} \mathcal{F}\left(\mu_{t_{n_{k}}}\right) \geq \mathcal{F}\left(\mu^{*}\right) . \tag{V.2.5}
\end{equation*}
$$

To show the other inequality, we use $[3,2.4 .9]$, and observe that for all $k \in \mathbb{N}$,

$$
\begin{equation*}
|\partial \mathcal{F}|\left(\mu_{t_{n_{k}}}\right) \geq\left(\frac{\mathcal{F}\left(\mu_{t_{n_{k}}}\right)-\mathcal{F}\left(\mu^{*}\right)}{W_{2}\left(\mu_{t_{n_{k}}}, \mu^{*}\right)}+\frac{\lambda}{2} W_{2}\left(\mu_{t_{n_{k}}}, \mu^{*}\right)\right)^{+} \tag{V.2.6}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
W_{2}\left(\mu_{t_{n_{k}}}, \mu^{*}\right)|\partial \mathcal{F}|\left(\mu_{t_{n_{k}}}\right) \geq\left(\mathcal{F}\left(\mu_{t_{n_{k}}}\right)-\mathcal{F}\left(\mu^{*}\right)+\frac{\lambda}{2} W_{2}^{2}\left(\mu_{t_{n_{k}}}, \mu^{*}\right)\right)^{+} . \tag{V.2.7}
\end{equation*}
$$

Taking the limit as $k \rightarrow \infty$ on both sides, and using Step 1 and Step 2, this implies that

$$
\begin{equation*}
0 \geq\left(L^{*}-\mathcal{F}\left(\mu^{*}\right)\right)^{+} \tag{V.2.8}
\end{equation*}
$$

We conclude that $L^{*} \leq \mathcal{F}\left(\mu^{*}\right)$.

Proposition V. 6 Suppose Assumption V.1. Let $\mu \in \mathcal{P}_{2}(\mathbb{R})$ be such that $\int_{\mathbb{R}} z d \mu(z) \neq 0$ and $\mathcal{F}(\mu) \leq \mathcal{F}\left(\mu^{0}\right)$. Then,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathcal{F}(S[\mu](t))=\mathcal{F}\left(\mu^{-}\right)=\mathcal{F}\left(\mu^{+}\right), \tag{V.2.9}
\end{equation*}
$$

and

$$
\begin{array}{lll}
\lim _{t \rightarrow \infty} W_{2}\left(S[\mu](t), \mu^{-}\right)=0 & \text { if } \int_{\mathbb{R}} z d \mu(z)<0 \quad \text { and } \\
\lim _{t \rightarrow \infty} W_{2}\left(S[\mu](t), \mu^{+}\right)=0 & \text { if } \int_{\mathbb{R}} z d \mu(z)>0 \tag{V.2.11}
\end{array}
$$

Proof. In the following let $\mu_{t}=S[\mu](t)$. It suffices to consider only the case that $\mathrm{m}[\mu]<0$. We know from Lemma V. 5 that there exists a subsequence $\left(\mu_{t_{k}}\right)_{k}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} W_{2}\left(\mu_{t_{k}}, \mu^{*}\right)=0 \quad \text { and } \quad \lim _{t \rightarrow \infty} \mathcal{F}\left(\mu_{t}\right)=\mathcal{F}\left(\mu^{*}\right) \quad \text { for some } \mu^{*} \in\left\{\mu^{-}, \mu^{0}, \mu^{+}\right\} . \tag{V.2.12}
\end{equation*}
$$

We first show that $\mu^{*}=\mu^{-}($which implies (V.2.9) $)$, and then show that $\lim _{t \rightarrow \infty} W_{2}\left(\mu_{t}, \mu^{-}\right)=$ 0 (which implies (V.2.10)).

Step 1. [ $\mu^{*}=\mu^{-}$.]
We show that the cases $\mu^{*}=\mu^{+}$or $\mu^{*}=\mu^{0}$ lead to contradictions. First suppose that $\mu^{*}=\mu^{+}$. Since the map $t \mapsto \mathrm{~m}\left[\mu_{t}\right]$ is continuous and since $\mathrm{m}\left[\mu_{0}\right]=\mathrm{m}[\mu]<0$, we have that there exists $t^{\prime} \in(0, \infty)$ such that $\mathrm{m}\left[\mu_{t^{\prime}}\right]=0$. Then, by the monotonicity of $t \mapsto \mathcal{F}\left(\mu_{t}\right)$ and by Lemma V.2,

$$
\begin{equation*}
\mathcal{F}\left(\mu^{0}\right) \geq \mathcal{F}(\mu) \geq \mathcal{F}\left(\mu_{t^{\prime}}\right) \geq \mathcal{F}\left(\mu^{0}\right) . \tag{V.2.13}
\end{equation*}
$$

Hence, $\mathcal{F}\left(\mu_{t^{\prime}}\right)=\mathcal{F}(\mu)$, which implies that $\mu$ is stationary. Moreover, (V.2.13) yields that $\mathcal{F}\left(\mu^{0}\right)=\mathcal{F}(\mu)$. By Lemma V.2, we infer that $\mu=\mu^{0}$. This contradicts the fact that $\mathrm{m}[\mu]<0$. The case $\mu^{*}=\mu^{0}$ is treated analogously.

Step 2. [ $\lim _{t \rightarrow \infty} W_{2}\left(\mu_{t}, \mu^{-}\right)=0$.]
Let $\left(\mu_{s_{n}}\right)_{n \in \mathbb{N}}$ be any subsequence of $\left(\mu_{t}\right)_{t \in[0, \infty)}$. Using the same compactness argument from Step 2 of the proof of Lemma V.5, we know that there exists a further subsequence $\left(\mu_{s_{n_{k}}}\right)_{k \in \mathbb{N}}$ such that $\lim _{k \rightarrow \infty} W_{2}\left(\mu_{s_{n_{k}}}, \mu^{\prime}\right)=0$ for some $\mu^{\prime} \in \mathcal{P}_{2}(\mathbb{R})$. In order to show the claim of Step 2 , it remains to show that $\mu^{\prime}=\mu^{-}$. If $\mathrm{m}\left[\mu^{\prime}\right] \geq 0$, we infer a contradiction by repeating the same arguments from Step 1 . So we have that $\mathrm{m}\left[\mu^{\prime}\right]<0$. Moreover, we have that

$$
\begin{equation*}
\mathcal{F}\left(\mu^{\prime}\right) \leq \liminf _{k \rightarrow \infty} \mathcal{F}\left(\mu_{s_{n_{k}}}\right)=\lim _{t \rightarrow \infty} \mathcal{F}\left(\mu_{t}\right)=\mathcal{F}\left(\mu^{-}\right) . \tag{V.2.14}
\end{equation*}
$$

In view of Lemma V.2, this implies that $\mu^{\prime}=\mu^{-}$or $\mu^{\prime}=\mu^{+}$. The latter case is not possible, since $\mathrm{m}\left[\mu^{\prime}\right]<0$. This yields the claim of Step 2 .

## V. 3 Basin of attraction

Proposition V. 7 Suppose Assumption V.1. Recall the definition of $\mathcal{B}^{-}$and $\mathcal{B}^{+}$from (I.7.7). Then, $\mathcal{B}^{-}$and $\mathcal{B}^{+}$are open subsets of $\mathcal{P}_{2}(\mathbb{R})$.

Proof. In view of Lemma V.3, it suffices to show the claim only for $\mathcal{B}^{-}$. Let $\nu \in \mathcal{B}^{-}$. We abbreviate $\Delta:=\mathcal{F}\left(\mu^{0}\right)-\mathcal{F}\left(\mu^{-}\right)$. Let $t^{\prime}>0$ be such that for all $t \geq t^{\prime}$,

- $W_{2}\left(S[\nu](t), \mu^{-}\right) \leq \frac{1}{4} m^{\star}$,
- $\mathcal{F}(S[\nu](t)) \leq \mathcal{F}\left(\mu^{-}\right)+\frac{1}{4} \Delta$, and
- $\mathrm{e}^{\lambda t}=\mathrm{e}^{-|\lambda| t} \leq \frac{1}{2}$.

It is easy to see that such a number $t^{\prime}$ exists by using Lemma V. 5 and the fact that $\nu \in \mathcal{B}^{-}$. Set

$$
\begin{equation*}
\delta:=\min \left\{\mathrm{e}^{2 \lambda t^{\prime}} \frac{m^{\star}}{4}, \sqrt{\mathrm{e}^{2 \lambda t^{\prime}} \frac{1}{|\lambda|} \frac{\Delta}{4}}\right\} . \tag{V.3.1}
\end{equation*}
$$

We now show that $B_{\delta}(\nu) \subset \mathcal{B}^{-}$. Let $\mu \in B_{\delta}(\nu)$. We have to show that $\lim _{t \rightarrow \infty} S[\mu](t)=\mu^{-}$. In view of Proposition V.6, it suffices to show that
(i) $\mathrm{m}\left[S[\mu]\left(2 t^{\prime}\right)\right]<0$, and that
(ii) $\mathcal{F}\left(S[\mu]\left(2 t^{\prime}\right)\right) \leq \mathcal{F}\left(\mu^{0}\right)$.

In order to show (i), note that by the contraction property ((III.1.76) or [3, 11.2.1]) and the definition of $t^{\prime}$ and $\delta$,

$$
\begin{equation*}
W_{2}\left(S[\mu]\left(2 t^{\prime}\right), \mu^{-}\right) \leq W_{2}\left(S[\nu]\left(2 t^{\prime}\right), \mu^{-}\right)+\mathrm{e}^{-2 \lambda t^{\prime}} \delta \leq \frac{m^{\star}}{2} . \tag{V.3.2}
\end{equation*}
$$

This implies claim (i). To show claim (ii), we use the regularization estimate ((III.1.79) or [3, 4.3.2]), and obtain that

$$
\begin{align*}
\mathcal{F}\left(S[\mu]\left(2 t^{\prime}\right)\right) & \leq \mathcal{F}\left(S[\nu]\left(t^{\prime}\right)\right)+|\lambda| W_{2}\left(S[\nu]\left(t^{\prime}\right), S[\mu]\left(t^{\prime}\right)\right)^{2} \\
& \leq \mathcal{F}\left(\mu^{-}\right)+\frac{1}{4} \Delta+\frac{1}{4} \Delta<\mathcal{F}\left(\mu^{0}\right) . \tag{V.3.3}
\end{align*}
$$

This concludes the proof of claim (ii).

## V. 4 The ergodic theorem

Theorem V. 8 Suppose Assumption V.1. Let $\mu \in \mathcal{P}_{2}(\mathbb{R})$. Then, there exists a measure $\mu^{*} \in\left\{\mu^{-}, \mu^{0}, \mu^{+}\right\}$such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} W_{2}\left(S[\mu](t), \mu^{*}\right)=0 \quad \text { and } \quad \lim _{t \rightarrow \infty} \mathcal{F}(S[\mu](t))=\mathcal{F}\left(\mu^{*}\right) . \tag{V.4.1}
\end{equation*}
$$

Proof. Applying the semigroup property of the McKean-Vlasov path and the regularization estimate ((III.1.79) or [3, 4.3.2]), we can assume without restriction that $\mu \in D(\mathcal{F})$.

We know from Lemma V. 5 that there exists a subsequence $\left(\mu_{t_{k}}\right)_{k}$ and $\mu^{*} \in\left\{\mu^{-}, \mu^{0}, \mu^{+}\right\}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} W_{2}\left(\mu_{t_{k}}, \mu^{*}\right)=0 \quad \text { and } \quad \lim _{t \rightarrow \infty} \mathcal{F}\left(\mu_{t}\right)=\mathcal{F}\left(\mu^{*}\right) . \tag{V.4.2}
\end{equation*}
$$

Let $\left(\mu_{s_{n}}\right)_{n \in \mathbb{N}}$ be a subsequence of $\left(\mu_{t}\right)_{t \in[0, \infty)}$. As in Step 2 of the proof of Lemma V.5, we infer the existence of a further subsequence, still denoted by $\left(\mu_{s_{n}}\right)_{n \in \mathbb{N}}$, such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} W_{2}\left(\mu_{s_{n}}, \nu^{*}\right)=0 \quad \text { for some } \nu^{*} \in \mathcal{P}_{2}(\mathbb{R}) \tag{V.4.3}
\end{equation*}
$$

It remains to show that $\nu^{*}=\mu^{*}$. We divide the proof into the three cases $\mu^{*}=\mu^{-}, \mu^{*}=\mu^{0}$ and $\mu^{*}=\mu^{+}$.

Case 1. [ $\mu^{*}=\mu^{-}$.]
As in (V.2.14), we infer that $\mathcal{F}\left(\nu^{*}\right) \leq \mathcal{F}\left(\mu^{-}\right)$. By Lemma V.2, this implies that either $\nu^{*}=\mu^{-}=\mu^{*}$ or $\nu^{*}=\mu^{+}$. It remains to show that the latter case leads to a contradiction. Note that by (V.4.2) and (V.4.3),

- there exists $T>0$ such that $\mathcal{F}\left(\mu_{t}\right) \in\left[\mathcal{F}\left(\mu^{-}\right), \mathcal{F}\left(\mu^{0}\right)\right)$ for all $t \geq T$,
- there exists $N \in \mathbb{N}$ such that $s_{n} \geq T$ and $\mathrm{m}\left[\mu_{s_{n}}\right]>0$ for all $n \geq N$, and
- there exists $K \in \mathbb{N}$ such that $t_{k}>s_{N}$ and $\mathrm{m}\left[\mu_{t_{k}}\right]<0$ for all $k \geq K$.

In particular, we have that

$$
\begin{equation*}
\mathcal{F}\left(\mu_{t}\right)<\mathcal{F}\left(\mu^{0}\right) \text { for all } t \in\left[s_{N}, t_{K}\right], \quad \mathrm{m}\left[\mu_{s_{N}}\right]>0, \quad \text { and } \quad \mathrm{m}\left[\mu_{t_{K}}\right]<0 . \tag{V.4.4}
\end{equation*}
$$

Hence, there exists $t^{\prime} \in\left[s_{N}, t_{K}\right]$ such that $\mathcal{F}\left(\mu_{t^{\prime}}\right)<\mathcal{F}\left(\mu^{0}\right)$ and $\mathrm{m}\left[\mu_{t^{\prime}}\right]=0$. This contradicts Lemma V.2.

Case 2. [ $\mu^{*}=\mu^{+}$.]
This case is treated in the same way as Case 1 .
Case 3. [ $\mu^{*}=\mu^{0}$.]
In this case we have that $\mathcal{F}\left(\nu^{*}\right) \leq \mathcal{F}\left(\mu^{0}\right)$. There are three subcases given by $\mathrm{m}\left[\nu^{*}\right]=0$, $\mathrm{m}\left[\nu^{*}\right]>0$ and $\mathrm{m}\left[\nu^{*}\right]<0$.

Case 3.1. $\left[\mathrm{m}\left[\nu^{*}\right]=0.\right]$
By Lemma V.2, the combination of $\mathcal{F}\left(\nu^{*}\right) \leq \mathcal{F}\left(\mu^{0}\right)$ and $\mathrm{m}\left[\nu^{*}\right]=0$ yields that $\nu^{*}=\mu^{0}=\mu^{*}$.
Case 3.2. $\left[\mathrm{m}\left[\nu^{*}\right]<0.\right]$
From Proposition V. 6 we know that $\nu^{*} \in \mathcal{B}^{-}$. Hence, by Proposition V.7, there exists $\delta>0$ such that $B_{\delta}\left(\nu^{*}\right) \subset \mathcal{B}^{-}$. In particular, by (V.4.3), there exists $N \in \mathbb{N}$ such that $\mu_{s_{N}} \in \mathcal{B}^{-}$. This contradicts (V.4.2). Indeed, the fact that $\mu_{s_{N}} \in \mathcal{B}^{-}$implies that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mu_{s_{N}+t}=\lim _{t \rightarrow \infty} S\left[\mu_{s_{N}}\right](t)=\mu^{-} \quad \text { in } \mathcal{P}_{2}(\mathbb{R}) \tag{V.4.5}
\end{equation*}
$$

which contradicts the fact that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mu_{t_{k}}=\mu^{*}=\mu^{0} \quad \text { in } \mathcal{P}_{2}(\mathbb{R}) \tag{V.4.6}
\end{equation*}
$$

Case 3.3. $\left[\mathrm{m}\left[\nu^{*}\right]>0\right.$.]
This case is treated in the same way as Case 3.2.
We conclude this chapter with some immediate consequences of Theorem V. 8 on certain properties of the set $\mathcal{B}^{0}$.

Corollary V. 9 (i) $\mathcal{B}^{0}$ is closed,
(ii) $\mathcal{B}^{0} \supset\left\{\mu \in \mathcal{P}_{2}(\mathbb{R}) \mid \mu\right.$ is symmetric, i.e. $\left.\varsigma \# \mu=\mu\right\}$, and
(iii) $\mu^{0} \in \partial \mathcal{B}^{0}$.

Proof. To show part (i), we simply use Proposition V. 7 and that $\mathcal{P}_{2}(\mathbb{R})=\mathcal{B}^{-} \cup \mathcal{B}^{0} \cup \mathcal{B}^{+}$. Part (ii) is a straightforward consequence of Theorem V. 8 and Lemma V.3. Finally, to show part (iii), we use that

- by Proposition V. 6 and Lemma V.2, $\mu^{1, \varphi_{1}^{\prime}(-\eta)} \in \mathcal{B}^{-}$and $\mu^{1, \varphi_{1}^{\prime}(\eta)} \in \mathcal{B}^{+}$for all $\eta>0$, and that
- $\lim _{\eta \rightarrow 0} \mu^{1, \varphi_{1}^{\prime}(-\eta)}=\mu^{0}$ and $\lim _{\eta \rightarrow 0} \mu^{1, \varphi_{1}^{\prime}(\eta)}=\mu^{0}$ in $\mathcal{P}_{2}(\mathbb{R})$.

This concludes the proof.
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[^0]:    ${ }^{1}[29$, p. 5$]$

[^1]:    ${ }^{2}$ The relation between gradient flows and large deviation rate functionals will be investigated in detail in Chapter III in the infinite-dimensional setting of the so-called Wasserstein space.

[^2]:    ${ }^{3}[5$, p. 421]

[^3]:    ${ }^{4}$ We say that a functional $\phi: X \rightarrow(-\infty, \infty]$ on a Polish space $(X, \mathrm{~d})$ is proper if $\phi(\mu)>-\infty$ for all $\mu \in X$ and there exists $\mu \in X$ such that $\phi(\mu)<\infty$.

[^4]:    ${ }^{5}$ We say that a functional $\phi: X \rightarrow(-\infty, \infty]$ on a Polish space $(X, \mathrm{~d})$ is coercive if there exists $\mu^{*} \in X$ and $r^{*}>0$ such that

    $$
    \begin{equation*}
    \inf \left\{\phi(\nu) \mid \nu \in X, \mathrm{~d}\left(\nu, \mu^{*}\right) \leq r^{*}\right\}>-\infty \quad(\mathrm{cf.}[3,(2.4 .10)]) \tag{I.2.26}
    \end{equation*}
    $$

[^5]:    ${ }^{6}[5$, p. 421$]$

[^6]:    ${ }^{7}$ See [17, Proposition 1.1] or [3, Chapter 8]

[^7]:    ${ }^{8}$ Recall Subsection I.1.2.

[^8]:    ${ }^{9}$ We reprove this statement in Lemma V.2. Note that it is shown in [106, Section IV.2] that this is also true in the local mean-field case.
    ${ }^{10}$ Recall Subsection I.1.2.

[^9]:    ${ }^{1}$ The setting in [29] is more general. In order to keep the presentation here as simple as possible, we restrict to a dynamical spin-flip model on the two-dimensional lattice.

[^10]:    ${ }^{1}$ This means that $\phi(\mu)>-\infty$ for all $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ and there exists $\mu \in \mathcal{P}_{2}^{\mathrm{L}}\left(\mathbb{T}^{d} \times \mathbb{R}\right)$ such that $\phi(\mu)<\infty$.

[^11]:    ${ }^{2}$ Note that there is a typo in $[3,(4.3 .2)]$ : It must be $\frac{\mathrm{e}^{\lambda T}-1}{\lambda}$ instead of $\frac{\mathrm{e}^{\lambda T}-1}{T}$.

[^12]:    ${ }^{1}$ See also [106, Section IV.2] for a more general result.

[^13]:    ${ }^{2}$ See also [82] for similar results.

[^14]:    ${ }^{3}$ Recall that there exists a continuous representative for each element in $W_{l o c}^{1,1}(\mathbb{R})$.

