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If you want to go deeply into any subject, you need a lot of time, and in
particular you need the privilege of wasting time. You need to experiment
with unproductive paths, explore dead ends, make space for doubts and
boredom, and allow little seeds of insight to slowly grow and blossom. If
you cannot afford to waste time, you will never find the truth.

—Yuval Noah Harari, 21 Lessons for the 21st Century





Abstract

The Sunyaev-Zeldovich (SZ) effect is a spectral distortion of the cosmic microwave background
(CMB) caused by inverse Compton scattering of CMB photons by free electrons in the hot intracluster
medium (ICM) of galaxy clusters. The last two decades have seen dramatic improvements in the
quality of SZ data and the galaxy cluster sample size obtained through SZ observations. The obtained
cluster samples are important probes for cosmological studies, which help to unravel the illusive
nature of dark matter and dark energy, measure the masses of light relativistic particles, and more.
The research presented in this work consists of three parts, focusing on observations of the thermal SZ
(tSZ) effect of clusters with data from the Planck space telescope, the development of new techniques
for the extraction of SZ images, and forecasts for the next-generation of SZ surveys.
The first part of this thesis is a detailed study of the average tSZ spectrum of 772 massive galaxy

clusters observed with the Planck, IRAS, and AKARI space telescopes. Of particular interest for this
study are distortions of the tSZ spectrum caused by special-relativistic effects that allow to measure the
ICM temperature. The tSZ effect spectra are extracted from multifrequency images of clusters using
matched filters (MFs), which allow for an optimal removal of contaminating astrophysical emission
while only making assumptions on the spatial signature of the observed clusters. The extracted average
spectrum clearly traces the characteristic shape of the tSZ spectrum and reveals the presence of an
additional far-infrared (FIR) excess due to thermal emission from warm dust grains in and around the
clusters. Relativistic distortions of the tSZ effect are measured at a significance of 2.2σ, constraining
the average SZ-measured ICM temperature of the cluster sample to kBTe = 4.4+2.1

−2.0 keV. The analysis
of a smaller sub-sample of clusters containing the hottest 100 objects delivered a measurement at a
similar significance of 2.0σ and constrained the clusters’ mean ICM temperature to kBTe = 6.0+3.8

−2.9 keV.
The observed FIR excess was well modelled by a modified blackbody spectrum, implying an average
dust grain temperature ≈ 18 K in the rest-frame of the clusters.
The second part of this work presents an extension of the MF technique used in the first part. It is

shown that the matched filter algorithm can be generalised to allow for the extraction or suppression
of multiple components at the same time if the corresponding sources can also be approximated by
spatial templates. Using simulated microwave data, the unbiased tSZ-photometry of clusters with
central radio sources is demonstrated and the dependence of the noise level of the obtained maps on
the spatial resolution of the telescope is explored. The new method is further exemplified using Planck
observations of the Perseus galaxy cluster, which harbours a bright central radio source. The new
technique, called constrained MF (CMF), is also applicable to X-ray data of galaxy clusters and could
offer improved separation of galaxy clusters and active galactic nuclei, which is investigated using
mock data for the recently launched eROSITA X-ray space telescope.
The third and final part of this work presents detailed forecasts for the expected galaxy cluster

sample size and SZ-spectral constrains for future microwave surveys with the upcoming CCAT-prime
telescope, which will perform a submillimeter survey of a large fraction of the sky from the summit of
the Cerro Chajnantor at 5600 m above sea level. Using a self-developed pipeline for the generation of
mock observations of the microwave sky and the MF techniques developed before, it is found that
CCAT-prime will detect and characterise between 2000 and 10 000 galaxy clusters, depending on the
assumed survey area and potential synergies with other microwave observatories. Furthermore, it is
shown that CCAT-prime data will allow to perform measurements of the spectrum of the SZ effect of
clusters in much greater detail than the ones obtained from Planck-data presented in the first part of
this work.
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CHAPTER 1

Introduction

1.1 The basics of modern physical cosmology

Throughout the history of mankind, our picture of the Universe and our place in in has steadily
evolved. With the rapid technological and theoretical progress during the 20th and early 21st century
the discipline of cosmology was transformed from a field driven by myths and religion a to physical
science firmly backed by observational evidence. Today, cosmology is defined as the branch of physics
that aims to describe the origin and evolution of the Universe as a whole.

At the cornerstone of modern cosmology lies the cosmological principle, which assumes that the
Universe is homogeneous and isotropic on large scales. In this context, isotropy states that properties
of the distant universe, e.g. the distribution of galaxies, are the same in all directions of the sky. On
the other hand, homogeneity means that the energy density of the Universe is constant when averaged
over large scales. The cosmological principle therefore implies that we do not occupy a special place
in the Universe, as opposed to common believes throughout history. When applied to Einstein’s field
equations of general relativity, an exact solution, which was derived independently by Alexander
Friedmann, Georges Lemaître, Howard P. Robertson, and Arthur Geoffrey Walker, can be found (e.g.
Robertson, 1935; Walker, 1935)

ds2
= c2dt2

− a2
(t)

[
dD2

C + D2
M(DC)(dθ

2
+ sin(θ)2dφ2

)

]
, (1.1)

where c is the speed of light, t is the cosmic time, a(t) = r(t)
r(t0)

is the cosmic scale factor that is normalised
to be 1 at the current point in time t0, θ and φ are the angular coordinates on a unit sphere, DC is the
radial comoving distance, and DM is the transverse comoving distance, a concept that is introduced
later in Section 1.1.3. This solution is known as the Friedmann–Lemaître–Robertson–Walker (FLRW)
metric and provides the theoretical foundation for the current standard model of cosmology, which is
referred to as Λ cold dark matter (ΛCDM).

A fundamental aspect of cosmological models build from the FLRW metric is an expanding or
contracting spacetime. First observational evidence for an expanding Universe was obtained by
Vesto Slipher, who found the light of most nearby galaxies to be redshifted, which was subsequently
interpreted by Edwin Hubble as a receding motion relative to the Milky Way with the velocity v = zc,
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where
z =

λobs. − λem.
λem.

(1.2)

is the measured redshift that is obtained from the observed wavelength λobs. and the one emitted in
the rest-frame of the galaxies λem.. Combining measurements of the redshifts of other galaxies with
distances estimated via the period of variations in the intrinsic luminosity of rare stars known as
Cepheid variables revealed that the recessional velocity of galaxies increases with their distance in a
linear way, a relationship that today is known as Hubble’s law

z c = H0 DC, (1.3)

where H0 is called the local Hubble constant. These observations lead to the conclusion that the
Universe is expanding, i.e. the space between galaxies is constantly growing. In this picture, the
observed redshift of other galaxies is a direct consequence of this expansion which stretches the
wavelength of light and is related to the cosmic scale factor via

1 + z =
1
a
. (1.4)

The (current) rate of this expansion is given by the Hubble constant and is commonly expressed
as H0 = h 100 km s−1 Mpc−1 with h ≈ 0.7. The Hubble constant H0 represents the value of the
generalised Hubble parameter H(t) at the current point in cosmic time t0, which is connected to the
cosmic scale factor by

H(t) =
Ûa(t)
a(t)

. (1.5)

The evolution of the cosmic scale factor, and therefore the Hubble parameter, is described by the first
and second Friedmann equations, which are given by

H(t)2 =
Ûa(t)2

a(t)2
=

8πG
3

ρ(t) −
Kc2

a(t)2

(
+
Λc2

3

)
, (1.6)

Üa(t)
a(t)
= −

4πG
3

[
ρ(t) +

3p(t)

c2

] (
+
Λc2

3

)
, (1.7)

where G is the gravitational constant, ρ(t) is the average matter and energy density, p(t) is the pressure,
Λ is the cosmological constant and K is the curvature parameter that can take on the values +1, 0, or
−1 for positively curved, flat, and negatively curved space, respectively. The first Friedmann equation
is derived from the law of energy conservation and indicates that the curvature of the Universe is
closely linked to its total energy density. The special case of a flat universe with K = 0 requires a
precise value for the average density, known as the critical density

ρcrit.(t) =
3H(t)2

8πG
. (1.8)

Since the critical density depends on the value of the time-dependent Hubble parameter, its value
changes with cosmic time as well. Using the approximate value h = 0.7 of today’s Hubble constant,
we find the critical density to be ≈ 9.2 × 10−27 kg m−3, or alternatively 1.4 × 1011 M�Mpc−3. A
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1.1 The basics of modern physical cosmology

universe that exceeds the critical density inevitably has a closed geometry, while a universe with a
lower average density has an open geometry. However, note that a perfectly flat universe remains flat
indefinitely.

The second Friedmann equation can be derived from the first one together with the fluid equation

Ûp(t) + 3
Ûa(t)
a(t)

(
ρ(t) +

p(t)

c2

)
= 0. (1.9)

The dynamics of the expansion of the Universe depend on its composition and the properties of the
individual components. The next section gives a brief overview on the most important constituents of
our Universe.

1.1.1 The composition of the Universe

When looking at the composition of the Universe it is useful to compare the energy density ρi(t) of
each individual component i to the critical density and define unitless density parameters

Ωi,0 =
ρi(t0)
ρcrit.(t0)

. (1.10)

In general, the values of these density parameters are time-dependent (see left-hand panel of Fig. 1.2).
The values provided here refer explicitly to the densities at t = t0. The total energy density of the
Universe is subsequently defined as

Ω0 =
∑
i

Ωi,0. (1.11)

The most recent measurements find the total energy density of the Universe to be very close to unity
with Ω0 = 0.9993 ± 0.0019 (Planck Collaboration, 2018b), suggesting that we live in a spatially flat
universe.

Each component of the Universe can be characterised by an equation of state (EOS), which relates
pressure and density

p = wc2ρ, (1.12)

where w is the dimensionless EOS parameter. Plugging equation (1.12) into (1.9) leads to the
differential equation

Ûρ

ρ
= −3

Ûa
a
(1 + w), (1.13)

which can be solved by
ρ = ρ0 a−3(1+w). (1.14)

Equation (1.14) allows to characterise the evolution of the energy density of a given component with
cosmic expansion, provided the EOS parameter is known and constant in time.

Baryonic matter

This summary of the constituents of the known Universe starts with the components we are most
familiar with, ordinary matter that is made from atoms or non-relativistic charged particles and makes
up all the luminous stars and gas clouds we see with our telescopes. Cosmologists refer to this as
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baryonic matter and its distinct feature is that it takes part in electromagnetic interactions that are
mediated by photons. Observations indicate that baryons make up approximately 5% of the total
energy density of the Universe with Ωb,0 = 0.0489 ± 0.0003 (Planck Collaboration, 2018b). Since
we restrict the definition of baryons to non-relativistic particles they can be considered pressureless,
implying w = 0 and therefore

ρb(t) = ρb,0 a−3
(t). (1.15)

The change in baryon density is thus directly proportional to the change in cosmic volume.
The baryonic matter we observe as galaxies only makes up a fraction of the total baryon density.

Observations of the absorption spectrum of high-redshift quasars suggest ∼two times more baryons
than we observe in the local Universe. These missing baryons are thought to reside in a warm phase in
the space between galaxies, which is difficult to observe.

Dark matter

The existence of additionalmatter that can not be observed directly but indirecly through its gravitational
interactions with baryonic matter was first proposed by Fritz Zwicky in 1933 (Zwicky, 1933). Today,
the gravitational impact of dark matter is observed on scales ranging from stellar orbits in galaxies to
the large-scale structure of the Universe, out to the highest observable redshifts. Recent observations
find roughly five times more dark matter than baryons with Ωm,0 = Ωdm,0 + Ωb,0 = 0.311 ± 0.006
(Planck Collaboration, 2018b). In regards to cosmic expansion, dark matter behaves like a pressureless
fluid with w = 0 and

ρdm(t) = ρdm,0 a−3
(t). (1.16)

Dark matter is widely believed to consist of currently unknown weakly interacting massive particles
(WIMPs, see Bertone et al. 2005 for an overview over particle candidates). If dark matter particles are
massive, they are classified as cold dark matter, while light particles are referred to as hot dark matter.
An example of hot dark matter are neutrinos at the current epoch of cosmic time. Cold and hot dark
matter differ in the way they form structures, as is explained in detail in Section 1.4.1. Besides their
gravitational influence, many candidates for these particles, like the lightest stable particle predicted
by supersymmetry, the neutralino, are postulated to also interact via the weak nuclear force.
Currently, several long-term experiments are being conducted that aim at a direct detection of

dark matter particles by observing rare collisions with regular atoms in deep underground detectors,
which are shielded from cosmic rays and ambient nuclear radiation (e.g. Edelweiss; Armengaud et al.
2019, XENON1T; Aprile et al. 2017), while the upgraded High-Luminosity Large Hadron Collider
(HL-LHC) will attempt to generate dark matter particles in high-energy Proton-Proton collisions in the
time after 2026. A great review on the status of direct detection of WIMPs is provided by Schumann
(2019). In addition to the direct detection of dark matter in laboratories, X-ray and gamma-ray
telescopes are used in the search for the spectral signature of dark matter self-annihilation towards
large concentrations of dark matter in the cores of galaxies and clusters of galaxies.
Besides unknown particles, there are several astrophysical candidates for dark matter, most

prominently primordial black holes and brown dwarfs. However, microlensing studies suggest that
these massive compact halo objects (MACHOs) at most represent a small fraction of the total amount
of dark matter (Alcock et al., 2000; Tisserand et al., 2007; Niikura et al., 2019).
A number of observations that imply the existence of dark matter are alternatively explained by

modified laws of gravity, e.g. through Modified Newtonian Dynamics (MOND, Milgrom, 1983).
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-300 300KCMB

Figure 1.1: Mollweide projection of the temperature anisotropies of the cosmic microwave background radiation
in Galactic coordinates. The map has been reconstructed using an ILC algorithm (Bennett et al. 2003; see
Section 2.3 for details) from data gathered by the Planck satellite (second data release; Planck Collaboration
2016a). Some Galactic foreground residuals from the brightest parts of the Galactic disc close to the centre of
the Milky Way can be seen in the map. Those regions are masked for the cosmological analysis and usually
replaced by constrained random realisations for press release images.

However, since the year 2000 a number of observations like the dynamics of colliding galaxy clusters
(Angus et al., 2006) or most recently the propagation velocity of gravitational waves through space
(Boran et al., 2018), as well as theoretical inconsistencies (e.g. Scott et al., 2001) have strongly
disfavoured MOND, or require the addition of dark matter to it.

Radiation

Radiation consists of all particles with zero rest mass, most importantly photons, as well as massive
particles with relativistic energies. Throughout early cosmic history, the number or relativistic species
therefore changes as the Universe cools. Depending on their still unknown rest mass, the lightest
neutrino family might stay relativistic until the current epoch. Radiation is a pressurised fluid with
pr = ρrc

2
/3, resulting in w = 1/3. The radiation energy density is therefore given by

ρr(t) = ρr,0 a−4
(t). (1.17)

The radiation density in the current Universe is mostly provided by the cosmicmicrowave background
(CMB, see Fig. 1.1) with Ωr,0 ≈ 10−5 and has a neglectable impact on the current dynamics of cosmic
expansion. However, the early Universe at z & 3000 was dominated by radiation.
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Neutrinos

In the standard model of particle physics, neutrinos are massless particles and would thus be designated
as radiation in cosmology. However, the observation of neutrino oscillations requires neutrinos to have
a non-zero rest mass, a discovery that was awarded with the Nobel Price in Physics in 2015 (Ahmad
et al., 2001; Fukuda et al., 1998). Neutrinos of all types were produced in the early Universe in large
amounts and, depending on their rest mass, could constitute a relevant fraction of the dark matter
density. These primordial neutrinos form a neutrino background with a thermal energy distribution of
a temperature that is slightly colder than the one of the CMB.
Observations of the CMB suggest that there are no more than three neutrino families with

Neff = 3.0 ± 0.3 (Planck Collaboration, 2018b), consistent with the Standard Model of particle
physics. Although none of the individual neutrino masses has been measured directly, cosmological
observations provide the best constraints on the upper limit of the sum of neutrino masses (e.g.
Lesgourgues & Pastor, 2014; Lattanzi & Gerbino, 2017) with

∑
mν < 0.12 eV at 95% confidence

level (Planck Collaboration, 2018b). At the same time, neutrino oszillation experiments imply a lower
bound of

∑
mν > 0.06 eV, suggesting the actual value to be O(0.1 eV). At the current epoch, at least

two neutrino families are non-relativistic and contribute to warm dark matter. At early times, neutrinos
contribute to the energy density of radiation and are crucial for the production of helium in the early
Universe.

Dark energy

Dark energy is a term coined for the mysterious component that dominates the energy budget of
our Universe, with ΩΛ,0 = 0.6889 ± 0.0056 (Planck Collaboration, 2018b), and drives its observed
accelerated expansion. The cosmic acceleration was discovered independently by two research groups
who studied the cosmic expansion history using the distance-redshift relation of Type Ia supernovae
with the intend of measuring the rate of deceleration, which was the standard paradigm up to that
point in time (Riess et al., 1998; Perlmutter et al., 1999).
From the second Friedmann equation, it can be shown that an accelerated expansion of space, i.e.
Üa > 0, requires an energy component with negative pressure, which implies w < −1/3. In case the
EOS parameter of dark energy has a value of −1, its energy density would be constant in time

ρDE(t) = ρDE,0 for w = −1. (1.18)

Dark energy could therefore be identified with a positive cosmological constant Λ and its density
parameter would be given by

ΩΛ,0 =
ρΛ

ρcrit.(t0)
=
Λ c2

3H2
0
. (1.19)

In contrast to the other components that make up the Cosmos, the EOS parameter of dark energy is
not precisely known at the current point in time. However, a wide range of cosmological probes are
consistent with a cosmological constant (see right-hand panel of Fig.1.3). Some models also propose
a time evolution of the state parameter of dark energy, which is why its current value is sometimes
referred to as w0.
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Figure 1.2: Left-hand panel: Evolution of the composition of the Universe for a flat ΛCDM cosmology with
h = 0.7 and Ωm,0 = 0.3. Shortly after the Big Bang, the Universe first entered a radiation dominated phase,
followed by a matter dominated one and recently entered its current phase dominated by dark energy. The
dotted lines mark the epoch of recombination at z ≈ 1100 and the current point in time at z = 0. Note that the
sum of all components, Ω0, remains constant for a flat universe. Right-hand panel: Evolution of the size of
the Universe, described by the cosmic scale factor, as a function of cosmic time for a range of cosmological
models build on the FLRW metric. Note that the predicted age of the Universe, given by the x-axis intercept,
varies widely between models and can be compared e.g. to the age of the oldest known stars. The ultimate fate
of the Universe in models without dark energy depends purely on the geometry of space, leading to a future
collapse (closed), a stop of the expansion in the infinite future (flat), or eternal decelerating expansion (open).
An empty universe on the other hand has an open geometry but will forever expand at a constant rate. Models
that include dark energy, like the cosmological standard model ΛCDM, allow for a future eternal accelerated
expansion and can even avoid a big bang in the past. If dark energy is not a cosmological constant and has an
equation of state parameter w that is smaller than −1, the Universe will grow to infinite size in a finite amount
of time, leading to a scenario called the "Big Rip".

1.1.2 The standard model of cosmology

The current standard model of cosmology is referred to as ΛCDM, where Λ stands for a cosmological
constant with a small positive value and CDM refers to cold dark matter, implying that the majority of
dark matter is dynamically cold. The standard model assumes a flat universe and has a total of six
free parameters, namely the Hubble constant H0, the amount of baryons Ωb, the amount of matter
(including the aforementioned baryons) Ωm, the optical depth at the epoch of reionisation τ, the
amplitude of the power spectrum As and the spectral index of the linear power spectrum ns. As can be
seen from the Friedmann equations, not all of these parameters affect the expansion history of the
Universe directly, but instead influence the formation of structures or the temperature fluctuations
of the CMB. Modern cosmology therefore relies on a number of independent probes that provide
estimates of the values of these six free parameters. An example of the combination of multiple
cosmological probes is shown in Fig. 1.3.

Using the unitless density parameters defined in equation (1.10) the first Fiedmann equation can be
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Figure 1.3: Constraints on properties of dark matter and dark energy by different cosmological probes. Each
probe provides a different test for the ΛCMB model and the constraints are often complementary. The combined
constraints suggest that we live in a universe that consists to ∼ 70% of dark energy and to ∼ 30% of a mixture
of (mostly) dark matter and baryons. The constraints on the EOS parameter w of dark energy are are consistent
with a cosmological constant. The figures have been adopted from Mantz et al. (2014).

recast into

H2
(a) =

(
Ûa
a

)2
= H2

0

(
Ωr,0

a4 +
Ωm,0

a3 +ΩΛ,0 +
1 −Ω0

a2

)
, (1.20)

which, assuming a flat universe and a neglectable radiation energy density at present times, is
sometimes also written as H(z) = H0 E(z), where

E(z) =
(
Ωm,0 (1 + z)3 +ΩΛ,0

) 1
2 (1.21)

is called the cosmic evolution function.
One inevitable consequence of the ΛCDM model and our best values for its parameters is that the

Universe began with a hot big bang and has been expanding and cooling down ever since. The theory
of the Big Bang has lead to a series of predictions like the helium mass fraction of primordial gas
and the existence of the CMB. Although our current understanding of physics does not permit us to
understand the first moments that followed the Big Bang, to this date there is no robust observational
evidence that contradict it.

The postulation of a big bang suggests that the Universe has a finite age which can be computed via

t(a) =
∫ a

0

da
a H(a)

. (1.22)

The current age of the Universe t0 is obtained for a = 1 and is found to be 13.787± 0.020 billion years
(Planck Collaboration, 2018b).

While the beginning of the Universe is at least conceptually understood, its ultimate fate depends
on the nature of dark energy. If dark energy indeed is just a cosmological constant and space is
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1.1 The basics of modern physical cosmology

geometrically flat, the Universe expands forever with the Hubble parameter approaching a constant
value. This scenario is called the Big Freeze and predicts an empty and cold universe in the distant
future. In case the dark energy equation of state parameter w is smaller than −1 its energy density
would increase with the expansion of space, leading to a scenario that is refereed to as the Big Rip
during which the cosmic scale factor grows to infinity in a finite time, ripping even atoms apart
(Caldwell et al., 2003). This objectively terrifying event could happen soon on cosmological time
scales. For w = −1.5, the Big Rip would occur ≈ 21.7 billion years from now, which is a short time
span compared to the lifetime of the lowest-mass stars that are expected to live for more than a trillion
years. A deceleration of cosmic expansion followed by a reversal that would lead to a collapse of the
Universe, called a Big Crunch, has been excluded by observations. The evolution of the scale factor in
each of these cases is illustrated in the right-hand panel of Fig. 1.2.

1.1.3 Distances in an expanding spacetime

The expansion history of the Universe can be reconstructed by measurements of the distance-redshift
relation, extending on the original work by Slipher and Hubble. Measuring distances to Galactic and
extragalactic sources is one of the key challenges in astronomy. The most common techniques rely
either on the dimming of the observed flux S of a sources with known intrinsic luminosity L according
to the inverse square of its distance:

DL =

√
L

4πS
, (1.23)

which is called the luminosity distance, or on comparing the intrinsic diameter d of a distant object
(e.g. in units of parsec) to its observed angular diameter θ (in radians)

DA =
d
θ
, (1.24)

which is referred to as the angular diameter distance. Both the luminosity distance and the angular
diameter distance are connected to the transverse comoving distance DM via the redshift of the source:

DL(z) = (1 + z)DM(z), (1.25)

DA(z) =
DM(z)
1 + z

=
DL(z)

(1 + z)2
. (1.26)

The value of the transverse comoving distance at a given redshift depends on the geometry of the
space:

DM(z) =


DH√
Ωk

sinh
(√
Ωk

DC(z)
DH

)
Ω0 < 1

DC(z) Ω0 = 1
DH√
|Ωk |

sin
(√
|Ωk |

DC(z)
DH

)
Ω0 > 1

(1.27)

where DH = c/H0 is the Hubble radius and DC is the radial comoving distance, which is defined as

DC(z) = DH

∫ z

0

dz′

E(z′)
. (1.28)
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Figure 1.4: Comparison of the different cosmological distance measures as a function of redshift, computed
for a flat ΛCDM cosmology with h = 0.7, Ωm,0 = 0.3, ΩΛ,0 = 0.7. For small redshifts, all distance measures
are in agreement with each other. At high redshifts, the comoving distance converges towards the size of the
observable Universe, while the luminosity distance diverges and the angular diameter distance starts to decrease
after reaching a maximum value at z ≈ 1.5. The lookback distance converges towards t0 c, where t0 is the age of
the Universe. Finally, the naive distance computed via Hubble’s law, which assumes H(z) = H0, diverges.

The integral in equation (1.28) has to be solved numerically for ΛCDM cosmologies. An additional
but less commonly used distance measure is the lookback distance, which is simply defined as the
lookback time to redshift z multiplied with the speed of light:

DT = c (t0 − t(z)). (1.29)

If space is static, all of these distance measures have the same value, except for the lookback distance,
which is zero in that case. However, in an expanding space the numbers are no longer equal. For that
reason, it is paramount to clarify what kind of distance measure is used when stating cosmological
distances. Also note that objects at cosmological distances are separated from us not only in space
but also vastly in time. If we could stop the expansion of space and travel towards a galaxy at z = 1
instantaneously to measure its distance with a giant ruler we would find an evolved galaxy, now roughly
twice the age of the galaxy we saw though our telescope, and find the distance to be identical to its
comoving distance of 3.3 Gpc. The distance of the galaxy at the time the light that we observe today
was emitted is sometimes called the proper distance and is identical to the angular diameter distance
of 1.65 Gpc. This gedankenexperiment illustrates that the angular diameter distance underestimates
and the luminosity distance overestimates the current (comoving) distance of the galaxy. Fig. 1.4
shows the four distance measures introduced in this section, together with the naive estimate of the
comoving distance obtained via Hubble’s law, as functions of the redshift. An excellent introduction
to cosmological distance measures is provided by Hogg (1999).
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1.2 A brief overview of the thermal history of the Universe

While the previous sections summarised our understanding of the expansion of the Universe and its
contents, we now summarise the most important events that occurred shortly after the Big Bang, when
the Universe was hot and energetic. In the early Universe, radiation was in thermal equilibrium with
matter particles. The expansion of the Universe preserves the blackbody spectrum of the CMB and
change its temperature according to

T(a) =
T0
a
, (1.30)

where T0 = 2.7255 K is the CMB temperature we measure today. While the scale factor approaches 0
at the moment of the Big Bang, the temperature grows to infinity. At high temperatures, it is useful to
compare the typical photon energy kBT to the rest mass of particles. If the energy exceeds a particle’s
rest mass, particle - anti-particle pairs can be created, which can annihilate again and create a pair of
photons. An example for this is the production/annihilation of electron-positron pairs at kBT & 1 MeV:

e+ e− ↔ γ γ. (1.31)

Some interactions are not mediated by electromagnetism and therefore do not involve photons. An
example for this is the production/annihilation of electron-positron pairs by neutrino-anti-neutrino
pairs mediated through the weak nuclear force:

e+ e− ↔ ν ν̄, (1.32)

As long as the temperature of the Universe is sufficiently high, such reactions are in equilibrium, i.e.
both directions are equally likely. During the radiation-dominated epoch, the expansion rate evolves as
H(a) ∝ a−2, while the rate of reactions such as the electron-positron creation/annihilation depends on
particle number densities and energies and therefore decrease much faster (at least ∝ a−3). If reaction
rates drop below the rate of expansion, the reactions become very unlikely and the participating
particle species cease to interact, which is referred to as a freeze-out. This can happen at times during
which typical particle energies exceed particle rest masses and depends on the detailed cross sections.

1.2.1 From the Big Bang to the first atoms

The immediate time after the Big Bang called the Planck epoch, when the Universe was . 10−43 s old
and reached typical particle energies of 1.2 × 1019 GeV, is governed by the unknown laws of Quantum
gravity. At these energies, all four fundamental forces are hypothesised to be unified and no distinct
particles could have existed.

Gravity decoupled first, which happened at the end of the Planck epoch leading to the era of grand
unification, during which the remaining three forces stay unified as a hypothetical electronuclear force.
At the end of the epoch of grand unification, . 10−36 s after the Big Bang, two important events are
thought to have happened. Driven by the symmetry breaking phase transition caused by the decoupling
of the strong nuclear force from the electroweak force, a small asymmetry in the matter-antimatter
abundance by one in a billion led to the matter-dominated Universe we observe today, in an event
called baryogenesis. The second event is a period of rapid exponential expansion of space by at least
26 orders of magnitude, which is referred to as inflation. Inflation was initially postulated to explain
the lack of observational evidence for topological defects like cosmic strings or magnetic monopoles,
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which are believed to be produced in large amounts during the aforementioned phase transition, as
well as the remarkable isotropy of the CMB and the flatness of space (Guth, 1981; Linde, 1982).

After the end of inflation at 10−32 s, the Universe enters the electroweak epoch, which ends roughly
10−12 s after the Big Bang with the decoupling of the weak nuclear force from electromagnetism. With
∼ 250 GeV, electroweak unification marks the highest energies that are experimentally probed with
particle accelerators. Shortly after this point in time, the postulated CDM particles with rest masses of
& 100 GeV are no longer produced and freeze-out due to their negligible cross section with standard
model particles. The CDM particles now stream freely through the Universe and form a homogenious
and isotropic background. As these particles self-annihilate, their density gradually decreases with the
currently remaining relic abundance depending on their time of freeze-out.
Roughly 10−6 s after the Big Bang, the Universe is cold enough to allow quarks and gluons to

form protons, neutrons, and their respective anti-particles, leading into the hadron epoch. Initially,
the temperature during this epoch was high enough to allow the production of hadron/antihadron
pairs. As the Universe cooled, reaction rates slowed down until an equilibrium was no longer possible.
The slight overabundance of matter at the end of the epoch on grand unification now leads to the
annihilation of all antihadrons. This process ends roughly ∼ 1 s after the Big Bang and left the
Universe dominated by leptons. The ratio of the number of baryons after and before this event is
observable today as the baryon-to-photon ratio of the Universe. The remaining protons and neutrons
are in equilibrium with the remaining particles and convert into one another via the β- and the inverse
β-decay.
At energies of 1 MeV, which occurred ∼ 1 s after the Big Bang, neutrinos decouple from the other

particles and form an additional background. Following the freeze-out of the neutrinos, neutrons
can no longer be produced via the inverse β-decay. Protons and neutrons are therefore no longer in
equilibrium with the available neutrons starting to decay with a mean lifetime of 881.5 s. The lepton
epoch ends ∼ 10 s after the Big Bang when energies drop below 0.5 MeV, which no longer allows for
the production of electron-positron pairs. The following annihilation of the vast majority of leptons
leaves the Universe dominated by photons with a temperature that has been slightly elevated by a
factor of 1.4. The already decoupled neutrinos stay unaffected by the electron-positron annihilation
and keep their previous temperature.
As the temperature of the Cosmos continued to drop and energies reached 0.1 MeV about 3 min

after the Big Bang, free protons and all remaining neutrons can combine into deuterium, which can
avoid fission for a long enough time at these energies to allow for the efficient production of stable 4He
and small amounts of 3He and 7Li. The abundance of helium and these other light elements, which
we can observe in gas clouds that were not later enriched by stars, is the direct result of this event
called Big Bang nucleosynthesis (BBN, Alpher et al., 1948). The predicted mass fraction of hydrogen
and helium with ∼ 75% and ∼ 25% provide strong evidence in favour of big bang cosmology and
depend, among others, on the number of relativistic species during nucleosynthesis, placing strong
constraints on the number of neutrino families.

For the next 380 000 years the Universe remains filled with a hot plasma composed of free electrons
and nuclei, which were coupled to photons via Compton scattering and bremsstrahlung mechanisms.
At energies of ∼ 0.3 eV, electrons and nuclei combine to form the first atoms. The evolution of
the fraction of free electrons as a function of redshift is depicted in Fig. 1.5. With the decreasing
abundance of free electrons and the continued cooling of the Universe, the mean free path of the
photons grows to exceed the Hubble radius. The Universe thus became transparent for the first time
and the free streaming photons from this epoch, named the epoch of recombination, continued to
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1.3 The cosmic microwave background

Figure 1.5: Ionisation history of the Universe. In the time after the formation of the first atomic nuclei around
1 s after the Big Bang, the Universe remained a hot plasma until cosmic expansion lowered its temperature
to ≈ 3000 K and the first atoms could form. This event is referred to as cosmic recombination and occurred
roughly 380 000 years after the Big Bang at a redshift of ≈ 1080. The photons that were strongly coupled to the
baryonic matter before recombination are free-streaming afterwards and form the CMB we observe today. At
the current epoch, the Universe is highly ionised again due to the UV radiation emitted by the first stars, which
formed several hundred million years after the Big Bang. The time between recombination and the reionisation
of the Universe is called the dark ages due to the absence of visible light as soon as the CMB has been redshifted
to infrared wavelengths. The figure has been adopted from Sunyaev & Chluba (2009).

cool and are observable today as the CMB. The observation of the CMB, its characteristic blackbody
spectrum, and its pattern of small temperature anisotropies are the strongest piece of evidence in
favour of a hot big bang.

1.3 The cosmic microwave background

Since its initial discovery, the study of the CMB has become the backbone of empirical cosmology
and the smoking gun for the occurrence of a hot big bang. The CMB is an isotropic background
with a spectral energy distribution (SED) that, with current technology, is indistinguishable from a
blackbody with a temperature of (2.726 ± 0.005)K (Mather et al., 1994, see Fig. 1.6). The existence
of the CMB as a consequence of the Big Bang was first predicted by Asher Alpher, George Gamow,
and Robert Herman in a series of publications in which they investigated the physics of the early
Universe and BBN (Alpher & Herman, 1948b,a; Gamow, 1948a,b). The CMB was first detected in
1965 by Arno Penzias and Robert Wilson (Penzias & Wilson, 1965), who received the 1978 Nobel
Price in Physics for their discovery.
The CMB photons we observe today decoupled from baryonic matter during the epoch of
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Figure 1.6: Observed all-sky average spectral energy distribution of the CMB as measured by the COBE FIRAS
instrument (Fixsen et al., 1996). The original 1σ errors are invisible on the scale shown here and were thus
multiplied with a factor of 400. The solid blue line shows the best-fit blackbody spectrum with a temperature of
2.726 K.

recombination, roughly 380 000 years after the Big Bang, when the Universe became cold enough for
the formation of the first atoms. In the time before this event, photons and baryons formed a tightly
coupled fluid that was able to oscillate when disturbed, e.g. by gravitational potentials. These so-called
baryon acoustic oscillations (BAOs) are the source of the specific pattern of small temperature
anisotropies that were first observed by the Cosmic Background Explorer (COBE) satellite observatory.
These primordial fluctuations in CMB temperature are referred to as primary anisotropies and have a
typical amplitude of ∆T/T0 ≈ 10−5. The CMB can be thought of as emitted from the surface of a
thin spherical shell, in which centre we, the observer, reside. This shell is called the last scattering
surface (LSS) and located at z ≈ 1080. The LSS defines the edge of the part of the Universe that can
be observed through electromagnetic radiation. The primary anisotropies of the CMB provide us with
a snapshot of the distribution of matter on the LSS at the time of recombination. The most recent
observations of the CMB temperature anisotropies by the Planck satellite are shown in Fig. 1.1.

1.3.1 The CMB power spectrum

The statistical nature of the CMB temperature fluctuation pattern can be described through an expansion
of the observed temperature map in spherical harmonics Y `m(θ, φ)

∆T(θ, φ) = T(θ, φ) − T0 =

∞∑̀
=1

∑̀
m=−`

a`mY `m(θ, φ), (1.33)

where the coefficients a`m carry information about the size of fluctuations as a function of angular
scale. The angular scale is approximately given by 180◦/`. The statistical properties of the coefficients

14



1.3 The cosmic microwave background

0

1000

2000

3000

4000

5000

6000

D
T
T

`
[µ

K
2
]

30 500 1000 1500 2000 2500
`

-60
-30
0
30
60

∆
D
T
T

`

2 10
-600

-300

0

300

600

Figure 1.7: Angular power spectrum of the CMB temperature anisotropies measured by Planck with the
best-fit ΛCDM cosmology shown as the blue solid line (Planck Collaboration, 2018b). The plot shows
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are quantified by the angular power spectrum, which is defined by

C` = 〈|a`m |
2
〉. (1.34)

The most recent measurement of the CMB angular power spectrum by the Planck satellite is shown in
Fig. 1.7.

The shape of the angular power spectrum is determined by a multitude of phenomena that convert
the primordial fluctuations in matter density to fluctuations in temperature, either through the scattering
of photons by baryons or through effects of gravity. In the tightly coupled baryon-photon fluid, the
photons interacted with free electrons via Thomson scattering, while free electrons engaged with
nucleons via Coulomb scattering. Disturbances in the density field propagated through this fluid at
the speed of sound, which was ≈ c/

√
3. The maximum distance a sound wave could have traveled

from the moment of the Big Bang to the time of recombination is given by the sound horizon. The
temperature anisotropies can therefore be categorised into fluctuations on super- and sub-horizon
scales.
Super-horizon fluctuations are imprinted to the CMB by the Sachs-Wolfe effect (Sachs & Wolfe,

1967), which is a combination of gravitational redshift and time dilation, as well as the Doppler effect
caused by the peculiar motion of gas in large-scale gravitational potentials. The power spectrum on
super-horizon scales is expected to be directly related the power spectrum of the matter distribution,
leading to

`(` + 1)C` ≈ const. for ` . 100 (1.35)

On sub-horizon scales, the most important effect are the aforementioned BAOs. After the postulated
CDM particles decoupled from the other species less than 1 s after the Big Bang, dark matter was
free-streaming and small initial disturbances in its density field started to grow slowly, but unimpeded.
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Baryonic matter is prevented from falling into the dark matter potential wells by the pressure exerted
by the photons. Instead, the baryon-photon fluid starts to oscillate. Adiabatic compression and
expansion of the fluid during the oscillations raises and lowers its temperature. At the moment of
recombination, the pattern of sound waves generated by the oscillations gets frozen in time by the
escaping photons. Sound waves that have traveled a distance corresponding to the sound horizon are
observed as temperature fluctuations of ≈ 1◦ in scale, leading to a characteristic peak in the CMB
angular power spectrum at `1 ≈ 200, the multipole moment of which is very sensitive to the geometry
on the Universe. Additional peaks are expected at integer multiples of `1 and correspond to different
stages in the compression/expansion cycle of the oscillations. The amplitude of higher-order peaks is
predicted to decrease rapidly due to the weaker coupling of photons at small scales, a process called
Silk damping (Silk, 1968). These so-called acoustic peaks are the most important cosmological probe
of the CMB. Their most recent measurement is shown in Fig. 1.7.
A variety of processes can lead to additional CMB temperature anisotropies after the epoch

of recombination. These so-called secondary anisotropies include Thomson scattering after the
reionization of the Universe, gravitational lensing, the integrated Sachs-Wolfe effect, the Rees-Sciama
(Rees & Sciama, 1968) effect and the Sunyaev-Zeldovich effect, the latter of which is introduced in
detail in Section 1.7. A detailed review on CMB anisotropies is provided by Hu & Dodelson (2002).

1.3.2 Observations of the CMB

After its initial discovery by Penzias and Wilson in 1965, the study of the CMB has moved to the
centre of cosmological research. A major breakthrough were the all-sky observations performed from
space by COBE, the first satellite observatory dedicated to cosmology. As mentioned previously, the
COBE FIRAS instrument obtained the most precise measurement of the CMB SED to this date and
verified its predicted blackbody nature. COBE’s Differential Microwave Radiometer (DMR) on the
other hand was the first instrument that detected the predicted temperature anisotropies of the CMB,
laying the foundation for the detailed study of its angular power spectrum in the coming decades. For
their discoveries, the principle investigators of the two instruments, John Mather and George Smoot,
were awarded the 2006 Nobel Prize in Physics with the price committee stating "the COBE project
can also be regarded as the starting point for cosmology as a precision science".
The first high-resolution measurements of the CMB were carried out during the early 2000s with

balloon experiments like MAXIMA (Hanany et al., 2000) and BOOMERanG (Netterfield et al.,
2002). By 2002 the first three accoustic peaks were discovered by a combination of instruments,
providing strong evidence that we live in a spatially flat universe that is dominated by dark energy
(Wang et al., 2003). The Wilkinson Microwave Anisotropy Probe (WMAP) was the second satellite
observatory dedicated to the study of the CMB and strongly improved on COBE with an increase in
spatial resolution by a factor of 33 and an increase in sensitivity by a factor of 45. WMAP observed
the sky for nine years and provided the first percent-level constraints for cosmological parameters.
WMAP’s successor, and final CMB satellite observatory for the foreseeable future, has been the Planck
satellite. Planck provided another improvement in spatial resolution and sensitivity over WMAP and
observed the sky out to much higher frequencies for improved removal of contamination by other
astrophysical emission. The measured angular power spectrum, shown in Fig. 1.7, extends out to
` ≈ 2500 and allowed for the detection of the first seven acoustic peaks. In addition to measurements
of the temperature anisotropies, Planck allowed for the measurements of the polarization of the CMB
and the observed polarization auto- and cross-spectra presented by the Planck Collaboration (2018b)
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show excellent agreement with the prediction.

1.3.3 Galactic and extragalactic foregrounds

The cosmic microwave emission we receive with our telescopes is a superposition of the CMB and
emission from Galactic and extragalactic sources. When the sky is observed close to the Galactic
disk, those Galactic foregrounds dominate the measured signal. At high Galactic latitudes, the
contamination by Galactic foregrounds weakens. The foreground emission by our Galaxy can be
broken down into several components with distinct SEDs, many of which are well approximated
by power laws I(ν) ∝ να (see Fig. 1.8), that allow them to be modelled and removed from CMB
observations with sufficient frequency coverage. The relevant components are

• Galactic synchrotron radiation from electrons that are accelerated to relativistic velocities in
supernova explosions. Synchrotron emission dominates at frequencies below ∼ 30 GHz and
follows a power law SED with α ≈ −0.8.

• Galactic bremsstrahlung radiation from hot (T ≈ 104 K) plasma around young massive stars.
At frequencies relevant to the study of the CMB, the SED of bremsstrahlung is almost flat (i.e.
α ≈ 0).

• Thermal emission from warm (T ≈ 20 K) interstellar dust grains that are heated by UV emission
of young stars. Emission from dust dominates at frequencies & 300 GHz and approximately
follows a modified blackbody SED I(ν) ∝ νβB(ν,T), where β ≈ 1.5 depends on the composition
and grain size distribution of the dust and B(ν,T) is the blackbody SED. In the Rayleigh-Jeans
regime, the SED is well approximated by a power law with α ≈ 3.5.

• Anomalous Microwave Emission (AME) in the frequency range 10–60 GHz, first detected
by Kogut et al. (1996). The most natural explanation of AME is rotational emission from
ultra-small dust grains ("spinning dust", e.g. Dickinson et al., 2018).

• Line emission from 12CO molecules in molecular clouds. A number of rotational transitions of
12CO lie at frequencies that are relevant to CMB observations, ranging from J = 1→ 0 with
ν0 = 115.3 GHz to J = 9→ 8 with ν0 = 1036.9 GHz.

The most important extragalactic signal for observations of the CMB is the near-isotropic cosmic
infrared background (CIB), which is composed of countless unresolved dusty starforming galaxies at
high redshift. Like thermal dust emission from the Milky way, the CIB is well approximated by a
modified blackbody SED.

Besides these diffuse fore- and backgrounds, emission from Galactic and extragalctic point sources
is a relevant contaminant for high-resolution CMB surveys. These point sources can the broadly
divided into radio point sources with falling power law SEDs and dusty point sources with rising
power law SEDs.

1.4 From CMB anisotropies to galaxy clusters: structure formation

Observations of the CMB temperature anisotropies show that matter was distributed very smoothly at
z ∼ 1100, a few hundred thousand years after the Big Bang. In contrast, the distribution of matter in
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Figure 1.8: Frequency dependence of the CMB and the most-relevant diffuse Galactic foregrounds. The y-axis
gives the Rms of the brightness temperature in the Rayleigh-Jeans limit computed from individual Planck
components maps that were smoothed to a spatial resolution of 1°, while the width of the bands indicates the
variance of the individual component SEDs. The grey vertical bands indicate the channels of the Planck satellite.
The figure has been adopted from the Planck Collaboration (2018a).

the local Universe is strongly inhomogeneous on small scales, with stars inside of galaxies, which, in
turn, form groups and clusters along a web-like filamentary structure that surrounds large, mostly
empty regions called voids. This so-called cosmic web can be seen clearly in the three-dimensional
distribution of galaxies that has been mapped by various galaxy redshift surveys like the 2 degree Field
Galaxy Redshift Survey (2dFGRS, Colless et al., 2001) and the Sloan Digital Sky Survey (SDSS,
Lundgren et al., 2015). The distribution of galaxies obtained by the 2dFGRS is shown in Fig. 1.9.
This section provides a brief outline how the large-scale structure of the Universe evolved from the
epoch of recombination to the current epoch. A compact introduction to the topic is provided by
Schneider (2015).

1.4.1 The matter power spectrum

Perturbations in the matter density field and their evolution in time is quantified by the so-called
density contrast δ(x, t) at the comoving coordinate x and time t

δ(x, t) =
ρ(x, t) − ρm(t)

ρm(t)
, (1.36)

where ρ(x, t) is the matter density at a given location and time and ρm(t) = Ωm(t)ρcrit.(t) is the mean
matter density of the Universe at the time t. The CMB temperature anisotropies suggest that at the
time of recombination (z ≈ 1080), typical values were |δ | ∼ 10−5. Driven by self-gravity, these
small perturbations continued to grow to eventually form the large-scale structures we observe in
the local Universe. In that process, overdense regions experience a reduced local expansion rate,
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Figure 1.9: The distribution of galaxies in the complete 2dF Galaxy redshift survey. The radial axis of the image
indicates the redshift of the galaxies, while the tangential axis shows their right ascension. The survey was
performed along two bands close to the Galactic north and south pole. The original 3D structure was projected
along the declination axis. Note that the true radial coordinate differs from the redshift-derived one, shown in
the image, due to redshift-space distortions. The survey measured the sky position and redshift of more than
350 000 galaxies in the time between 1997 and 2002. The figure was created by the 2dFGRS collaboration and
is based on the results presented by Colless et al. (2001).

further increasing their density contrast, while the density contrast of underdense regions continues to
decrease due to a locally faster expansion rate. The absolute value |δ | therefore grows in both cases.
The evolution of structures in the Universe is therefore driven by the effect of gravitational instability.

On scales smaller than the Hubble radius the growth of structure can be described in the framework
of Newtonian gravity. Assuming that the matter in the Universe can be described as a pressureless fluid
(i.e. P(x, t) = 0) with the density field ρ(x, t), its velocity field v(x, t) is described by the continuity
equation

∂ρ

∂t
+ ∇ · (ρ v) = 0, (1.37)

which implies conservation of matter. In addition, the Euler equation applies, which describes the
behaviour of a fluid under the influence of forces and implies the conversation of angular momentum

∂v

∂t
+ (v · ∇)v = −

∇P

ρ
− ∇Φ. (1.38)

Since we only consider pressureless matter, the pressure gradient vanishes. The gravitational potential
Φ is given as a modified version of the Poisson equation that accounts for a cosmological constant Λ

∂2
Φ = 4πGρ − Λ. (1.39)

When combined, these three equations allow for the description of a self-gravitating fluid. In general,
they can not be solved analytically, in which case one has to use numerical methods. However, an

19



Chapter 1 Introduction

analytic solution can be found for the special case of a homogeneous expanding cosmos with the
velocity field v(x, t) = H(t)x and for small values of the density contrast, |δ | � 1 (linear regime). It
can be shown that this solution leads to a second-order differential equation for the density contrast

∂2δ

∂t2 +
2 Ûa
a
∂δ

∂t
−

3H(a)2Ωm

2a3 δ = 0. (1.40)

This linear equation has two linearly independent solutions, one that describes a growth of the density
contrast with time, while the other describes a decrease. At later times, the growing solution, which
is denoted with a +, always dominates. After separating the spatial- and time-dependencies in
equation (1.40), the solution for the density contrast is given by

δ(x, t) = D+(t) δ0(x), (1.41)

where δ0(x) is the linearly extrapolated density fluctuation field and D+(t) is called the growth factor,
a function that describes the time evolution of the density contrast and is normalised to D+(t0) = 1.

An important concept for the formation of structures is the particle horizon, which is defined by

rH =

∫ t

0

c dt
a(t)

, (1.42)

and gives the largest (comoving) distance at which particles could have been in causal contact in the
past. At early times, fluctuations of all scales λ are larger than the horizon and as the Universe expands,
the horizon outgrows first the smallest perturbations and later the largest. As long as fluctuations are
on superhorizon scales, dark matter and baryonic matter behave the same way and their perturbations
grow as

δ ∝ a2 during the radiation dominated epoch,
δ ∝ a during the matter dominated epoch,

(1.43)

due to the different expansion rates in the respective eras. When the horizon outgrows a specific
pertubation scale during the radiation-dominated epoch, baryonic perturbations stop growing due
to the pressure of the photons in the baryon-photon fluid and start to oscillate. The behaviour of
dark matter on sub-horizon scales depends on its nature. If dark matter predominantly consists of
light, fast-moving particles, it is free-streaming on sub-horizon scales and thus only able to form large
structures. This type of dark matter is commonly called hot dark matter and an example for it are
neutrinos. Cold dark matter made from WIMPs, on the other hand, is not free-streaming and can be
bound in gravitational potentials. Observations of low mass galaxies combined with the absence of
massive galaxy clusters at high redshifts suggests that dark matter is at least mostly composed out
of high-mass particles. We therefore expect dark matter perturbations to continuously grow during
the radiation dominated epoch, although at a reduced, logarithmic rate. By the time recombination
occurs, the baryons are no longer impeded by photon pressure and fall into the potential wells formed
by dark matter. Both components then continue to grow at the same rate during the matter-dominated
epoch. Since pertubation on scales larger than the particle horizon at the moment of equal matter
and radiation energy density zeq enter the horizon in the matter-dominated epoch, their growth is not
affected by sub-horizon physics, while the growth on all scales that are smaller is suppressed.
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Figure 1.10: Observational constraints on the matter power spectrum P(k) from different probes of the large-scale
structure of the Universe. The red solid line shows the predicted spectrum for a flat ΛCDM cosmology with
h = 0.72, Ωm,0 = 0.28, Ωb,0 = 0.448, τ = 0.17 and ns = 1. The figure has been adopted from Tegmark et al.
(2004).

These effects are accounted for in the transfer function T(k), where k = 2π/λ is the wave number
for a pertubation of scale λ

δ0(k)
δ0(ks)

= T(k)
δi(k)
δi(ks)

, (1.44)

where the indices i and 0 denote inital and current values, respectively, and ks denote the small
wavenumbers of superhorizon fluctuations. A variety of efficient codes for the computation of the
transfer function exist, the most popular of which is the Code for Anisotropies in the Microwave
Background (CAMB; Lewis et al., 2000)

With these definitions, the matter power spectrum P(k, t) is given by

P(k, t) = A kns D2
+(t)T(k)

2, (1.45)

where kns is the initial power spectrum after the Big Bang with ns = 1 (Harrison–Zeldovich
approximation) andA is its amplitude, which has to be constrained through observations. Measurements
of P(k) are shown in Fig. 1.10. The idea that ns should be unity was originally put forward to evoke
scale invariance at early times. However, theories of inflation predict that ns should be slightly
smaller than unity, with the most recent measurements performed with the Planck satellite finding
ns = 0.9665 ± 0.0038 providing strong evidence in favor of inflation. These initial, perturbations are
commonly assumed to be caused by quantum fluctuations, which are inflated to macroscopic scales.
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Such quantum fluctuations generate Gaussian random fields that are fully characterised by their power
spectrum. Observations demonstrating the necessity of higher-order spectra for the description of
the observed fields would provide evidence for primordial non-Gaussianity, predicted by models of
chaotic inflation (e.g. Bartolo et al., 2004).
The power spectrum amplitude A is commonly estimated through observations of the standard

deviation of matter fluctuations on scales with radius R = 8 h−1 Mpc, which is referred to as σ8. In
general, the standard deviation of matter fluctuation at the scale R is defined as

σ(R, t) =
1

2π2

∫ ∞

0
dk P(k, t) |Ŵ(kR)|2 k2, (1.46)

where Ŵ(kR) is the Fourier transform of the real-space top-hat window function of radius R, given by

Ŵ(kR) = 3
sin(kR) − kR cos(kR)

(kR)3
. (1.47)

The convolution of P(k, t)with Ŵ(kR) allows to select only the specific scale of interest, R. Combining
equations (1.45) and (1.45) yields

σ2
8 =

A

2π2

∫ ∞

0
dk k2+ns T(k)2 |W(kR)|2. (1.48)

Therefore, measuring σ2
8 at the current epoch with D+(t0) = 1 allows to empirically determine the

amplitude A of the matter power spectrum.

1.4.2 Dark matter halos

The linear theory of structure formation presented in the previous section describes the growth of
perturbations for |δ | � 1. While their density contrast is increasing, overdense regions still follow the
expansion of the Universe at a reduced pace. In order to form bound structures, those overdensities
have to decouple from the Hubble flow and collapse under their own gravity after reaching a maximum
expansion at tmax. An accurate description of the gravitational collapse is no longer possible using
linear theory and, in general, numerical techniques are required. However, an analytical solution for
the non-linear evolution of overdense regions can be found for spherical overdensities in an otherwise
homogeneous universe. After reaching its maximum size, an overdense sphere collapses to a single
point at tcoll = 2tmax under idealised conditions. For the galaxies and clusters of galaxies that we
observe today, this turnover happened during the matter-dominated epoch, which is well approximated
by an EdS universe. For the case of an EdS universe one can show that overdensities with a linearly
extrapolated critical overdensity of δc = 1.69 at the current epoch collapse within the age of the
Universe t0.

Since particles do not perfectly follow radial orbits during the collapse and the matter distribution
inside the collapsing sphere is not perfectly homogeneous, the particles scatter and eventually virialize.
Using energy conservation and the virial theorem Epot = −2Ekin, the non-linear theory of the spherical
collapse predicts that after this process, called violent relaxation, the average density of the collapsed
structure exceeds the average density of an EdS universe by a factor of ∆vir = 178. In a ΛCDM
universe this value is lower. However, a common approximation for the mass of virialized structures is
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Mvir ≈ M178 ≈ M200, where M∆ is the mass of a sphere of radius R∆ within which the average density
exceeds the critical density of the Universe at the redshift of the structure by a factor of ∆ = 200:

M200 = 200 ρcrit.(z)
4
3
πR3

200. (1.49)

These collapsed, virialized structures are called dark matter halos.

Deviations from the idealised scenario of the spherical collapse, like non-spherical inhomogeneous
perturbations and baryonic feedback, can no longer be treated analytically. For this reason, non-linear
structure formation has been studied in great detail using large-scale three-dimensional numerical
simulations. Due to the enormous computational resources required, early simulations focused on the
dynamics of dark matter particles, which only interact gravitationally, and were able to reproduce the
properties of the cosmic web seen in galaxy redshift surveys (e.g. Millennium simulation, Springel
et al., 2005). More recent (magneto-)hydrodynamical simulations model the complex interactions of
baryons and include many sub-grid phenomena like star-formation and feedback from supermassive
black holes (SMBHs), allowing to reproduce e.g. the shapes and stellar populations of galaxies that
are observed throughout cosmic time (e.g. Illustris, Vogelsberger et al. 2014; Illustris TNG, Pillepich
et al. 2018). An example of a cutting-edge hydrodynamical simulation is given in Fig. 1.11.

Using numerical simulations, Navarro et al. (1996) showed that dark matter halos, on average,
follow a universal density profile given by

ρ(r) =
ρ0

r
Rs

(
1 + r

Rs

)2 , (1.50)

where ρ0 is the characteristic density, Rs = Rvir/c is the scale radius, and c is the dark matter
concentration parameter. This profile is named the Navarro–Frenk–White (NFW) profile. Assuming
the average overdensity ∆vir inside the virial radius to be 200, the concentration parameter defines the
value of ρ0 by

ρ0
ρcrit
=

200
3

c3

ln(1 + c) − c/(1 + c)
. (1.51)

The concentration parameter c therefore is the only free parameter that varies from halo to halo. The
mass of a dark matter halo inside a sphere of radius Rmax is given by

M(< Rmax) = 4π
∫ Rmax

0
ρ(r)r2dr = 4πρ0R3

s

[
ln

(
Rs + Rmax

Rs

)
−

Rmax
Rs + Rmax

]
(1.52)

For a given value of the concentration parameter, the NFW profile allows to convert masses and radii
for different overdensities by equating (1.52) and (1.49) and solving for Rmax, which is demonstrated
in Appendix A.2.

23



Chapter 1 Introduction

Figure 1.11: State-of-the-art hydrodynamical simulation of the large-scale structure of the Universe. The panels
show thin slices of the projected (from left to right) dark matter density, gas density, gas temperature, and gas
metallicity in the simulated volume of the Illustris simulation (Vogelsberger et al., 2014) at (from top to bottom)
z = 0, 1, 2, and 4, centred on a massive galaxy cluster. Following the principles of cosmic structure formation,
the contrast in all four fields increases with cosmic time from a smooth initial state to the large-scale structure
we observe in the local Universe.
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1.5 The halo mass function

1.5 The halo mass function

The number density of dark matter halos as a function of halo mass M and redshift z is given by the
halo mass function (HMF), which is generally written as (Sheth & Tormen, 1999)

dn
dM
(M, z) = f (σ)

Ωmρcrit.(z = 0)
M

d ln
[
σ−1
(R, z))

]
dM

, (1.53)

where f (σ, z) is the differential mass function and σ(R, z) is the dispersion of the matter field at
redshift z, which was defined previously in equation (1.46). The dispersion is smoothed over the scale
R, which is related to the mass of a halo by

R(M) =
(

3 M
4πΩmρcrit.(z = 0)

) 1
3

. (1.54)

The strong dependence of the HMF on the underlying cosmological model enters through the
matter power spectrum P(k) in the definition of σ, making it sensitive to all previously introduced
cosmological parameters (h, Ωm, Ωb, ΩΛ, w, σ8 and ns).

An analytic expression for the HMF was first derived by Press & Schechter (1974) using the
non-linear model of spherical collapse that was introduced in the previous section. In the notation
adopted in this work, their result translates into the differential mass function

f (σ) =

√
2
π

δc
σ

exp

(
−
δ2

c

4σ2

)
. (1.55)

Alternative HMF models derived from the abundance of dark matter halos in numerical simulations
provide a better description of the observed halo counts. Detailed comparisons of analytic and
numerical HMF models demonstrated deviations by up to 50% of the Press–Schechter model from
numerical models (e.g. Jenkins et al., 2001). For this reason, all modern HMF models are obtained
from large cosmological simulations (e.g. Jenkins et al., 2001; Reed et al., 2003, 2007; Warren et al.,
2006; Tinker et al., 2008; Watson et al., 2013; Bocquet et al., 2016) with good agreement between
them (Pillepich et al., 2010). This work adopts the widely used model for the HMF that was presented
by Tinker et al. (2008), who use the notation introduced in equation (1.53) and find

f (σ) = AT

[(
σ

bT

)−aT

+ 1
]

exp
(
−

cT

σ2

)
. (1.56)

The parameters AT, aT, and bT are defined as

AT = AT,0 (1 + z)−0.14,

aT = aT,0 (1 + z)−0.06,

bT = bT,0 (1 + z)−α,

(1.57)
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Figure 1.12: Redshift evolution of the halo mass function according to Tinker et al. (2008) for the best-fit Planck
2018 + BAO flat ΛCDM cosmology (solid lines) and for a derived open CDM cosmology that adopts all Planck
2018 + BAO best-fit values but assumes ΩΛ = 0 (dotted lines). The halo mass function quantifies the number of
dark matter halos in a comoving volume per mass interval. The example shown here demonstrates that a dark
energy-less open CDM cosmology predicts a higher number of dark matter halos across all halo masses with
increasing redshift.

where α is a function that depends on the overdensity ∆m of the halo, defined as

∆m(z) =
3M∆m

4π R3
∆m
Ωmρcrit.(z)

, (1.58)

log10(α(∆m)) = −

(
0.75

log10(∆m/75)

)1.2
. (1.59)

Values for the parameters AT,0, aT,0, bT,0, and cT are given in Table 2 of Tinker et al. (2008) for
different values of the overdensity ∆m with respect to the mean matter density Ωm ρcrit.(z). This
work adopts an overdensity of 500 times the critical density of the Universe, which we denote as
∆c = 500 = ∆m/Ωm. Of particular importance for this work is the total number of halos predicted by
the HMF in a redshift- and mass-interval, which is given by

N = fsky 4π
∫ zmax

zmin

dz
∫ Mmax

Mmin

dM
dn
dM

dVC
dΩ dz

, (1.60)

where fsky is the fractional sky coverage of a given survey and

dVC
dΩ dz

= DH
(1 + z)2 D2

A
E(z)

, (1.61)

26



1.6 Clusters of galaxies

is the comoving volume for a flat universe.
The redshift evolution of the HMF is shown in Fig. 1.12 for the Tinker et al. (2008) model using the

best-fit Planck 2018 + BAO flat ΛCDM cosmology and an open cosmology without dark energy. As
seen from the parametrizations of the HMF given in equation (1.55) and (1.56), the HMF predicts a
rapid exponential decrease of the number density of dark matter halos with increasing mass at all
redshifts. This is a consequence of the bottom-up scenario of structure formation that applies to CDM,
in which small structures form first and, in time, merge to produce larger structures. The abundance of
galaxy clusters, which are residing in the most massive and therefore rare dark matter halos that only
formed recently, is a very sensitive probe of the shape of the HMF and especially suited to constrain the
parameters Ωm and σ8. The biggest challenge in constraining the shape of the HMF with obervations
is the accurate determination of galaxy cluster masses, an issue that is discussed in Section 1.6.5.

1.6 Clusters of galaxies

The previous section described the origin and evolution of the large-scale structure of the Universe.
Large galaxy-redshift surveys showed that galaxies are not distributed randomly, but follow a web-like
pattern. The galaxies we observe trace the underlying distribution of dark matter, which has been
reproduced in great detail by hydrodynamic numerical simulations. At the nodes of this cosmic web,
we observe large concentrations of galaxies, which are classified either as galaxy groups or galaxy
clusters. The basic definitions are:

• Galaxy groups contain a few up to ∼ 50 luminous galaxies and have a total mass of ∼ 1012 to
∼ 5 × 1013 M�.

• Galaxy clusters contain between & 50 and ∼ 1000 luminous galaxies and show total masses
from ∼ 5 × 1013 to ∼ 1015 M�.

The total masses of galaxy groups and clusters refer to the sum of the mass of the dark matter halo and
all baryonic matter that is bound in it.
In addition to galaxy groups and clusters, there are also galaxy super clusters. These even larger

structures contain many sub-groups and clusters of galaxies, but are in the early stages of their
gravitational collapse and are therefore not virialized systems. In addition, many super clusters never
fully collapse, but instead will be unbound in the distant future by the accelerated expansion of the
Universe. Clusters of galaxies are therefore the most massive virialized systems that are bound by
gravity.

1.6.1 The composition of galaxy clusters

Galaxy clusters were first identified as overdensities in the distribution of galaxies. Today we know
that these galaxies only contribute ∼ 5% of the total mass of clusters. Multi-wavelength observations
of clusters revealed their composition to be:

• Galaxies: First defined as agglomerations of galaxies, clusters contain & 50 and ∼ 1000
luminous galaxies (excluding dwarf galaxies) that move through their gravitational potential
in complex orbits, with typical velocity dispersions of ∼ 1000 km/s. The majority of cluster
members at low redshifts are evolved elliptical galaxies with old stellar populations and a low
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star formation rates (Butcher & Oemler, 1978a,b, 1984). The brightest cluster galaxy (BCG)
is usually a giant elliptical galaxy that is often located in the centre of clusters. Many BCGs
have an active galactic nucleus that can strongly affect other baryonic components of clusters.
Cluster member galaxies are the most prominent component observed at optical and infrared
wavelengths.

• Intraclustermedium: Most of the baryonic matter observed in galaxy clusters is a hot, optically
thin gas that is not bound to the individual member galaxies, but instead is smoothly distributed
along the gravitational potential of the dark matter halos of clusters and called the intracluster
medium (ICM). The ICM contributes ∼ 15% to the total mass of a typical cluster, which is
commonly defined as the gas mass fraction fg = Mgas/Mtotal. This gas has a typical temperatures
of 107–108 K, which is usually expressed in terms of equivalent energies of kBT = 1–10 kev.
These high temperatures are caused by the release of gravitational potential energy during the
formation of clusters, which is dissipated by shockwaves in the ICM. At these high temperatures,
primordial hydrogen and helium atoms, which make up the majority of the ICM, are fully
ionized. In addition to these two light elements, the ICM contains highly-ionized heavy elements
e.g. iron, with average metallicities around Z ≈ 0.3 Z� (e.g. Urban et al., 2011). These heavy
elements are thought to be stripped from infalling galaxies by ram pressure (Abadi et al., 1999)
or ejected from them by supernovae explosions. Due to its high temperature, the ICM emits
observable X-ray radiation and scatters CMB photons.

• Dark matter: The dark matter halo of typical galaxy clusters contributes roughly 80% of their
total mass. Galaxy clusters were the first systems that were discovered to show signs of missing
mass. Dark matter inside galaxy clusters was first proposed by Fritz Zwicky (Zwicky, 1933) to
explain the high velocity dispersion of the galaxies within the Coma Cluster.

• Relativistic particles: Radio observations showed that some galaxy clusters are sources of
diffuse radio synchrotron emission (e.g. van Weeren et al., 2019). The observed spectra
suggest that the emission is caused by a population of relativistic electrons with energies in
the ∼GeV range that move though intracluster magnetic fields with flux densities of a few µG.
These relativistic electrons are thought to be accelerated by diffusive shock acceleration (DSA,
Blandford & Eichler, 1987) during cluster mergers as well as by AGN. Although they give rise
to interesting phenomena, their contribution to the total mass of clusters is negligible.

1.6.2 Observations of galaxy clusters

Galaxy clusters can be observed over the entire electromagnetic spectrum, ranging from radio waves to
Gamma-ray radiation. Besides enhancing our understanding of clusters and the processes inside them,
multi-wavelength observations have delivered e.g. direct observational evidence for the existence
of dark matter. Through a combination of X-ray and optical observations of a colliding system of
galaxy clusters nicknamed the Bullet Cluster, Clowe et al. (2006) showed that the mass distribution
of the colliding system differs from the distribution of the ICM, which got separated from the two
main dark matter halos and optical galaxies by the collision. An example for multi-wavelength
observations of the cluster Abell 2219 is shown in Fig. 1.13. This section provides a brief overview on
the emission mechanisms at each wavelength regime and what we can learn about clusters through
their observations.
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1.6 Clusters of galaxies

Figure 1.13: Multi-wavelength observations of the massive galaxy cluster Abell 2219. Each of the four panels
shows the same three-colour optical image taken with the Subaru telescope through combination of data from
the Rc, V and B filters (top-left, von der Linden et al., 2014a). The optical image has been overlaid with
the X-ray surface brightness as seen by Chandra (top-right, Canning et al. 2015), the Sunyaev-Zeldovich
temperature-decrement measured by the Combined Array for Research inMillimeter-Wave Astronomy (CARMA,
bottom-left, credit: M. Sommer), and 1.4 GHz observations of the cluster’s giant radio halo (bottom-right,
Bacchi et al. 2003). The size of the field is identical across all four panels.
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Radio waves

Some galaxy clusters harbour ∼Mpc scale sources of diffuse radio synchrotron emission with steep
spectra (I ∝ ν−α with α > 1) that, depending on their morphology, are classified as radio halos or
radio relics. Radio halos are located in the centres of many clusters, are mostly spherical, and show
unpolarized emission of low surface brightness. Based on their size, radio halos are split into two
sub-classes. Giant radio halos are observed in disturbed clusters, while radio mini-halos are more
compact objects seen in relaxed systems. Radio relics, on the other hand, are elongated features that
are observed on the periphery of clusters and emit highly polarized emission. There is a growing
amount of evidence that the relativistic particles that give rise to relics are accelerated in situ by shock
waves that propagate through the ICM. A recent review on diffuse radio emission from clusters has
been published by van Weeren et al. (2019). Besides these diffuse radio sources in the ICM, member
galaxies of some clusters, e.g. the Perseus Clusters, harbour radio-loud AGN, which are observed as
radio point sources.

Microwaves

At millimetre wavelengths, galaxy clusters appear as CMB cold spots, while at submillimetre
wavelengths they are observed as CMB hot spots. This peculiar phenomenon is caused by inverse
Compton scattering of CMB photons by hot electrons of the ICM and is referred to as the Sunyaev-
Zeldovich effect (Sunyaev & Zeldovich, 1970, 1972). Since this effect is the main observable used in
this work, it is introduced in detail in Section 1.7.

Infrared, optical and UV

For the most part, observations at infrared, optical and UV wavelengths trace the stellar population
inside and around clusters. The redshift of clusters is usually obtained through direct spectroscopic
measurements, or through ratios of photometric observations at multiple wavelengths. Large-area
optical surveys were the first to produce large catalogs of galaxy clusters (Abell, 1958; Abell et al.,
1989), with recent ones, like the SDSS redmapper catalog (Rykoff et al., 2014a), listing several 104

objects. High-resolution optical images of clusters often show arc-like features around their centres.
These arcs are background galaxies that were highly distorted and multiply-imaged through strong
gravitational lensing by the deep gravitational well of clusters. The less-obvious displacement and
slight distortion caused by weak gravitational lensing in the periphery of clusters has become an
important tool to provide accurate measurements of the total mass of clusters (e.g. Bacchi et al., 2003;
von der Linden et al., 2014a). Furthermore, the study of the morphology and colour of cluster member
galaxies showed that star formation ceases in galaxies after they enter cluster environments. This
quenching of star formation is not fully understood at the current point in time (Taranu et al., 2014),
but thought to be a combination of ram pressure stripping of the ISM by the ICM (e.g. Abadi et al.,
1999) and the ejection of gas and stars during mergers between galaxies (e.g. Kauffmann et al., 1993).
While this stripped gas mixes and enriches the ICM with heavy elements, the ejected stars can be
observed as intracluster light (ICL), which is a potential tracer of the distribution of dark matter in
galaxy clusters (Montes & Trujillo, 2019).
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X-rays

Galaxy clusters are the brightest extended extragalactic X-ray sources in the sky, with typical X-ray
luminosities of 109–1011 L�. Since X-ray photons are unable to pass through the Earth’s atmosphere,
they can only be detected by balloon or space observatories. The extended X-ray emission from the
ICM of clusters was first discovered in observations performed with the Uhuru satellite in the early
70s of the last century (Forman et al., 1972; Kellogg et al., 1972). X-ray radiation is produced in the
ICM by three main processes, thermal bremsstrahlung from free electrons (free-free emission), line
emission (bound-bound emission), and recombination emission (free-bound emission, see Sarazin
1986; Reiprich et al. 2013 for reviews). The contribition of each mechanism depends on the plasma
temperature (see Fig. 1.14). For massive clusters with electron temperatures of kBTe & 2 keV the main
emission mechanism is thermal bremsstrahlung, with its total emissivity given by

εff
=

dL
dV
∝ n2

eT1/2
e , (1.62)

where ne is the free electron number density of the ICM and Te is the electron temperature. The
observed X-ray surface brightness SX is given by the line-of-sight integral of the X-ray emissivity

SX =
1

4π (1 + z)4

∫ ∞

−∞

ε dl . (1.63)

The free electron number density ne is proportional to the gas density ρg, which is commonly
approximated by a β-model (Cavaliere & Fusco-Femiano, 1976)

ne(r) ∝ ρg(r) = ρg,0

(
1 +

r2

r2
c

)− 3
2β

, (1.64)

where ρg,0 is the central gas density, rc is the core radius, and β ≈ 2/3 (Voit, 2005). The temperature
of the ICM can be estimated by measuring and modelling of the X-ray spectrum. Since the emissivity
of thermal bremsstrahlung is proportional to the square of the gas density, the dense core of clusters
is particularly bright in X-rays. If left undisturbed, the dense core cools through the emission of
X-ray photons, allowing its density and therefore its cooling rate to increase further, boosting its X-ray
luminosity. X-ray observations are particularly sensitive towards these cool core clusters, which are
often classified as dynamically relaxed systems.
X-ray observations performed with e.g. the Chandra space telescope can reach a high spatial

resolution of < 1 arcsec, allowing to resolve substructures like shockwaves and gas clumps. Measure-
ments of spectral lines in the X-ray spectrum of clusters can provide estimates of the redshift and the
chemical composition of the ICM.

Gamma-rays

Through the observations of radio halos, mini halos and relics, it has been shown that galaxy clusters
harbour a population of relativistic particles. These highly energetic electrons and protons are expected
to produce gamma rays through inverse Compton scattering of CMB photons and inelastic pp collisions
(see Brunetti & Jones 2014 for a recent review). Diffuse gamma ray emission from clusters has
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Figure 1.14: Predicted X-ray spectra of hot plasmas with kBTe = 1 keV (black), 3 keV (red), and 9 keV (green) at
z = 0 for a metallicity of Z = 0.4 Z�. The spectra are computed as the superposition of free-free (ff), free-bound
(fb) and bound-bound (bb) emission. Free-free emission shows a characteristic exponential cutoff towards high
energies, which can be used to estimate the temperature of the emitting gas. The strength of emission lines
depends on the metallicity and temperature of the plasma. The figure has been adopted from Reiprich et al.
(2013).

not been conclusively detected so far, with empirical upper limits for the observed flux starting to
challange our understanding of gamma ray production. Most recently, detections of gamma rays from
clusters have been claimed by Reiss & Keshet (2018) and Xi et al. (2018).

1.6.3 Self-similar evolution of galaxy clusters

The properties of DM halos are determined by their mass, which can be estimated using observables
like the temperature of the ICM, its X-ray luminosity, or the integrated SZ signal via simple power
laws. This property is referred to as self-similarity (Kaiser, 1986). Assuming that gravity is the only
force affecting the formation of halos, we can derive several key relations.
Following Voit (2005) and Nagai et al. (2007), a relation between the mass and temperature of

clusters can be derived from a simple self-similar model. The characteristic temperature T500 of a
singular isothermal sphere of mass M500 and radius R500 is given by

kBT500 =
µmp G M500

2 R500
, (1.65)

where µmp defines the average particle mass as the product of the proton mass mp and the mean
molecular weight µ = 0.59. Combining equation (1.65) with equation (1.49) yields

T500 = 11.05 keV

(
M500

1015 h−1 M�

)2/3

E(z)2/3. (1.66)
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The characteristic pressure is then given byP500 ≡ ng,500kBT500, where ng,500 = 500Ωb/Ωm ρcrit./(µmp).
Combining the definition of the characteristic pressure with equation (1.66) reveals that P500 scales
with the cluster mass as

P500 = 0.91 keV cm−3

(
M500

1015 h−1 M�

)2/3

E(z)8/3. (1.67)

Finally, the entropy of the ICM is defined as K500 ≡ kBT500/n
2/3
e,500 with ne,500 = µ/µe ng,500, where

µe = 1.14 is the mean molecular weight per free electron. The entropy-mass relation is therefore given
by

K500 = 1963 keV cm−2

(
M500

1015 h−1 M�

)2/3

E(z)−2/3. (1.68)

1.6.4 The pressure profile of galaxy clusters

Of particular importance for this work is the pressure profile of galaxies. As shown in Section 1.7.1,
the amplitude of the thermal SZ effect is proportional to the projected electron pressure of the ICM.
The most widely used parametrization of the pressure profile of galaxy clusters is the generalized
NFW model, which was introduced by Nagai et al. (2007) and is given by

P(x) =
P(r)
P500

=
P0

xγ(1 + xα)(β−γ)/α
, (1.69)

where x ≡ r/rs, rs = r500/c500 is the scale radius, and P500 is given by equation (1.67). For a cluster of
given mass M500 and redshift z, the model has five free parameters. These parameters are the pressure
amplitude P0, the concentration parameter1 c500, and the slopes (γ,α, β) that determine the shape of
the profile at (r � rs, r ∼ rs, r � rs).

This parametric model was adopted by Arnaud et al. (2010) to fit the average pressure profile of a
representative sample of the 33 local (z < 0.2) clusters with 1014 M� < M500 < 1015 M� from the
REXESS sample (Böhringer et al., 2007). Arnaud et al. (2010) reconstructed the pressure profiles
from the 3D gas density and temperature profiles, ne(r) and T(r), as P(r) = ne(r) kBT(r). The 3D gas
density profiles were derived by Croston et al. (2006) from XMM-Newton observations of the clusters’
surface brightness profiles using a non-parametric deprojection technique. The 3D temperature profiles
were obtained by Arnaud et al. (2010) by fitting the parametric model presented by Vikhlinin et al.
(2006) to XMM-Newton X-ray spectroscopic temperature maps of the clusters, taking into account
projection and PSF effects. The obtained pressure profiles were scaled by their characteristic pressure
P500 and radius R500 using the standard self-similar model. Since the XMM-Newton data were only
able to measure P(r) out to ∼ R500 and a comparison with the pressure profile of simulated clusters
from hydrodynamical simulations showed good agreement for r & 0.2 R500, Arnaud et al. (2010) used
the average profile of simulated clusters to constrain the pressure profile at large radii. This scaled and
averaged hybrid-profile is referred to as the universal pressure profile (UPP) by Arnaud et al. (2010)

1 The concentration parameter c500 is not to be confused with the concentration parameter c of the NFW-profile.
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and was modelled using

P(r) = P500

[
M500

3 × 1014 h−1
70 M�

]αp+α
′
p(x)

P(x)

= 1.65 × 10−3E(z)8/3
[

M500

3 × 1014 h−1
70 M�

]2/3+αp+α
′
p(x)

P(x) h2
70 keV cm−3,

(1.70)

where αp = 0.12 and

α′p(x) = 0.10 − (αp + 0.10)
(x/0.5)3

1 + (x/0.5)3
(1.71)

account for deviations from the predicted self-similar evolution of the characteristic pressure of
clusters. The individual cluster profiles and the best-fit model are shown in Fig. 1.15. The best-fit
profile parameters reported by Arnaud et al. (2010) are

(P0, c500, γ,α, β) = (8.403 h−3/2
70 ,1.177,0.3081,1.0510,5.4905). (1.72)

This specific profile is used on many occasions throughout this work to simulate the expected SZ
effect signal from galaxy clusters. Since parameter uncertainties were unfortunitly not provided by
Arnaud et al. (2010), the values given above are considered to be exact.

The pressure profile of clusters has also been investigated by the Planck Collaboration (2013a),
who used SZ effect data from the Planck 14-month nominal survey of a sample of 62 nearby massive
clusters and found their average profile to be flatter at large radii compared to the universal pressure
profile reported by Arnaud et al. (2010). While Planck was able to measure the pressure profile to
a maximum radius of ∼ 3 R500, its low spatial resolution does not allow to resolve the core of the
clusters in the sample. For that reason, additional pressure data reconstructed from X-ray observations
with XMM-Newton was used by the Planck Collaboration (2013a) at 0.01 < R500 < 1. Keeping the
inner slope γ fixed to the value reported by Arnaud et al. (2010), their best-fit parameter values are
(P0, c500, γ,α, β) = (6.41,1.81,0.31,1.33,4.13).

Other recent studies have focussed exclusively on measuring the outer slope β of the GNFW model,
while keeping the other parameters fixed to the ones given in equation (1.72). Ramos-Ceja et al.
(2015) report β = 6.35 ± 0.19 obtained from an analysis of the thermal SZ power spectrum measured
by the SPT-SZ survey. A similar value of β = 6.13 ± 0.16 was obtained by Sayers et al. (2016) using
a combination of SZ effect data from Planck and the ground-based Bolocam receiver on the APEX
telescope.

1.6.5 Galaxy clusters as probes for cosmology

Cosmological models are commonly tested either by constraining the distance-redshift relation using
standard candles or rulers, or by measuring the evolution of structures. Galaxy clusters can be
used in both ways through a variety of techniques, which is briefly summarized in the following. A
comprehensive review on cosmological tests with galaxy clusters is given by Allen et al. (2011)
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Figure 1.15: Best-fitting GNFW model of the universal pressure profile (green line) that has been derived from
the average of the scaled pressure profiles of the clusters in the REXESS sample (black lines), combined with the
average profile obtained from simulated clusters beyond R500 (red line). The orange area indicates the dispersion
of the pressure profile of the simulated clusters. For r & 0.2 R500, observed and simulated profiles are found to
be in good agreement and show low scatter. At smaller radii, the observed profiles show large scatter due to
differences in the dynamical state of the clusters in the sample. The figure has been adopted from Arnaud et al.
(2010).

Cluster counts

The number density of galaxy clusters provides a sensitive probe of the high-mass end of the HMF
(see Fig. 1.16), which was introduced in Section 1.5. In general, a single high-mass cluster that is
incompatible with the halo mass function computed for a given cosmology can be sufficient to falsify it.
Using galaxy cluster number counts requires accurate mass estimates, which are often obtained using
scaling relations that relate low-scatter mass-proxies like the X-ray luminosity LX and the integrated
SZ signal YSZ, both of which are easy to measure, to the total halo mass. These scaling relations are
calibrated using small samples of clusters that have direct constraints on their masses. The mass of a
cluster can be directly measured in multiple ways, e.g.

• X-ray hydrostatic mass: If left undisturbed, the ICM of a cluster settles into hydrostatic
equilibrium between the pressure gradient of the gas and the gravitational potential Φ(r):

1
ρg(r)

dP(r)
dr

= −
dΦ(r)

dr
. (1.73)

Assuming the ICM can be described as an ideal gas, the hydrostatic mass of a cluster can be

35



Chapter 1 Introduction

0 0.5 1

0
0

.0
5

0
.1

0
.1

5

f g
as

 (
r 2

5
0

0
) 

h
7

0
1

.5

z

0 0.5 1

0
.0

5
0

.1
0

.1
5

0
.2

f g
as

 (
r 2

5
0

0
) 

h
5

0
1

.5

z

Figure 1.16: Examples of cosmological tests using samples of galaxy clusters. Top panels: Constraints on
the halo mass function using galaxy clusters. The blue and black solid lines indicate the predicted function
at two different redshift ranges. The right-hand panel shows the predicted curves for a ΛCDM cosmology
that fits the observed data well, while the left-hand panel shows curves that are derived for an open universe
with ΩΛ = 0, which does not fit the data. The two panels were adopted from Vikhlinin et al. (2009). Bottom
panels: Measurements of the gas mass fraction fgas of galaxy clusters. The left-hand panel shows fgas for a
sample of clusters derived using a flat ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7, and h = 0.7. The obtained
values for fgas show no evolution with redshift, which is consistent with expectations and suggests the assumed
cosmology describes our Universe well. The fgas values shown in right-hand panel were obtained using an
EdS cosmology with Ωm = 1.0, ΩΛ = 0, and h = 0.5. The resulting redshift evolution is neither supported by
theory nor simulations and is therefore an artefact caused by a mismatch in real and assumed cosmology. The
two panels were adopted from Allen et al. (2008).
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derived from the previous equation and is given by

M(< r) = −
kBT r

G µmp

(d ln(ρg(r))

d ln(r)
+

d ln(T(r))
d ln(r)

)
. (1.74)

The required gas density and temperature profiles of the ICM can be derived from observations
of the X-ray surface brightness and the measured X-ray spectra in concentric annuli around
a cluster’s centre. A problem with this method is the fact that the ICM is never truly in
hydrostatic equilibrium because of the continued growth of clusters through mergers, gas
accretion, turbulence, and gas flows induced by radiative cooling. These effects, together with
other phenomena like non-thermal pressure support, give rise to the hydrostatic mass bias, the
characterization of which is an ongoing area of research (e.g. Nelson et al., 2014).

• Dynamical mass: The observed velocity dispersion σ of cluster member galaxies can be
related to the total mass of the galaxy clusters via the virial theorem, which yiels the expression

M ∝
rσ2

G
. (1.75)

• Weak gravitational lensing: The light of distant background galaxies is deflected by in the
curved spacetime in the gravatational potential of galaxy cluster, leading to images that are
displaced, distorted, magnified and sometimes appear multiple times. These effects define the
strong-regime of gravitational lensing, which is observed in the centres of clusters. In their
outskirts, weak gravitational lensing leads to more subtle changes in the shapes of background
galaxies, which can only bemeasured statistically using large samples. Mapping these distortions
allows us to reconstruct the total mass of a cluster, as well as its mass distribution. In general,
masses estimated using gravitational lensing are considered to be the most accurate since they
don’t hold any assumption on the dynamical state of clusters. Recent studies have found mass
estimates obtained through weak gravitational lensing to be higher than X-ray hydrostatic masses
by up to 20% (e.g. Hoekstra et al., 2015; von der Linden et al., 2014c), which is attributed to the
aforementioned hydrostatic mass bias.

For precise cosmological tests using cluster counts, any potential bias in the mass calibration needs to
be carefully characterized and modelled. Furthermore, the selection function of the cluster survey
must be understood in order to estimate the completeness of the cluster sample. A survey is considered
complete if all clusters in the surveyed volume are detected down to a specified lower mass limit.
Recent examples for cosmological studies with cluster counts include Planck Collaboration (2014c,
2016f) and Schellenberger & Reiprich (2017).

Angular diameter distance

Both X-ray and SZ effect observations trace the same free thermal electrons in the ICM. While the
X-ray surface brightness is proportional to n2

e , the signal of the thermal SZ effect is proportional to ne.
It can be shown that the angular diameter distance of a cluster can be derived from a combination of
X-ray and SZ effect observations. Assuming an isothermal β-model for the density profile of the ICM,
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one finds

DA ∝
y2

0
SX(0)

1
T2

e (1 + z)4θc
, (1.76)

where y0 is the observed central Comptonization parameter (the thermal SZ amplitude), SX(0) is the
observed central X-ray surface brightness, and θc is the angle corresponding to the core radius rc of
the β-model. Equivalent expressions can be found for other density and temperature profiles for the
ICM. However, this technique assumes clusters to be spherical. This approach has been used by many
authors to estimate the value to the Hubble parameter H0 (e.g. Bonamente et al., 2006; Kozmanyan
et al., 2019), but, in general, allows to measure the expansion history of the Universe and therefore
other parameters like the Ωm, ΩΛ, and w.

fgas-test

The matter content of large galaxy clusters is thought to reflect the average matter content of the
Universe. The observed baryon-to-total mass of clusters should therefore closely match the ratio
Ωb/Ωm. If combined with independent measurements of the baryon density of the Universe, e.g.
via constraints from the CMB or BBN, X-ray measurements of the gas mass fraction fgas allow a
direct and simple way to determine the total matter density Ωm of the Universe, which provided first
evidence for Ωm < 1 (White et al., 1993).
Furthermore, as first described by Sasaki (1996) and Pen (1997), measurements of fgas can be

used to constrain the expansion history of the Universe. This arises from the dependence of X-ray
measurements of fgas on the angular diameter distance to clusters:

fgas(z) ∝ DA(z)
3/2. (1.77)

The theory of structure formation and cosmological simulations both predict fgas to be invariant with
redshift for the largest clusters (Eke et al., 1998) and an observed apparent evolution would therefore
reveal a mismatch in assumed and true underlying cosmology (see Fig. 1.16). This method was used
by Allen et al. (2004) to provide first evidence from galaxy clusters for a universe dominated by dark
energy. More recent results include e.g. Allen et al. (2008) and Mantz et al. (2014, see Fig. 1.3).

1.7 The Sunyaev-Zeldovich effect

The Sunyaev-Zeldovich (SZ) effect is a secondary anisotropy of the CMB that was first predicted
by Rashid Sunyaev and Yakov Zeldovich (Sunyaev & Zeldovich, 1970, 1972). It is caused by the
scattering of CMB photons by energetic free electrons in the ICM, which leads to a characteristic
distortion of the SED of the CMB towards galaxy clusters. A schematic illustration of this process
is shown in the left-hand panel of Fig. 1.17. This process conserves the number of photons that we
receive from the CMB in the direction of a cluster since, on average, for every photon that is scattered
away from our line of sight (l.o.s.) another photon that would not have reached us otherwise is scattered
towards us. The SZ effect can be divided into several sub-components, the most important of which
being the thermal SZ (tSZ), kinetic SZ (kSZ) and non-thermal SZ (ntSZ) effects. The combined signal
is observed as fluctuations of the observed CMB temperature (see right-hand panel of Fig. 1.17), the
amplitude of which is independent of the redshift of the source. The redshift invariance stems from

38



1.7 The Sunyaev-Zeldovich effect

CMB 
photon

bulk  
motion

free 
electron

hot plasma

scattered 
photon

-25

-12.5

0

12.5

25

ar
cm

in

70 GHz 100 GHz

0.2
0.1

0.0
0.1
0.2
0.3
0.4

M
Jy

/s
r

-25

-12.5

0

12.5

25

ar
cm

in

143 GHz 217 GHz

0.2
0.1

0.0
0.1
0.2
0.3
0.4

M
Jy

/s
r

-25-12.5 0 12.5 25
arcmin

-25

-12.5

0

12.5

25

ar
cm

in

353 GHz

-25-12.5 0 12.5 25
arcmin

545 GHz

0.2
0.1

0.0
0.1
0.2
0.3
0.4

M
Jy

/s
r

Figure 1.17: Left-hand panel: Illustration of the mechanism that gives rise to the Sunyaev-Zeldovich effect,
adopted from Mroczkowski et al. (2019). A CMB photon (red) enters a galaxy cluster in a random direction and
interacts with a free electron (black) of the ICM of the cluster via Compton scattering, leading to a deflection
of the photon’s trajectory and, on average, a small gain in energy of the outgoing photon (blue). While the
thermal SZ effect is due to the random thermal motions of the ICM electrons, the kinetic SZ effect is due to any
superimposed bulk motion of clusters in the rest frame of the CMB and allows to measure the l.o.s. component
of that motion. Right-hand panel: Planck observations of the SZ signal of the massive galaxy cluster Abell
2319 at z = 0.0557. The characteristic spectral signature of the tSZ effect is clearly visible, with a decrement in
observed intensity at 70-143 GHz, no signal at 217 GHz, and an increment in intensity at 353 & 545 GHz. The
dashed black circles indicate the clusters θ500 = 20 arcmin that has been derived from its mass measured by
Planck. The maps are centred at (RA, Dec.) = (19h21m9.6s, +43◦58′29.5′′).

the fact that both the scattered and unscattered CMB cools at the same rate with the expansion. The
contrast introduced by the SZ effect is therefore preserved. The characteristic spectral shape of the SZ
effect is shown in Fig. 1.18 and broken down into its most relevant components.
This section introduces the central components of the SZ effect, with special attention to the tSZ

effect and its relativistic corrections, which are a central aspect of this work. Excellent reviews on the
theory and observations of the SZ effect are presented by Sunyaev & Zeldovich (1981), Birkinshaw
(1999), Carlstrom et al. (2002), and Mroczkowski et al. (2019).

1.7.1 The thermal Sunyaev-Zeldovich effect

For typical galaxy clusters, the tSZ effect is the dominent component of the SZ effect. It is caused by
Compton scattering of CMB photons by the thermal electrons in the ICM that follow an isotropic
Maxwell–Boltzmann distribution. These elastic collisions transfer a small amount of the momentum
from an electron to a photon, leading to a deflection of the photon path and a gain in energy. The
maximum photon energy after scattering occurs for photons that are back-scattered after a head on
collision with a free electron, while the lowest transfer of momentum occurs for photons scattered into
the same direction as the incoming electron. The impact on the energy and trajectory of the scattered
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Figure 1.18: Left-hand panel: Comparison of the average ≈ 2.73 K CMB blackbody spectrum (black solid
line) and the distorted CMB spectrum towards a massive galaxy cluster caused by the SZ effect (red dotted
line). This realistic picture demonstrates that the distortion caused by the SZ effect is very small and therefore
exaggerated by a factor of 1000 (blue solid line) in order to make the spectral changes visible. At frequencies
below ∼ 217 GHz, the SZ effect causes a decrement in observed intensity compared to the average CMB and an
increment in observed intensity at frequencies above. By subtracting the average CMB blackbody, clusters
therefore become visible as CMB cold spots at low and CMB hot spots at high frequencies, as seen in the
observations of Abell 2319 shown in the right-hand panel of Fig 1.17. Right-hand panel: Change in observed
intensity of the CMB caused by the SZ effect. The total SZ signal shown in black represents the difference of
the distorted (red dotted line) and undistorted CMB in the left-hand panel. The total SZ signal shown here is the
sum of the tSZ effect for y = 10−4 (blue line), the corresponding tSZ relativistic corrections for kBTe = 10 keV
(orange line) and the kSZ signal for vpec = −1000 km/s (red line).

electron is neglectable. This process is commonly referred to as inverse Compton scattering and
gives rise to the other components of the SZ effect as well. About 1% of the CMB photons that cross
through the ICM of a cluster scatter of an electron. Multiple scatterings are therefore rare and usually
not considered.
As the photons propagate through the ICM and scatter of electrons, they are uplifted to higher

energies. At frequencies below ∼ 217 GHz, this redistribution of photon energies is observed as a
characteristic decrement in CMB temperature compared to the unscattered reference CMB in the
direction of a galaxy cluster. At frequencies above ∼ 217 GHz, it causes an increment in observed
temperature compared to the unscattered reference CMB. This frequency-dependent shift in observed
temperature ∆TtSZ = T(ν) − TCMB is commonly expressed by

∆TtSZ
TCMB

= y f (x), (1.78)

where x(ν) = hν/(kBTCMB) is the dimensionless frequency and f (x) gives the frequency dependence
of the tSZ effect in the non-relativistic limit:

f (x) = x
ex + 1
ex − 1

− 4. (1.79)
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1.7 The Sunyaev-Zeldovich effect

The tSZ signal is proportional to the Compton-y parameter, which is a dimensionless measure of the
electron pressure Pe = nekBTe integrated along the l.o.s.:

y =
σT

mec2

∫
l.o.s.

Pe(r) dl . (1.80)

Here, kB is the Boltzmann constant, Te is the electron temperature, me is the rest mass of the electron,
σT is the Thomson cross section, and h is Planck’s constant. Note that the Compton-y parameter is
not just a single number for a given cluster, but rather corresponds to a 2D projected image y(x1, x2)

of the electron pressure, which is similar in its concept to the X-ray surface brightness. A Compton-y
map of a cluster can be simulated by l.o.s. projection of a model for the cluster’s pressure profile,
like the GNFW-model that was introduced in Section 1.6.4 (see Appendix A.4). Typical peak values
observed along the central l.o.s. of massive clusters are ∼ 10−4, leading to a distortion ∆TtSZ/TCMB of
the same order of magnitude, which is shown in the left-hand panel of Fig. 1.18.

Using the derivative of the CMB blackbody SED (see Appendix A.1), the shift in CMB temperature
introduced by the tSZ effect can be converted to a shift in observed intensity via

∆I = ∆T
∂B(ν,T)
∂T

�����
T=TCMB

, (1.81)

which leads to
∆ItZE

I0
= y f (x)h(x), (1.82)

where I0 = 2(kBTCMB)
3
/(hc)2 ≈ 270 MJy/sr, and

h(x) =
x4ex

(ex − 1)2
. (1.83)

The characteristic frequency-dependent shift of observed CMB intensity towards a massive cluster can
be seen in the Planck observations of Abell 2319 shown in the right-hand panel of Fig. 1.17.

Unlike the X-ray surface brightness of clusters, the tSZ signal is not dimmed with redshift, making
it an ideal tool for the detection and characterization of clusters at high z. The integrated Compton-y
parameter YSZ is an important mass-proxi for cosmological studies and can be defined in multiple
ways (see Section A.3), e.g. via the aperture integral over the observed Compton-y radial profile y(θ).

YSZ(< θmax) = 2π
∫ θmax

0
y(θ)θ dθ. (1.84)

1.7.2 The kinetic Sunyaev-Zeldovich effect

The kSZ effect is caused by scattering of CMB photons by a population of hot electrons that undergoes
bulk motion relative to the CMB rest-frame (Sunyaev & Zeldovich, 1980). In that case, the velocity
distribution of the electrons is no longer isotropic, which leads to a linear Doppler term that is
proportional to the velocity β = v/c of the electrons. Like the tSZ effect, the kSZ effect leads to a
shift in observed CMB temperature towards a cluster with a non-zero l.o.s. peculiar velocity. Unlike
the tSZ effect, the kSZ temperature fluctuations are independent of observed frequencies and can be
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written as
∆TkSZ
TCMB

= −τe
vpec

c
, (1.85)

which can be written as a frequency-dependent shift in observed intensity using equation (1.81),

∆IkSZ
I0
= −τe

vpec

c
h(x), (1.86)

where vpec is the l.o.s. component of the peculiar velocity and τe is the optical depth, which is defined
as the l.o.s. integral over the electron number density

τe = σT

∫
l.o.s.

ne(r) dl . (1.87)

For isothermal clusters, the optical depth and Compton-y parameters are related as y = τekBTe/(mec2
).

The kSZ signal either appears as a CMB cold spot (vpec > 0) or a CMB hot spot (vpec < 0), making its
spectral signature indistinguishable from that of primary CMB temperature fluctuations to first order,
requiring either spatial information or the correlation with other data sets for a detection. Typical
cluster peculiar velocities are expected to be a around several 100 km/s (e.g. Peel, 2006). The value of
τ lies in the range of 10−3 to ∼ 10−2 for massive clusters, resulting in a signal that is lower than that of
the tSZ effect by ∼one order of magnitude.

1.7.3 Relativistic corrections to the tSZ and kSZ effects

The tSZ and kSZ signals introduced previously are derived assuming the scattering electrons move at
non-relativistic speeds. The expected bulk motion of clusters satisfies this assumption well enough,
with typical speeds of vpec/c ∼ 10−3. However, at the temperatures found in the ICM, the thermal
motion of the electrons is mildly relativistic with β = v/c ∼ 0.1. In this case, the non-relativistic
approximations are no longer valid and special-relativistic corrections are required in order to accurately
describe the spectral shape of the tSZ and kSZ effects (e.g. Wright, 1979; Rephaeli, 1995). Since the
change in the kSZ spectrum is ∼one order of magnitude smaller than the change in the tSZ spectrum,
we focus on the latter. The relativistic tSZ spectrum can be written as

f (x,Te) =

(
x

ex + 1
ex − 1

− 4
)
+ δrel(x,Te). (1.88)

The relativistic corrections δrel(x,Te) of the tSZ effect are obtained by assuming the scattering electrons
follow an isotropic Maxwell–Jüttner distribution (Jüttner, 1911a,b), which is the special-relativistic
generalisation of the Maxwell–Boltzmann distribution. The resulting modified spectrum can no longer
be derived analytically. Its computation requires to solve the 5D collision integral using numerical
integration techniques, providing accurate results (e.g. Wright, 1979; Rephaeli, 1995; Pointecouteau
et al., 1998; Enßlin & Kaiser, 2000). Although the dimensionality of the collision integral can be
reduced by the use of symmetries, computing the relativistic SZ spectrum via direct integration
techniques can be very time consuming. Some authors have provided fitting functions to numerical
results (e.g. Nozawa et al., 2000) or finite-order asymptotic series expansions (e.g. Challinor &
Lasenby, 1998; Sazonov & Sunyaev, 1998; Itoh et al., 1998) that give good results for kBTe . 5 keV.
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1.7 The Sunyaev-Zeldovich effect

In this work, we make use of SZPACK (Chluba et al., 2012, 2013), which allows the fast and precise
computation of the relativistic corrections using pre-computed basis functions.
The relativistic corrections introduce a temperature dependence to the spectrum of the tSZ effect,

which is shown in Fig. 4.1. With increasing temperature, the tSZ null shifts towards higher frequencies,
the amplitude of both the tSZ decrement and increment is lowered (e.g. by ∼ 10% for kBTe = 10 keV),
and the increment becomes broader. Precise observations of the spectrum of the tSZ effect of clusters
would allow to measure the pressure-weighted l.o.s. averaged temperature TSZ of the scattering gas
(e.g. Pointecouteau et al., 1998; Hansen, 2004)

TSZ ≈ 〈Te〉Pe
=

∫
l.o.s. neT

2
e dl∫

l.o.s. neTe dl
. (1.89)

1.7.4 Non-thermal and polarized SZ effects

Both the tSZ and kSZ effect introduced in the previous sections are due the scattering of CMB
photons by the population of thermal electrons in the ICM. As was mentioned in Section 1.6.1,
radio observations of radio halos and relics revealed that clusters harbour a population of highly
relativistic particles. The scattering of CMB photons by this population of high-energy non-thermal
electrons gives rise to the ntSZ effect (e.g. Enßlin & Kaiser, 2000). Assuming an isotropic power-law-
shaped momentum distribution for the non-thermal electrons, the spectrum of the ntSZeffect shows a
temperature/intensity decrement and increment. For relativistic electron energies, the zero-point shifts
towards THz frequencies and the increment becomes much wider. Under extreme conditions, the
ntSZ increment can even extend to X-ray frequencies, where it is just referred to as inverse-Compton
(IC) emission (Felten & Morrison, 1966). However, the exact shape the ntSZ spectrum can become
very complex and depends on the details of the energy distribution of the scattering electrons. It is
estimated that the amplitude of the ntSZ effect typically is . 1% of that of the tSZ effect (Enßlin &
Kaiser, 2000; Shimon & Rephaeli, 2002).
In the presence of a quadrupole anisotropy in the local radiation field, the scattering of CMB

photons by free electrons leads to polarisation of the outgoing light (Sunyaev & Zeldovich, 1980,
1981). This mechanism is very similar to the one that gives rise to primordial E-mode polarization
(Bond & Efstathiou, 1984). This polarised SZ (pSZ) effect is generated predominantly by the local
primordial CMB quadrupole and is expected to reach a typical signal amplitude that is 10 000 times
smaller than that of the tSZ effect. Furthermore, the frequency dependence of the pSZ effect is
identical to that of primordial CMB polarisation anisotorpies, increasing the difficulty of a detection.
If measured, it would allow to observe the primordial CMB quadrupole in the restframe of clusters,
bypassing the limitations of cosmic variance (e.g. Meyers et al., 2018). Several other local quadrupole
anisotropies could in principle give rise to a pSZ signal. Among these is a quadrupole that is induced
by the peculiar motion of clusters inside the CMB restframe. The polarisation signal caused by the
motion of the clusters could allow to measure the tangential component of their velocity vector on the
plane of the sky (Sunyaev & Zeldovich, 1980).

1.7.5 Observations of the SZ effect

Early attempts of observing the SZ effect of clusters were conducted with radio telescopes at low-
frequencies around 15 GHz, a few years after the effect was first postulated (e.g. Pariiskii, 1973;
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Birkinshaw et al., 1978). The first unambiguous detection of the tSZ decrement of three clusters was
reported by Birkinshaw et al. (1984), roughly one decade after the postulation of the SZ effect. The
first observation of the tSZ increment became possible in the coming decade with observations by the
PRONAOS balloon experiment, which observed the cluster Abell 2163 at 350 GHz Lamarre et al.
(1998).

Driven by rapid progress in detector technology, the first large-scale SZ cluster surveys were
conduced during the last decade by the South pole telescope (SPT), the Atacama cosmology telescope
(ACT), and the Planck satellite , delivering sample sizes of several hundred (ACT & SPT) to ∼ 1000
(Planck) objects (Hasselfield et al., 2013; Planck Collaboration, 2014d; Bleem et al., 2015).

In the advent of high-resolution single-dish and interferometric observations at millimetre and
submillimetre wavelengths, the measurement of cluster sub-structures became feasible. Since the tSZ
effect allows to measure the l.o.s. integral of the ICM pressure, it can provide constraints on pressure
discontinuities like shockfronts, with several reported detections by e.g. Korngut et al. (2011), Planck
Collaboration (2013b), Erler et al. (2015), Basu et al. (2016), and Di Mascolo et al. (2019).

With the tSZ effect being observed routinely today, attempts of measuring the other aspects of the
SZ effect have intensified. To this date, robust evidence for the kSZ effect has only been presented for
a single system, the l.o.s. triple merger MACS J0717.5+3745. Observations conducted by Sayers
et al. (2013) find a 4.2σ measurement of the peculiar velocity of one of the merging sub-clusters with
vpec = (3450 ± 900) km/s. However, the kSZ effect has been detected at higher significance using
statistical methods by measuring the mean pairwise momentum of optically selected clusters (Hand
et al., 2012).
Several attempts have been made to measure the relativistic distortions of the tSZ effect. A 3σ

measurement of the shift of the tSZ null caused by the relativistic effects was reported by Zemcov
et al. (2012) using data from the Z-spec instrument. Assuming a neglectable kSZ signal, the authors
constrain the ICM temperature of the cluster RX J 1347.5-1145 to (17.1 ± 5.3) keV. Using data from
the Planck satellite, Hurier et al. (2014) placed constrains on the average temperature of a sample of
clusters in a study that focused on measuring the evolution of TCMB. Recently, Hurier (2016) claimed
the first high-significance detection of the relativistic tSZ effect based on the analysis of the average
spectrum of a large sample of clusters observed with Planck. Chapter 4 of this work presents the most
recent attempt of detecting the relativistic tSZ effect of a stacked sample of galaxy clusters using data
from the Planck satellite.
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CHAPTER 2

Instruments, tools, and techniques

2.1 The Planck mission

The European Space Agency’s (ESA) Planck Surveyor (Tauber et al., 2010a) is the third-generation
space telescope dedicated to observations of the CMB. Initially proposed as two instruments named
the Cosmic Background Radiation Anisotropy Satellite (COBRAS) and the Satellite for Measurement
of Background Anisotropies (SAMBA), which were competing for an medium-sized mission slot of
ESA’s Horizon 2000 program, the two collaborations were recommended to join their efforts and
propose for a single telescope. The combined COBRAS/SAMBA mission (Tauber et al., 1994) was
selected in 1996 as the third and final medium-sized mission of the Horizon 2000 program and was
subsequently renamed Planck. It was launched on the 14th of May 2009 together with the Herschel
Space Telescope onbord of an Ariane 5 ECA launch vehicle to the second Earth-Sun Lagrange Point
L2. An artist’s impression of the spacecraft is shown in Fig. 2.1.

Figure 2.1: Artist’s impression of the Planck satellite. Planck observed the microwave sky from the Sun-Earth
Lagrange point L2 from 2009 until 2013, completing multiple all-sky surveys. Credit: ESA

45



Chapter 2 Instruments, tools, and techniques

100 1000
Frequency (GHz)

0.0

0.2

0.4

0.6

0.8

1.0

Tr
an

sm
iss

io
n

30 44 70 100 143 217 353 545 857

Figure 2.2: Transmission curves of the bandpass filters for the nine Planck frequency channels (blue curves).
The grey boxes indicate the approximate width and position of the bands and are reproduced in Fig. 4.1 , 4.14,
& 6.1.

From the L2, Planck performed multiple six-month all-sky surveys in nine distinct frequency bands
grouped in two main instruments. Planck’s Low Frequency Instrument (LFI , Mandolesi et al. 2010)
was derived from COBRAS and used actively-cooled pseudo-correlation radiometers that operated at a
temperature of 20 K. It observed the sky at three frequency bands centred around 30, 44, and 70 GHz.
The LFI was complemented by the High Frequency Instrument (HFI , Lamarre et al. 2010), which was
based on SAMBA and observed in six bands centred at 100, 143, 217, 353, 545, and 857 GHz. The
HFI used a total of 50 bolometers, which required active cooling to 0.1 K. The transmission curves
of the bandpass filters of all nine channels are shown in Fig. 2.2. All three bands of the LFI and the
first four bands of the HFI were sensitive to the linear polarization of the CMB. Both instruments
shared the focal plane of Planck’s off-axis Gregorian optics that featured an unblocked aperture of
1.5 m (Tauber et al., 2010b).

Planck started its first all-sky survey on the 13th of August 2009. Its nominal mission ended in
November of 2010, after which Planck’s operation was extended until the depletion of all cryogenic
consumables. After completing its fifth all-sky survey, the HFI coolant supply exhausted on the 14th

of January 2012, ending Planck’s cryogenic mission. The LFI continued its operation and completed
two additional all-sky surveys. The scientific mission finally ended in October of 2013, after which
the spacecraft was subsequently de-orbited from the L2 and placed in a heliocentric graveyard orbit.
Planck’s main scientific objective was to measure the angular power spectrum of the primary

temperature and polarization anisotropies of the CMB with much higher sensitivity and spatial
resolution compared to its predecessors COBE and WMAP. Besides its main science case, Planck left
behind a rich scientific legacy, ranging from various source catalogs over the study of galaxy clusters
detected via the tSZ effect to maps of galactic foregrounds and studies of the CIB.

The observational data obtained by Planck were published in multiple data releases. The first took
place in 2013 and covered the data obtained during the 15 month nominal mission, excluding the
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Figure 2.3: All-sky maps of the sky at microwave frequencies as seen by the Planck satellite after the removal of
the monopole and dipole components. Planck observed the sky in nine different bands using two instruments.
The Planck LFI observed the sky in three channels from 30 to 70 GHz, while the Planck HFI covered the range
from 100 to 857 GHz using six channels. The maps are provided in units of temperature variation relative to
the 2.73 K CMB blackbody up to 353 GHz to highlight variations in the SEDs of different sky components.
The two highest frequencies are given in units of specific brightness. The images were taken from the Planck
Collaboration (2018a).

polarization data (Planck Collaboration, 2014a). In 2015, the second data release contained all data
that was collected during Planck’s 50 months of observations with its LFI and 29 months with the HFI,
including all polarization data (Planck Collaboration, 2016a). The final data release took place in
2018 and featured improved data processing and reduced systematics (Planck Collaboration, 2018a).
The nine all-sky maps of the final data release are shown in Fig. 2.3. If not mentioned otherwise, some
of the results presented in this work are based on Planck data products from the second data release.

2.2 CCAT-prime

CCAT-prime is a 6 m aperture survey telescope that will be constructed 40 m below the summit of the
Cerro Chajnantor at an altitude of ∼ 5600 m above sea level. This exceptional site is considered the
best location for ground-based microwave observations (Bustos et al., 2014) and opens the possibility
for observations in the terahertz regime, which can be seen in Fig. 2.4. CCAT-prime will be the first
of a series of large aperture mm/sub-mm telescopes (e.g. the Simons Observatory large aperture
telescope, Dicker et al. 2018) that deploy a high-throughput crossed-Dragone optical design proposed
by Niemack (2016). These optics provide a large focal plane with a diameter of ∼ 1.2 m and a field of
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Figure 2.4: Atmospheric transmission in the millimetre and submillimetre regime at the ALMA site (Llano
de Chajnantor; left-hand panel) and the Cerro Chajnantor (right-hand panel). The transmissions have been
computed using the ATM model (Pardo et al., 2001), using measurements of the zenith optical depth at 350 µm
presented by Bustos et al. (2014). The black, red and blue curves show the transmission for the 50%, 25% and
10% best weather quartiles, respectively. The weather conditions are quantified by the total atmospheric water
vapour contained in a vertical column with an area of 1 m2, known as precipitable water vapour (PWV), which
is measured in millimetres. Although the ALMA site offers excellent conditions for observations at millimetre
and submillimetre wavelengths the higher Cerro Chajnantor site provides clear advantages, especially in the
terahertz windows.

view with a diameter of 7.8° at 100 GHz, allowing to illuminate large multifrequency instruments
with up to ∼ 105 detectors (Parshley et al., 2018b,a). The telescope is currently under construction
with the contractor Vertex Antennentechnik GmbH in Duisburg, Germany. Fig. 2.5 shows the most
recent computer aided design (CAD) study of CCAT-prime.
At first-light, which is currently expected to take place in 2021, CCAT-prime is going to host two

primary instruments. The first instrument, Prime-Cam, houses up to seven instrument modules in a 1.8
metre diameter cryostat (Stacey, 2014; Vavagiakis et al., 2018). Each instrument module either hosts
broadband dual-polarization detectors, or narrow-band detectors using a Fabry-Perot interferometer.
The detectors are multichroic transition-edge sensor (TES) bolometers operating between 190 and
450 GHz and kinetic induction detectors (KIDs) operating at 860 GHz. The second instrument is
the CCAT Heterodyne Array Instrument (CHAI), a dual colour (500 and 850 GHz) large format
heterodyne array that serves as a high resolution spectrometer.

With its novel optics, cutting edge instruments and exceptional site, CCAT-prime will address five
main science cases that have been presented by Stacey et al. (2018). These science cases are:

1. By providing high-frequency observations that complement the millimetre-wavelength observa-
tions by advanced ACT and the Simons Observatory, CCAT-prime allows the observation of the
thermal and kinetic SZ effects of several thousands of galaxy clusters. These observations will
advance our understanding of dark matter and dark energy, tighten the constraints on σ8 and the
sum of neutrino masses, expose feedback processes in the ICM, and reveal the nature of cluster
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Figure 2.5: Illustrations of the CCAT-prime telescope. Left-hand panel: CAD study of the CCAT-prime
telescope with a human to scale. CCAT-prime uses a crossed-Dragone optical system with an aperture of six
metres, allowing for a large field of view of up to 7.8°at 100 GHz and a large and flat focal plane. Right-hand
panel: Artist’s impression of the assembled telescope close to the summit of the Cerro Chajnantor at an
elevation of ∼ 5600 m above sea level and about ∼ 600 m above the ALMA site. Images courtesy of Vertex
Antennentechnik GmbH.

FIR emission. Detailed forecasts for observations of galaxy clusters with CCAT-prime were
conducted by Mittal et al. (2018) and Erler et al. (2018) and additional ones are presented in
Chapter 6 of this work.

2. By mapping the emission of spectral lines over tens of square degrees and across a wide range
of redshifts using a Fabry-Perot interferometer in conjunction with Prime-Cam, CCAT-prime
will reveal the formation, evolution, and three dimensional large-scale clustering properties of
the earliest star forming galaxies out to redshift ∼ 9.

3. CCAT-prime will aid the search for primordial gravitational waves that are predicted by
inflationary models by providing multi-frequency measurements of Galactic dust polarization.

4. Using its broad frequency coverage, CCAT-prime will perform photometric measurements of
dusty star forming galaxies out to the epoch of galaxy formation more than 10 billion years ago,
allowing to reconstruct the history of star formation across cosmic time.

5. CCAT-prime will investigate the physics of star formation in the Milky Way and nearby galaxies
through spectrally resolved mapping of [CI] and CO line emission at high frequencies.

The first four science cases are addressed using Prime-Cam, while the Galactic ecology science case
is investigated using CHAI.
CCAT-prime evolved from the previously proposed 25 m aperture Cerro Chajnantor Atacama

Telescope (CCAT), which was supposed to operate at the same site but perform deeper, high resolution
observations of smaller patches of the sky. Although it received high marks for the telescope concept
and the proposed science case and was recommended in the Astro2010 report, New Worlds, New
Horizons in Astronomy and Astrophysics (National Research Council, 2011), the CCAT consortium
was not able to secure a key grant by the US National Science Foundation (NSF) in 2016, which lead
to the fracturing and subsequent reformation of the consortium that gave birth to CCAT-prime within
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the same year. Recently, new efforts for a future European large aperture submillimetre telescope
called the Atacama Large-Aperture Submm/mm Telescope (AtLAST)1 have been initiated.

2.3 ILC techniques

An important technique that is used throughout this work for the extraction of Compton-y maps
from microwave observations or simulated observations of clusters are internal linear combination
(ILC) algorithms. ILC algorithms are simple and elegant so-called semi-blind approaches to data
reduction. In its simplest form, an ILC algorithm only requires accurate knowledge of the SED of
the targeted astrophysical signal like the CMB or the tSZ effect. The SED of other contaminating
astrophysical signals like Galactic foregrounds and extragalactic backgrounds are estimated in a
non-parametric approach from the empirical covariance of observations at multiple frequencies. The
method therefore requires no prior information or external data from other instruments, which coined
the term "internal". The original ILC algorithm allows for the extraction of a single component and
was first introduced by Bennett et al. (2003) for the extraction of CMB maps from WMAP data. In the
advent of the Planck mission, the ILC algorithm was further developed and generalised to allow for
the extraction/suppression of multiple components (Tegmark et al., 2003; Delabrouille et al., 2013;
Remazeilles et al., 2011a,b; Hurier et al., 2013) and the usage of spatial information (Remazeilles et al.,
2011b; Hurier et al., 2013). This section provides the derivation of the single- and multi-component
variants of the ILC algorithm and introduces basic concepts of spatial decomposition and all-sky data
handling.

2.3.1 Single-Component ILC

The original ILC technique introduced by Bennett et al. (2003) allows for the extraction of a single
component of interest based on its SED from a multifrequency data set and is based on two key
assumptions:

1. The observed maps are a linear mixture of astrophysical components and instrumental noise.

2. The individual components of the maps are uncorrelated.

The first assumption states that the Nν observed temperature maps T can be written for each pixel p as

T (p) = aS(p) + N (p), (2.1)

where a is the mixing vector that contains the SED of the target component at the Nν observed
frequencies, S(p) is a map that contains the target signal amplitude at each pixel, and N (p) is a vector
that contains the remaining astrophysical signals and instrumental noise of the Nν observations.
The goal of the ILC algorithm is to find a linear combination of the Nν observed maps T (p), each

multiplied with a specific weight ων, that provides an unbiased and optimal estimate ŜILC(p) of the
target signal S(p)

ŜILC(p) = ω
TT (p) = ωTaS(p) + ωTN (p). (2.2)

1 More information on AtLAST can be found in the presentation slides from a recent ESO workshop at
http://www.eso.org/sci/meetings/2018/AtLAST2018.html
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2.3 ILC techniques

Obtaining an unbiased estimate of the target signal therefore requires the ILC weights ω to have unit
response to the mixing vector a

ωTa = aTω = 1 (2.3)

and minimize the impact of astrophysical contaminants and noise. This is achieved in an optimal
way by demanding the estimated map of the signal to have minimum variance. Using the second
assumption made at the beginning of this section, Eriksen et al. (2004) showed that the variance of the
estimated signal map can be written as

Var
(
ŜILC(p)

)
= Var

(
S(p)

)
+ Var

(
ωTN (p)

)
= ωTĈω, (2.4)

where Ĉ is the empirical estimate of the noise covariance matrix C of the observed maps

Ĉi j = Cov
(
Ti,T j

)
=

1
Npix

Npix∑
p=1

(
Ti(p) − 〈Ti〉

) (
Tj(p) − 〈T j〉

)
, (2.5)

where Npix denotes the number of pixels in a single map. The variance of ŜILC(p) can therefore be
minimized by determining the weights ω such that

∂

∂ ωi

[
ωTĈω

]
= 0, (2.6)

while also satisfying equation (2.3). This minimization problem can be solved by the use of a Lagrange
multiplier λ

∂

∂ ωi

[
ωTĈω + λ

(
1 − ωTa

)]
= 0. (2.7)

Calculating the derivative yields

2Ĉω − λa = 0 (2.8)

⇔
λ

2
Ĉ−1

a = ω. (2.9)

An expression for the Lagrange multiplier λ can be found by applying equation (2.3):

λ

2
=

1

aTĈ−1
a
. (2.10)

The desired weights are then found by combining equation (2.9) and (2.10)

ω =
Ĉ−1

a

aTĈ−1
a
. (2.11)

The algorithm presented here can be applied both in Fourier and pixel space. An implementation in
Fourier space offers the benefit of combining the multifrequency data at their native resolution, while a
pixel space implementation requires smoothing all maps to match the beam of the one with the lowest
resolution. Furthermore, the SED of the target component has to be corrected for instrumental effects
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Figure 2.6: Example of the application of the ILC algorithm to a multifrequency data set. The left-hand panel
shows the field around the Coma cluster at (RA, Dec.) = (12h59m48s, +27◦58′50.5′′) seen in the six Planck
HFI channels. The maps are 5◦ × 5◦ cut-outs of larger 10◦ × 10◦ fields extracted from the maps of the Planck
2015 data release. The right-hand panel shows a map of the Compton-y parameter (top) and a map of the
primary CMB temperature anisotropies (bottom). Both maps were obtained by computing a weighted linear
combination of the six maps on the left. The necessary ILC weights were computed following equation (2.11)
using the (non-relativistic) spectrum of the tSZ effect and a flat spectrum (in units of KCMB), respectively.

like the transmission characteristics of bandpass filters (e.g. see Fig. 2.2). In some cases, ILC maps
may contain an arbitrary offset that does not affect the variance of the ILC map and is thus not removed
by the method. Such an offset is introduced if one or several input maps have a non-zero mean and
can be removed in several ways, e.g. by centreing the noise peak of a pixel histogram at a value of
zero as is illustrated in Appendix A.6. Examples of a Compton-y map and a CMB temperature map
extracted with the ILC algorithm presented here are shown in Fig. 2.6.

2.3.2 Multi-Component ILC

One of the key benefits of semi-blind techniques like ILC algorithms is that a detailed understanding
and SEDs of contaminating astrophysical signals is not required. Contaminants in the multifrequency
data-set are instead reduced in a non-parametric way by demanding minimum variance of the desired
map. Computing the ILC-weighted linear combination of the observed maps effectively reduces
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contaminants that are intrinsically bright, extended, and show large variance since such components
strongly affect the variance of the ILC-estimate of the target signal. However, the ILC algorithm might
fail to effectively reduce components that only have a minor impact on the variance of the output
map. This becomes a problem if such contaminants are spatially correlated with the target signal. An
example that is relevant to this work are compact radio sources that are found in the centres of many
galaxy clusters and can bias the ILC estimate of their tSZ amplitude. Another example are residuals of
the SZ signal of clusters that are found in ILC CMB maps (Remazeilles et al., 2011a). If the SED of
one or several particularly problematic contaminants, which are not sufficiently reduced by a standard
ILC algorithm, are known, the ILC weights can be tuned to have zero response to their mixing vectors
bi

ωTa = 1,

ωTb1 = 0,
...

ωTbN = 0.

(2.12)

This idea was put forth independently by Remazeilles et al. (2011a,b) and Hurier et al. (2013) and is
referred to as constrained ILC (CILC) in this work. The N additional constraints on well-characterised
contaminants can be used to define a matrix F of dimensions Nν × (1 + N) that contains the mixing
vectors of all known components:

F =
©«

a[1] b1[1] . . . bN [1]
...

...
. . .

...

a[Nν] b1[Nν] . . . bN [Nν]

ª®®¬ (2.13)

The ILC weights can be found analogously to the single-component case by minimising the variance
of the desired map of the target component defined in equation (2.6) while satisfying the spectral
constraints in equation (2.12). The resulting minimisation problem is again solved by introducing
large multiplyers λ (

2 · Ĉ −F
FT 0

) (
ω
λ

)
=

(
0
e

)
, (2.14)

where e = (1,0, . . . ,0)T is a vector that contains the response of the ILC weights to the individual
mixing vectors of the known components. The solution for the ILC-weights is given by:

ωT
= eT

(
FTĈ−1F

)−1
FTĈ−1

. (2.15)

For the single-component case, this expression for the ILC weights is reduced to the one given in
equation 2.11. An example for the application of the CILC algorithm is given in Fig. 2.7.

However, it is important to note that constraining additional components does result in a degradation
of the SNR of sources in the CILC map since fewer degrees of freedom are available to achieve
minimum variance. A formal discussion of this issue is presented by Hurier et al. (2013). In general,
the SNR that is achieved in an ILC map depends on the number of channels and their noise level.
While the former determines the effectiveness of the reduction of contaminating astropysical emission,
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Figure 2.7: Compton-y maps of the Perseus cluster created with two different variants of the ILC-algorithm. Both
maps are 5◦×5◦ cut-outs from larger 10◦×10◦maps that are centred at (RA, Dec.) = (03h19m47.2s, +41◦30′47′′).
The left-hand panel was created by applying the single-component algorithm that was introduced in Section 2.3.1
to Planck HFI data from the 2015 data release. The bright radio source Perseus A in the centre of the cluster
was not sufficiently removed by the algorithm since its contribution to the variance of the map is negligible.
The right-hand panel shows the same field around the Perseus cluster, but was created using a CILC algorithm
that allows to place a constrain on the SED of Perseus A. Using the SED presented by Erler et al. (2018) the
central Compton-y parameter of the cluster can be recovered.

map noise can only be averaged down. Since the ILC weights are built to return minimum variance
solution, particularly noisy channels receive a low weight. Including additional maps therefore always
improves the final ILC result as long as there are no systematic issues with the data.

2.3.3 All-sky strategies

The ILC algorithms presented previously can be applied straightforwardly to multifrequency all-sky
data sets. However, due to the multitude of different astrophysical sources in the sky and variance
in their SEDs as a function of position, a strong improvement can be achieved by applying the ILC
algorithm to smaller sub-fields of the sky and reconstruct the final all-sky map from these smaller
patches. By doing so, the ILC-weights are always optimized to the local sky in each field. A convenient
way of tesselating the sky is offered by the “nested”-binning scheme in HEALPix (Górski et al., 2005).
HEALPix, the Hierarchical Equal Area isoLatitude Pixelization, is a software package available for
IDL and Python (healpy) that provides a versatile structure for pixelization of data and mathematical
operations on the sphere. HEALPix subdivides the sphere into 12 curvilinear quadrilaterals, each of
which can be subdivided into four sub-elements (pixels hereafter), thus building a hierarchical tree.
The total number of pixels is then given by:

Npix = 12 N2
side, (2.16)

where Nside is the HEALPix resolution parameter:

Nside = 2k, with k ∈ [0,1,2, ...,29]. (2.17)
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Figure 2.8: Illustration of the HEALPix tessellation of the sphere. The image shows a Mollweide projection
of the Planck HFI 353 GHz all-sky map from the 2015 data release in Galactic coordinates. The overplotted
lines show the boundaries of the HEALPix pixels for Nside = 4. Using the nested indexing scheme offered by
HEALPix, the sky can be subdivided into fields with equal area. In the example shown here, the all-sky map is
partitioned into 192 individual fields, each covering an area of ≈ 215 deg2 and containing 262 144 pixels.

The properties ofHEALPix all-skymapwith different resolution parameter are summarised in Table A.3.
Due to its hierarchical nature, the “nested”-binning scheme offered by HEALPix can be used to divide
an all-sky map with Nside > 1 into smaller sub-fields and perform calculations on them, which is
illustrated in Fig. 2.8. Eriksen et al. (2004) first used the HEALPix nested scheme to improve their
ILC-based map of the CMB, by subdividing the sky into 12 fields. The ILC algorithm is applied to
multifrequency data of each field independent of the others yielding 12 CMB maps for individual
regions on the sky. To minimize discontinuities along the edges of the fields, Eriksen et al. (2004)
constructed all-sky ILC weight maps, which were smoothed with a Gaussian kernel with a FWHM
equal to the diameter of the 12 sub-fields, i.e. 58.6◦, before applying the weights to the data. In
many cases the number of sub-fields can be significantly higher. Fig. 2.9 shows an all-sky map of
the Compton-y parameter that was created from Planck HFI data by applying an ILC algorithm to
192 sub-fields, each covering an area of ≈ 215 deg2. An all-sky CMB temperature map created from
running the ILC algorithm on 12 sub-fields was shown at the very beginning in Fig. 1.1.

2.3.4 Spatial decomposition

The single- and multi-component variations of the ILC algorithms exclusively utilise spectral
information to separate the targeted component from other contaminating signals and noise. However,
the performance of the ILC algorithms can be enhanced further by leveraging spatial information.
This is especially effective if the target signal has a spatial scale that is very distinct and differs from
that of (some) important contaminants. This is the case for galaxy clusters, which have a typical scale
of a few arcminutes to ∼ 1◦, while e.g. Galactic foregrounds vary over scales of multiple degrees and
(radio) point sources match the scale of the instrument beam.

A simple way of using spatial information is to perform a spatial decomposition of themultifrequency
data set that conserves information on all scales. The ILC algorithm is then applied to each scale
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-6e-06 3e-05Compton-y

Figure 2.9: Orthographic projection of an all-sky Compton-y map. The two panels show the northern and
southern Galactic hemisphere and are centred on the respective poles. The grey area marks regions of the sky
that have been masked due to bright Galactic foreground emissions. The all-sky Compton-y map was created by
applying the ILC algorithm to Planck HFI data from the 2015 data release. In order to ensure the ILC weights
are optimized to reduce the local contaminants around each cluster, the sky was partitioned into 192 individual
fields using the HEALPix nested indexing scheme as illustrated in Fig. 2.8. The resulting all-sky ILC weight
maps were not smoothed.

independently and the resulting images are summed up to obtain the final image. The easiest way of
performing such a spatial decomposition is by computing the pairwise difference of images smoothed
with a series of Gaussians. If applied to the sphere, equivalent spatial localization is achieved by
convolving the multifrequency data with a set of window functions Fi(`) built from the difference of
pairs of Gaussians Bi(`) in spherical harmonic space:

Fi(`) = Bi(`) − Bi+1(`), (2.18)

Bi(`) = exp

(
−
`(` + 1)

2σ2
i

)
, (2.19)

σi =
FWHMi

2
√

2 ln(2)
, (2.20)

where the choice of the FWHM of the Gaussians is tuned according to the scale of the target sources
and the spatial resolution of the instrument. Like before, a set of ILC weights is computed for each
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spatial scale i and the final map is obtained by summation over all scales:

y =
∑
i

ωiTi . (2.21)

A series of possible window functions is shown in the left-hand panel of Fig. 2.10.
Similar principles of spatial decomposition were first used in the Needlet ILC (NILC, Delabrouille

et al. 2009; Remazeilles et al. 2011b) and Modified ILC Algorithm (MILCA, Hurier et al. 2013).
These two methods differ in the choice of window functions that are used to perform the decomposition
(see right-hand panel of Fig. 2.10) and were both made available in the 2015 data release (Planck
Collaboration, 2016d). More recently, Rogers et al. (2016) presented a CMB map build using the
Scale-discretised, directional wavelet ILC (SILC) algorithm that, as the name suggests, uses directional
wavelets to perform the spatial localization.

Finally, it is important to note that the empirical estimate of the covariance matrix departs from its
ensemble average due to the finite number of pixels. A discussion and mitigation strategies of this
ILC bias are provided by Delabrouille et al. (2013). On the other hand, if the field size is chosen too
large in practice, the ILC weights are no longer tuned to minimize local contamination. It is therefore
necessary to find a field size that balances these two aspects. The situation becomes somewhat more
complex if spatial decomposition is applied, since the number of modes in a field of constant size
changes as a function of spatial scale. When applying the ILC algorithm to the sphere, the number of
sub-fields should therefore be decreased for large spatial scales.
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Figure 2.10: Right-hand panel: A set of ten window functions computed from the difference of pairs of
Gaussian beams in spherical harmonic space with FWHM = [1280′,640′,320′,160′,80′,40′,20′,10′,5′]. The
first and the last window are chosen to satisfy flux conservation at all `. Sets of filters similar to the one shown
can be applied to multifrequency data sets to improve the performance of ILC algorithms. Left-hand panel:
Window functions used for the MILCA (red curves, 11 windows) and NILC (black curves, 10 windows) all-sky
Compton-y maps published by the Planck Collaboration (2016d). The dotted lines indicate the sum of the
respective windows. Both are built from the difference of Guassian beams like the windows shown in the
example on the left. While the NILC windows conserve the flux on all scales, the MILCA windows suppress
both the largest and the smallest scales.
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2.4 Bayesian statistics and Markov-Chain Monte Carlo techniques

A cornerstone of the analysis presented in this work is data regression and parameter estimation.
The data sets investigated in this work are microwave spectra with correlated data points that are fit
with high-dimensional spectral models. In order to make use of prior information and obtain robust
parameter constraints despite parameter degeneracies, all data analysis is carried out in a Bayesian
framework featuring Markov-Chain Monte Carlo (MCMC) techniques. This section introduces both
concepts and provides technical remarks on the details of the employed samplers and the evaluation of
the obtained results. Good introductions on Bayesian data analysis and MCMC techniques are given
by Hogg et al. (2010) and Hogg & Foreman-Mackey (2018).

2.4.1 Bayesian inference

Bayesian statistics is a school of statistics that emerged from the works of Thomas Bayes during the
18th century. In Baysian statistics, probabilities represent degrees of certainty rather than frequency
of occurrence, with 1 and 0 representing absolute certainty and uncertainty, respectively. Assume
we want to analyse a data set that contains n observations of the observable y that is a function of
the parameter x. We expect the observed values of y to be related to the values of x by a model f ,
which is a function of x and a set of m model parameters p. In the Bayesian way of thinking, the
observations y are given and the goal is to find the most probable model that explains the obtained
data. The probability of the set of model parameters p given the observed data y is described by the
posterior probability distribution, or just posterior, P(p |y). In contrast, the alternative Frequentist
school of statistics assumes that there is a given “real” model and aims at understanding the probability
of the observed data to occur in a set of trials. The principle of Bayesian inference is centred around
Bayes’ theorem

P(p |y) =
P(y |p) P(p)

P(y)
, (2.22)

where P(y |p) is called the likelihood function, P(p) is called the prior, and P(y) is referred to as the
evidence.
The likelihood function gives the probability of obtaining the observed data given a specific set

of model parameters. A common approach is to assume that the model that most closely describes
the data is most likely one to generate it. We therefore aim to find the set of model parameters that
maximise the likelihood. In Gaussian statistics, the likelihood function is commonly chosen to be a
Gaussian

P(y |p) = exp

(
−
χ2

2

)
. (2.23)

In order to achieve maximum likelihood we therefore need to minimize

χ2
=

n∑
i=1

(
yi − f (xi, p)

)2

σ2
i

, (2.24)

where σi is the variance of the measured yi . In case the observed yi are correlated, χ
2 is computed as

χ2
= [y − f (x, p)]TC−1

[y − f (x, p)], (2.25)
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where C is the covariance matrix of the observed data

Ci, j = 〈(xi − 〈xi〉)(xj − 〈x j〉)〉. (2.26)

As a rule of thumb, a good fit is achieved when the value of χ2 matches the number of degrees of
freedom (n − m).
As mentioned previously, Bayes’ theorem allows the inclusion of priors on the parameter values.

Priors are functions that represent knowledge we have on the model parameters before we conduct our
measurements and could be based both on theoretical and empirical foundations, such as the posterior
obtained by a previous experiment. If all possible parameter values are equally probable a priori, one
speaks of a flat prior. If a prior provides stronger constraints on the value of a parameter than the
collected experimental data, a prior is referred to as informative.
The evidence P(y) is the probability of obtaining the observed data under all possible parameter

values and combinations. It therefore serves as a normalisation that ensures that the integral of the
posterior over all possible parameter values yields unity:

1
P(y)

∫
P(y |p) P(p) dp = 1. (2.27)

The 1D posteriors of individual parameters is obtained from the full posterior through integration over
the remaining parameters, which is referred to as marginalization:

P(pi |y) =
∫

P(p |y) dp1 . . . dpi−1dpi+1 . . . dpn. (2.28)

In general, computing posteriors quickly becomes computationally demanding if the number of model
parameters becomes large. In those cases, one needs to resort to numerical techniques like MCMC
techniques, which are introduced in the next section.

2.4.2 Markov-Chain Monte Carlo sampling

An elegant way of estimating complex high-dimensional posterior probability distributions is to
draw random samples from them, which can be done with Markov-Chain Monte Carlo (MCMC)
sampling techniques. A Markov-Chain is a sequence of numbers, e.g. random samples drawn from a
distribution, each of which only depends on the previous one. Monte Carlo methods is a general term
that refers to a broad class of numerical techniques that use (pseudo) random numbers. The modern
form of Monte Carlo methods was invented by Stanislaw Ulam and received significant contributions
from John von Neumann during their work on neutron diffusion at the Manhattan Project in the late
1940s.

One of the simplest MCMC methods is the Metropolis algorithm invented by Nicholas Metropolis
(Metropolis et al., 1953), which is outlined below:

1. Start with initial guess for parameters p0

2. Compute initial Likelihood P0(y |p0)

3. For i = 1 until N , with N being the number of MCMC samples to generate, do
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Figure 2.11: Linear regression of a mock data set using MCMC sampling. The left-hand panel shows a mock
data set with uncorrelated data points. The solid black line indicates the best-fit model, while the grey shaded
areas represent the most compact regions that contain 68.3%, 95.4% and 99.7% of all models. The red lines in
the right-hand panel show the first 50 steps of three parallel MCMC chains in the plane of the model parameters
m (slope) and b (offset). The dashed sections of the chains indicate their initial steps before converging. These
initial samples are "burned" (excluded) in order to avoid biasing the results. The blue data points are the first
2000 samples of each chain and trace the posterior probability distribution, which is shown as black contours.
The black dotted lines point towards the best-fit parameter values. The PDFs of the individual parameters are
derived from the multi-dimensional posterior distribution by projecting it along a single axis, which is referred
to as marginalization (see Fig 2.12).

a) Draw new set of n parameter values pi from an n-dimensional proposal distribution centred
at pi−1

b) Compute Pi(y |pi) for new parameters

c) Accept new parameters with probability min
(
1, Pi (y |pi )

Pi−1(y |pi−1)

)
d) If new parameters are rejected, add pi = pi−1 to the chain

The algorithm above defines the behaviour of a single chain that performs a random walk and explores
the parameter space. The resulting chain takes the form of a table with n columns and N lines. An
example of Bayesian linear regression using the Metropolis algorithm is given in Fig. 2.11.
It can be shown that, if run for a sufficient period of time, the Metropolis- and similar algorithms

like the generalised Metropolis Hastings algorithm (Hastings, 1970) and the Gibbs sampler (Geman
& Geman, 1984), converge to a stationary distribution that is equal to the posterior probability
distribution. As long as we can draw samples from a posterior, it can therefore always be estimated
using MCMC techniques. A key challenge, however, is to ensure covergence of MCMC algorithm in a
given period of time. The time required for a Markov-Chain to get close to its stationary distribution is
called the mixing time. In case of the Metropolis algorithm, it depends on the choice of the proposal
distribution. In this work, we adopt the common choice of a multivariate Gaussian for the proposal
distributions. If the covariance matrix of the parameters is not known a prioi, they can assumed to be
uncorrelated and the width of their respective Gaussian proposal distributions is chosen arbitrarily.
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Figure 2.12: Example of an asymmetric 1D parameter value distribution obtained by marginalizing a sampled
multi-dimensional posterior distribution along a single axis. If normalised to unit integral, this distribution
provides an estimate of the PDF of the parameter. The grey shaded areas indicate the 68.3%, 95.4%, and 99.7%
credible interval, which represent the most compact intervals containing the aforementioned percentages of
samples. Note that the lower and upper bounds of a credible interval have the same probability density, as
indicated by the black dotted lines, and probability densities within a credible interval are greater than outside
of it. The black dashed line indicates the best-fit parameter value, which in this example coincides with the
mode of the distribution.

If the proposal distributions are chosen too wide, a large fraction of the proposed parameter values
is rejected. Similarly, the mixing time is prolonged by proposal distributions that are chosen too
narrow, which result in the vast majority of proposed parameter values to be accepted. It is therefore
recommended to monitor the acceptance rate of an MCMC chain and tune the widths of the proposal
distribution accordingly. As a general rule of thumb, it is suggested to aim for an acceptance rate of
10%–30%.

In this work, convergence of MCMC chains is ensured by always running multiple parallel chains,
each starting from a different set of randomly chosen initial parameters p0. The initial samples that
are generated by each chain before they approach their stationary distribution are removed or “burned”
in order not to bias parameter estimates. Afterwards the chains are merged and evaluated.
The results of an MCMC based data regression are presented as so-called cornerplots, which

show the marginalized 1D and 2D posterior probability distributions of all free model parameters.
Computing these marginalized distributions from an MCMC chain is straightforward and done by
computing 1D and 2D histograms of the sampled data points. The provided best-fit values refer to
the set of parameters that yields the highest recorded value of the likelihood and usually, but not
necessarily, coincides with the mode of the marginalized 1D distributions. The uncertainty of the
estimated parameter values is given by the 68.3% credible interval. For a Gaussian distribution, the
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68.3% credible interval corresponds to the area that is contained within ±1σ around the mean of the
distribution. In general, the credible interval represents the most compact interval (in pi) that contains
a given percentage of the obtained samples. An example for an asymmetric distribution is given in
Fig. 2.12. Note that occasionally, the credible interval is referred to as the confidence interval in this
work, a term that is used for a related concept in Frequentist statistics. The computed values, however,
always conform to the definition given previously.
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CHAPTER 3

Goals and structure of this work

Although observations of the SZ effect have seen tremendous technology-driven advances during the
past two decades, all modern SZ instruments still lack the necessary sensitivity to perform detailed
measurements of the spectrum of the SZ effect. Until recently, ground based instruments operated
exclusively at frequencies of the SZ decrement. These observations allow for a very efficient detection
of clusters out to high redshifts, which was done to great success using the SPT and ACT, but does not
allow direct measurements of cluster masses, the temperature of the ICM, and their peculiar velocities.
The current state of SZ observations can therefore be compared to observations of the X-ray surface
brightness. Detailed measurements of the frequency spectrum of the SZ effect, on the other hand,
would allow for the separation of the tSZ and kSZ, as well as their respective relativistic distortions,
greatly enhancing the information that can be extracted from the scattered CMB photons.

The only instrument that offers the necessary frequency coverage for such observations is the Planck
satellite. With Planck SZ data being largely unexplored and the first public release of Planck data
taking place one year prior to the beginning of the thesis work presented here, my doctoral research
began with a pilot study of the complete spectrum of the SZ effect to explore the feasibility of such
observations with the most recent data. The results of this study are presented in Chapter 4 and were
published in Erler et al. (2018).
Once a suitable data set is obtained, the main challenge in studying the spectrum of the SZ effect

is the extraction of the microwave spectrum of clusters in the presence of much brighter Galactic
foregrounds, extragalactic backgrounds, and a population of radio and far infrared point sources. After
investigating several data reduction techniques, the most effective proofed to be so-called matched
filtering, which uses the known spatial template of clusters to provide unbiased and precise photometry
at each frequency, allowing for the successful conclusion of this research project. Afterwards, I
explored a possible generalization of the matched filter concept that was inspired by my previous work
with the similar ILC algorithm. The idea of this generalization was to modify matched filters to allow
for the extraction of a known kind of signal, while suppressing other contaminating signals with a
known spatial template.

The generalized matched filtering techniques developed in this work can be used to address a major
problem in the study of clusters with SZ and X-ray data, which is contamination by point sources.
Typically, these point sources are either AGN or star-forming galaxies. For SZ-data that is processed
with conventional matched filters, the problem of point source contamination is analogous to that in
ILC y-maps (see Fig. 2.7), which was addressed in the CILC technique by using additional spectral
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information. For studies of the SZ spectrum, like the one presented in the first part of this work, this
solution is not applicable and one has to use spatial information instead.
Since the spatial template of point sources will be given by the beam or PSF of the instrument,

the application of the new matched filtering technique is straight forward. Chapter 5 presents the
derivation of the new filters and their application to real and simulated data in order to highlight and
understand the offered benefits as well as possible limitations imposed by the spatial resolution of
the used instrument. This project was concluded with a demonstration of the application of the new
generalized matched filters for the separation of clusters and point sources in X-ray data like those that
will be obtained by the eROSITA space telescope, which started its multi-year mission recently. The
results presented in Chapter 5 were published in Erler et al. (2019).

The year 2016 saw the birth of the CCAT-prime Collaboration, that aims to build a next generation
mm/sub-mm survey telescope at the highest telescope site on the planet. Since its inception, CCAT-
prime’s crossed-Dragone optics were adopted by the SO and CMB-S4 collaborations for their large
aperture telescopes. Additionally, the development of the main instruments for these facilities is now
shared between collaborations. Of these future telescopes, CCAT-p will be the only one that observes
at sub-mm wavelengths, offering unique advantages for SZ spectral studies similar to the one presented
in the first part of this thesis. As a member of the CCAT-prime Collaboration, I investigated aspects
of the galaxy cluster science case for CCAT-prime and contributed to several fund-raising proposals
for its main instrument Prime-Cam. In particular, I investigated the achievable constraints on the SZ
effect parameters with CCAT-prime, as well as the expected galaxy cluster sample size. This provided
an opportunity to revist many of the spectral analysis tools that were used previously and apply the
advanced matched filtering techniques that I developed as part of this work. The respective forecasts
are presented in Chapter 6 and were partially published in Stacey et al. (2018) and Basu et al. (2019).

Finally, Chapter 7 summarizes the results of this work, describes its impact, and provides an outlook
on the future of SZ observations of clusters.

Besides these main results, this work includes a series of appendices. Appendix A contains mostly
technical remarks on unit conversions and numerical techniques. Appendix B presents additional,
unpublished results related to the work presented in Chapter 5. Additional figures for Chapter 6 are
shown in Appendix C.

Many of the codes written as part of this work are being released to the public in an ongoing effort
under https://github.com/j-erler. This is done to ensure transparency and reproducibility of
the results presented in this thesis and the related publications, as well as to encourage the usage of the
developed methods (especially the new matched filters), spawn future collaborations, and provide a
platform for the continued development of these codes under the inclusion of the wider astronomical
community.

64

https://github.com/j-erler


CHAPTER 4

Planck’s view on the spectrum of the
Sunyaev–Zeldovich effect

This chapter is a reproduction of the article of the same title that has been published in Monthly
Notices of the Royal Astronomical Society under the reference

• Erler J., Basu K., Chluba J. and Bertoldi F., 2018, MNRAS, 476, 3360

The manuscript is reproduced under the non-exclusive right of re-publication granted by
MNRAS to the authors of the article. To ensure open access to the article the peer-reviewed,
published version has been uploaded to astro.ph (arXiv:1709.01187).

4.1 Abstract

We present a detailed analysis of the stacked frequency spectrum of a large sample of galaxy clusters
using Planck data, together with auxiliary data from the AKARI and IRAS missions. Our primary goal
is to search for the imprint of relativistic corrections to the thermal Sunyaev–Zeldovich effect (tSZ)
spectrum, which allow to measure the temperature of the intracluster medium. We remove Galactic
and extragalactic foregrounds with a matched filtering technique, which is validated using simulations
with realistic mock data sets. The extracted spectra show the tSZ signal at high significance and reveal
an additional far-infrared (FIR) excess, which we attribute to thermal emission from the galaxy clusters
themselves. This excess FIR emission from clusters is accounted for in our spectral model. We are
able to measure the tSZ relativistic corrections at 2.2σ by constraining the mean temperature of our
cluster sample to 4.4+2.1

−2.0 keV. We repeat the same analysis on a subsample containing only the 100
hottest clusters, for which we measure the mean temperature to be 6.0+3.8

−2.9 keV, corresponding to 2.0σ.
The temperature of the emitting dust grains in our FIR model is constrained to ' 20 K, consistent
with previous studies. Control for systematic biases is done by fitting mock clusters, from which we
also show that using the non-relativistic spectrum for SZ signal extraction will lead to a bias in the
integrated Compton parameter Y , which can be up to 14% for the most massive clusters. We conclude
by providing an outlook for the upcoming CCAT-prime telescope, which will improve upon Planck
with lower noise and better spatial resolution.
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Chapter 4 Planck’s view on the spectrum of the Sunyaev–Zeldovich effect

4.2 Introduction

The Sunyaev–Zeldovich (SZ) effect is a spectral distortion of the cosmic microwave background
(CMB) due to inverse Compton scattering of CMB photons by free electrons by the hot plasma found
in clusters of galaxies. The effect was first described by Sunyaev & Zeldovich (1970, 1972) and
has been used extensively in the last two decades to detect and characterize galaxy clusters (e.g.
Hasselfield et al. 2013; Planck Collaboration 2014d; Bleem et al. 2015; Bender et al. 2016).
The SZ signal is composed of two distinct parts, the thermal SZ (tSZ) caused by the scattering of

CMB photons by thermal electrons and the kinetic SZ (kSZ), which is due to scattering of CMB
photons by a population of electrons that moves with a line-of-sight peculiar velocity 3pec in the rest
frame of the CMB. Detailed reviews of the SZ effect are provided by Birkinshaw (1999) and Carlstrom
et al. (2002). Given the dimensionless frequency x ≡ hν/(kBTCMB), the SZ signal can be expressed as
an intensity shift relative to the CMB

∆ISZ
I0
= h(x)

[
f (x,Te) y︸     ︷︷     ︸

tSZ

− τe

(
3pec

c

)
︸     ︷︷     ︸

kSZ

]
, (4.1)

where y is the Compton y-parameter, a dimensionless measure of the line-of-sight integral of the
electron pressure

y =
σT

mec2

∫
l.o.s.

nekBTe dl . (4.2)

Here, kB is the Boltzmann constant, σT is the Thomson cross-section, me is the electron rest
mass, c is the speed of light, TCMB is the CMB temperature, I0 = 2(kBTCMB)

3
/(hc)2 ≈ 270 MJy sr−1,

h(x) = x4 exp(x)/(exp(x) − 1)2 and τe = σT
∫

ne(r) dl is the optical depth of the plasma. The function
f (x) describes the spectral shape of the tSZ effect

f (x,Te) =

(
x

exp(x) + 1
exp(x) − 1

− 4
)
+ δrel(x,Te), (4.3)

where δrel(x,Te) denotes relativistic corrections to the frequency spectrum of the tSZ (e.g., Wright,
1979; Rephaeli, 1995; Itoh et al., 1998), which arise from the high electron temperature of a few keV
found in the intracluster medium (ICM) of galaxy clusters. These corrections (sometimes referred to
as the relativistic SZ effect or the rSZ effect) can be efficiently computed using SZPACK1 (Chluba et al.,
2012, 2013), which overcomes limitations of asymptotic expansions (Challinor & Lasenby, 1998; Itoh
et al., 1998; Sazonov & Sunyaev, 1998) and explicit tabulation schemes (e.g., Nozawa et al., 2000).
For the kSZ effect, we neglect relativistic corrections, which are well below the current sensitivity.

In its non-relativistic approximation, the tSZ effect has a characteristic spectral shape independent
of the plasma temperature, causing a decrement in intensity at frequencies below the tSZ “null” at
' 217.5 GHz and an increment above. Taking into account relativistic corrections, the frequency
spectrum becomes a function of the electron temperature. With increasing temperature, the tSZ
“null” shifts towards higher frequencies and the tSZ decrement and increment amplitudes decrease
while the increment becomes wider (see Fig. 4.1). For a massive galaxy cluster with kBTe = 10 keV

1 www.Chluba.de/SZpack
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Figure 4.1: Spectrum of the thermal SZ effect with relativistic corrections for a range of electron temperatures
at fixed y = 10−4. The grey bands indicate the nine Planck frequency bands with ∆ν/ν = 0.2 for the three
low-frequency instrument and ∆ν/ν = 0.3 for the six high-frequency instrument channels.

the tSZ intensity at 353 GHz, for example, reduces by 13%. Accurate measurements of the spectral
shape of the SZ spectrum would thus allow us to measure the y-weighted line-of-sight averaged
ICM temperature of galaxy clusters (e.g. Pointecouteau et al. 1998), allowing a more complete
thermodynamic description without the need for additional density or temperature measurements from
X-ray telescopes.

Since the SZ effect is a small distortion of the CMB, measuring weak changes in its spectrum at
the level of a few per cent caused by relativistic effects or the similarly weak kSZ is very challenging
and only recently have observations become sensitive enough. For example, Zemcov et al. (2012)
reported a 3σ measurement of the shift of the SZ null using the Z-spec instrument. Under the
assumption that the zero-shift is only caused by the relativistic distortions (i.e. no kSZ), the authors
constrained the temperature of the cluster RX J 1347.5-1145 to kBTe = (17.1 ± 5.3) keV . Prokhorov
& Colafrancesco (2012) present a measurement of the line-of-sight temperature dispersion of the
Bullet Cluster with observations of both the decrement and increment of the tSZ using data from
ACBAR and Herschel-SPIRE. Their analysis was later refined by Chluba et al. (2013), showing that
no significant temperature dispersion could be deduced. In an attempt to measure the evolution of the
CMB temperature, Hurier et al. (2014) demonstrated that constraints on the electron temperature of a
sample of clusters can be placed using data from the Planck satellite. More recently, Hurier (2016)
claimed a high significance detection of the tSZ relativistic corrections based on a stacking analysis
performed on large cluster samples using Planck data.

A major challenge for precision measurements of the electron temperature of galaxy clusters via the
relativistic tSZ effect is far-infrared emission (FIR) that is spatially correlated with clusters and can
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affect measurements of the tSZ increment. Galaxy clusters are populated with galaxies, some of which
form stars, which then in turn heat up the dusty interstellar medium (ISM) of these galaxies, giving
rise to thermal emission from warm dust grains. Although the star formation rates in most clusters are
low, some are known to show exceptionally high star formation activity (e.g. McDonald et al. 2016).
This dusty galaxy contribution corresponds to the halo–halo clustering term of the cosmic infrared
background (CIB) that is correlated with cluster positions (e.g., Addison et al. 2012). Individual CIB
sources are also magnified by clusters through gravitational lensing, leading to spatially correlated
increases in the CIB flux (Blain, 1998). In addition to the unresolved galaxies, it has long been
suspected that the ICM should contain large amounts of warm (' 20 K) dust grains, which are thought
to be stripped from infalling galaxies by ram pressure and supernova winds (e.g. Sarazin 1988). The
dust grains are then stochastically heated by collisions with hot electrons from the ICM and re-emit the
absorbed energy in the FIR (Ostriker & Silk, 1973; Dwek et al., 1990). In the ICM, dust grains can be
destroyed by thermal sputtering (Draine & Salpeter, 1979), but the grain lifetimes are highly uncertain
and depend on the ICM density and temperature, as well as the size of the dust grains, but can reach
several billion years in the outskirts of clusters (Dwek & Arendt, 1992). The actual amounts of dust
grains and their lifetime in the ICM is speculative and only recently have dust grains been included in
hydrodynamical simulations of galaxies (McKinnon et al., 2016, 2017). All of the above contribute
to an FIR excess observed at low resolution in stacked samples of clusters (Montier & Giard, 2005;
Giard et al., 2008; Planck Collaboration, 2016e,i). Besides these spatially correlated sources of FIR
emission, the spatially uncorrelated contribution of diffuse Galactic foregrounds like synchrotron,
free–free and thermal dust emission, as well as the stochastic CIB from extragalactic sources, has to be
subtracted or modelled carefully in order to allow for precise measurements of the SZ spectral shape.
In this work, we present a detailed analysis of the SZ spectrum of a stacked sample of galaxy

clusters as seen by the Planck satellite. We remove Galactic and extragalactic foregrounds with a
spatial matched filtering approach and include an FIR component in our model of the observed cluster
spectrum. We provide an estimate of the sample mean electron temperature as well as the average FIR
emission from clusters. A major aspect of our work is a realistic simulation set-up with mock clusters
with which we test our method and demonstrate a potential Y -bias in the Planck SZ measurements,
resulting from the use of the non-relativistic tSZ spectrum. As an outlook, we compare Planck to the
upcoming CCAT-prime2 telescope that will offer exciting observational possibilities like determining
the SZ spectral shape for large number of clusters.
Our paper is structured as follows: Section 4.3 provides an overview over the maps and cluster

catalogues used in this work. Section 4.4 describes our matched filtering and stacking methods that
are tested on mock data in Section 4.5. Section 4.6 presents our results. In Section 4.7 we provide a
discussion of our results as well as a comparison with some contemporary works and give an outlook
to future experiments. Section 4.8 provides a summary and concludes our analysis.

Throughout this paper, we assume a flat ΛCDM cosmology with ΩΛ = 0.7, Ωb = 0.05, h = 0.7 and
TCMB = 2.7255 K, while E(z) ≡ H(z)/H0 = (Ωm(1 + z)3 +ΩΛ)

1/2 is the redshift-dependent Hubble
ratio. Unless noted otherwise, the quoted parameter uncertainties refer to the 68% confidence interval.
We made use of the IDL Astronomy Library (Landsman, 1993) and all-sky maps were processed with
HEALPix (v3.30; Górski et al. 2005).

2 http://www.ccatobservatory.org/
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ν (GHz) λ (µm) FWHM (arcmin) Calibration uncertainty (%)
Planck

70 4290 13.31 0.20
100 3000 9.68 0.09
143 2100 7.30 0.07
217 1380 5.02 0.16
353 850 4.94 0.78
545 550 4.83 6.10
857 350 4.64 6.40

IRAS/IRIS
3000 100 4.30 13.5
5000 60 4.00 10.4

AKARI
3330 90 1.3 15.1

Table 4.1: Characteristics of the Planck, IRAS and AKARI all-sky maps used in this work. We adopt a covariance
estimation approach similar to Soergel et al. (2017) and assume that the calibration uncertainties between the
Planck 70 GHz to 353 GHz and 545 GHz to 857 GHz channels are fully correlated.

4.3 Data sets

4.3.1 Planck all-sky maps

The main data used in our analysis are the all-sky microwave maps captured by the Planck satellite
that were taken from the full data release in 2015 (R2.02; Planck Collaboration 2016a). Planck has
observed the sky over a period of 4 yr and delivered maps in nine different frequency bands with
two main instruments. The low frequency instrument (LFI) observed the sky in three bands ranging
from 30 GHz to 70 GHz and completed a total of eight all-sky surveys. Planck’s high frequency
instrument (HFI; Planck Collaboration 2014b) observed in six bands between 100 GHz and 857 GHz
and completed five all-sky surveys before the depletion of the necessary coolant. With its wide
frequency coverage, Planck allows to probe the entire spectrum of the SZ (see Fig. 4.1), especially at
the tSZ increment. For details on the time-ordered information (TOI) processing, the map-making
process and calibration strategies we refer to the HFI and LFI papers. The main map characteristics
are summarized in Table 4.1. All maps are provided in the HEALPix format with Nside = 2048. Our
analysis uses all six HFI channels as well as the LFI 70 GHz channel. The 30 GHz and 44 GHz LFI
channels are not used due to their much lower angular resolution of 32 and 27 arcmin, respectively,
and their sensitivity to low-frequency synchrotron and free–free emission from both Milky Way and
bight radio galaxies along the line of sight. We convert all maps up to 353 GHz from units of KCMB to
MJy sr−1 with the unit conversion factors given in the Planck 2015 release explanatory supplement3.
We adopt a covariance estimation approach similar to Soergel et al. (2017), who assume that the

calibration uncertainties of channels that were jointly calibrated are fully correlated. The Planck
LFI and HFI channels up to 353 GHz where calibrated using the CMB dipole, while the two highest

3 We use the band-average unit conversion factors that can be found here: https://wiki.cosmos.esa.int/
planckpla2015/index.php/UC_CC_Tables
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frequency maps were calibrated using planets (Planck Collaboration, 2016b). In accordance with
Soergel et al. (2017), we assume a conservative 1% absolute calibration uncertainty for the channels
up to 353 GHz and 6% for the two remaining channels.

4.3.2 IRAS and AKARI all-sky maps

In addition to the Planck all-sky maps, we use auxiliary maps from the Infrared Astronomical Satellite
(IRAS, Neugebauer et al. 1984) and the AKARI satellite (Doi et al., 2015) to constrain our spectral
model at high frequencies. The main characteristics of the used maps are summarized in Table 4.1.

IRAS performed the first all-sky survey in the mid-infrared and FIR in 1983 and delivered maps in
four bands from 12 µm to 100 µm. We make use of the reprocessed IRIS maps (Miville-Deschênes &
Lagache, 2005), which offer improved calibration, zero level and de-striping, as well as better zodiacal
light subtraction. Our analysis uses the IRIS 60 µm and 100 µm maps in the HEALPix format with
Nside = 2048. Both maps have similar resolution like the Planck high frequency bands but suffer from
larger calibration uncertainties.
The AKARI satellite, also known as ASTRO-F, performed an all-sky FIR survey in four bands,

covering wavelengths between 65 µm and 160 µm. Compared to IRAS, AKARI offers a higher angular
resolution of 1–1.5 arcmin at a similar noise level. We only use the 90 µm channel (WIDE-S) because
it offers the lowest calibration uncertainties (Takita et al., 2015). As for the other data sets, we obtained
the AKARI 90 µm map in the HEALPix format4 with Nside = 4096 to account for the higher angular
resolution.

4.3.3 Galaxy cluster catalogues

At the core of our analysis lies a stacking approach, which requires a large number of massive clusters
for which the relativistic distortions of the tSZ spectrum can be significant. For this reason, the main
cluster catalogue used in this study is the second Planck Catalogue of Sunyaev–Zeldovich sources
(PSZ2; Planck Collaboration 2016h), which provides the largest and deepest SZ-selected sample
of galaxy clusters. The catalogue contains a total of 1653 detections, 1203 of which are confirmed
galaxy clusters and 1094 have spectroscopic or photometric redshifts. The redshift range of the
clusters is 0.01 . z . 0.97 with a median redshift of zm = 0.224. We use the Union catalogue
(R2.08), which combines the results of three distinct extraction algorithms. The MMF1 and MMF3
algorithms are based on matched multifiltering, a concept first proposed by Herranz et al. (2002),
while the POWELLSNAKES (PwS) algorithm employs Bayesian inference. The provided estimates
of the integrated Compton y-parameter within 5 × R500 in the Union catalogue are taken from the
algorithm that gave the highest signal-to-noise (S/N) detection for each individual cluster. Mass
estimates are provided assuming the best-fit Y–M scaling relation of Arnaud et al. (2010) as a prior.
The mass range of the galaxy clusters with known redshifts is 7.8× 1013 M� . M500 . 1.6× 1015 M�
with a median mass of Mm

500 = 4.75 × 1014 M�.

4 The AKARI maps can be downloaded in the HEALPix format from the Centre d’Analyse de Données Etendues (CADE,
Paradis et al. 2012): http://cade.irap.omp.eu/dokuwiki/doku.php?id=start
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4.4 Method

We search for the imprint of relativistic corrections to the tSZ by means of stacking multifrequency
data for large samples of galaxy clusters. Since the relativistic corrections are expected to be weak
(' 10%) even for massive and hot clusters, it is crucial to have high S/N data. Galactic foregrounds
are reduced before the stacking of clusters by applying matched filters, tailored to the characteristic
cuspy profile of galaxy clusters, to the all-sky maps. After filtering, the clusters are stacked within
HEALPix to avoid possible biases introduced by approximate projections.

4.4.1 Matched filtering

Matched filtering is a technique that allows the construction of an optimal spatial filter to extract
weak signals with a well-known spatial signature in the presence of much stronger foregrounds.
Matched filtering was first proposed for the study of the kSZ by Haehnelt & Tegmark (1996) and
was subsequently developed and generalized by Herranz et al. (2002) and Melin et al. (2006) for the
extraction of the tSZ signal from multifrequency data sets like those delivered by the Planck mission.
Matched filtering has since been adopted by the SPT, ACT and Planck Collaboration to extract the
tSZ signal of clusters from their respective data sets (Hasselfield et al. 2013; Bleem et al. 2015; Planck
Collaboration 2016h).
We apply our filter functions to the all-sky maps in spherical harmonic space to avoid using an

approximate projection on to a flat-sky geometry. Assuming radial symmetry of the galaxy cluster
profile (i.e. m = 0) and following the approach presented in Schäfer et al. (2006), a matched filter Ψl0
can be constructed by minimizing the variance of the filtered field

σ2
=

∑̀
C`Ψ

2
`0, (4.4)

where C` is the power spectrum of the unfiltered map. At the same time, we demand the filtered field
to be an unbiased estimator of the amplitude of the tSZ signal at the position of galaxy clusters. The
latter condition can be rewritten as ∑̀

τ`0Ψ`0 = 1, (4.5)

where τ`0 are the m = 0 spherical harmonic coefficients of the cluster profile. A solution to this
optimization problem is given by

Ψ`0 =

(∑̀ τ2
`

C`

)−1
τ`
C`
. (4.6)

Using the convolution theorem on the sphere, the spherical harmonic coefficients of the filtered map
afilt
`m can be related to the ones of the unfiltered map aunfilt

`m by

afilt
`m =

√
4π

2` + 1
Ψ`0 aunfilt

`m ≡ F` aunfilt
`m . (4.7)

We approximate the spatial profile of the cluster tSZ signal by a projected spherical β-model (Cavaliere
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& Fusco-Femiano, 1976):

y(θ) = y0

[
1 +

(
θ

θc

)2
] 1−3β

2

, (4.8)

where θc is the core radius. We set y0 = 1 and adopt the commonly used value of β = 1, for which an
analytic spherical harmonic transform can be found (e.g., Soergel et al., 2017)

y`0 = 2πθ2
cK0(`θc), (4.9)

where K0 is the modified Bessel function of the second kind. In order to account for the instrumental
beam and the HEALPix pixelization, we multiply with the beam and pixel window functions B` and
w`:

τ` =

√
2` + 1

4π
· τ̃`0 =

√
2` + 1

4π
· y`0 · B` · w` . (4.10)

All instrumental beams are assumed to be Gaussian with FWHMs as summarized in Table 4.1. The
final filters are therefore given by

F` =

[∑̀ (2` + 1)τ̃2
`

4πC`

]−1
τ̃`
C`
. (4.11)

Fig. 4.2 shows the filter kernels for Planck and IRAS data. A matched filter as the one defined here
will provide an estimate of the deconvolved central y-parameter y0.

The C` are computed directly from the all-sky maps. To mitigate the strong foregrounds along
the Galactic disc, the maps are multiplied with a smoothed (2◦) 40% Galactic mask. To prevent
contamination of the results by large-scale residuals, an exponential taper is applied to the filters at
scales ` < 300. In order to stack the extracted tSZ signal amplitudes of different clusters, we bin them
according to their apparent size and match the core radius used to compute the filter functions to each
subsample. We find that good results can be obtained with 11 size-bins between θmin

c = 0.25′ and
θmax
c = 3′ with θc = 0.2 θm

500, where θ
m
500 is the median θ500 for each subsample.

4.4.2 Sample selection

In order to avoid the strong Galactic foregrounds along the Galactic plane, we exclude galaxy clusters
that fall within a 40% Galactic dust mask. Some galaxy clusters are also known to host bright radio
galaxies that can bias measurements of the tSZ decrement (e.g. Lin & Mohr 2007). To avoid the
brightest sources, we remove all clusters from our sample that have a known point source detected
within a radius of 10 arcmin from the cluster centre. For this purpose, we use the Planck catalogue of
compact sources in its second iteration (30 GHz to 217 GHz, Planck Collaboration 2016g) and include
weak detections. These two steps reduce the size of our sample to 821 clusters. We furthermore exclude
clusters with θ500 > 15 arcmin in order to keep the number of size bins used in the matched filtering
step low. By doing so, we exclude an additional 49 low-redshift clusters and are left with our final
sample of 772 clusters, the positions of which are shown in Fig. 4.3. Our cluster sample has a median
redshift of 0.23, the mean redshift is 0.27 and the mean cluster mass is 〈M500〉 = 4.8 × 1014 M� with
a standard deviation of σM500

= 1.9 × 1014 M�. The stacked cluster sample is shown in Fig. 4.4 both
without and with foreground-removal at the Planck HFI frequencies, highlighting the effectiveness of
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Figure 4.2: Filter kernels for galaxy clusters in the Planck data. The filters were constructed following
equation (4.11) using a core radius of 1 arcmin and power spectra extracted from real data. For plotting purposes,
the kernels were smoothed with a running average of ∆` = 50. We use the unsmoothed filter kernels in our
analysis.

our matched filtering technique.

We use the M–T scaling relation given by Reichert et al. (2011) to obtain an estimate of the X-ray
spectroscopic electron temperature of the clusters in our sample:

M500

1014 M�
= (0.291 ± 0.031)

(
kBTX
keV

)1.62±0.08
E(z)−1.04±0.07. (4.12)

The error on the estimate of sample-average temperature is obtained via a Monte Carlo technique
taking into account both the scaling relation uncertainties and the quoted mass errors in the Planck
catalogue. This estimate of spectroscopic temperature is used to compare against the 〈TSZ〉 values
as obtained from our tSZ spectral analysis. For example, we find a sample-average (mass-weighted)
X-ray temperature kB〈TX〉 = (6.91 ± 0.08) keV and sample standard deviation kBσTX

= 2.13 keV for
the full sample of 772 clusters.

In addition to our full sample, we select a subsample containing the 100 hottest clusters by
employing the same M–T scaling relation. This subsample thus contains the most massive clusters
from our original sample, with a mean mass of 〈M500〉 = 7.9 × 1014 M�, and a higher mean redshift
of 0.46 and a median of 0.45. The sample-average mass-weighted spectroscopic temperature is
kB〈TX〉 = (8.54 ± 0.16) keV with a sample dispersion of kBσTX

= 1.57 keV. This sample allows us to
test for a stronger relativistic tSZ signal with the drawback of a reduced sample size.
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Figure 4.3: Mollweide projection of the sky in Galactic coordinates showing the subsample of the second Planck
cluster catalogue used in this work. The cluster-free central part of the image traces the Galactic mask used
for cluster selection. We also flag all clusters with a known low-frequency point sources within a radius of
10 arcmin from the cluster centre and exclude large low-redshift systems (see the main text).

4.4.3 Data modelling

After matched filtering, the extracted spectra will be free of spatially uncorrelated Galactic and
extragalactic foregrounds, thus we only model the expected signal from the galaxy clusters. We fit a
two-component model to the data that is the sum of a tSZ spectrum with relativistic corrections and a
model for the expected FIR emission from galaxy clusters.

We compute the tSZ spectrum using the SZPACK code in its ‘COMBO’ runmode, which delivers
accurate results up to very high electron temperatures of 75 keV by combining asymptotic expansions
and improved pre-computed basis functions (Chluba et al., 2012)5. The instrumental bandpass is
accounted for by adopting the approach presented by the Planck Collaboration (2014b)

∆ĨtSZ(x,Te) = y I0

∫
dν τ(ν) h(x) frel(x,Te)∫

dν τ(ν)
(νc
ν

) , (4.13)

where νc denotes the band central frequency and τ(ν) the bandpass transmission6 at the frequency ν.
Table 4.4 provides the bandpass-corrected tSZ spectrum with relativistic corrections for a range of
temperatures. At the given range of cluster temperatures in our sample, fitting the extracted spectrum
of the stacked clusters with a tSZ spectrum will provide an estimate of the sample-average central

5 Other fitting formulae (e.g. Nozawa et al. 2000) show noticeable artefacts in the spectrum that are avoided with SZPACK.
6 The bandpass transmission tables can be found here: http://irsa.ipac.caltech.edu/data/Planck/release_1/
ancillary-data/
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Figure 4.4: Stacked Planck HFI maps for our final sample of 772 clusters. All fields are 2◦ × 2◦ and the units
are MJy sr−1. The panels in the upper two rows were created by smoothing all HFI channels to a common
resolution of 9.66 arcmin and then stacking the cluster positions without further foreground or background
removal. Although the stacking procedure averaged out most contaminants, there are still large inhomogeneities
present in the maps. In contrast, the panels shown in the two lower rows were created by stacking the HFI data
after matched filtering, which removed most contaminants with great efficiency. We note that we stack the maps
directly in HEALPix for our spectral analysis and show these panels only for the purpose of illustration.
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y-parameter 〈y0〉 and the pressure-weighted average electron temperature (e.g. Hansen 2004)

TSZ ≈ 〈Te〉Pe
=

∫
neT

2
e dl∫

neTe dl
. (4.14)

We choose to model the FIR emission from galaxy clusters with a modified blackbody

ĨFIR(ν) = CC(βDust,TDust) ADust

(
ν

ν0

)βDust

Bν(TDust), (4.15)

where ADust, TDust, and βDust are the dust amplitude, temperature, and spectral index, respectively,
ν0 = 857 GHz, Bν = 2πhν3

/c2
(exp(hν/kBTDust) − 1)−1 is Planck’s law and CC denotes frequency-

specific colour corrections

CC(βDust,TDust) =

∫
dν τ(ν)

(
νβDust Bν (ν,T )

ν
βDust
c Bν (νc ,T )

)
∫

dν τ(ν)
(νc
ν

) . (4.16)

For convenience, we recast equation (4.15) to

ĨFIR(ν) = CC A857
Dust

(
ν

ν0

)βDust+3 exp(hν0/(kBTDust)) − 1
exp(hν/(kBTDust)) − 1

, (4.17)

and report the measured FIR intensity at 857 GHz as the amplitude A857
Dust. We account for the redshift

distribution of our cluster sample by computing the FIR model at each specific cluster redshift and
averaging the obtained values. The obtained parameter values are thus given in the rest frame of the
source.

Finally, we fit our data in a Bayesian approach by constraining the posterior probability distribution
of our model parameters p using Markov-Chain Monte Carlo (MCMC) sampling with

P(p |Iν) ∝ P(Iν |p) P(p), (4.18)

where Iν is the measured sample-average of specific intensities after matched filtering, P(Iν |p)
is the likelihood function and P(p) is the prior. We restrict the electron temperature to values
0 keV < Te < 75 keV in accordance to SZPACK’s ‘COMBO’ runmode. Note that the sample-average
temperature of the clusters should lie well within this range. We assume a flat positive prior on the
remaining model parameters and a Gaussian likelihood that can be written as

ln P(Iν |p) = −0.5 [Iν(p) − 〈Iν〉]
TC−1
[Iν(p) − 〈Iν〉]. (4.19)

The frequency-to-frequency covariance matrix C is estimated by stacking 772 uniformly distributed
random positions across the sky, excluding the area that falls into the Galactic mask used for sample
selection. This step is repeated 104 times, providing a large number of noise realizations for the
covariance estimation. In this process, we account for the size binning of the clusters. This statistical
component of the covariance matrix is then combined with the systematic part resulting from the
instrumental calibration uncertainties. The corresponding correlation matrix is shown in Fig. 4.5.
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Figure 4.5: Channel-to-Channel correlation matrix used for the data modelling. It is composed of a statistical
and a systematic component. The statistical component is constrained by stacking 772 random positions across
the sky outside of the same Galactic mask used for sample selection and repeating this exercise 10,000 times.
The systematic component contains the calibration uncertainties of the instruments.

We draw samples from the posterior probability distribution using an implementation of the
Metropolis Hastings algorithm (Metropolis et al., 1953; Hastings, 1970) and report the marginalized
two-dimensional (2D) and one-dimensional (1D) posterior distributions. We ensure convergence by
comparing the results of multiple chains that start from random positions in the parameter space.

4.5 Simulations

4.5.1 Simulation set-up

In order to test our filtering pipeline and data modelling procedure before applying it to real data, we
validate it using realistic all-sky mock data. We use the CMB and Galactic synchrotron, free–free and
thermal dust maps provided by the Planck Collaboration (2016c) that were extracted with the Bayesian
COMMANDER analysis framework. The COMMANDER synchrotron and free–free maps are provided
at a low HEALPix resolution of Nside = 256 and are upgraded to Nside = 2048 in spherical harmonic
space to avoid pixellation artefacts. Thermal dust maps are provided at both low- and high- HEALPix
resolution. We use the Nside = 2048 dust amplitude and βDust maps and upgrade the low-resolution
dust temperature map to Nside = 2048. Note that the same upgraded map was used as a prior during
the creation of the Nside = 2048 dust maps. The maps are scaled to Planck and IRAS frequencies
from 70 GHz to 5 THz using the SEDs employed by the Planck Collaboration (2016c). We do not
simulate AKARI data due to a lack of high-resolution templates. However, testing our pipeline on
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Planck and IRAS mock data is sufficient for our purposes.

The tSZ signal from clusters of galaxies is simulated by line-of-sight projection of a general-
ized Navarro-Frenk-White (GNFW) pressure profile (Nagai et al., 2007) with the mass-dependent
parametrization given by Arnaud et al. (2010):

Pe(r)

keV cm−3 = 1.65 × 10−3E(z)8/3
(

M500

3 × 1014 M�

)0.79

p
(

r
r500

)
, (4.20)

where p(r/r500) is the so-called "universal" shape of the cluster pressure profile:

p(r) =
P0(

c500
r

R500

)γ [
1 +

(
c500

r
R500

)α] (β−γ)/α , (4.21)

with (P0, c500, γ,α, β) = (8.403,1.177,0.3081,1.0510,5.4905) as the best-fit values reported byArnaud
et al. (2010). We project the model along a series of concentric isothermal shells with 0.01 R500 <

r < 3.5 R500 and ∆r = 0.1 R500, and assume the electron temperature to follow the profile given by
Vikhlinin et al. (2006):

T(r)
Tmg

= 1.35

(
r

0.045R500

)1.9
+ 0.45(

r
0.045R500

)1.9
+ 1

1[
1 +

(
r

0.6R500

)2
]0.45 , (4.22)

where Tmg = 0.9TX accounts for the lower temperature due to weighting with the gas mass. The tSZ
signal is computed for each shell according to its temperature and y parameter and the total signal for
each cluster is given by the stack of all shells. Likewise, we also compute the optical depth τe of each
cluster shell by shell, as

τe,i =
yimec2

kBTe,i
(4.23)

and then estimate the total τe by stacking all the shells. The τe values are used to estimate the residual
kSZ signal after stacking (Section 4.5.3).

To ensure similar signal strength to the real data, we adopt the cluster masses and redshifts from
the previously described cluster sample but assign new random sky coordinates outside of a Galactic
mask to each cluster to avoid placing them on top of spatially correlated artefacts in the foreground
maps. These artefacts result from a lack of an SZ model during the foreground modelling and can
introduce a bias in our parameter constraints. Randomizing the sky coordinates of the clusters allows
us to obtain multiple foreground realizations with only one set of foreground templates.

We simulate the FIR emission of galaxy clusters by assuming a constant dust-to-gas mass ratio
MDust/MGas = 10−4 for all clusters as well as a modified blackbody spectral energy distribution (SED)
with TDust = 20 K and βDust = 1.5, which are typical values found for the ISM of nearby galaxies and
are consistent with the values reported by the Planck Collaboration (2016i). The amplitude of the
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SED can be related to the dust mass following the approach of Hildebrand (1983)

ADust =
κνMDust

D2
LΩ

, (4.24)

where κν is the mass absorption coefficient, DL is the angular diameter distance, andΩ = π(3θ500)
2
/D2

A
is the solid angle of the emitting region. We adopt the mass absorption coefficient reported by
Draine (2003), κ850µm = 0.0383 m2 kg−1, which was also used by the Planck Collaboration (2016i).
Furthermore, the spatial profile of the FIR emission is assumed to follow a β-model with β = 1 and
rc = 0.2 R500. The Planck Collaboration (2016e) found that the FIR emission follows a broader profile
compared to the tSZ signal, but its exact radial profile remains unknown. Since we reject clusters with
known low-frequency point sources, i.e. radio galaxies, during the sample selection process, we do
not include a radio-source component in our cluster simulations.
The foreground and cluster maps are then convolved with the instrument beams, which we

approximate as circular Gaussians with FWHM as listed in Table 4.1.
We add an estimate of the instrumental noise to each map, which is obtained by computing the

half difference (Iring1
ν − Iring2

ν )/2 of the two half-ring maps for every Planck channel, each of which
only contains half of the stable pointing period data. Since no equivalent IRAS/IRIS maps are
available, we use white noise maps for which we adopt the global noise level found in the IRIS maps
of σ60µm = 0.03 MJy sr−1 and σ100µm = 0.06 MJy sr−1.
We have neglected the contribution from extragalactic dusty point sources in preparing our

simulation set-up. These point sources constitute the CIB, with both one-halo (Poisson) and two-halo
terms contributing to the relevant scales of tens of arcminutes (e.g., Béthermin et al. 2017). The
one-halo or Poisson term of the CIB acts as an additional source of thermal noise affecting the
high-frequency bands, but otherwise is uncorrelated with the cluster location and will be filtered away
by the matched-filtering technique. Hence in our simulations we have an under-estimation of the noise
at the IRAS frequencies as well as the highest frequency Planck channels, but this is not expected to
result in any biases in the recovered model parameters. The contribution of the two-halo term in the
CIB will be similar to the FIR component from the clusters already included in our analysis, barring a
few extremely bright objects that will be flagged in a process similar to the cleaning of our real cluster
sample.
Other foreground components excluded from our simulations are mainly the Galactic CO and

anomalous microwave emission (AME), as well as the Galactic and extragalactic radio point sources.
Their aggregate contribution is expected to be small given our use of HFI-only data plus sky masking
and sample cleaning methods (the all-sky mock data are filtered with the same pipeline as the real data).
Adding these subdominant foregrounds can only be expected to make the parameter uncertainties
marginally worse, hence their exclusion is not a concern while testing the robustness of our filtering
pipeline.

4.5.2 Method validation with mock data

Before applying our matched filtering pipeline to real data, it is important to assess if it allows an
unbiased estimation of the cluster properties. In order to test our method, we simulate a total of 30
mock data sets and pass them through the same filtering and analysis pipeline as the real data. The
obtained constraints on the tSZ parameters for all 30 data sets are shown in Fig. 4.6, while Fig. 4.7
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Figure 4.6: Constraints on the tSZ parameters obtained from simulations with 30 different foreground realizations,
achieved by randomizing the cluster coordinates. The true sample-average y and TSZ is indicated by the red
triangle. The black contours indicate the 68, 95, and 99% confidence intervals. This result suggests that our
matched filtering and spectral fitting pipeline allows an unbiased measurement of the tSZ parameters.

shows the extracted spectrum and model fitting as well as parameter constrains for one exemplary
mock data set.
We find that the individual simulation constraints tightly scatter around the expected values that

were derived directly from the simulated cluster data. This result demonstrates that an unbiased
measurement of the sample-average y0 and TSZ can be achieved in a matched filtering approach with
size binning. Similar results are found for the three parameters of the cluster FIR model. Assuming a
different pressure profile like the best-fit GNFW model presented by the Planck Collaboration (2013a)
for our mock clusters while keeping our filter profile unchanged results in a bias in y0 but not in TSZ.
This bias can be avoided by choosing a different core radius θc = 0.23 θm

500 to construct our filters.
The temperature TSZ is insensitive to small differences between the true cluster shape and the assumed
model for filtering since the mismatch will be the same across all frequencies. Differences in spatial
resolution across the frequency bands could introduce a bias to the SZ spectral shape, but our tests
suggest such distortions to be insignificant.
We also filter the mock data with a lower number of size bins that leads to an under-estimation of

y0 and overestimation of TSZ. Note that we do not test for potential biases due to cluster asphericity,
which is a well-known problem in modelling individual objects (Piffaretti et al., 2003) but is not
expected to cause a significant biases when stacking a large number of sources.
The analysis of our mock data sets suggests that for the given subsample of the Planck cluster

catalogue with 772 clusters the sample-average temperature can be constrained with an statistical
uncertainty of kB∆TSZ ≈ 2 keV suggesting a possible ' 3σ detection, while the expected uncertainty
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Figure 4.7: Spectral modelling results obtained from simulated all-sky mock data. These results represent a
single foreground realization out of 30 that are shown in Fig. 4.6. Top panel: spectrum obtained after passing
the mock data through our matched filtering pipeline and stacking of the positions of the simulated clusters.
The red and blue solid lines show the best-fit tSZ and FIR models, while the shaded areas indicate the envelope
derived from the 68% of models with the highest likelihood. The lower part of the panel shows the difference
of the data and the best-fit model divided by the data error. As before, the shaded region corresponds to the
68% of models with the highest likelihood. Bottom panel: marginalized 2D and 1D constraints on our model
parameters obtained through an MCMC approach. The colours in the 2D plots represent the 68, 95, and 99%
confidence intervals. The dashed lines on top of the 1D constraints indicate the best-fit values and the 68%
confidence interval, while the red dotted lines indicates the true values obtained directly from the simulated tSZ
and FIR maps.

81



Chapter 4 Planck’s view on the spectrum of the Sunyaev–Zeldovich effect

of the Comptonization parameter corresponds to ∆y0 ≈ 5×10−6. We furthermore find tight constraints
on the parameters of our FIR model with e.g. A857

Dust = 0.14+0.01
−0.01 MJy sr−1, TDust = 21.5+1.4

−2.3 K and
βDust = 1.5+0.3

−0.3. We note that these low uncertainties are primarily due to the lack of a CIB model at
high frequencies and that the more complex real sky will not allow for such strong constraints on the
properties of cluster FIR emission. The result of excluding the CIB component in our mock data tests
therefore provides somewhat optimistic parameter constraints but no biases.

4.5.3 Simulation result: impact of the kSZ

One of the initial assumptions in our analysis is that stacking large samples of clusters will average out
the kSZ signal due to the random directions of the clusters’ peculiar velocities. To test this assumption,
we assign a peculiar velocity component to each of our clusters by drawing from the distribution
presented by Peel (2006), which is well approximated by a Gaussian with σ = 311 km s−1 at z = 0.
For simplicity, we neglect the weak redshift dependence of the halo peculiar velocity and note that it
will drop by about 20% in the redshift range of z ∈ [0,2] (Hernández-Monteagudo & Sunyaev, 2010),
making our estimates of the kSZ signal contribution a conservative one.
Using this Gaussian approximation of the velocity distribution, we can expect that after stacking

the residual sample-averaged velocity should be smaller than 311/
√

772 km s−1
≈ 11.2 km s−1 with

68% confidence. Using the optical depth of each cluster, we compute expected limits of the kSZ
signal and find IkSZ

217 < 9.0 × 10−4 MJy sr−1 close to the peak of the kSZ spectrum, which corresponds
to 0.27σ for our mock data. The situation is similar for our smaller subsample of 100 clusters with
IkSZ
217 < 4.0 × 10−3 MJy sr−1, corresponding to 0.3σ. This demonstrates that for the given sample sizes,
the kSZ can be safely neglected. At smaller sample sizes however, the kSZ can potentially lower or
raise the measured intensity at 143, 217, and 353 GHz whereas the other channels will stay mostly
unaffected for all but the smallest samples.

4.5.4 Simulation result: potential Y -bias

It is often assumed that relativistic corrections to the tSZ effect can be neglected. Although detecting
the relativistic distortions of the tSZ spectrum for individual clusters can be beyond the reach of
current experiments, ignoring the relativistic corrections can lead to a bias of the Comptonization
parameter that scales with cluster temperature and therefore cluster mass. This bias will depend on the
observed frequency and can be written as

∆y

y
=

f (x,Te)

f (x,0 keV)
− 1. (4.25)

In multifrequency observations, this bias will depend on the weights assigned to each channel and
thus has to be quantified through simulations. We investigate this bias using our mock data sets for
two different scenarios. In the first scenario, we assume perfect foreground removal, in which case the
weights for each channel will be given by the inverse squared thermal detector noise, providing the
most optimistic estimate of the y-bias. In the second case, we clean our simulated cluster maps using
an Internal Linear Combination (ILC) technique, the details of which are given in Appendix 4.11.
ILC techniques are known for their robustness and simplicity and were used to produce some of the
key SZ results published by the Planck Collaboration (e.g. Planck Collaboration 2013a,b, 2016d), but
they require an accurate knowledge of the SZ spectral shape. In both cases, we compute the bias on
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the measured cylindrically integrated Comptonization parameter within five times R500, otherwise
known as Y5R500. Our results are summarized in Fig. 4.8.

Our simulations show that in both cases, the integrated Comptonization parameter is systematically
biased low. Fitting the measured tSZ decrement/increment signal in absence of foregrounds with a
non-relativistic tSZ spectrum yields a sample-average bias of (3 ± 1)%. The observed bias scales
roughly linear with the cluster temperature and with (M500)

0.80±0.03. For high mass clusters, the bias
can be as high as 7% in this approach. We find that our ILC technique produces a larger bias on
average. Averaged over our entire cluster sample, the ILC estimate of the integrated y-parameter is
biased low by (7 ± 2)% and up to 14% for the hottest clusters. The bias again scales roughly linear
with temperature and with (M500)

0.71±0.04 as is shown in Fig. 4.8. The reason for this strong bias is
that the ILC technique assigns a high weight to the 143 GHz and 353 GHz channels (see Fig. 4.14) at
which the difference between the relativistic and non-relativistic tSZ spectrum is particularly large. We
point out that an unbiased estimation of the integrated y-parameter is possible by having a knowledge
of the average TSZ within the desired aperture while computing the ILC-weights. More recently,
Hurier & Tchernin (2017) have introduced a modified version of the ILC algorithm that is tailored to
observations of the relativistic tSZ effect.

Our results demonstrate that using the non-relativistic approximation of the tSZ spectrum will lead
to a systematic underestimation of the Comptonization parameter that can be as high as 14% for the
most massive clusters. The exact magnitude of the bias will depend on the details of the y-extraction
method and has to be quantified and should be corrected for if possible. We further discuss this bias in
Section 4.7.1.

4.6 Results from real data

The main results obtained from actual Planck, IRAS and AKARI data are summarized in Fig. 4.9.
After matched filtering and stacking, we obtain a spectrum that clearly shows the characteristic tSZ
decrement/increment plus an additional FIR excess, consistent with FIR emission from galaxy clusters.
By fitting our two-component tSZ+FIR model to the extracted spectrum with βDust = 1.5 kept fixed
and marginalizing over the remaining free model parameters, we are able to constrain the average
deconvolved central y-parameter of the sample to be 〈y0〉 = (1.24 ± 0.04) × 10−4, corresponding to a
31σ-detection of the tSZ signal of 772 clusters.
By modelling the relativistic distortions of the tSZ spectrum we obtain a 2.2σ measurement of

the sample-average cluster temperature, which we constrain to kB〈TSZ〉 = 4.4+2.1
−2.0 keV. Our model

provides a good fit to the data with χ2
/df = 0.98. Furthermore, we obtain a 5σ detection of galaxy

cluster-centric FIR emission with the FIR amplitude A857
Dust = (0.10 ± 0.2)MJy sr−1. We constrain

the temperature of the emitting dust grains to TDust = 18.4+3.9
−2.4 K, which is lower than the recent

measurement of (24.2 ± 3.0)K7 by the Planck Collaboration (2016i), who performed a stacking
analysis on a similar cluster sample, but with a different foreground-removal technique (see Section
4.7.3).

Due to the high uncertainties in the IRAS and AKARI channels, most of the constraining power
comes from the Planck data. Excluding the IRAS and AKARI data points from our fit leaves the
constraints on the tSZ parameters virtually untouched, while the errors on the FIR component
7 This value was obtained by converting the reported (19.2 ± 2.4)K to the cluster rest frame using the mean redshift
〈z〉 = 0.26 of the sample.
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Figure 4.8: Mass-dependent bias of the Comptonization parameter introduced by using the non-relativistic
approximation of the tSZ spectrum. We quantified the bias using our mock data sets including simulated
relativistic spectra. The cylindrically integrated Comptonization parameter within 5 R500 was obtained from
direct fitting of the simulated tSZ maps (red) and passing the maps though an ILC pipeline (blue, details in
Appendix 4.11). In both cases, we find a mass-dependent bias of Y5R500. In the former case, the values for Y5R500
are biased low by 3% on average, whereas the ILC approach underestimates the true values on average by 7%.

parameters only inflate by a marginal amount to A857
Dust = 0.11+0.02

−0.03 MJy sr−1 and TDust = 18.8+4.0
−3.1 K

with χ2
/df = 1.69.

We also test for the impact of the choice of βDust by re-running our fit for a number of values ranging
from 1.3 up to 2.0. We find that both 〈TSZ〉 and TDust are anticorrelated with βDust. The results for
spectral fitting with different fixed values for βDust are summarized in Table 4.2.
In case the SED of the cluster FIR emission varies strongly from cluster to cluster, choosing a

modified blackbody as our model function can bias the tSZ parameters. We tried to account for this
more complex spectrum by fitting our data with the second-order moment expansion of the modified
blackbody that was introduced by Chluba et al. (2012) but find that our data are not able to constrain
the additional parameters related to the distribution of TDust and βDust. We note that the distortions of
the dust SED will be strongest in the Wien part at THz frequencies, where we find large errors for the
IRAS and AKARI intensities. At Planck’s frequencies departures from the modified blackbody should
be small.
In order to understand which channels have the biggest impact on the measurement of TSZ, we

exclude individual channels one after another from the spectral fitting and record the changes of the
TSZ error. From this test we conclude that the Planck 217 GHz channel is the most important one for
our analysis, followed by Planck’s 545 GHz channel. Excluding one of these two channels increases
the uncertainty of TSZ by ' 50%, highlighting the importance of the tSZ increment for measuring
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temperatures via the relativistic tSZ spectrum.
In addition to our full sample of 772 clusters, we repeat our analysis for the subsample containing the

100 hottest clusters. The results of the spectral analysis of this subsample are shown in Fig. 4.10. Fitting
the stacked spectrum of the clusters with the same two component tSZ+FIR model as before with
βDust = 1.5, we detect the tSZ signal at 23σ with 〈y0〉 = 2.58+0.16

−0.11 × 10−4. We constrain the sample-
average cluster temperature to kB〈TSZ〉 = 6.0+3.8

−2.9 keV, which corresponds to a 2.0σ measurement of
the tSZ relativistic corrections. As is the case for our full sample, we observe an FIR excess at 4.4σ
that is well modelled by a modified blackbody SED. For the two free parameters of the FIR model we
find A857

Dust = 0.22+0.06
−0.05 MJy sr−1 and TDust = 16.9+5.0

−2.3 K. As before, the model provides a good fit to
the data with χ2

/df = 0.69, which changes to χ2
/df = 1.28 when the AKARI and IRAS data points

are excluded from the fit. We note that, as for the full sample, most of the constraining power comes
from the Planck data and excluding the additional FIR data points has little impact on our parameter
constraints.

4.7 Discussion

4.7.1 Interpretation of the main results

After careful signal extraction and spectral fitting, we can confirm the signature of a relativistic tSZ
(or rSZ) signal in Planck full-mission data at roughly 95% significance level. For our sample of
772 clusters, we find an average temperature of kB〈TSZ〉 = 4.4+2.1

−2.0 keV, which is consistent with the
mass-weighted average X-ray temperature kB〈TX〉 = (6.91 ± 0.07) keV. There is a tentative difference
(at roughly 1.3σ) between these two values, with 〈TSZ〉 being lower than the sample-averaged X-ray
spectroscopic temperature 〈TX〉.
We find that, due to the sensitivity of Planck, a better constraint on the relativistic tSZ-derived

temperature is not obtainable by simply selecting the hottest clusters from the cluster catalogue. While
this approach increases the mean sample temperature, the noise also increases due to the smaller
sample size. As a result, the detection significance of 〈TSZ〉 remains roughly constant. The best-fit
value of kB〈TSZ〉 = 6.0+3.8

−2.9 keV in this subsample is again lower but consistent with the expected
mass-weighted X-ray temperature kB〈TX〉 = (8.54 ± 0.16) keV.

The lower TSZ values can result from the different weighting schemes in tSZ and X-ray temperature
measurements. While TSZ is weighted linearly with the gas density, TX is weighted with its square.
Previous studies showed that the gas mass-weighted temperature Tmg, which behaves similar to TSZ,
measured within an aperture to be lower than the X-ray spectroscopic temperature (Vikhlinin et al.,
2006; Nagai et al., 2007) and the ratioYSZ/YX to be less than unity (Arnaud et al., 2010). We investigate
the impact of the weighting schemes in Appendix 4.12 using analytical temperature and density
profiles and find that TX is higher than TSZ by ∼ 20% for non-cool-core clusters when averaged within
θ500 and only lower then TSZ for cool-core clusters when small apertures (. 0.3θ500) are used. We
note that our cluster sample is a representative subset of the Planck PSZ2 clusters, since the sample
selection is only affected by Galactic foregrounds and point sources. Recently, Rossetti et al. (2017)
found the cool-core fraction of a representative subset of Planck clusters to be ≈ 30%. Therefore we
do not expect the ratio TX/TSZ observed within dense cool cores to significantly affect our results.
On the other hand, hydrodynamic simulations frequently produce a large number of cold and dense
clumps that are able to bias TX low compared to TSZ (or Tmg) within the entire cluster volume (e.g. Kay
et al. 2008; Biffi et al. 2014), yet more recent and improved simulation codes predict the dissociation
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βDust y0 kBTSZ A857
Dust TDust y0 kBTSZ A857

Dust TDust

(keV) (MJy sr−1) (K) (keV) (MJy sr−1) (K)
| Full sample (n = 772) | Hot sample (n = 100)

1.3 | 1.24+0.04
−0.04 × 10−4 4.38+2.32

−1.79 0.10+0.02
−0.02 21.19+3.62

−2.91 | 2.58+0.16
−0.10 × 10−4 6.35+3.87

−2.97 0.22+0.06
−0.05 19.21+5.07

−2.97

1.4 | 1.24+0.04
−0.04 × 10−4 4.29+2.22

−1.90 0.10+0.02
−0.02 19.72+3.88

−2.57 | 2.58+0.17
−0.10 × 10−4 6.39+3.53

−3.22 0.22+0.06
−0.05 18.39+4.62

−3.00

1.5 | 1.24+0.04
−0.04 × 10−4 4.36+2.13

−1.95 0.10+0.02
−0.02 18.44+3.94

−2.38 | 2.58+0.16
−0.11 × 10−4 5.96+3.78

−2.93 0.22+0.06
−0.05 16.92+4.83

−2.26

1.6 | 1.23+0.05
−0.03 × 10−4 3.98+2.25

−1.77 0.10+0.02
−0.02 17.11+4.05

−2.07 | 2.58+0.15
−0.12 × 10−4 6.24+3.19

−3.45 0.21+0.07
−0.04 16.14+4.33

−2.20

1.7 | 1.24+0.04
−0.04 × 10−4 3.98+2.97

−1.67 0.10+0.02
−0.02 16.24+3.65

−2.02 | 2.59+0.14
−0.13 × 10−4 5.68+3.64

−2.99 0.21+0.07
−0.05 15.23+4.36

−1.72

1.8 | 1.23+0.04
−0.03 × 10−4 4.06+2.18

−1.84 0.10+0.02
−0.02 15.54+3.37

−1.94 | 2.57+0.16
−0.11 × 10−4 5.22+3.92

−2.61 0.22+0.07
−0.06 15.19+3.38

−2.21

1.9 | 1.24+0.04
−0.04 × 10−4 3.99+2.25

−1.77 0.10+0.02
−0.02 14.73+3.14

−1.73 | 2.56+0.16
−0.11 × 10−4 4.94+3.98

−2.56 0.21+0.07
−0.05 14.61+3.13

−2.01

2.0 | 1.23+0.05
−0.03 × 10−4 3.92+2.28

−1.70 0.10+0.02
−0.02 14.06+2.80

−1.56 | 2.55+0.17
−0.10 × 10−4 4.68+3.95

−2.47 0.21+0.07
−0.05 13.89+3.04

−1.67

Table 4.2: Parameter constraints from spectral modelling for a range of different fixed values for the spectral index βDust of the modified blackbody for
cluster FIR emission. The constraints for βDust = 1.5 that are highlighted in bold face are reported as our main results. We find that both TSZ and TDust are
anticorrelated with βDust, whereas 〈y0〉 and A857

Dust are independent of it.
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Figure 4.9: Spectral modelling results for our sample of 772 galaxy clusters selected from the second Planck
cluster catalogue (PSZ2). Top panel: spectrum extracted after passing the Planck, IRAS and AKARI maps
through our matched filtering pipeline and stacking the cluster positions. The red and blue solid lines indicate the
best-fit tSZ and FIR models. Note that the data points have been corrected for the instrumental bandpasses using
the best-fit model for illustrational purposes only in order to plot smooth curves. Bottom panel: marginalized
2D and 1D constraints on our model parameters obtained through an MCMC approach. The colours in the 2D
plots represent the 68, 95, and 99% confidence intervals. The dashed lines on top of the 1D constraints indicate
the best-fit values and the 68% confidence interval. The third parameter of the FIR model βDust was fixed to the
common value 1.5 in order to obtain these results. We do not observe any strong correlation between the tSZ
and FIR parameters. The tSZ signal of the sample is detected with high significance (31σ) and we obtain a
2.2σ measurement of the sample-average cluster temperature.
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Figure 4.10: Spectral modelling results for a smaller subsample, containing just the 100 hottest clusters as
determined through the M–T scaling relation given by equation (4.12). Top panel: as before, we show the
spectrum extracted after passing the Planck, IRAS and AKARI maps through our matched filtering pipeline and
stacking the cluster positions. The red and blue solid lines indicate the best-fit tSZ and FIR models. Bottom
panel: marginalized 2D and 1D constraints on our model parameters obtained through an MCMC approach
for the 100 hottest clusters. As for the full sample, the third parameter of the FIR model βDust was fixed to
1.5. We again do not observe a strong correlation of the tSZ and FIR model parameters. Although the average
y-parameter of the clusters is roughly twice as high as for the full sample, the significance of the tSZ signal
detection reduces to 23σ. We are able to measure a higher sample-average cluster temperature, consistent with
our expectation, but at a slightly reduced significance of 2.0σ.
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of such clumps (Beck et al., 2016). It is beyond the scope of the current paper to make a detailed
analysis of this ratio that will require a systematic evaluation of the TX measurements in the parent
samples of Reichert et al. (2011) from which our TX scaling is taken, for example whether spectral fits
were obtained after masking dense substructures within the clusters or not.

Even though Planck data do not provide evidence for the relativistic distortions in the tSZ spectrum
with high significance, the presence of these distortions can nevertheless cause a bias in the measured
SZ signals when non-relativistic spectra are used to extract Comptonization y-maps or fit data in a
matched multifiltering approach. We demonstrated this bias in Section 4.5.4 through our simulated
mock cluster sample with realistic noise and foregrounds. A similar analysis based on the application
of ILC algorithms on simulated maps for the Cosmic ORigins Explorer (COrE) mission has been
presented by Hurier & Tchernin (2017), who find bias up to 20% in the Y -value of the hottest clusters.
The bias lowers the measured Y -value and is mass-dependent. A mass dependence is expected

since the relativistic corrections to the spectrum would only be significant for high-mass clusters. It is
interesting to note that the direction and mass dependence of this bias are both similar to the so-called
hydrostatic mass bias that is assumed in the cosmological analysis of Planck clusters. This bias term,
parameterized by a (1− b) factor inY–M scaling relations (e.g., Planck Collaboration 2014c), accounts
for all possible biases in the mass measurement and the use of the non-relativistic spectrum for the
tSZ signal extraction will certainly be a part of it. As we do not follow the exact SZ signal extraction
methods (matched multifiltering and POWELLSNAKES) that are used by the Planck Collaboration
and also do not carry out the steps necessary to connect Y500 to M500 via X-ray mass proxies, we are
unable to comment on the exact bias on the Y500–M500 scaling relation used in the Planck analysis.
We instead focus on quantifying the Y -measurement bias based on our mock data, finding it to be

around 5% (optimistic case with no foregrounds) up to about 14% (extreme case based on the ILC
method) for the most massive clusters. The mass dependence of the Y -bias is also of interest, which
we found to be approximately (M500)

0.71±0.04 when using the ILC approach. This is very similar to
the slope of the hydrostatic mass bias found in weak-lensing mass calibration of subsets of Planck
clusters, for example by von der Linden et al. (2014b), who found a mass scaling between the Planck
SZ and weak-lensing mass estimates having a power law index of 0.68+0.15

−0.11. Even though it is expected
that more massive systems would show stronger deviations from hydrostatic equilibrium due to their
enhanced mass accretion rate (e.g., Shi & Komatsu 2014), the similar mass dependence of both these
biases suggests that the observed effect can be a combination of the two.
We also consider the effect of electron temperature variance within our mock cluster sample.

As explained in Chluba et al. (2013), the second moment of the temperature field causes another
correction to the average SZ signal. Using our mock data, we find the y-weighted temperature
moments, kB〈Te〉y ' 7.7 keV and kB〈T

2
e 〉y ' 64 keV2, implying σTe

' 2.1 keV. At the current level
of sensitivity, this leads to a negligible correction to the sample-averaged relativistic SZ signal and
can be ignored. However, future precision measurements of TSZ in multiple mass bins might offer a
possibility to constrain the slope of the cluster mass function using higher-order moments of Te.

4.7.2 Comparison with other works

Recently, Hurier (2016) claimed the first high significance detection of the tSZ relativistic corrections
by stacking Planck maps of clusters taken from the X-ray-selected MCXC cluster catalogue (Piffaretti
et al., 2011), as well as several smaller cluster catalogues with X-ray spectroscopic temperatures.
Hurier (2016) binned clusters from both the MCXC cluster catalogue and the combined spectroscopic
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catalogue according to their temperature. A comparison of the obtained tSZ inferred ICM temperatures
TSZ with TX revealed a linear trend with a significance of 3.7σ for the MCXC clusters and 5.3σ for the
spectroscopic ones, which is the main result reported by the author. In addition Hurier (2016) finds
that the TSZ values are higher than TX with a ratio TSZ/TX of 1.65 ± 0.45 and 1.38 ± 0.26, respectively.
The approach presented in this work differs from the one used by Hurier (2016) mostly in the

foreground removal and spectral modelling techniques. Hurier (2016) adopted the foreground removal
approach presented by Hurier et al. (2014), in which Galactic and extragalactic thermal dust emission is
subtracted by using the Planck 857 GHz channel as a template that is extrapolated to lower frequencies
using a scale factor. This scale factor is computed for each channel under the assumption that the
SED is constant in a 2◦ × 2◦ field around each cluster, excluding the central 30 arcmin. The Planck
217 GHz channel is used analogously to remove the contribution of the CMB from the remaining
maps, making use of its well-known frequency spectrum.
We note that subtracting the 217 GHz and 857 GHz maps to remove the CMB and Galactic dust

can lead to a distortion of the tSZ spectrum of the clusters due to the non-negligible tSZ signal
within these two Planck bands. This can be understood using the tabulated, band-integrated spectra
provided in Table 4.4. Assuming a typical dust SED with TDust = 20 K and β = 1.5, the intensity at
545 GHz is approximately 33% of the intensity at 857 GHz and 9% in case of 353 GHz. For a 10 keV
cluster subtracting the 857 GHz map thus reduces the tSZ signal at 545 GHz by about 47 MJy sr−1

to 907 MJy sr−1, corresponding to Te ≈ 5 keV. Analogous calculations can be done to estimate the
impact of subtracting the 217 GHz map and show that the bias will be largest for low- temperature
systems. In addition to the partial subtraction of the tSZ signal, the assumption of a constant dust SED
across the field neglects the redshift-induced K-correction needed for the cluster FIR emission.

Our work relies on a matched filtering approach to reduce the Galactic and extragalactic foregrounds,
which only assumes that these are spatially uncorrelated with the cluster signal. The correlated cluster
FIR component is accounted for later in our spectral modelling. The validity of our approach is tested
with mock data. Clusters with known low-frequency point sources are removed from our sample and
we therefore do not include a dedicated low-frequency component in our spectral model.

Our attempts at constraining the TX versus TSZ linear slope using a cluster sample similar to the
one used by Hurier (2016) with direct X-ray spectroscopic temperatures produce inconclusive results.
Starting from the same cluster catalogues with spectroscopic TX information, we obtain a total of 313
clusters after removal of duplicates and applying our Galactic mask and point source flagging. This
sample, when split into three temperature bins, yields large errors that leave TSZ unconstrained. We
repeat this analysis with our full sample of 772 clusters, with TX values estimated using equation (4.12)
and grouped into four temperature bins. Fixing the line intercept at [0 keV,0 keV], we find the
normalization of the ratio TSZ/TX to be smaller than unity at roughly 2σ significance. This result and
its errors are similar to the values derived earlier for our full sample and the subsample containing the
100 hottest clusters.

4.7.3 FIR emission from galaxy clusters

In recent years, it has been shown that clusters are sources of FIR emission. Although the exact nature
of this emission remains uncertain, current observations point towards both dusty cluster members, as
well as stripped warm dust in the ICM. Furthermore, clusters act as powerful gravitational lenses of the
CIB, the magnified emission of which further adds to the observed emission. This spatially correlated
FIR emission makes accurate measurements of the relativistic tSZ more challenging and requires joint
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spectral modelling of both components. Matched filtering techniques like the one employed by us are
particularly suited to separate the FIR emission from clusters from Galactic and uncorrelated CIB
emission with similar SED based on their spatial distribution.
To demonstrate this, we compare our method against the frequently used ‘aperture photometry’

method of foreground removal, and the results are shown in Fig. 4.11. The matched filters are
constructed and applied in the same way as described in Section 4.4.1, with the exception that we
compute the signal integrated within 15 arcmin, which is achieved by multiplying the deconvolved
amplitude that is returned by the filter with the integral of the cluster profile:

Sν(< r) = Ifilt
ν 2π

∫ θ′

0
θy(θ) dθ, (4.26)

where Ifilt
ν is the stacked flux after filtering. In case of the aperture photometry technique, we integrate

the signal in the stacked maps within the same 15 arcmin aperture and subtract the background
that is constrained from an annulus with 15′ < r < 60′. The errorbars are derived by performing
the same steps on 1000 randomly positioned stacked fields. Our comparison shows that matched
filtering allows for less Galactic foreground residuals resulting in smaller errorbars and reduces
the contribution of cluster FIR emission to the observed signal significantly. Spectral fitting of the
spectrum obtained through aperture photometry delivers a higher dust temperature TDust = 22.6+0.9

−1.3 K
compared to matched filtering. This is closer to the value reported by the Planck Collaboration (2016i).
Even though we measure the dust temperature at higher significance compared to the values reported
in Section 4.6 due to the increased FIR amplitude, the larger errors at low frequencies do not allow to
constrain the average electron temperature of the clusters.
Although Planck’s resolution does not allow us to determine the exact nature of the FIR emission

from clusters, we can explore its scaling with cluster mass and redshift. Due to the redshift-dependent
selection of the Planck clusters, splitting the entire sample into two mass or redshift bins will produce
correlated results; hence, we restrict these variables for the following analysis. We find that half of our
sample (i.e. 386 clusters) lieswithin a relatively narrow redshift interval 0.072 < z < 0.257, allowing us
tominimize a potential redshift evolution of the dust luminosity. We split this sample into a low-mass and
a high-mass subsample with 193 clusters each (〈Mhigh

500 〉 = 5.1 × 1014 M�, 〈M
low
500 〉 = 3.0 × 1014 M�,

〈zhigh
〉 = 0.192, 〈zlow

〉 = 0.132). After fixing the SED of the FIR component by assumingTDust = 20 K
for both samples, the observed dust amplitudes and average sample masses are assumed to be related
via a power law:

Ahigh
Dust

Alow
Dust
=

(
1 + 〈zlow

〉

1 + 〈zhigh
〉

)4 (
〈Mhigh

500 〉

〈M low
500 〉

)ε
. (4.27)

We find that the observed dust amplitude scales with the cluster mass to the power of ε = 0.8+1.7
−1.3. This

value is consistent with the value of 1.0 that is assumed by the Planck Collaboration (2016e), but is
significantly smaller than the value of 4.4 ± 1.0 that can be derived from the dust masses reported by
the Planck Collaboration (2016i) for two different cluster mass bins. Our analysis is limited by the
large uncertainties on ADust (A

high
Dust = (0.07 ± 0.03)MJy sr−1, Alow

Dust = 0.04+0.03
−0.02 MJy sr−1).

We investigate the redshift evolution of the FIR emission by repeating this test analogously for a
low-z and a high-z subsample. We find that half of our sample lies within the cluster mass interval
3.7 × 1014 M� < M500 < 6.0 × 1014 M�, which we than split into a low-redshift subsample with
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Figure 4.11: Comparison of the fluxes extracted with our matched filtering technique (red) and the aperture
photometry method (blue). The latter has been used in previous studies conducted by the Planck Collaboration
(2016e; 2016i). We use both techniques to extract the stacked spectrum of our sample of 772 clusters integrated
within 15 arcmin. We find that matched filtering offers much cleaner maps with less Galactic residuals, as
reflected by the smaller errorbars, and reduces the contribution from cluster FIR emission to the extracted
spectrum significantly.

〈zlow
〉 = 0.191 and a high redshift subsample with 〈zhigh

〉 = 0.387. We again use a power law to relate
the observed FIR amplitudes to the redshifts of the subsamples

Ahigh
Dust

Alow
Dust
=

(
1 + 〈zhigh

〉

1 + 〈zlow
〉

)δ−4

, (4.28)

and constrain the power law slope of the redshift dependence to be δ = 6±3with Ahigh
Dust = 0.13+0.05

−0.04 MJy sr−1

and Alow
Dust = 0.09+0.04

−0.03 MJy sr−1.

Detailed studies of the mass and redshift dependence of the infrared luminosity and the related dust
content of clusters will be exciting goals for the next generation of sub-mm/FIR observatories. With
the increased sensitivities that will be provided by future observatories, the assumption of a single
temperature modified blackbody is likely to break down. As a consequence, more complex models
that account for a temperature variance along the line of sight like the one presented by Chluba et al.
(2017) might be needed.
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4.7 Discussion

4.7.4 Outlook: CCAT-prime

In the final section, we discuss what future SZ experiments might be able to improve upon the
constraints on the relativistic tSZ-derived temperature. Currently, Planck is the only experiment with
the necessary spectral coverage to model the entire tSZ/relativistic tSZ spectrum and separate its
contribution from cluster FIR emission. Future space-based experiments, similar to the COrE mission
(Delabrouille et al., 2018), will have the same spectral coverage as Planck, but with many more
spectral channels and far better sensitivity making them ideally suited for this kind of measurements.
In addition, future CMB spectrometers, similar to the Primordial Inflation Explorer (PIXIE; Kogut
et al. 2011), would improve upon the sensitivity of COBE FIRAS experiment by several orders of
magnitude and are expected to detect the average relativistic thermal SZ at very high significance
(' 10 − 20σ, Hill et al. 2015; Abitbol et al. 2017), although their angular resolution may not allow for
a study of individual clusters. Ground-based experiments proposed under the CMB-S4 concept8 will
have a restricted frequency range, capped at around 270 GHz, but more than two orders of magnitude
better sensitivity than Planck that will also enable a detailed modelling of the SZ spectrum. Here
we present result predictions for a new telescope, named CCAT-prime, that is expected to start its
observation well ahead of these two other classes of experiments and can provide relativistic tSZ-based
temperature measurements of individual clusters.

CCAT-prime (CCAT-p for short) will be a 6 m diameter submillimetre telescope operating at 5600
m altitude in the Chilean Atacama desert. The high and dry site on a mountaintop in the Chajnantor
plateau will offer excellent atmospheric conditions for submillimetre continuum surveys up to 350
µm wavelength (Bustos et al., 2014), and the high-throughput optical design will allow for large
focal-plane arrays similar to the future CMB-S4 experiments (Niemack, 2016). Beginning its first-light
observations in 2021, CCAT-p will perform large area multiband surveys for the SZ effect. We
consider the sensitivities for a fiducial 4000 h, 1000 deg2 survey in seven frequency bands with an
instrument based on the design presented by Stacey (2014). The expected survey sensitivities are
quoted in Table 4.3 in comparison to the Planck full-mission data. It is seen that the individual channel
sensitivities for CCAT-p are about a factor of ' 5 − 15 better, except for the highest frequency band,
for which the sky emissivity is roughly 40% from the ground even in the best quartile of weather.

We carry out a simplified comparison betweenPlanck andCCAT-p for constraining the cluster SZ and
dust parameters that ignores all Galactic and extragalactic foregrounds (thus also not taking advantage of
the roughly six times better angular resolution compared to Planck for matched filtering). We consider
a high mass (M500 = 1015 M�) cluster at z = 0.23 with a dust mass of 5 × 1010 M� and TDust = 20 K,
whichwe simulate using the samemodel that was introduced in Section 4.5.1. The results of our analysis
are summarized in Fig. 4.12. Thanks to the roughly one order of magnitude better sensitivity in the 95–
405 GHz frequency range, the CCAT-p survey will be able to determine the temperature of this single
high-mass cluster with high precision from the survey data (CCAT-p: Y cyl

500 = 1.93+0.02
−0.01 × 10−4 Mpc2,

kBTSZ = 9.1+1.5
−1.0 keV; Planck: Y cyl

500 = 1.92+0.15
−0.10 × 10−4 Mpc2, kBTSZ = 9.3+10.6

−4.5 keV). The cluster FIR
emission is constrained roughly at the same level of precision as with Planck data, although the better
angular resolution (0.2 arcmin at 862 GHz) will help for more accurate point source removal (CCAT-p:
A857

Dust = (88 ± 4) kJy sr−1, TDust = 20.0+2.2
−1.4 K; Planck: A857

Dust = (88 ± 6) kJy sr−1, TDust = 20.0+5.5
−2.6 K).

By excluding individual channels from the spectral fitting, we infer that the 405 GHz has the biggest
impact on the constrain on TSZ for the CCAT-p survey, while the 862 GHz channel is crucial for

8 https://cmb-s4.org
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ν FWHM ∆T ∆T ∆I
(GHz) (arcmin) (µKRJ-arcmin) (µKCMB-arcmin) (kJy/sr-arcmin)

Planck (all-sky-average full mission data)
100 9.68 61.4 77.3 18.9
143 7.30 19.8 33.4 12.4
217 5.02 15.5 46.5 22.5
353 4.94 11.7 156 44.9
545 4.83 5.1 806 46.8
857 4.64 1.90 1.92 × 104 43.5

CCAT-p (4000 h, 1000 deg2 survey)
95 2.2 3.9 4.9 1.1
150 1.4 3.7 6.4 2.6
226 1.0 1.5 4.9 2.4
273 0.8 1.2 6.2 2.7
350 0.6 2.0 25 7.6
405 0.5 2.9 72 15
862 0.3 3.9 6.6 × 104 89

Table 4.3: Comparison of the noise characteristics and spatial resolution of CCAT-p and Planck. The values for
Planck represent all-sky averages (Planck Collaboration, 2016a) that were scaled to arcmin scale under the
assumption of white noise. The values for CCAT-p are representative of a 4000 h, 1000 deg2 survey performed
under average weather condition. The intrinsic beam sensitivities are again given at arcmin scale.

measuring the properties of the FIR component.
We find that when including a cluster velocity component (3pec = 500 km s−1) and fitting simulta-

neously for the kSZ signal, the uncertainty of the tSZ parameters Y cyl
500 and TSZ increases by roughly

50%, while the peculiar velocity is constraint to 3pec = 521+76
−62 km s−1. The SZ and dust parameters

show very little correlation, resulting in almost unchanged constraints on the dust amplitude and
temperature. In contrast, when adding a kSZ component we are neither able to constrain the peculiar
velocity nor the dust temperature from our simulated Planck data without assigning strong priors.
Further predictions for kSZ observations of clusters with CCAT-p are given by Mittal et al. (2018).
We note again that the limits quoted here are only for an idealized comparison between the two

instruments when foregrounds are neglected. Our results nevertheless highlight the potential of the
upcoming CCAT-p telescope to radically improve on Planck and push the limits of ground based
observations. The performance of CCAT-p will be explored under more realistic circumstances in
forthcoming papers.

4.8 Conclusions

The tSZ effect has become a widely used tool for finding mass-selected cluster samples, since its
signal is proportional to the thermal energy of the intracluster medium and thus to the total cluster
mass. In addition to the integrated pressure, the spectrum of the tSZ effect also contains information
on the ICM temperature as the thermal electrons with keV energies inside massive galaxy clusters
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Figure 4.12: Spectral modelling comparison between the Planck and CCAT-prime sensitivities. The blue
contours correspond to Planck and the red ones to CCAT-p, while the dotted lines indicate the input values.
We neglect the foreground emissions and the kSZ signal arising from the cluster peculiar motion, considering
only the thermal noise as listed in Table 4.3. The modelling results are for a single M500 = 1015 M� cluster at
z = 0.23 with dust mass MDust = 5 × 1010 M�. The improved sensitivity of the CCAT-p in the 95–405 GHz
range helps to place far better constraints on the cluster SZ parameters than Planck, while having roughly the
same constraining power on the cluster dust temperature and amplitude as in Planck due to the lower sensitivity
in the 862 GHz channel. The temperature in this single high-mass cluster is constrained at 9σ for the CCAT-p
survey sensitivity.
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will distort the tSZ spectrum towards higher frequencies, resulting in an effect that is second-order
in cluster temperature. These relativistic corrections to the tSZ effect are commonly accounted for
when modelling the tSZ signal from massive clusters, but only recently have direct measurements
become feasible. In this paper, we present the first attempt to constrain the relativistic signal in the tSZ
spectrum by directly modelling it together with cluster FIR emission within a wide frequency range.
The detection of the relativistic tSZ effect requires to measure both the decrement and increment

of the tSZ spectrum using a set of massive galaxy clusters. Both these requirements are satisfied by
the data from the Planck mission, which is the only current data set that has the necessary spectral
coverage and sensitivity and also provides an almost complete catalogue of the most massive clusters
in the observable universe. We set out to stack the multifrequency data of a well-selected sample of
772 galaxy clusters. Our modelling includes an FIR component associated with galaxy clusters, which
has been established by several recent measurements, and we employ data from the IRAS and AKARI
missions in addition to the Planck HFI channels to augment the stacked tSZ+FIR spectrum at THz
frequencies.

One important aspect of our analysis is realistic simulations with mock clusters that are used for the
validation of our approach. We show that the cluster model parameters recovered through our spectral
fitting method are free from any significant biases and that the kSZ signal from the cluster peculiar
motions are effectively averaged out by stacking a large number of clusters. With these simulated data
sets, we also show that measuring the integrated Compton y-parameter by using a non-relativistic
spectrum, as is done for Planck and other SZ survey data, can result in a non-negligible bias towards
lower Y -values. For the most massive clusters in the Planck catalogue, we compute this bias to be
around 5–14%, depending on the method. This bias also carries a moderate mass dependence that
scales (in the units of Y5R500) approximately as (M500)

0.7−0.8.
Results from stacking the all-sky data from Planck provide significant, but not fully conclusive

evidence for the relativistic tSZ signal. When stacking our full sample of 772 clusters, we are able to
measure the tSZ relativistic corrections at 2.2σ, constraining the mean temperature of this sample to
be 4.4+2.1

−2.0 keV. We repeat the same analysis on a subsample containing only the 100 hottest clusters,
for which we measure the mean temperature to be 6.0+3.8

−2.9 keV, corresponding to 2.0σ. In contrast to
some recently published results, we find that these average TSZ values appear to be lower than the
corresponding 〈TX〉 values. This might be a systematic trend due to the different weighting schemes
of SZ and X-ray temperature measurements, which lead to TX > TSZ averaged within θ500 and beyond
if gas clumping is moderate. However, the large uncertainties of our TSZ measurements do not permit
a more detailed analysis.
In our analysis, the temperature of the emitting dust grains that cause the observed cluster FIR

emission is constrained to ' 20 K, consistent with previous studies. The measured amplitude of our
FIR model is roughly one order of magnitude lower than those reported in earlier works, which used
aperture photometry for signal extraction. This demonstrates the superiority of the matched filtering
technique in removing all spatially uncorrelated foregrounds as well as reducing any cluster specific
emission with a spatial distribution that differs from the SZ signal. We probe the mass and redshift
dependence of the cluster FIR signal amplitude and find that with the current data we cannot constrain
a power law mass dependence, although there is some evidence for strong scaling of the cluster FIR
emission with redshift.

As a final outlook we provide predictions for a future ground-based submillimetre survey experiment
called CCAT-prime. Using the sensitivity estimates of a fiducial CCAT-prime survey of 4000 h, we find
that this experiment will be able to constrain the cluster SZ parameters with roughly 5–10 times higher
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precision than Planck, therefore being able to determine the temperature of individual high-mass
systems using the relativistic tSZ signal. Similarly improved constraints (compared to Planck data)
are obtained when a kSZ signal due to the peculiar motion of clusters is added to the model. Such
high-precision data will bring a new era of SZ measurements of galaxy clusters in which the relativistic
tSZ effect can be used to obtain an independent measurement of the ICM temperature, thereby
breaking the degeneracy between the density and temperature from tSZ measurements, providing a
more complete thermodynamical description of the intracluster medium from SZ data alone.

4.9 APPENDIX A: Tabulated SZ spectra

Table 4.4 provides the tSZ spectrum including relativistic corrections from 0 keV to 20 keV com-
puted with SZPACK (Chluba et al., 2012) for the Planck 70–857 GHz channels. The spectra
include corrections for the Planck instrumental bandpass that were computed as presented by
the Planck Collaboration (2014b). Assuming y = 1, we provide the spectra both in units of
specific intensity (MJy sr−1) as well as KCMB. In the former case, we provide the intensity decre-
ment/increment ∆ItSZ(x,Te) = yI0 h(x) f (x,Te) as given by equation (4.13). In units of KCMB, we
provide ∆TtSZ(x,Te) = y TCMB f (x,Te) for which we find

∆T̃tSZ(x,Te) = y TCMB

∫
dν τ(ν) h(x) frel(x,Te)∫

dν τ(ν) h(x)
. (4.29)

4.10 APPENDIX B: Null tests

Our analysis follows the approach of Soergel et al. (2017) who use a similar stacking approach of
Planck, IRAS, and AKARI data to search for active galactic nucleus feedback in quasi-stellar objects
(QSOs) with the tSZ effect. As part of their results, the authors reported a statistically significant
offset of −1.5 mJy in their matched-filtered IRIS 100 µm map after stacking random positions as part
of a null test. This result is obtained by employing a similar matched filtering approach to the one
used in this work. As possible reasons for this offset, Soergel et al. (2017) name striping errors or
calibration uncertainties and excluded the 100 µm channel from their main analysis.
We conduct a similar test by stacking 772 random positions uniformly sampled across the sphere

outside the same 40% Galactic mask used for sample selection. This step is repeated 10 000 times to
produce a sufficiently high number of realizations to obtain an estimate of the channel-to-channel
covariance matrix used in our main analysis and double as the data for our null test. The result of this
test is shown in Fig. 4.13.
Our results demonstrate that none of the instruments shows a significant offset in any of the used

channels. We find that the average signal at 100 µm is consistent with 0 and we are unable to reach
the precision necessary to test the findings reported by Soergel et al. (2017). The different results
of the null tests are likely due to the non-uniform sampling of the random positions mimicking the
distribution of QSOs based on Sloan Digital Sky Survey data as adopted by Soergel et al. (2017). The
authors also employ a much larger sample size of 377 136 QSOs and optimize their filters to recover
point-like sources, whereas we optimize our filters for galaxy clusters. To test whether a larger sample
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kBTe 70 GHz 100 GHz 143 GHz 217 GHz 353 GHz 545 GHz 857 GHz
(keV) (MJy/sr) (KCMB) (MJy/sr) (KCMB) (MJy/sr) (KCMB) (MJy/sr) (KCMB) (MJy/sr) (KCMB) (MJy/sr) (KCMB) (MJy/sr) (KCMB)
0 -637.9 -4.938 -981.6 -4.021 -1034.7 -2.784 93.5 0.193 1784.4 6.207 838.7 14.451 59.7 26.323
1 -634.9 -4.915 -969.7 -3.973 -1027.9 -2.765 83.9 0.173 1758.4 6.117 855.8 14.746 66.9 29.502
2 -631.7 -4.889 -963.5 -3.947 -1020.7 -2.746 72.9 0.151 1732.4 6.027 870.9 15.007 74.5 32.836
3 -628.4 -4.864 -957.3 -3.922 -1013.7 -2.727 62.3 0.129 1707.0 5.938 884.9 15.247 82.4 36.318
4 -625.2 -4.839 -951.2 -3.897 -1006.8 -2.708 52.0 0.107 1682.2 5.852 897.7 15.468 90.6 39.925
5 -622.0 -4.815 -945.2 -3.872 -1000.2 -2.691 42.0 0.087 1658.0 5.768 909.4 15.670 99.0 43.636
6 -618.9 -4.790 -939.3 -3.848 -993.6 -2.673 32.3 0.067 1634.4 5.686 920.2 15.856 107.6 47.428
7 -615.7 -4.766 -933.5 -3.824 -987.3 -2.656 22.9 0.047 1611.3 5.605 930.0 16.025 116.3 51.283
8 -612.6 -4.742 -927.8 -3.801 -981.0 -2.639 13.9 0.029 1588.6 5.527 939.0 16.179 125.2 55.186
9 -609.5 -4.718 -922.1 -3.778 -975.0 -2.623 5.1 0.010 1566.5 5.450 947.1 16.320 134.1 59.120
10 -606.5 -4.695 -916.6 -3.755 -969.0 -2.607 -3.4 -0.007 1544.9 5.374 954.5 16.447 143.1 63.070
11 -603.5 -4.671 -911.1 -3.732 -963.2 -2.591 -11.7 -0.024 1523.7 5.301 961.2 16.562 152.0 67.027
12 -600.5 -4.648 -905.7 -3.710 -957.5 -2.576 -19.7 -0.041 1502.9 5.228 967.2 16.665 161.0 70.977
13 -597.5 -4.625 -900.3 -3.688 -951.9 -2.561 -27.5 -0.057 1482.6 5.158 972.6 16.758 169.9 74.912
14 -594.6 -4.603 -895.1 -3.667 -946.5 -2.546 -35.0 -0.072 1462.7 5.089 977.3 16.840 178.8 78.822
15 -591.7 -4.580 -889.9 -3.646 -941.1 -2.532 -42.3 -0.088 1443.2 5.021 981.6 16.913 187.6 82.701
16 -588.8 -4.558 -884.8 -3.625 -935.8 -2.517 -49.4 -0.102 1424.1 4.954 985.3 16.977 196.3 86.542
17 -585.9 -4.536 -879.7 -3.604 -930.7 -2.504 -56.3 -0.116 1405.4 4.889 988.5 17.033 204.9 90.337
18 -583.1 -4.514 -874.7 -3.584 -925.6 -2.490 -63.0 -0.130 1387.0 4.825 991.3 17.080 213.4 94.084
19 -580.3 -4.492 -869.8 -3.563 -920.6 -2.477 -69.5 -0.144 1369.0 4.763 993.6 17.121 221.8 97.777
20 -577.5 -4.471 -865.0 -3.544 -915.7 -2.463 -75.8 -0.157 1351.4 4.701 995.5 17.154 230.0 101.412

Table 4.4: Tabulated, bandpass integrated tSZ spectra with relativistic corrections computed with SZPACK for y = 1. The spectra are provided for all
Planck channels used in the main analysis and for electron temperatures ranging from 0 keV (non-relativistic) up to 20 keV. The tSZ is negligible in the
IRAS and AKARI bands at thermal temperatures. We provide the spectra in units of both KCMB and specific intensity. Please note that we compute the tSZ
spectrum on a much finer temperature grid for the main analysis and allow temperatures up to 75 keV.
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Figure 4.13: Results of a null test performed by stacking random positions after matched filtering of each map.
Each realization, shown as grey dotted lines, was produced by stacking 772 positions, equal to the number of
cluster in our sample. The black data points indicate the average of all realizations, while the blue solid line
highlights a single representative realization.

size reveals a weak bias, we stack ∼ 300 000 random positions to roughly match the QSO sample size
and find an average intensity of (−0.0001 ± 0.0036)MJy sr−1 in the stacked 100 µm map. Our results
thus indicate that, after matched filtering, the Planck 70–857 GHz, IRAS 100 and 60 µm as well as the
AKARI 90 µm channel do not show a statistically significant bias within the boundary of our method.

4.11 APPENDIX C: The ILC technique

The ILC algorithm (Bennett et al., 2003) is a popular technique for the removal of foregrounds in
multifrequency CMB observations. It is a so-called semiblind approach to foreground removal; that
is, it only requires precise knowledge of the frequency spectrum of the desired astrophysical signal
making it an ideal tool for the extraction of CMB maps. While doing so, no prior information or
auxiliary data from other observations is needed, which is the reason for the term ‘internal’. The
method makes two key assumptions:

1. The observed maps are a linear mixture of astrophysical components and instrumental noise.

2. The individual components are uncorrelated.

Using the first assumption and following the approach presented by Hurier et al. (2013), the Nν
observed maps I (p) can be written as

I(p) = AS(p) + N (p), (4.30)
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where p denotes the map pixels, A is the mixing matrix that contains the spectral information of the
Ns astrophysical components and has the dimensions Nν × Ns, S(p) is a vector that contains the Ns

astrophysical components and N (p) is the vector containing the instrumental noise of the Nν channels.

The ILC technique assumes that an estimate of an astrophysical component of interest can be
obtained by forming a linear combination of the observed maps

ŜILC(p) = ω
TI (p) =

Nν∑
i=1
= ωi Ii(p). (4.31)

Following Eriksen et al. (2004), the variance of the map ŜILC can be written as

Var(ŜILC) = ω
TĈω, (4.32)

where Ĉ is the empirical covariance matrix of the observed maps

Ĉi j = COV(Ii, Ij) ≡
1

Npix

Npix∑
p=1
(Ii(p) − 〈Ii〉)(Ij(p) − 〈Ij〉). (4.33)

The ILC-weights ωT are determined by minimizing the variance of ŜILC

∂

∂ ωi

[
ωTĈω

]
= 0. (4.34)

In addition, the weights ω are required to have unit response to the component of interest in order to
preserve its signal, i.e.

ωTa = 1, (4.35)

where a is the mixing vector of the component of interest. In case of the tSZ, the mixing vector
will be a = ∆ItSZ/y = I0h(x) f (x,Te). We note that instrument-specific bandpass corrections like
presented in equation (4.13) will have to be applied. Furthermore, Remazeilles et al. (2011a) showed
that additional astrophysical components with well-known frequency spectra bi can be removed in a
constrained ILC approach by demanding

ωTbi = 0. (4.36)

We combine the mixing vector of the component of interest together with the mixing vectors of all N
constrained unwanted components into the matrix F of dimensions Nν × (1 + N)

F =
©«

a[1] b1[1] . . . bN [1]
...

...
. . .

...

a[Nν] b1[Nν] . . . bN [Nν]

ª®®¬ . (4.37)

A solution to this optimization problem can be found by solving a linear system using Lagrange
multipliers λ (

2 · Ĉ −F
FT 0

) (
ω
λ

)
=

(
0
e

)
, (4.38)
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where e = (1,0, ...,0)T is the (1 + N) vector containing the response of the constrained astrophysical
components to the ILC-weights. The solution to this problem is given by

ωT
= eT

(
FTĈ−1F

)−1
FTĈ−1

. (4.39)

Since the ILC technique requires precise knowledge of the frequency spectrum of the component
of interest, any deviation from the correct spectral shape will lead to a bias in the estimate of the
component map ŜILC. This is particularly problematic because the covariance matrix of the observed
maps and thus the ILC-weights are usually computed over a large field of several square degree.
Therefore, even when relativistic corrections are included, a bias will be present in most pixels of the
map because galaxy clusters are not isothermal and a single large field will contain multiple clusters.
If a non-relativistic tSZ spectrum is used to compute the ILC-weights, the y-bias will be given by

∆y

y
= ωTarel

tSZ − 1, (4.40)

where arel
tSZ is the relativistic tSZ mixing vector for a given temperature.

In order to investigate the bias caused by using the non-relativistic tSZ spectrum, we use mock
data sets created using the steps presented in Section 4.5. We compute the covariance matrix of the
simulated maps from 10◦×10◦ cut-outs around our simulated clusters and constrain the CMB spectrum,
which in units of specific intensity will have the mixing vector bCMB = h(x). For simplicity, we do
not employ spatial decomposition techniques like the ones that are used by the NILC (Remazeilles
et al., 2011b) and MILCA (Hurier et al., 2013) algorithms. We then apply the obtained ILC-weights
directly to the simulated SZ decrement/increment maps in order to obtain estimates of the y-maps that
are unaffected by foreground residuals and instrumental noise, but are determined using realistic data.
The results are shown in the main text. We verify our algorithm by also simulating mock data sets
featuring non-relativistic clusters, in which case, as expected, we do not observe any bias in y.
The large y-bias found in ILC y-maps can be understood by computing the contribution of each

channel in the linear combination. The contribution is given by the product of the weights ω and the
mixing vector atSZ for the tSZ, which is shown in Fig. 4.14 and compared against the difference of the
relativistic and non-relativistic tSZ spectrum for different temperatures. It can be seen that the ILC
algorithm assigns particularly high weight to the 143 GHz and 353 GHz channels where the difference
between the spectra is particularly high, resulting in the large bias observed in our simulations. We
stress that this result is not limited to our simulations and that similar ILC-weights are also found in
the official maps made public by the Planck Collaboration (2016d) that were created using the more
sophisticated MILCA and NILC algorithms.

4.12 APPENDIX D: Comparison of TSZ and TX

We compare the expected aperture-average values for TX and TSZ using electron pressure and
temperature profiles from Arnaud et al. (2010) and Vikhlinin et al. (2006) that were used to create our
mock data sets. The aperture average temperatures are given by

Tobs.(< θ) =

∫
wTe(r) dV∫

w dV
, (4.41)
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Figure 4.14: Explanation of the high y-bias found in ILC y-maps. The upper panel shows the difference of
the tSZ spectrum computed for different temperatures to the tSZ spectrum at 0 keV for y = 10−4. The lower
panel shows the product of the ILC-weights ω and the mixing vector of the non-relativistic tSZ spectrum
atSZ = ∆ItSZ(0 keV)/y, i.e. the fraction that each channel contributes to the estimated y. Summing the product
up over all channels will yield 1. The ILC algorithm produces a high y-bias because of the high weights
that are assigned to the 143 GHz and 353 GHz channel at which the difference between the relativistic and
non-relativistic tSZ spectra is particularly large.

where w is a method-dependent weight and the volume integrals are carried out for a cylindrical volume
that relates directly to the average signal within the aperture θ = R/DA. The X-ray spectroscopic
temperature TX can be obtained using the spectroscopic-like weight wX = n2

eT
− 3

4
e (Mazzotta et al.

2004), while TSZ is well approximated by using wSZ = neTe (Hansen 2004). We compute the ratio
TX/TSZ using analytical temperature and density profiles and without taking into consideration the
effect of gas clumping. The temperature model is taken from Vikhlinin et al. (2006), which we
consider as the temperature profile of a typical cool-core cluster. We also construct a non-cool-core
variant by reducing the size of the cooling radius in the original Vikhlinin et al. model to an arbitrarily
small value. These two input temperature profiles are shown in Fig. 4.15. The corresponding
density profiles are obtained by dividing our adopted pressure model by these two temperature profiles.
Fig. 4.16 then shows the ratio TX/TSZ as a function of aperture size for these two types of clusters.

Assuming the aforementioned radial profiles, we find that for clusters without a cool-core the ratio
TX/TSZ will always be larger than unity due to the density-square weighting of the X-ray spectroscopic
temperature. The same density-square weighting will result in TX/TSZ < 1 at very small aperture radii
(θ . 0.3 θ500) for cool-core clusters. At the characteristic aperture θ500, we expect TX/TSZ ≈ 1.1 for
cool-core and TX/TSZ ≈ 1.2 for non-cool-core clusters. However, TSZ can be larger than TX at all
radii in case clusters show significant gas clumping as suggested by hydrodynamical simulations (Kay
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Figure 4.15: Example cool-core (blue) and non-cool-core (red) radial electron temperature profiles for a cluster
with M500 = 6 × 1014 M�. The cool core profile is taken from Vikhlinin et al. (2006) and the non-cool-core one
is obtained by slightly modifying it by choosing an infinitesimally small cooling radius.
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Figure 4.16: Comparison of the expected X-ray spectroscopic and SZ measured ICM temperatures within
different apertures. The temperature ratio TX/TSZ is shown as a function of aperture size θ assuming a cool-core
(blue) and a non-cool-core (blue) Te-profile. We find that the ratio is always unity for non-cool-core clusters and
only smaller then unity for cool-core clusters when θ / 0.3θ500.
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et al., 2008; Biffi et al., 2014). On the other hand, clusters simulated with more recent, improved
smooth particle hydrodynamical (SPH) codes show less clumps and smoother gas and temperature
distributions (Beck et al., 2016).
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CHAPTER 5

Introducing constrained matched filters for
improved separation of point sources from
galaxy clusters

This chapter is a reproduction of the article of the same title that has been published in Monthly
Notices of the Royal Astronomical Society under the reference

• Erler J., Ramos-Ceja M. E., Basu K., and Bertoldi F., 2019, MNRAS, 484, 1988

The manuscript is reproduced under the non-exclusive right of re-publication granted by
MNRAS to the authors of the article. To ensure open access to the article the peer-reviewed,
published version has been uploaded to astro.ph (arXiv:1809.06446). Furthermore, a python
implementation of the MF-techniques introduced in this work has been published at https:
//github.com/j-erler/pymf under the MIT license for open source software. Additional,
unpublished results are presented in Appendix B.

5.1 Abstract

Matched filters (MFs) are elegant and widely used tools to detect and measure signals that resemble a
known template in noisy data. However, they can perform poorly in the presence of contaminating
sources of similar or smaller spatial scale than the desired signal, especially if signal and contaminants
are spatially correlated. We introduce new multicomponent MF and matched multifilter (MMF)
techniques that allow for optimal reduction of the contamination introduced by sources that can be
approximated by templates. The application of these new filters is demonstrated by applying them
to microwave and X-ray mock data of galaxy clusters with the aim of reducing contamination by
point-like sources, which are well approximated by the instrument beam. Using microwave mock data,
we show that our method allows for unbiased photometry of clusters with a central point source but
requires sufficient spatial resolution to reach a competitive noise level after filtering. A comparison of
various MF and MMF techniques is given by applying them to Planck multifrequency data of the
Perseus galaxy cluster, whose brightest cluster galaxy hosts a powerful radio source known as Perseus
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A. We also give a brief outline how the constrained MF (CMF) introduced in this work can be used
to reduce the number of point sources misidentified as clusters in X-ray surveys like the upcoming
eROSITA all-sky survey. A PYTHON implementation of the filters is provided by the authors of this
manuscript at https://github.com/j-erler/pymf.

5.2 Introduction

Matched filtering (MF) is a technique for the extraction of the flux of sources with a well-known
spatial template at optimal signal-to-noise ratio (SNR). MF was first proposed for the study of the
kinetic Sunyaev–Zeldovich (kSZ) signal from clusters of galaxies by Haehnelt & Tegmark (1996)
and subsequently developed and generalized by Herranz et al. (2002) and Melin et al. (2006) for the
extraction of the thermal Sunyaev–Zeldovich (tSZ) signal from multifrequency data sets like those
delivered by the Planck mission, giving rise to what is now known as the matched multifilter (MMF).
These filters have since been adopted with great success by the SPT, ACT and Planck Collaborations
to extract the tSZ signal of clusters from their respective multifrequency data sets (Hasselfield et al.
2013; Bleem et al. 2015; Planck Collaboration 2016h).
While MFs perform admirably in separating diffuse Galactic foregrounds and primary cosmic

microwave background (CMB) anisotropies from the SZ signal of clusters, contamination by point
sources remains an issue (e.g. Bartlett & Melin 2006; Melin et al. 2006) and can lead to significant
biases in the measured cluster parameters (Knox et al., 2004; Aghanim et al., 2005; Lin & Mohr, 2007;
Sehgal et al., 2010). This problem is mitigated to a degree by MMFs due to the prior knowledge of
the tSZ spectrum that is used to construct these multifilters, but accurate photometry of clusters that
contain a central radio source remains challenging. Point source confusion is also a central concern
for the detection of clusters in X-ray observations (e.g. Biffi et al. 2018; Koulouridis et al. 2018).
Tarrío et al. (2016) and Tarrio18 recently demonstrated that point source confusion can be reduced by
a joint SZ and X-ray MMF analysis, using their very different spectral characteristics at microwave
frequencies compared to the X-ray regime.
In this work, we present a multicomponent extension of the MF concept that can improve the

separation of contaminants that can be approximated by well-known templates (e.g. point sources)
based purely on their spatial characteristics. This approach is mathematically identical to the
generalized multicomponent internal linear combination (ILC) algorithms introduced by Remazeilles
et al. (2011a,b) and Hurier et al. (2013), which can be thought of as MFs in frequency space, and
allows for an unbiased photometry of clusters with a central point source. Generalizing our method
to multifrequency data gives rise to a new matched multifiltering technique that combines spatial
and spectral constraints to provide an optimal separation. A similar but less general approach was
presented by Herranz et al. (2005), who showed that the tSZ and kSZ signals of clusters can be
separated with MMFs that use the different spectra of the two effects but take the same spatial template
for the two components, which restricts the method from being applied to other contaminating sources.
In this work, we derive our new filters and demonstrate their application using mock microwave and
X-ray data of clusters, as well as Planck data of the Perseus galaxy cluster.

This article is structured as follows: Section 5.3 introduces MFs and MMFs for galaxy clusters and
our proposed constrained filters in detail. Section 5.4 describes our simulation pipeline for the creation
of mock data that are used to test the performance of the constrained MFs. The results obtained on
both simulations and on data from the Planck mission are presented in Section 5.5. In Section 5.6, we
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provide a discussion of our new technique and give an outlook to its application in future experiments.
Section 5.7 provides a summary and concludes our analysis.
Throughout this paper we assume a flat Lambda cold dark matter cosmology with ΩΛ = 0.7,

Ωb = 0.05, h = 0.7, and TCMB = 2.7255 K. E(z) ≡ H(z)/H0 = (Ωm(1 + z)3 + ΩΛ)
1/2 denotes the

redshift-dependent Hubble ratio and ρcrit(z) = 3H(z)2/(8πG) the critical density of the Universe at
redshift z. Unless noted otherwise, the quoted parameter uncertainties refer to the 68 per cent credible
interval. All-sky maps were processed with HEALPix (v3.31; Górski et al. 2005).

5.3 Matched filtering

Setting up an MF requires only very limited knowledge about the astrophysical content of a data set.
We assume that an observed map Iν at frequency ν represents a linear combination of the desired
signal, e.g. the SZ signal from galaxy clusters with the spectrum f (ν), plus a noise map Nν that
contains both instrumental noise and astrophysical emission:

Iν = f (ν) · Ay + Nν . (5.1)

The signal must be well approximated by a known spatial template y like the projected pressure profile
of clusters. We now would like to construct a filter Ψ that returns the signal (i.e. the amplitude
A of the source template if y is normalized to unity) at maximum significance. Using the flat sky
approximation and changing to Fourier space, an MFΨ can be constructed by minimizing the variance
of the filtered map (e.g. Schäfer et al. 2006)

σ2
= ΨTCΨ, (5.2)

whereC is the azimuthally averaged noise power spectrum of the unfiltered map expressed as a diagonal
matrix C = diag(|N(k)|2). Here k denotes the two-dimensional spatial frequency that corresponds to
the two-dimensional sky position x in Fourier space. At the same time, we demand the filtered field
to be an unbiased estimator of the deconvolved amplitude of the signal template at the position of
sources. This condition can be written as

ΨTτ = 1, (5.3)

where τ is the Fourier transform of the source template y convolved with the instrument beam. A
solution to this optimization problem is found by introducing a Lagrange multiplier λ, which leads to
a system of linear equations (

2 · C −τ

τT 0

) (
Ψ

λ

)
=

(
0
1

)
, (5.4)

the solution to which is:
Ψ =

[
τTC−1τ

]−1
τC−1. (5.5)

The MF derived here is optimal in the least square sense and was first proposed for the study of
galaxy clusters by Haehnelt & Tegmark (1996). Although it is most commonly applied to data sets
with Gaussian noise, Gaussianity is not a strict requirement. Non-Gaussian noise will not cause a
bias but the solution might no longer be optimal (Melin et al., 2006). However, optimal MFs were
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recently derived for the low-number count Poisson noise regime that is relevant for X-ray and γ-ray
observations (Ofek & Zackay, 2018; Vio & Andreani, 2018).

5.3.1 Constrained matched filters (CMF)

We now show that the MF concept can be generalized to multiple sources with known spatial templates.
For this we assume that the observed sky is a linear combination of n sources with known templates yi
plus noise:

Iν = f1(ν) · A1 y1 + · · · + fn(ν) · An yn + N. (5.6)

Our goal is to construct a filter that minimizes the variance of the filtered map as defined in
equation (5.2) and at the same time has an unbiased response to the chosen source template. We
now place additional constraints by e.g. demanding the filter to have zero response to contaminating
sources with well-known spatial templates:

ΨTτ1 = 1

ΨTτ2 = 0
...

ΨTτn = 0.

(5.7)

In the following it is convenient to construct a matrix T of dimensions nk × n from the n spatial
templates τi:

T =
©«
τ1[1] τ2[1] . . . τn[1]
...

...
. . .

...

τ1[nk] τ2[nk] . . . τn[nk]

ª®®¬ . (5.8)

We can derive the form of the new filter by solving a system of linear equations analogous to
equation (5.4) (

2 · C −T
TT 0

) (
Ψ

λ

)
=

(
0
e

)
, (5.9)

where e = (1,0, . . . )T is a vector that contains the response of the filter to the n constraints defined in
equation (5.7) and λ are the n Lagrange multipliers. The solution for the CMF is

Ψ = eT
[
TTC−1T

]−1
TC−1, (5.10)

which is similar to the one of the traditional MF in equation (5.5). A possible application of this new
filter is the reduction of point source contamination in observations of galaxy clusters, which will
be explored in Section 5.5. However any other contaminating source with a well-known template or
even multiple sources could be set to zero using this approach. This benefit will come at the cost of a
reduced SNR, which will be discussed in Section 5.5. A comparison of the two filters using simulated
microwave data of galaxy clusters and point sources is shown in Fig. 5.1.
A mathematically identical multicomponent generalization to the CMF has been derived and

successfully applied for ILC algorithms (Remazeilles et al., 2011a,b; Hurier et al., 2013), which are
commonly used to extract Comptonization maps from Planck data using the spectrum of the tSZ signal
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Figure 5.1: Comparison of the traditional MF and the CMF presented in this work. The filters are computed
using the all-sky formalism given in appendix 5.8 on the simulated 150 GHz sky presented in Section 5.4
assuming a β-model (Cavaliere & Fusco-Femiano, 1976) with core radius θc = 2 arcmin and β = 1 convolved
with a Gaussian beam with an FWHM of 5 arcmin as the source template. A point source template has been
used as an additional constraint for the CMF. Left-hand panel: Filter window functions in spherical harmonic
space. Right-hand panel: Filter kernel profiles in real space.

while zeroing out the primary CMB anisotropies by constraining their well understood blackbody
spectrum.

5.3.2 Constrained matched multifilters (CMMF)

Both the MF and CMF presented previously were built to be applied to a single-frequency map.
However, the MF concept can be generalized to multifrequency data sets like the ones delivered by
Planck. These generalized techniques are known as matched multifilters (MMF; Herranz et al. 2002;
Melin et al. 2006; Lanz et al. 2010; Melin et al. 2012; Tarrío et al. 2016, 2018) and are designed to use
prior spatial and spectral information about a source to return an optimally filtered map of A in the
least-square sense. We will show here that the MMF concept can be generalized to separate multiple
components with known spatial and spectral templates in an analogous way to the single-frequency
filter. We start again by constructing a simple model of the observed sky. As before, we can represent
observations of the sky as a linear mixture of astrophysical emission and noise:

I (x) = fν · A y(x) + N (x). (5.11)

Different from equation (5.1) we now describe the observed maps as vectors in frequency space with
nν components at each sky position x in order to simplify the notation. Using this formalism and
changing to Fourier space, the multifrequency source template will be given at each k as a vector F in
frequency space

F(k) = fν y(k) Bν(k), (5.12)

where Bν(k) denotes the Fourier transform of the beam, which in general will be frequency dependent.
We now aim to find a filter Ψ(k) that, as before, has unit response to the multifrequency source
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template: ∫
d2k ΨT

(k)F(k) = 1. (5.13)

We therefore construct a series of nν filters Ψ(k) that are the components of Ψ(k). The final result
will be a single map that is the linear combination of the observed maps, each convolved with their
respective frequency-dependent filter. The MMF is derived analogously to the single-frequency case
by demanding minimum variance of the filtered map at each spatial scale

σ2
= ΨT

(k)P(k)Ψ(k), (5.14)

where P is the noise power spectrum, a matrix in frequency space with nν × nν components for each k
that are defined as Pi j(k)δ(k − k ′) = 〈Nνi (k)N

∗
νj
(k)〉. The asterisk denotes the complex conjugate.

The MMF is then given by
Ψ(k) = σ2

MMFP
−1
(k)F(k), (5.15)

with the variance of the filtered map:

σ2
MMF =

[∫
d2k FT

(k)P−1
(k)F(k)

]−1
. (5.16)

The MMF derived here was employed with great success for the detection and photometry of galaxy
clusters by the ACT, SPT, and Planck collaborations (Hasselfield et al. 2013; Bleem et al. 2015; Planck
Collaboration 2016h).

We now show that a CMMF can be constructed in similar fashion as before. The aim is to find
a filter that allows us to constrain multiple well-known multifrequency source templates to reduce
the impact of well-characterized contaminants on the filtered map. We begin by assuming that the
observed sky is a linear mixture of known sources plus noise:

I (x) = fν,1 · A1 y1(x) + · · · + fν,n · An yn(x) + N (x). (5.17)

Next, we define the desired response of the filter to our known source templates:∫
d2k ΨT

(k)F1(k) = 1∫
d2k ΨT

(k)F2(k) = 0

...∫
d2k ΨT

(k)Fn(k) = 0.

(5.18)

For each k the constraints can be written as a matrix U with dimensions nν × n:

U(k) =
©«

F1[1](k) F2[1](k) . . . Fn[1](k)
...

...
. . .

...

F1[nν](k) F2[nν](k) . . . Fn[nν](k)

ª®®¬ . (5.19)
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By minimizing the variance of the filtered map, we find that the CMMF is

Ψ(k) = eTS−1P−1
(k)U(k), (5.20)

with the n × n matrix S defined as:

S =
∫

d2k UT
(k)P−1

(k)U(k). (5.21)

The variance of the filtered map can be computed as:

σ2
CMMF =

∫
d2kΨT

(k)P(k)Ψ(k). (5.22)

The CMMF defined this way can be used to separate sources in a similar fashion as the single
frequency CMF, but for multifrequency data sets. This will require both a spatial and a spectral
template for each constrained source, e.g. if we want to extract galaxy clusters from multifrequency
microwave data while minimizing point source contamination we need to know the beam as well as
the spectral energy distribution (SED) of the point sources. This makes the method very efficient
in cleaning the data, but it will be limited to a specific type of source. Reducing the contamination
of radio and far-infrared point sources at the same time can be achived by placing two additional
constraints using the same spatial template (i.e. the beam) but two different SEDs. We will compare
the performance of the different filters presented here by applying them to Planck High Frequency
Instrument (HFI) data of the Perseus galaxy cluster in Section 5.5.

5.4 Simulations

5.4.1 The SZ effect of galaxy clusters

In order to test the performance of the CMF and compare it to the traditional MF we prepared a
pipeline for the creation of mock images of the microwave sky. We use the tSZ effect signal (Sunyaev
& Zeldovich, 1970, 1972; Birkinshaw, 1999; Carlstrom et al., 2002) of galaxy clusters as our sources
of interest.

The tSZ effect is a secondary anisotropy of the CMB that is caused by inverse Compton scattering of
CMB photons by free electrons in the intracluster medium (ICM). The tSZ effect causes a characteristic
distortion of the CMB spectrum with a temperature decrement at low (. 217 GHz) and a temperature
increment at high (& 217 GHz) frequencies. Peculiar motion of clusters will cause a red/blue-shift of
the CMB in their rest frame, which gives rise to the kSZ effect. The spectra of the SZ signals are
commonly expressed as a temperature shift relative to the CMB monopole, which can be written as

∆TSZ
TCMB

= f (x,Te) y︸     ︷︷     ︸
tSZ

− τe

(
3pec

c

)
︸     ︷︷     ︸

kSZ

, (5.23)

where TCMB is the CMB temperature, c is the speed of light, 3pec is the peculiar velocity along the line
of sight, f (x,Te) is the relativistic tSZ (rSZ) spectrum (e.g., Wright, 1979; Itoh et al., 1998; Chluba
et al., 2012), x ≡ hν/(kBTCMB) is the dimensionless frequency, τe(r) = σT

∫
ne(r) dl is the optical
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depth of the plasma and y is the Comptonization parameter:

y(r) =
σT

mec2

∫
l.o.s.

dl ne(r)kBTe(r)︸         ︷︷         ︸
Pe(r)

. (5.24)

Here, kB is the Boltzmann constant, σT is the Thomson cross-section, me is the electron rest mass and
ne and Te are the number density and temperature of the electrons in the ICM.
The Comptonization parameter is a measure of the gas pressure integrated along the line of sight

(l.o.s.) and is computed by projection of the Generalized Navarro–Frenk–White (GNFW) pressure
profile (Nagai et al., 2007) using the parametrization presented by Arnaud et al. (2010)

Pe(r)

keV cm−3 = 1.65 × 10−3E(z)8/3
(

M500

3 × 1014 M�

)0.79

p
(

r
r500

)
, (5.25)

where p(r/r500) is the so-called ‘universal’ shape of the cluster pressure profile

p(r) =
P0(

c500
r

r500

)γ [
1 +

(
c500

r
r500

)α] (β−γ)/α , (5.26)

for which we adopt the best-fit values for the profile parameters P0, c500, γ,α, and β presented by
Arnaud et al. (2010). In the following we refer to this profile as the GNFW profile. The characteristic
cluster size r500 marks the radius of the sphere within which the average matter density is 500 times
the critical density, while M500 is the total mass enclosed within r500. The temperature profile of
the clusters is computed assuming a polytropic relation neTe = nδe between electron density and
temperature, with δ = 1.2 (Ostriker et al., 2005).

5.4.2 Simulating the microwave sky

The simulated clusters are added to an artificial CMB map computed from a synthetic power spectrum
that was generated using CAMB (Lewis et al., 2000). We account for emission from the cosmic
infrared background (CIB) by adding maps of the resolved and the clustered CIB
provided by the WebSky Extragalactic CMB Mocks team1 to our simulation pipeline. We use the
PYTHON sky model (PySM; Thorne et al. 2017) to obtain maps of Galactic synchrotron, free–free,
spinning dust, and thermal dust components. The PySM uses the most recent foreground maps
published by the Planck Collaboration (2016c) for the latter three components and adds small-scale
fluctuations to all maps following an approach similar to the one presented by Miville-Deschênes et al.
(2007).

Compact radio sources are modelled by including all sources from the NVSS point source catalogue
(Condon et al., 1998). The measured fluxes densities at 1.4 GHz are extrapolated to microwave
frequencies assuming a power-law SED, I(ν) ∝ ν−α with a spectral index α randomly drawn for each
source from a Gaussian distribution with a mean of 0.5 and a standard deviation of 0.1. Galactic and
extragalactic near-infrared point sources are included by adding the sources listed in the IRAS point

1 The mocks are provided at https://mocks.cita.utoronto.ca
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Figure 5.2: Orthographic view of the simulated microwave sky at 150 and 350 GHz that was used to test the
different filtering techniques. The projection is centred on the Galactic north and south pole. The maps are
shown in histogram equalized scale to enhance the dynamic range. The composition of the maps is described in
Section 5.4. We remove the brightest parts of the Galactic disc by applying a 40 per cent Galactic mask and
exclude the part of the sky that has not been observed by the NVSS.

113



Chapter 5 Introducing constrained matched filters for improved separation of point sources from
galaxy clusters

2 4 6 8 10
M500 (1014 M )

1

0

1

2

3
y 0

1e 4

expected
matched filter

constrained matched filter

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Point source offset (FWHM)

1.8

2.0

2.2

2.4

2.6

y 0

1e 4

expected
matched filter

constrained matched filter

Figure 5.3: Left-hand panel: Impact of (radio) point source contamination on the measured Comptonization
parameter. We simulate the tSZ decrement at 150 GHz for a range of clusters with different masses at a constant
redshift of z = 0.2 using the GNFW profile and add a central point source with a fixed flux density of 10 mJy to
each of them. The blue data points show the estimates of the central Componization parameter y0 obtained
using MFs, while the data shown in red were obtained using CMFs. The solid black line indicates the expected
relation. CMFs allows an unbiased measurement of a cluster’s flux in the presence of a central point source,
while MFs will return a biased value. Right-hand panel: Impact of an offset in the point source location on
the previous results. The x-axis gives the positional offset relative to the cluster centre. For this test we assume
the same resolution, frequency, point source flux, and source redshift, but only consider a single cluster of mass
M500 = 1015 M�. The shaded regions indicate the uncertainty of the flux estimates. We find that CMFs perform
better than MFs up to an offset of ∼ 0.75 FWHM. For higher values, both methods provide a similar bias.

source catalogue (Beichman et al., 1988) by following the approach presented by Delabrouille et al.
(2013) to extrapolate the reported flux densities to lower frequencies.

We restrict our analysis to the extragalactic sky that is relevant for studies of galaxy clusters and
cosmological studies by applying a 40 per cent Galactic dust mask to our mock maps. We furthermore
exclude the region of the sky that has not been observed by the NVSS in order to keep the properties
of our sky model homogeneous.
All maps are processed at HEALPix nside = 8192, which allows to generate mock data with a

minimum full width at half-maximum (FWHM) of 1 arcmin. Maps that come at a lower native
resolution are oversampled and smoothed with a narrow Gaussian beam to avoid pixellation artefacts.
The microwave sky is simulated at 150 GHz and 350 GHz with different spatial resolutions ranging
from 1 arcmin to 20 arcmin, assuming circular Gaussian beams and white instrumental noise with
σnoise

150 GHz = 6.4 µKCMB-arcmin and σnoise
350 GHz = 25 µKCMB-arcmin. The wide range of simulated spatial

resolutions allows us to test our filtering techniques for instruments ranging from Planck to current
and future ground-based experiments. The resulting maps are shown in Fig. 5.2.

5.4.3 Simulating X-ray data

In addition to tests using the simulated microwave data that were previously introduced, we apply the
single-frequency filters presented in Section 5.3 to simulated X-ray data. We chose to create mock
images of the upcoming extended ROentgen Survey with an Imaging Telescope Array (eROSITA,
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Figure 5.4: Ratio of the noise level in the CMF and MF filtered maps defined in equation (5.2) as a function of
cluster size. The different colors correspond to different beam FWHMs. The solid lines correspond to results
obtained from the 150 GHz mock data while the results shown with dashed lines where obtained using the
350 GHz mock data.

Merloni et al. 2012; Predehl 2017), which will explore the high-redshift Universe with unprecedented
sensitivity combined with all-sky coverage. This makes eROSITA an ideal case to explore our new
filtering techniques, since active galactic nuclei (AGNs) activity is expected to increase with redshift
and might dominate the X-ray observed flux around cluster positions (e.g. Biffi et al. 2018; Koulouridis
et al. 2018).

Following Clerc et al. (2018), the images are simulated in the 0.5 – 2 keV energy band. Each image
has a size of 3.6◦ × 3.6◦, with a pixel size of 4 arcsec and a simulated exposure time of 1.6 ks. We
include the X-ray and instrumental background model presented in Table 1 of Borm et al. (2014). A
randomly distributed population of point sources, which is described by the Moretti et al. (2013) log N
– log S relation, is added. For simplicity, the images only contain a single type of isothermal cluster,
simulated using a projected β–model (Cavaliere & Fusco-Femiano, 1976)

SX(θ) ∝

∫
l.o.s

dl ne(r)
2
∝

[
1 +

(
θ

θc

)] 1
2−3β

, (5.27)

with a fixed flux of 5 × 10−13 erg s−1 cm−2, core radius θc of 20 arcsec, and β of 2/3. All sources
are convolved with a Gaussian PSF with an FWHM of 28 arcsec, which is the expected value in
survey mode for eROSITA (Merloni et al., 2012). We derived the count rates of the sources from
the physical fluxes for a given spectral emission model and using the instrumental response file
erosita_iv_7telfov_ff.rsp2. In this work, we assume an APEC thermal plasma model (Smith
2 The eROSITA response file is available at
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et al., 2001) having a metal abundance of 0.3 Z� along with a Galactic hydrogen column density
corresponding to 1.7 × 1020 cm−2 (Kalberla et al., 2005; Borm et al., 2014). The simulated X-ray
images will be used in Section 5.5.3 to demonstrate how CMFs can aid the separation of galaxy
clusters and point sources in X-ray surveys.

5.5 Results

5.5.1 Photometry of clusters with a central point source

Using the simulation pipeline introduced in the previous section, we first investigate how the new
filtering technique presented in this work can improve the photometry of clusters that harbour a bright
central point source. We do so by creating 150 GHz mock observations of clusters with masses ranging
from 1014 M� to 1015 M� at a constant redshift of 0.2. Each simulated cluster features a central radio
source with a fixed flux density of 10 mJy at 150 GHz. The beam is assumed to have an FWHM of
1 arcmin. The values of the central Comptonization parameter computed from the measured cluster
flux after filtering are shown in the left-hand panel of Fig. 5.3. By construction, a CMF always returns
an unbiased result, while the values obtained through MF are biased low with a linear dependence
on the brightness of the point source. For the given flux density this bias has a significance of ∼ 4σ
and increases to ∼ 5σ for lower cluster masses due to the decreasing cluster size. The biased fluxes
can therefore lead to a non-detection of low-mass clusters and biased inferred cluster properties for
high-mass systems.

We also consider a potential offset of a bright central point source relative to the cluster centre. If a
central point source is not aligned with the cluster, both methods will find a bias due to ringing artefacts
around the filtered point source. We find that for small angular separations up to ∼ 0.75 FWHM CMFs
return a value with a bias that is smaller than the one observed in the values returned by MFs, while
both methods find similar values for larger offsets.
The comparison above highlights a clear advantage of the CMF, which however is bought with

an increase in the noise level in the filtered map that limits the usefulness of the method in some
cases. This noise increase results from placing additional constraints that inevitably lower the degrees
of freedom available for the optimization of the variance of the filtered map. Figure 5.4 shows the
ratio of the noise in the filtered maps as a function of apparent cluster size and instrument beam.
This ratio scales linearly with the cluster-size-to-beam ratio if the map noise is Gaussian. The
differences between the results obtained at 150 GHz and 350 GHz are due to the different foreground
properties. We find that the CMF provides maps with a marginally increased noise level for most
modern ground-based mm telescopes that offer a typical resolution of ∼ 1 arcmin. The use case for
low-resolution instruments like Planck is however restricted to large, mostly nearby clusters with radii
of several tens of arcminutes.

5.5.2 Application to Planck data

In addition to tests on simulated microwave images we apply all filters presented in Section 5.3 to
Planck HFI data of the Perseus galaxy cluster at z = 0.0179. The brightest cluster galaxy (BCG) of
the Perseus cluster (NGC 1275) is a powerful radio source known as Perseus A that is unresolved

http://www2011.mpe.mpg.de/erosita/response/
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ν FWHM Sν
(GHz) (arcmin) (Jy)
100 9.68 10.36 ± 0.15
143 7.30 7.80 ± 0.13
217 5.02 5.74 ± 0.25
353 4.94 4.12 ± 0.87
545 4.83 2.82 ± 2.81
857 4.64 2.12 ± 7.90

Table 5.1: SED of Perseus A extracted from Planck HFI data using CMFs that remove the tSZ signal of the
cluster. It is well approximated by a power-law with a spectral index of 0.78 ± 0.05. In turn this SED is used to
clean tSZ maps of the Perseus cluster in various ILC and MMF approaches.

in all Planck bands. While the MMF and CMMF are applied directly to the HFI data without any
pre-processing other than converting the 545 and 857 GHz maps to units of KCMB, the HFI maps are
combined into a single map before applying the single-frequency filers. This is achieved by smoothing
the maps to a common resolution of 9.68 arcmin after which they are combined into a y-map with
ILC or constrained ILC (CILC) algorithms (Remazeilles et al. 2011a; see Appendix C of Erler et al.
2018 for details). The radio galaxy Perseus A appears as a bright source with negative amplitude in
the ILC y-map due to its diminishing brightness with increasing frequency, which is also seen in the
MILCA and NILC y-maps published by the Planck Collaboration (2016d). In contrast, the CILC
algorithm allows to constrain the Perseus A SED and thus remove its contamination to the y-map.
The Perseus A SED used for the CILC and CMMF algorithms is extracted directly from the Planck
HFI data using CMFs that remove the tSZ contamination by the ICM of the cluster and found to be
well approximated by a power-law with spectral index α = 0.78 ± 0.05 (see Table 5.1). We model the
tSZ signal of the Perseus cluster with a GNFW pressure profile with θ500 = 59.7 arcmin (Urban et al.,
2014) and use a non-relativistic approximation of the tSZ spectrum. All maps are 10◦ × 10◦ fields
centred on (RA, Dec.) = (03h19m47.2s, +41◦30′47′′).

We summarize our results by providing the extracted values for the central Comptonization parameter
y0 and the derived integrated value Y500 in Table 5.2. The latter is integrated in a cylindrical aperture
with the radius θ500

Y cyl
500 = y0

2π
(106 pc)2

∫ DAθ500

0
dr y(r) r, (5.28)

where y(r) is the cluster template that has been normalized to unit amplitude and DA is the angular
diameter distance of the cluster. The processed maps are shown in Fig. 5.5.
If neither a spatial nor a spectral constraint for Perseus A is used, as in the MMF and ILC + MF

scenarios, we extract a strongly biased negative value for y0 and thus Y500. This provides a plausible
explanation for the necessity of point source masks that are the reason why the Perseus cluster is
not listed in the Planck SZ cluster catalogues (PSZ and PSZ2, Planck Collaboration 2014d, 2016h),
which were built using two MMF pipelines (MMF1 and MMF3) and the Bayesian PowellSnakes (PwS)
algorithm.

The bias introduced by Perseus A is removed by applying a CMF to the same y-map, which yields
y0 = (9.4 ± 0.7) × 10−5. For the application of a CMF to an ILC y-map it is critical to smooth all
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Technique y0 Y500 SNR
10−5 10−5 Mpc2

ILC + MF -0.74 ± 0.66 -0.50 ± 0.44 -1.1
ILC + CMF 9.35 ± 0.70 6.31 ± 0.47 13.4
CILC + MF 9.44 ± 0.77 6.37 ± 0.52 12.3
CILC + CMF 9.77 ± 0.82 6.59 ± 0.55 12.0

MMF -2.64 ± 0.39 -1.77 ± 0.27 -6.8
CMMF 10.0 ± 0.42 6.76 ± 0.28 24.0

Table 5.2: Comparison of the extracted tSZ signal of the Perseus galaxy cluster extracted from Planck HFI
data with various ILC and MMF techniques. The corresponding maps are shown in Fig. 5.5. The ILC-based
techniques first combine the six HFI maps in an optimal linear combination, after which we apply either an MF
or a CMF. The MMF techniques are directly applied to the HFI maps. The CILC and CMMF techniques use
the Perseus A SED given in Table 5.1. Radio sources like Perseus A will appear as sources with negative y in
ILC y-maps and MMF maps, leading to biased photometry if not accounted for.

maps to a common resolution before combining them. Combining the maps in Fourier space at their
native resolution will distort the beam in the y-map, which increases the complexity of constraining
the spatial template of the beam for point source removal.

Using the Perseus A SED to construct a CILC y-map before filtering is an alternative way to remove
the bias introduced by the radio source. In that case, both the MF and the CMF yield similar values
for y0, both of which are consistent with the previous result. Placing a spectral constraint in the CILC
step however results in a noisier y-map and thus a slightly lower SNR in both cases.
Finally, applying a CMMF that uses both the SED of Perseus A and our knowledge of the Planck

beams yields y0 = (10.0 ± 0.42) × 10−5, which is in agreement with the previous values and with
an SNR of 24 offers the clearest signal of all methods compared here. This SNR is comparable to
the SNR of 22 we obtain by applying an MMF to Planck HFI maps of the Coma cluster, a system
of similar mass at z= 0.0231. Using the M500 − Y500 scaling relation from the Planck Collaboration
(2014c, 2016f) and converting to Y sph

500 we find a mass of (6.97 ± 0.24) × 1014 M� for the Perseus
cluster, which is consistent with the value obtained by Urban et al. (2014)3.
For Coma, all six methods yield similar values for y0 due to the lack of a bright central radio or

FIR source. We find however that the two multifilters deliver an almost identical SNR as the ILC
plus MF techniques, while the CILC approach gives a slightly lower SNR of 17. This indicates
that the additional constraints are ‘cheaper’ for multifilters but come at the drawback that multiple
constraints have to be placed for sources with identical spatial template but different SEDs. Combining
an ILC map and CMFs will remove sources just based on their spatial signature with no need to have
constraints on their SED.
This example illustrates that there are multiple ways of dealing with point source contamination

in clusters. The advantage of the CMF over using spectral constraints is that it is often easier to
characterize the instrument beam thanmeasuring the SED of a source. Radio sources like Perseus A can
show variability and extrapolating their fluxes to microwave frequencies based on radio measurements

3 The error on the mass includes the uncertainties of the scaling relation parameters given by Planck Collaboration (2016f),
which we assume to be uncorrelated.
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Figure 5.5: Filtered maps of the Perseus galaxy cluster processed with the filtering techniques presented in
Section 5.3. The BCG of Perseus hosts a bright radio source called Perseus A that is known to contaminate tSZ
observations of the cluster, leading to biased fluxes. We applied all algorithms to 10◦ × 10◦ Planck HFI maps
centred on (RA, Dec.) = (03h19m47.2s, +41◦30′47′′). The maps above show the inner 4◦ × 4◦ of the field.
In order to apply the single-frequency filters, the six HFI maps were combined into a y-map using ILC and
CILC algorithms, the latter of which allows to remove the contamination caused by Perseus A by constraining
its SED. Our comparison shows that there are various ways of removing point sources from clusters using
either spectral or spatial constraints or a combination of both, all of which find consistent values for the central
Comptonization parameter y0 and thus Y500. The best SNR is delivered by the CMMF, which yields a value of
24. This is comparable to the SNR of clusters with similar mass and redshift to Perseus that do not suffer from
point source contamination, like the Coma cluster.
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Figure 5.6: Zoom-in on a simulated X-ray photon image (left) and the same image convolved with an MF
(centre) and CMF (right). The colour bar to the right has been cropped at eight counts to highlight faint
structures in the filtered maps. The mock data features realistic X-ray and instrumental backgrounds as well as a
realistic point source population, but for simplicity only contains multiple realizations of a single simulated
cluster (highlighted with yellow circles). A detailed description of the data can be found in Section 5.4.3. The
MF yields an SNR amplification of the clusters but its response to point sources is similar to that of clusters,
which makes the separation of the two source populations challenging in some cases. In contrast, the CMF
nullifies point sources and leaves behind ‘doughnuts’ at their positions in the map. Since both filters have an
identical response to clusters, combining their results allows for a quick and simple separation of the two source
populations, which is shown in Fig. 5.7.

often relies on the assumption of a perfect power-law SED, which can be prone to mistakes since
many sources are known to have SEDs that deviate from a power-law (Herbig & Readhead, 1992).
Furthermore, using spectral information will require individual measurements for each source, while a
spatial technique can be applied blindly to a large number of objects.

5.5.3 Blind cluster detection and X-ray application

We also investigate the potential application of the CMF to reduce point source contamination for blind
cluster detection. In tSZ surveys below 217 GHz point sources will not be misclassified as galaxy
clusters due to the tSZ effect’s characteristic decrement. They can however lower the decrement or
even overpower it, which can lead to a biased flux or a non-detection as has been illustrated previously
in Section 5.5.1. At higher frequencies, in the tSZ increment, point sources can bias the flux and
might be misclassified as clusters. For instruments like Planck the situation has been mitigated by
multifrequency coverage (e.g. Bartlett & Melin 2006), but prominent examples like the Perseus cluster
remain.
Point source contamination is an even greater issue in X-ray surveys due to the stochastic nature

of the observed signal. The upcoming eROSITA survey is expected to detect about 100 000 galaxy
clusters (Pillepich et al., 2012; Clerc et al., 2018) as well as millions of AGNs. Separating both
source populations presents a major challenge for cluster detection algorithms. The CMF introduced
here presents an additional tool for this task that has the benefit of using reasonable assumptions,
like well-known cluster profiles and the PSF of the instrument, to deliver an optimal result. In the
remaining part of this section we will provide a brief outline how the traditional and CMFs can be
combined to detect clusters in X-ray surveys and reduce the number of misclassified point sources.

120



5.6 Discussion

0 50 100 150 200
Source index

10

10

30

50
C

o
u
n
ts

 /
 5

C
M

F

matched filter

constrained matched filter

5 CMF threshold

Figure 5.7: A simplified demonstration of the application of the CMF to eROSITA mock data. Simulated
clusters are shown as stars while point sources are shown as crosses. Applying an MF to a map with 1.6 ks
exposure time will typically result in 200 sources with centroid values above 5σCMF. When measuring the
corresponding values in a map processed with a CMF, the vast majority of previously detected point sources
(blue crosses) will drop below the threshold (red crosses), leaving us with a cleaner sample of cluster candidates.

We perform our tests on the eROSITA mock data that was introduced in Section 5.4.3. Each field is
filtered with both an MF and a CMF. We then apply a simple source finder4 to the former map to
identify bright sources above a fixed threshold, e.g. 5σCMF as defined by equation (5.2), and determine
their centroids. This typically leaves us with around 200 source candidates, the majority of which are
point sources. We then determine the values of the map processed with the CMF at the position of the
previously measured centroids and only classify objects for which both values lie above the former
threshold as cluster candidates. This procedure is illustrated for a single field in Figs. 5.6 and 5.7 .

We find that using both filters in conjunction will strongly reduce the number of misclassified point
sources. As demonstrated clearly in Fig. 5.7, the CMF yields a better segregation of point sources in
terms of their SNR but also raises the scatter of the filtered cluster photon counts due to the increased
map noise.

5.6 Discussion

The new CMF and CMMF techniques presented in this work are straightforward extensions of the MF
concept that enable optimal extraction of sources with known templates while at the same time allowing
for an optimal reduction of known contaminating sources. The results presented in Section 5.5 focused
on the reduction of point source contamination to SZ and X-ray observations of galaxy clusters, but it
is important to stress that the methods presented here are applicable to any contaminating source that
4 We use the find_peaks() function of the python PHOTUTILS package.
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can be approximated through a known template. It is also possible to place more than one constraint,
yet care has to be taken since every additional constraint will result in a noisier map. As with any
MF, the values found in the filtered map will be biased if the source template does not match the true
shape of a resolved source. We note however that the CMFs can provide a slightly larger bias than the
traditional MF if the desired source is more compact than its template and other compact sources are
supposed to be removed.
A technique similar to the CMMF presented in this work was explored by Herranz et al. (2005),

who derived an unbiased MMF to minimize the contamination of the tSZ to kSZ maps and vice versa.
These authors derived a two-component version of the filter presented here and then use the same
spatial but different spectral templates for the two different SZ components to separate them. However,
a potential drawback of this method is that the spatial templates of the tSZ and kSZ signals should in
general be different, especially for merging systems.
An important detail of the new methods is their dependence on the spatial resolution of the

instrument, which has a crucial impact on the noise level of the filtered map. Compact clusters will
thus remain spatially indistinguishable from point sources if the instrument beam is large. This also
restricts the application of the constrained filters on Planck data to nearby clusters with large apparent
radii. The situation improves when the instrument beam has an FWHM of ∼ 1 arcmin or less, at which
point the noise will only increase by a few percent compared to a matched filtered map for most cluster
sizes. Such resolution is quite common for ground-based cluster surveys like the ones performed
by the SPT and ACT. However, additional filtering will be applied for ground-based instruments to
reduce atmospheric contamination. The impact of these filtering steps on the astrophysical signal has
to be understood and characterized before MFs are applied (e.g. Bleem et al. 2015).
The new filtering techniques are especially interesting for studies of the kSZ and relativistic tSZ

at sub-mm wavelengths with upcoming instruments like CCAT-prime5. CCAT-prime will be a 6 m
diameter submillimetre survey telescope that is going to operate at 5600 m altitude on the summit of
the Cerro Chajnantor in the Chilean Atacama Desert (Parshley et al., 2018b,a). The high and dry site
offers superb conditions for observations at frequencies ranging from 270 GHz to 860 GHz (Vavagiakis
et al., 2018) at up to one order of magnitude better sensitivity than Planck (Erler et al., 2018; Mittal
et al., 2018). Combined with mm-data of the advanced ACT-pol survey, CCAT-prime will offer full
coverage of the SZ spectrum and allow significant improvements over Planck in measuring cluster
parameters (Erler et al., 2018; Stacey et al., 2018). In order to constrain key properties of clusters via
the SZ effects, accurate mm and sub-mm photometry will be required and MF techniques including
the ones introduced here are an excellent tool for this (Soergel et al., 2017; Erler et al., 2018).

One of the most important applications of the CMF will be next-generation wide-area X-ray surveys,
such as eROSITA, that aim to detect the diffuse emission of many thousands of galaxy clusters out to
high redshift in the presence of millions of AGNs. The need for new techniques for better point source
separation was recently highlighted by Biffi et al. (2018), who used X-ray mocks derived from the
hydrodynamicalMagneticum Pathfinder Simulation to investigate the contribution of AGNs inside
clusters to the X-ray luminosity of the ICM. The methods presented in this work are especially tailored
to this application, since they only require a spatial template and provide an optimal and unbiased
result. An important benefit of the filters presented here is their ability to separate clusters and point
sources even if they are aligned. On one hand, this can lead to biased photometry of clusters with
compact cool cores if the template does not account for it, but on the other hand such a bias can

5 http://www.ccatobservatory.org/
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actually be useful to mitigate the so-called cool-core selection bias in X-ray cluster surveys.
We note however that the CMF should not be considered as a replacement for well-proven and

tested methods but rather presents an additional tool that will work best in conjunction with other
methods such as the traditional MF or e.g. the well-known sliding cell (Harnden et al., 1984) and
wavelet (Freeman et al., 2002) algorithms, since significant discrepancies between their extracted
signals hint at potential point source contamination.
The X-ray analysis presented here was deliberately chosen to be qualitative and focuses on the

conceptual application of the new methods, since we do not account for the Poissonian statistics
that govern X-ray observations and do not tune the detection threshold to maximize the number of
detected clusters while staying below a fixed rate of spurious detections. In addition to a robust X-ray
implementation of the filters, future, more quantitative studies of the X-ray application of the CMF
should include a realistic energy and line-of-sight dependent PSF and tests using archival X-ray data.
Other recent attempts on improving the separation of point sources and galaxy clusters in X-ray

data sets include the combination with optical data (Green et al., 2017) and a new MMF technique
introduced by Tarrío et al. (2016, 2018) who used ROSAT data as an additional Planck channel to use
the different point source populations in the two data sets.

5.7 Conclusions

This work introduced a new way to generalize MFs and MMFs to separate desired and undesired
sources based on just their spatial (CMF) or their spatial and spectral (CMMF) characteristics. Adding
additional constraints will reduce the SNR of the sources, but if both source and contaminant are well
approximated by given templates the methods introduced here will allow for unbiased photometry and
reduced confusion. When applied to Gaussian data, MFs are optimal in the least-square sense, making
them ideal tools for the extraction of the SZ signal of galaxy clusters from microwave data. However,
traditional MF techniques can perform poorly if microwave data of galaxy clusters are contaminated
by point sources.

At microwave frequencies, there are two distinct populations of point-like sources that are spatially
correlated with galaxy clusters. The first consists of radio-bright AGNs that are found at the centres of
many BCGs, and the second being composed of dusty star-forming galaxies. Using realistic microwave
mock data we showed that the CMF introduced in this work allows for unbiased photometry of clusters
that harbour a central point source. If applied at multiple frequencies it enables studies of the SZ
spectrum of clusters with no need to account for the SED of the point source. We showed that our
method requires sufficient spatial resolution to be competitive and otherwise will yield an unbiased
but noisy result. Applying constrained and unconstrained MFs and MMFs to Planck HFI data of the
Perseus cluster, which features a bright central radio source, demonstrated that there are multiple
ways to remove a central source from actual data, requiring only spatial or spectral constraints, or the
combination of both. In the latter case we showed that Perseus can be detected with an SNR typical
for a cluster of its mass and redshift. However using only spatial constraints will reduce contamination
by point sources regardless of their SED.

The application of the methods presented here is especially interesting to the upcoming CCAT-prime
and eROSITA cluster surveys. While CCAT-prime will benefit from unbiased photometry of clusters
with central point sources for detailed measurements of the rSZ and kSZ effects, point source confusion
during cluster detection is a major concern for X-ray surveys. We illustrated how the CMF can provide
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an optimal way to distinguish between clusters and point sources and showed that the new method has
the potential to be developed into a competitive cluster finding algorithm.

5.8 APPENDIX A: all-sky formalism

The MF formalism presented in Section 5.3 used the flat sky approximation but can be adopted to the
full sphere with little effort. Implementing MFs on the full sphere can have advantages in certain
situations, because we can avoid using an approximate projection to a flat-sky geometry. Schäfer et al.
(2006) provide an excellent overview on the details. This section is intended to give a summary of the
most important points.
Assuming radial symmetry of the sources that we are interested in (i.e. m = 0) and using the

convolution theorem on the sphere we can relate the spherical harmonic coefficients of the unfiltered
map aunfilt

`m to the ones of the filtered map afilt
`m by:

afilt
`m =

√
4π

2` + 1
Ψ`0 aunfilt

`m ≡ F` aunfilt
`m . (5.29)

The new all-sky MF F will thus be

F = (τTC−1τ)−1τ̃C−1, (5.30)

where C is the power spectrum of the all-sky map recast as a diagonal matrix as was done in Section 5.3
and the elements of τ and τ̃ are defined as:

τ` =

√
2` + 1

4π
· τ̃`0 =

√
2` + 1

4π
· y`0 · B` · w` . (5.31)

Here, y`0 denotes the spherical harmonic transform of the source template profile, while B` and w` are
the beam and pixel window functions. When computing the C` it is often useful to mask the brightest
regions of the Galaxy to reduce contamination from bright ringing artefacts and ensure that the data
are Gaussian.

The CMF can be applied to the full sphere analogously. Using equation (5.29) the all-sky filter can
be written as:

F = eT
(
TTC−1T

)−1
T̃C−1. (5.32)

As defined in Section 5.3,T and T̃ are matrices build from the n spatial constraints

T =
©«
τ1[1] τ2[1] . . . τn[1]
...

...
. . .

...

τ1[n`] τ2[n`] . . . τn[n`]

ª®®¬ , (5.33)

T̃ =
©«
τ̃1[1] τ̃2[1] . . . τ̃n[1]
...

...
. . .

...

τ̃1[n`] τ̃2[n`] . . . τ̃n[n`]

ª®®¬ , (5.34)

where the components τi and τ̃i are defined for each template i as done in equation (5.31).
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CHAPTER 6

Galaxy cluster sample size and SZ-spectroscopy
forecasts for CCAT-prime

Some results created with the CCAT-prime galaxy cluster forecast pipeline presented in this
chapter have been used for a recent Astro2020 white paper on “SZ-spectroscopy” in the coming
decade:

• Basu K., Erler J., Chluba J. et al., 2019, arXiv:1809.06446,

as well as in two publications by the CCAT-prime collaboration that present the science case
for the experiment:

• Stacey G. J., Aravena M., Basu K., Battaglia N., Beringue B., Bertoldi F., ... , Erler J.
et al., 2018, Proc. SPIE, 10700, 107001M.

• Aravena M., Austermann J., Basu K., Battaglia N., Beringue B., Bertoldi F., ... , Erler J.
et al., 2019, arXiv:1909.02587.

Furthermore, the forecasts presented here have been used in several unpublished fundraising
proposals for CCAT-prime’s main instrument Prime-Cam. Additional plots for this chapter are
shown in Appendix C.

6.1 Abstract

CCAT-prime is a next-generation multifrequency survey telescope that will observe a large fraction of
the sky at submillimetre wavelengths and promises novel scientific discoveries across many relevant
areas of modern astrophysics, ranging from star formation in the Milky Way over Galactic and
extragalactic transients to the first galaxies and cosmology with galaxy clusters. This work presents
the development of a pipeline for the generation of mock observations for CCAT-prime and similar
instruments, which is used to produce forecasts for the envisioned galaxy cluster science case for
CCAT-prime. Specifically, the pipeline is used to estimate the expected galaxy cluster sample size
that will be obtained with CCAT-prime and investigate the constraints on the parameters of the
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Sunyaev-Zeldovich effect. The predictive power of the pipeline is verified by reproducing the Planck
and SPT-SZ cluster samples, for which we reach excellent agreement, besides previously known
incompatibilities between Planck and SPT cluster masses. Multiple variations of CCAT-prime are
investigated and our results indicate that CCAT-p will be able to observe between 2000 and 10 000
clusters, depending on the exact details of the survey. With its unique access to high frequencies,
CCAT-prime is found to be able to double the sample size of near-future instruments like AdvACT
if the data sets are combined. Although superior to other upcoming surveys, the constraints on the
temperature of the intracluster medium and peculiar velocity of clusters that can be obtained via the
thermal and kinetic SZ effects will not be sufficient for direct measurements of the two quantities.
Besides the use of statistical techniques like stacking, we demonstrate that strong spectral constraints
can be achieved through the introduction of an X-ray-derived prior on the cluster optical depth τe,
which opens up interesting synergies of CCAT-prime with the upcoming eROSITA X-ray all-sky
survey.

6.2 Introduction

The Planck, ACT and SPT surveys (Hasselfield et al., 2013; Bleem et al., 2015; Planck Collaboration,
2016a) have revolutionised the observations of the SZ effects of clusters over the last decade. The
three facilities delivered the first SZ-selected cluster samples containing many hundreds of clusters, a
large number of them being previously unknown disturbed systems at high redshift. These successful
surveys however represent only the fist generation of SZ cluster surveys and the next generation
is already collecting data (e.g. SPT-3G; Benson et al., 2014). These upcoming experiments are
expected to increase the sample size to many thousands of objects (Abazajian et al., 2016; Melin et al.,
2018b; Ade et al., 2019). The increased sensitivities will be achieved by large bolometer arrays that
already deploy ∼ 104 multichroic TES detectors (Anderson et al., 2018) and fill the full focal plane of
current-generation telescopes.
A fundamental limitation of past and current generation galaxy cluster surveys is their limited

frequency coverage. Except for the Planck satellite, which itself is limited by its comparatively poor
spatial resolution and sensitivity, today’s ground based surveys typically observe in the millimetre-
regime from about 30 GHz, or 1 cm, to 270 GHz, or 1.1 mm, with a small number of frequency
channels. Observing at submillimetre frequencies using ground-based facilities is challenging since
water vapour in the atmosphere absorbs and attenuates submillimetre radiation and even high and
dry sites like the Chajnantor plateau in the Atacama desert only allow efficient observations during
a small fraction of the available observing time when the PWV is sufficiently low. However, such
observations would be extremely valuable for multiple reasons. First, they would allow a better
modelling of high-frequency galactic foregrounds, mostly thermal dust emission, as well as the CIB.
Second, high-frequency observations can provide powerful constraints on the shape of the spectrum of
the SZ effects of clusters, especially the distortions of the tSZ spectrum caused by relativistic effects.
This is illustrated in Fig. 6.1.

The CCAT-prime telescope, which was introduced in Section 2.2, will address these shortcomings
by observing the sky from the summit of the Cerro Chajnantor. This exceptional site lies ∼ 500 m
above the ALMA site and offers the lowest PWV values of all telescope sites in the Atacama desert.
These conditions will allow CCAT-prime to observe at submillimetre frequencies for most of the
year and occasionally even permit observations in the terahertz regime. CCAT-prime is expected to
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Figure 6.1: Illustration of the degeneracy of relativistic tSZ spectra at low frequency. The grey areas indicate
the Planck LFI and HFI bands while the grey curves are the atmospheric transmission at the CCAT-prime site
computed using the ATM model (Pardo et al., 2001) for PWV = 0.21 mm. The black line shows the widely
used non-relativistic approximation of the tSZ effect for y = 10−4. The coloured curves show the tSZ spectrum
computed with relativistic corrections for a range of temperatures. For these curves, the Compton-y values
have been chosen such that the lowest point of the tSZ decrement matches the one of the non-relativistic tSZ
spectrum shown here. This demonstrates that observations at high frequencies are needed in order to measure
ICM temperatures via the tSZ effect and avoid biased estimates of y.

perform a wide area survey of the microwave sky in several bands above 220 GHz, which will be
complementary to the surveys that are going to be conducted by the Advanced ACT and the SO. The
cluster survey will be conducted using Prime-Cam, a first-light instrument that uses a large cryostat
that can hold up to seven instrument modules. In its original configuration, Prime-Cam was supposed
to observe the sky in seven frequency bands raging from 95 GHz to 862 GHz (Mittal et al., 2018; Erler
et al., 2018), providing a frequency coverage that is similar to that of the Planck HFI, but with an
increase in sensitivity by roughly an order of magnitude and improved, diffraction-limited, angular
resolution. At the current point in time, Prime-Cam is not funded however and the exact number of
channels and their band centres therefore remain uncertain.
A crucial step in the preparation of a survey, like the one that will be conducted by CCAT-prime,

are detailed forecasts, which help to identify the optimal frequency coverage, number of channels and
sky area that will be needed in order to meet the scientific goals of a project. A first set of forecasts of
the constraints on the properties of a single massive cluster were presented by Erler et al. (2018) and
reproduced in Chapter 4 of this work. Additional forecasts for CCAT-prime have been presented by
Mittal et al. (2018) using a Fisher matrix approach, which is prone to underestimate the uncertainties
of the recovered SZ signal and model parameters.

In this work, we present the development of a realistic sky model for CCAT-prime based on the best
available templates for the most important Galactic foregrounds and extragalactic backgrounds. This
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sky model is then used to predict the number of clusters that CCAT-prime and other observatories are
expected to detect and what constraints we can achieve on the fundamental SZ parameters. These
performance metrics are used to compare several proposed layouts of Prime-Cam in order to find the
optimal number of channels and their band centres. Such map-based forecasts allow to apply the same
analysis techniques that are used for real data and have been called the “gold standard” for predicting
the performance of future facilities (Hanany et al., 2019).
This chapter is structured as follows. The model of the microwave sky is introduced in detail

in Section 6.3, providing information on all of its components. Afterwards, it is explained how
clusters are simulated, how their expected SNR in a survey is estimated using MMFs, and how mock
cluster spectra are generated. Section 6.4 summarises the results that were obtained, starting with a
reproduction of the Planck and SPT-SZ cluster sample sizes followed by predictions for the sample
size and property of surveys with CCAT-prime. The second part of this section provides updated
detailed forecasts on the spectral constraints for individual massive clusters, as well as the average
constraints expected for the full expected cluster sample. Section 6.5 puts the results we obtain into
perspective by comparing with forecasts for other future surveys and provides a discussion of the most
relevant findings and their implications. Finally, Section 6.6 concludes the analysis.

6.3 Methods

The aim of this work is to investigate and compare the obtainable constraints on the SZ cluster
parameters y, τe, 3pec, and Te across different instruments, including several proposed layouts of
CCAT-prime’s first light instrument Prime-Cam. As an additional performance metric that can be used
to optimise the layout of Prime-Cam, we compute the expected number of clusters that a survey, or a
combination of surveys, are expected to detect based on their frequency coverage, sensitivities, spatial
resolution and fraction of surveyed sky. As has been shown by Erler et al. (2018), contamination of the
galaxy cluster SZ signal by spatially correlated FIR emission will likely be a major concern for the next
generation of SZ surveys, especially for those that extend into the submillimetre regime. To investigate
the degree to which future observations will be influenced/limited by FIR emission, a galaxy cluster
FIR component is included in some tests. The following sections provide a detailed overview over
the sky and cluster models as well as the image processing and data modelling techniques that are
deployed to produce the forecasts.

6.3.1 Modelling the microwave sky

We largely follow the steps that were laid out by Erler et al. (2019) to set up a model of the microwave
sky. Since CCAT-prime is expected to provide a spatial resolution of . 1 arcmin at ν & 220 GHz we,
set up our sky model to reach a minimum FWHM of 1 arcmin. The model comes as a series of all-sky
component maps at HEALPix Nside = 8192 with an effective pixel size of 0.43 arcmin to ensure the
sampling rate satisfies the Nyquist theorem. At the current point in time, a sky model with a higher
spatial resolution is unfortunately not feasible due to the lack of high-resolution component templates
and the rapidly increasing computational demands that would come along with them. All components
of the sky model are summarised in Table 6.1.

We use a high-resolution CMBmap that was generated using the SYNFAST algorithm at Nside = 8192
and smoothed to a resolution of 1 arcmin. The CMB map was generated from a power spectrum that
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component template effective resolution limitations
diffuse high-z backgrounds

CMB synthetic power spectrum arbitrary
CIB CITA CIB map Nside = 2048, 1.7′ p. pix.

Galactic foregrounds
synchrotron PySM, model ‘s1’ Nside = 512, 6.9′ p. pix. low res.
free–free PySM, model ‘f1’ Nside = 512, 6.9′ p. pix. low res.
thermal dust PySM, model ‘d1’ Nside = 512, 6.9′ p. pix. low res.
AME PySM, model ‘a1’ Nside = 512, 6.9′ p. pix. low res.

point sources
radio PS NVSS catalogue arbitrary extrapolated SEDs (α = 0.5+0.1

−0.1)
1 773 484 sources complete to 2.3 mJy at 1.4 GHz

fsky = 0.83 (Dec. > −40◦)
FIR PS IRAS PS catalogue arbitrary extrapolated SEDs (MBB)

245 589 sources complete to 1 Jy at 100 µm
galaxy clusters

tSZ + kSZ CITA Nside = 2048, 1.7′ p. pix.

Table 6.1: Components of the microwave sky model that is used in this work. Apart from minor changes, the
sky model is based on the one presented by Erler et al. (2019) and uses high-resolution templates for most
components besides the diffuse Galactic foregrounds, which are simulated using the PySM (Thorne et al., 2017).
All components are processed as HEALPix all-sky maps.

was computed with CAMB (Lewis et al., 2000) to `max = 2 × 104, assuming the same flat ΛCDM
cosmology with h = 0.7, ΩΛ = 0.7, Ωm = 0.3, and Ωb = 0.05. We model the expected contribution
from the CIB by adopting the synthetic all-sky CIB maps provided by the WebSky extragalactic CMB
mocks team that have been build from a peak-patch simulation that included 81923 particles in a cube
with a co-moving side length of 16 Gpc. The provided maps come at the Planck HFI frequencies and
and are split into two parts: The flux of resolved halos with M200m > 2.6× 1013M� and the unresolved
galaxy “field”. The latter is an isotropic component that follows a predicted two-point correlation
function. The total CIB emission is given by the sum of these two components. We extrapolate the
CIB model to arbitrary frequencies by fitting each pixel with a modified blackbody in order to derive
three all-sky parameter value maps for the variables ACIB, T , and β. The flux density in each pixel is
than given by

ICIB(ν) = ACIB

(
ν

ν0

)β+3 exp(hν0/(kBT)) − 1
exp(hν/(kBT)) − 1

, (6.1)

where ν0 = 857 GHz. Finally, the obtained maps are upgraded to Nside = 8192 and smoothed with a
narrow Gaussian with FWHM = 1 arcmin.
Maps of Galactic synchrotron, free–free, spinning dust and thermal dust emission are obtained

through the PYTHON sky model (PySM, Thorne et al., 2017). The PySM uses the most recent Galactic
foreground maps published by the Planck Collaboration (2016c) that were build from the full 2015
Planck data together with auxiliary data from the WMAP satellite and the 408 MHz all-sky survey
by Haslam et al. (1981, 1982), which has been reprocessed by Remazeilles et al. (2015). These
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Figure 6.2: Spectra of the Galactic foregrounds used in the CCAT-prime sky model presented in Section 6.3.1,
generated using the PySM (Thorne et al., 2017). The coloured curves show the standard deviation of the
individual components on a scale of 7 arcmin, defined by the HEALPix resolution of the all-sky templates
of Nside = 512. The dashed black line gives the sum of all Galactic foregrounds, while the solid blue line
shows the spectrum of the primary CMB temperature anisotropies. The grey and yellow bands indicate the
proposed frequency channels for AdvACT and a five channel version of CCAT-prime, respectively. The red band
shows the location of a potential 670 GHz CCAT-prime channel that would be permitted by a corresponding
atmospheric window.

foreground templates were obtained with the COMMANDER algorithm and are provided at a native
HEALPix resolution of Nside = 256. The PySM upgrades these maps to Nside = 512 and adds small
scale fluctuations to the maps by extrapolating their power spectra and generating random features
according to it, similar to the approach presented by Miville-Deschênes et al. (2007). We use the
basic spectral model for each component (i.e. "s1", "f1", "d1", and "a1"; see Fig. 6.2) to compute
component maps at a given frequency. These maps are then further upgraded to Nside = 8192 and
smoothed with a narrow Gaussian (FWHM = 1 arcmin) in order to mitigate pixellation artefacts.

In addition to these diffuse components, we add a realistic population of radio and FIR point sources
at 1 arcmin resolution to the sky model. The former are modelled by taking the sky positions and
1.4 GHz fluxes of all 1.7 × 106 compact sources catalogued by the NVSS (Condon et al., 1998) and
extrapolating them to microwave frequencies assuming a power-law SED Iν ∝ ν−α with spectral
indices α drawn from a Gaussian distribution with a mean of 0.5 and a standard deviation of 0.1.
The FIR point sources are taken from the IRAS point source catalogue (Helou & Walker, 1988),

which lists 12,25,60,and 100 µm fluxes and sky positions for 2.5 × 105 compact objects. Each
spectrum is approximated by the modified blackbody SED given by equation (6.1) to extrapolate the
measured fluxes to the frequencies of interest.

The analysis presented in this work is restricted to the extragalactic sky, which is targeted by most
ground-based CMB experiments. CCAT-prime is currently expected to observe the same, or parts of

130



6.3 Methods

the 16 000 deg2 field that will be surveyed by AdvACT and the SO. Since the exact survey strategy
was not defined yet, the forecasts presented here will consider all parts of the sky that are not flagged
by a 50% Galactic dust mask that also includes the 20% of the sky that has not been observed by the
NVSS. From this sky area, we extract 100 10◦ × 10◦ fields centred at random positions that have been
sampled uniformly on the sphere using the approach presented in Appendix A.8.

The sky model presented here allows to simulate a wide range of instruments given their frequency
bands, their spatial resolution, and their average survey noise. Table 6.2 provides a summary of
the specifications of the experiments that are being considered here. In addition to these, we also
investigate Planck and the version of CCAT-prime presented in Table 4.3. In all cases, the projected
fields are convolved with circular Gaussian instrument beams assuming the FWHMs given in the
aforementioned tables, while the survey noise is assumed to be Gaussian white noise.

6.3.2 Simulating galaxy clusters

The SZ signals of galaxy clusters is simulated in two different ways, by injecting a ’primary’ cluster
into each map and by populating the sky with realistic background clusters. Our analysis focuses on
the extraction of the signal of the primary cluster in the centre of each map. The properties of these
primary clusters are assumed to be fully defined by its mass and redshift, which allows us to e.g. map
the expected SNR of clusters as a function of these two parameters, which will be described in detail
in Section 6.3.3.
We model the tSZ and kSZ effects of these primary galaxy clusters by computing maps of their

Comptonization parameter y and the optical depth τe. The Comptonization parameter of each cluster
is computed by l.o.s. projection of the pressure profile of the cluster, which is assumed to follow the
GNFW profile introduced by Nagai et al. (2007) with the UPP presented by Arnaud et al. (2010). This
profile is given by equation (1.70) and was already used in the previous chapters of this work. The
clusters are projected assuming spherical symmetry and a maximum radial extent of rmax = 5R500.
However the UPP presented by Arnaud et al. (2010) was obtained using X-ray derived pressure profiles,
as well as data from hydrodynamic simulations. To ensure that the model reproduces the tSZ signal of
clusters seen in actual SZ surveys, we re-normalize the pressure amplitude P0 of the GNFW profile
such that the Y sph

500 computed with it matches the one obtained through the Planck Y500–M500 relation
that is provided by the Planck Collaboration (2014c, 2016f)

E−β(z)

[
D2

A(z)Ȳ500

10−4 Mpc2

]
= Y∗

[
h

0.7

]−2+α
[
(1 − b)M500

6 × 1014 M�

]α
, (6.2)

where E(z) is the cosmic evolution function, (1 + b) = 0.8 is the hydrostatic mass bias and the values
for the parameters α = 1.79 ± 0.08, β = 0.66 ± 0.5, and Y∗ = 10−0.19±0.02 were adopted from Table 1
in Planck Collaboration (2016f). This empirical Y500–M500 relation is tuned further to ensure that the
pipeline presented here reproduced the samples sizes of the existing Planck and SPT-SZ surveys.
The tSZ signal of the primary clusters is computed including temperature-dependent relativistic

corrections using SZPACK (Chluba et al., 2012) under the assumption that clusters are isothermal with
the temperature Te ≈ TX computed via the M–T scaling relation presented by Reichert et al. (2011)

M500

1014 M�
= (0.291 ± 0.031)

(
kBTe
keV

)1.62±0.08
E(z)−1.04±0.07. (6.3)
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ν FWHM ∆T ∆T ∆I
(GHz) (arcmin) (µKRJ-arcmin) (µKCMB-arcmin) (kJy/sr-arcmin)

SPT-SZ Survey (2500 deg2 survey)
95 1.6 31.8 40.0 8.8
150 1.1 10.4 18.0 7.2
220 1.0 22.8 70.0 33.8

Advanced ACT (104 deg2 survey)
28 7.1 78.4 80.0 1.9
41 4.8 67.0 70.0 3.5
90 2.2 6.5 8.0 1.6
150 1.4 4.0 7.0 2.8
230 0.9 7.4 25.0 12.0

CCAT-prime MSIP (4000 h, 104 deg2 survey)
226 1.0 4.8 15.5 7.5
273 0.8 3.8 19.6 8.6
350 0.6 6.4 79.1 23.9
405 0.5 9.3 227.7 46.7
862 0.3 12.4 2.1 × 105 282.6

CCAT-prime v1 (4000 h, 104 deg2 survey)
270 0.8 7.0 35.1 15.6
350 0.6 12.4 154.3 46.6
405 0.5 23.4 574.6 117.9

CCAT-prime v2 (4000 h, 104 deg2 survey)
350 (2 arrays) 0.6 8.8 109.1 33.0

405 0.5 23.4 574.6 117.9
CCAT-prime v3 (4000 h, 104 deg2 survey)

350 (3 arrays) 0.6 7.2 89.2 27.0
CCAT-prime v4 (4000 h, 104 deg2 survey)

350 0.6 12.4 154.3 46.6
405 (2 arrays) 0.5 16.6 406.4 83.4

Table 6.2: Compilation of the band central frequencies, spatial resolution, and map noise of the instruments
that are compared in this work. The values for the SPT-SZ survey are given by Bleem et al. (2015), while the
specifications of the AdvACT survey are presented by Henderson et al. (2016). Several incarnations of the
CCAT-prime bolometer camera called Prime-Cam are compared, all of which are projected to perform a 4000 h,
104 deg2 survey. The collected data is expected to be combined with mm-data (ν > 90 GHz) from the AdvACT
survey. In addition to these instruments, we also simulate Planck and a 4000 h, 103 deg2 CCAT-prime survey
using the numbers given by Erler et al. (2018) that are also given in Table 4.3.
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The optical depth τe of each cluster is obtained from the simulated Compton-y map and the ICM
electron temperature via

τe =
ymec2

kBTe
. (6.4)

The optical depth is then used together with a value for the projected l.o.s. component of the peculiar
velocity of the clusters to compute their kSZ signal using equation (1.86).

We use the cluster model described here to simulate the SZ signal of clusters as a function
of mass and redshift along a logarithmically spaced 64 × 64 bin grid with z ∈ [0.01,5] and
M500 ∈ [5× 1013 M�,2× 1015 M�]. The bins are chosen sufficiently small such that the cental redshift
and mass of each bin gives a good approximation of the typical redshifts and masses of the clusters
within the bin. The predicted central Comptonization parameter y0 and ICM temperature Te along this
grid are shown in Fig. 6.3.

In addition to the SZ signals, we also consider FIR emission from clusters for some forecasts. Since
the exact nature of the FIR emission of clusters is not conclusively resolved at the current point in
time, we adopt the model used by Erler et al. (2018), who assumed that the FIR signal is is due to
warm dust grains in the rest frame of the cluster, the SED of which can be approximated by a modified
blackbody with a slightly different parametrization as compared to equation (6.1):

IFIR(ν) = ADust

(
ν

ν0

)βDust

B(ν,TDust). (6.5)

All clusters are assumed to have a dust temperature of 20 K and a spectral index βDust = 1.5. The
amplitude ADust of the modified blackbody is computed from the total mass of the dust grains in the
clusters following the approach presented by Hildebrand (1983)

ADust =
κνMDust

D2
LΩ

, (6.6)

where κν is the mass absorption coefficient, DL is the angular diameter distance, andΩ = π(3θ500)
2
/D2

A
is the solid angle of the emitting region. We adopt the mass absorption coefficient reported by Draine
(2003), κ850µm = 0.0383 m2 kg−1, which was also used by the Planck Collaboration (2016i). The
spatial profile of the FIR emission is assumed to follow the Compton-y profile of clusters for easier
interpretation of the FIR signal after the simulated maps have been processed by MFs. While the
exact radial profile remains unknown, the Planck Collaboration (2016e) found that the FIR emission
follows a broader profile compared to the tSZ signal, which is supported by the reported mismatch of
the MF- and aperture photometry-based FIR SEDs that was reported by Erler et al. (2018).

Apart from the primary cluster in the centre of each image, we account for the fact that the sky is
populated with additional clusters and galaxy groups within a wide mass and redshift range. This is
important, since these objects will contribute to the map noise. To model the contribution of other
clusters, we again use simulated all-sky maps from the WebSky extragalactic CMB mocks team that
were introduced in the previous section. The all-sky y- and ∆TkSZ-maps are provided at a HEALPix
resolution of Nside = 2048. We upgrade these maps to Nside = 8192 and smooth them with a Gaussian
with FWHM = 1 arcmin, consistent to the treatment of the CIB maps.
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Figure 6.3: CCAT-prime galaxy cluster model. Upper panel: Central Comptonization parameter y0 as a
function of redshift and mass computed by l.o.s.-projection of a GNFW pressure profile with the best-fit
values by Arnaud et al. (2010). Lower panel: ICM electron temperature as a function of redshift and mass
approximated by the M–T scaling relation presented by Reichert et al. (2011).
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6.3.3 Estimating the SNR of clusters

To estimate the expected SNR of galaxy cluster for a given mass and redshift, we add the relativistic
tSZ effect signal of 100 identical clusters, which are simulated using the cluster model presented in
the previous section, to 100 mock data sets with varying foregrounds and noise realizations. Each
data set is then processed with the MMF from the PyMF package (Erler et al., 2019) to extract the
signal of the simulated cluster. We use the non-relativistic approximation of the tSZ effect to build
the MMFs to account for the fact that no prior knowledge of a cluster’s temperature will be available
in a blind cluster survey. The choice of MMFs is motivated by the fact that the same tool is used
commonly in current-generation cluster surveys (see Hasselfield et al., 2013; Bleem et al., 2015;
Planck Collaboration, 2014d, 2016h). After the multifrequency data sets have been processed with an
MMF, the estimated value y0 is extracted at the coordinates of the centres of the primary clusters. An
estimate of the noise in the MMF-processed maps is provided directly by equation (5.16). However
this estimate corresponds to the standard deviation of the filtered map, which can overestimate the
noise level if bright sources like the injected clusters are present in the data. Instead, we estimate
the noise level by the standard deviation of a Gaussian that is fit to the pixel value distribution of the
filtered map (see Fig. A.3). This effectively excludes extreme map values from the noise estimate. The
median of the 100 realizations of the ratio of the values of y0 and the noise levels of the filtered maps
provides the expected SNR for a cluster of given mass and redshift. This procedure is repeated for all
considered instruments given in Table 4.3 and 6.2. Fig. 6.4 gives an example of the mapped SNR as a
function of cluster mass and redshift for a 104 deg2 combined CCAT-prime + AdvACT survey that
uses the MSIP version of Prime-Cam. The mapped SNR of clusters will be used in the following step
to predict the expected number of clusters that a microwave survey will be able to detect.

6.3.4 Predicting the number of clusters

Using the expected average SNR of clusters within given mass and redshift bins we can estimate the
number of clusters that a survey should be able to find. To compute the number of clusters, we first need
to define a detection threshold, i.e. a minimum SNR that allows for a robust detection. In literature
this value is typically 4.5 (e.g. Bleem et al., 2015; Planck Collaboration, 2016h), which we adopt as
our threshold in this work and is indicated as a white contour in Fig. 6.4. A detection limit allows
to transform the mapped SNR into a binary mask in which no clusters will be detected in redshift
and mass bins with SNR < 4.5, while all clusters in bins with SNR > 4.5 are assumed to be detected.
However, this simple binary mask only allows for a first-order estimate of the expected number of
clusters that is likely to underestimate the actual number. The reason for this lies in the peculiar shape
of the HMF, which predicts that low-mass clusters are more numerous then high-mass ones at all
redshifts, and the fact that the amplitude of the pressure profile of clusters is not constant and will
scatter by up to 30% (Arnaud et al., 2010), resulting in a variance in the observed central Compton-y
parameter. This scatter is not included in the cluster model presented in Section 6.3.2 for which we
assume a re-normalized GNFW pressure profile with the UPP parameter values presented by Arnaud
et al. (2010). Additional non-astrophysical scatter is introduced by the noise in the MMF processed
maps, which will vary the value of y0 by ±1σMMF. This intrinsic variation in the brightness of clusters
and the impact of map noise are the two most important sources of variance in the expected SNR of
clusters. Assuming that both the map noise and the variance of y0 follow Gaussian distributions, the
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Figure 6.4: Expected SNR of galaxy clusters as a function of mass and redshift for a 104 deg2 CCAT-prime +
AdvACT survey. The solid white line indicates the 4.5σMMF detection threshold that is used throughout this
work.

probability of detecting a cluster is given by

fcompl =

∫ ∞

4.5
dx

1
√

2πσSNR
exp

(
−
(x − 〈SNR〉)2

2σ2
SNR

)
, (6.7)

whereσ2
SNR = 1+(0.3 〈SNR〉)2 gives the width of the combined distribution. This detection probability

is commonly referred to as completeness and estimates the fraction of clusters in a mass and redshift
bin that a survey is expected to detect. This concept is illustrated in Fig. 6.5.
Although unlikely, a cluster’s intrinsic y0 could be twice as high as expected, allowing it to be

detected although its mass and redshift suggests that, on average, the cluster should fall below the
SNR threshold. Equally, a cluster might be missed because it is intrinsically dimmer than its redshift
and mass suggests. However we assume that the y0 of faint clusters can not be boosted by map noise
to an arbitrary degree. This assumption is based on the idea that a well-developed source detection
algorithm would not only search an MMF-processed map for individual bright pixels, but also take
the correlated values of neighbouring pixels into account. We therefore only consider a maximum
SNR amplification through uncorrelated noise fluctuations by ∼ 2σMMF and change the width of the
Gaussian in equation (6.7) to σSNR = 0.3 〈SNR〉 for 〈SNR〉 < 2.5.

Additional sources of scatter will include variation in the remaining GNFW parameters or complete
departure from the GNFWmodel, deviations from spherical symmetry, interacting or merging clusters
and misalignment of clusters. However, all of the above are difficult to include in the formalism
presented here. The best strategy to do so is to abandon spherical clusters simulated by l.o.s. projection
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Figure 6.5: Illustration of the concept of sample completeness. The dashed black line marks the SNR threshold
of 4.5 that is used to claim a detection. The coloured curves show the distribution of the expected SNR values
for three samples with different averages. In all three cases, the shaded regions indicates the fraction of clusters
that will be detected. Imagine a hypothetical cluster sample that falls into a very narrow mass and redshift
interval and has an average SNR of exactly 4.5. If the cluster properties within the sample scatter such that the
result is a symmetric Gaussian distribution for the observed SNR, half of the objects in the sample falls below
the detection threshold while the other half falls above it. This sample is, by definition, 50% complete (orange
curve). Likewise, if we assume a Gaussian distribution for the observed SNR of the clusters in a given sample it
will be 10% complete if the average SNR of the sample is 2.8 (red curve) and 90% complete if the average SNR
is 7.8 (blue curve). Note that the numbers given here depend on the assumed scatter in the SZ-observables, as
well as the SNR-threshold that is applied.

of a given pressure profile and instead use y-maps derived from hydrodynamical simulations, which
naturally include a wide range of cluster shapes and use them in a blind detection approach. We leave
more sophisticated forecasts using realistic clusters to be explored in future works.

With an estimate of the completeness for each redshift and mass bin all that is left to do is to obtain
the predicted total number of galaxy clusters in all bins. The number of dark matter halos in a given
mass interval as a function of mass and redshift is given by the HMF dn/dM , which was introduced
in Section 1.5. Using the HMF, the expected number of galaxy clusters for zmin < z < zmax and
Mmin < M < Mmax is given by equation (1.60). We compute the HMF with COLOSSUS (Diemer,
2018) using the model presented by Tinker et al. (2008) and assuming the most recent Planck + BAO
ΛCDM parameter values presented by the Planck Collaboration (2018b).

The top panel of Fig. 6.7 shows the expected total number of galaxy clusters in the range 0.01 < z < 5
and 5 × 1013 M� < M500c < 2 × 1015 M� along a 64 × 64 bin logarithmically spaced grid. Summing
up over all bins, our model predicts a total of 775 269 halos. The distribution follows the characteristics
of the HMF, e.g. high-mass halos have not formed yet at high redshifts and are rare at low redshifts
due to the small co-moving volume. The expected cluster sample for a given survey can be derived by
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Figure 6.6: Survey mass limits as a function of redshift. Left-hand panel: cluster mass limit derived directly
from the expected average SNR of galaxy clusters as a function of mass and redshift. All clusters with e.g.
SNR > 4.5 (solid red line) are assumed to be detected, while clusters with a lower SNR are assumed to be
missed by the survey, resulting in a binary mask. Right-hand panel: cluster mass limit obtained by taking the
effect of map noise and variance in the intrinsic cluster brightness into account. These two effects lead to a
smooth gradient that gives the detection probability for a cluster of a given mass and redshift. The red dotted
lines show the estimates of the limiting mass for a 104 deg2 CCAT-prime + AdvACT survey at 10%, 50%, and
90% completeness levels. The corresponding 1D completeness curves as a function of mass and redshift are
shown in Fig. C.1.

multiplying the mapped completeness shown in Fig. 6.6 with the expected total number of galaxy
clusters, which is demonstrated in the bottom panel of Fig. 6.7 for a 104 deg2 CCAT-prime + AdvACT
survey. We find that such a survey should be able to detect ∼ 10 000 clusters, the majority of which
will be located at 0.13 < z < 0.82.

The one-dimensional redshift and mass distributions of the clusters samples can be obtained easily
by summation of the two-dimensional distributions along their redshift and mass axis, respectively. An
example is given in Fig. 6.8, which shows the redshift and mass distributions of the predicted galaxy
cluster sample obtainable with a 104 deg2 CCAT-prime + AdvACT survey that is shown in the lower
panel of Fig. 6.7. Equivalent one-dimensional distributions are shown in Fig. C.15 for the expected
total sample of clusters that is shown in the top panel of Fig. 6.7. Note however that the straightforward
summation of the two-dimensional distributions like the ones in Fig. 6.7 will, by definition, adopt the
bins that have been used, i.e. logarithmically spaced bins in the example created here. Computing the
one-dimensional redshift and mass distributions of the same sample using linearly spaced bins results
in histograms that differ in shape, mode, and extent of the 68% interval as is illustrated in Fig. C.2.

6.3.5 Creation of random cluster samples

Some specific forecasts require mock cluster samples for a given survey, containing a realistic
population of clusters with values of their masses and redshifts. We can generate such samples using
two-dimensional distributions in redshift- and mass-space like the one shown in the lower panel of
Fig. 6.7. These distributions have the same shape as the expected two-dimensional redshift-mass-PDF,
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Figure 6.7: Predicted number of galaxy clusters observable with CCAT-prime. Top-panel: Expected total
number of galaxy clusters in the range z ∈ [0.01,5] and M500 ∈ [5 × 1013 M�,2 × 1015 M�] along a 64 × 64 bin
logarithmically spaced grid. The numbers are obtained by soving the integral in equation (1.60) numerically
using the HMF model presented by Tinker et al. (2008) and adopting the latest 2018 Planck + BAO ΛCDM
parameter values (Planck Collaboration, 2018b). The solid white line envelopes the region of the diagram that
contains 99% of all clusters. Bottom-panel: Cluster sample expected for a 104 deg2 CCAT-prime + AdvACT
survey. The sample has been obtained through multiplication of the mapped completeness shown in Fig. 6.6
and the expected total number of galaxy clusters given in the panel above.
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Figure 6.8: Redshift and mass distributions of the predicted galaxy cluster sample obtainable with a 104 deg2

CCAT-prime + AdvACT survey. Both distributions have been obtained by projection of the two-dimensional
distribution shown in the bottom panel of Fig. 6.7 and therefore use the same logarithmically spaced bins. The
grey area indicates the most compact interval (in logarithmic space) that contains 68% of the simulated cluster
sample. Left-hand panel: redshift distribution. Right-hand panel: mass distribution.

but lack its normalisation to unit integral. The correct normalization can be achieved straightforwardly,
but is not required to draw random samples.
Random samples are drawn using a simple Monte-Carlo technique. Uniformly distributed

random numbers are drawn in a three-dimensional volume with log10(z) ∈ [−2,0.7], log10(M500c) ∈

[13.7,15.3], and log10(n) ∈ [log10(nmin), log10(nmax)], where nmin and nmax are the minimum and the
maximum number of expected clusters in the two-dimensional PDF, respectively. All random samples
that lie above the surface defined by the cluster sample PDF are rejected. To determine if a data point
lies above or below the surface, we use bi-linear interpolation in logarithmic redshift- and mass-space
to fill the gaps between the logarithmically-spaced grid points the PDF is computed on. The procedure
is repeated until the desired number of clusters has been generated. An exemplary catalogue generated
with this technique is shown in Fig. 6.9.

6.3.6 Spectral forecasts

In addition to forecasting the number of clusters that are detectable with a survey or combination of
surveys, forecasts on the spectral constraints on the main SZ parameters y, τe, 3pec, and Te have been
prepared. We use the same sky model that has been introduced in Section 6.3.1 but process map of
each channel individually using the single-frequency MF from the PyMF package (Erler et al., 2019) in
order to extract the spectrum of the simulated clusters. As opposed to the previous forecasts, clusters
are now simulated with an additional kSZ component with varying values of 3pec. For some forecasts,
an additional FIR component will be added to the simulated clusters in order to study its impact on
the estimated SZ parameter values. A single mock cluster that is characterised through its mass and
redshift is again placed in the centre of each image. The cluster flux is extracted from the MF-processed
maps at the cluster position. An example of a simulated spectrum of a massive galaxy cluster with
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Figure 6.9: Example of a mock cluster sample for a 104 deg2 CCAT-prime + AdvACT survey containing 10121
objects. The sample has been randomly drawn using the Monte-Carlo technique described in Section 6.3.5 from
the two-dimensional distribution of clusters in redshift- and mass-space shown in the lower panel of Fig. 6.7.
The black dashed line shows the 50% completeness contour for an SNR threshold of 4.5.

M500 = 1015 M� at z = 0.23 and with 3pec = 1000 km/s, Te = 10 keV, MDust = 5 × 1010 M�, and
TDust = 20 K is shown in Fig. 6.10.

The extracted spectra are fit in a Bayesian approach using the emcee package (Foreman-Mackey
et al., 2013), which provides an implementation of the affine invariant MCMC ensemble sampler
proposed by Goodman & Weare (2010). As introduced in Section 2.4.2 we draw random samples to
constrain the posterior probability distribution defined by

P(p |〈Iν〉) ∝ P(〈Iν〉|p) P(p), (6.8)

where 〈Iν〉 is the measured average specific intensities after matched filtering, p are the model
parameters, P(Iν |p) is the likelihood function and P(p) is the prior. Since the relativistic tSZ spectrum
computed with SZPACK’s “COMBO” runmode is only accurate for Te < 75 keV we restrict the electron
temperature to values 0 keV < Te < 75 keV. If not otherwise mentioned, we assume flat and positive
priors on the remaining model parameters and use a Gaussian likelihood that is defined by

ln P(Iν |p) = −0.5 [Iν(p) − 〈Iν〉]
TC−1
[Iν(p) − 〈Iν〉]. (6.9)

The covariance matrix C depends on the shape of the MF function used, which is determined by
the redshift and mass of the investigated cluster. For a given values of z and M500 we estimate the
covariance matrix by combining the maps of the 100 sky realizations of each of the n channels into
a single array. The matrix obtained this way therefore represents the average sky covariance for a
given filter function. As described in Section 6.3.3 using the standard deviation of an MF or MMF
processed map can lead to an overestimation of the noise level in the maps because strong sources
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Figure 6.10: Simulated spectrum of a massive galaxy cluster with M500 = 1015 M�, Te = 10 keV and
3pec = 1000 km/s at z = 0.23. The uncertainties of the estimated fluxes correspond the ones expected for a
104 deg2 CCAT-prime (red) + AdvACT (blue) survey. The solid errorbars show the uncertainties if only the
instrumental white noise (see Table 6.2) is taken into account, while the dashed ones show the uncertainties
obtained by using the sky model introduced in Section 6.3.1. In both cases, single-frequency MFs are applied
to simulated multifrequency maps. The dashed lines indicate the simulated tSZ (green), kSZ (grey) and FIR
(orange) components of the cluster spectrum while the solid black line shows the combined SED.

like clusters or bright point sources will increase the value of the standard deviation. This has been
mitigated previously by estimating the noise level by the width of the distribution of pixel values
determined through fitting the histogram of pixel values with a Gaussian (see Fig. A.3). This noise
level estimated this way is not impacted by the wide tails seen in the pixel value distributions of many
maps. We achieve a similar result during the estimation of the covariance matrices by sigma-clipping
the arrays of the combined 100 sky realizations with a threshold of 3σ. An example of a covariance
matrix and the corresponding correlation matrix is shown in Fig. 6.11.
The results from the spectral fits are shown either as cornerplots generated using a modified

version of the corner package (Foreman-Mackey, 2016), or as maps that provide the marginalised
uncertainties of a single parameter on the same 64 × 64 logarithmically spaced redshift-mass grid that
has been used before.

6.4 Results

6.4.1 Reproducing the Planck and SPT-SZ cluster samples

In order to verify the validity of the forecast pipeline presented in the previous section, we use it to
predict the number of clusters that are expected for the Planck and SPT-SZ cluster surveys, as well as
their redshift and mass distributions.
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Figure 6.11: Simulated frequency covariance and correlation coefficient matrices obtained from MF processed
maps for a 104 deg2 CCAT-prime (226-862 GHz) + AdvACT (90-150 GHz) survey. The MF was constructed
to extract the signal of galaxy clusters with M500 = 1015 M� at z = 0.23. The matrices show the average
frequency-to-frequency covariance and correlation coefficients of 100 mock sky realizations. The maps
have been sigma-clipped to prevent bright sources from inflating the estimated values of the covariances and
correlation coefficients. Left-hand panel: Covariance matrix. Right-hand panel: Correlation coefficient
matrix.

Using the sky model introduced in Section 6.3.1, we simulate Planck maps at the six Planck HFI
frequencies. We use the same 64× 64 bin grid in redshift and mass as presented before to simulate the
tSZ signal of clusters, which are added to the centre of the simulated maps. We assume the average
survey noise that is provided by the Planck Collaboration (2016a) for each channel and scale it to a
pixel size of 0.4 arcmin assuming it behaves like white noise. After convolution with the Planck HFI
beams, the maps are re-binned to a pixel size of 1.5 arcmin to match the properties of real Planck data.
The maps are then processed with MMFs, as described in Section 6.3.3, to derive the expected SNR
of the mock clusters.
A similar procedure is used to simulate SPT-SZ maps. We simulate maps at frequencies of the

SPT-SZ survey, i.e. 95, 150, and 220 GHz and assume the average survey noise provided by Bleem
et al. (2015). We use the same 64 × 64 grid in cluster redshift and mass and estimate their expected
SNR from maps processed using an MMF technique.
The mapped SNR for the two surveys are shown in Fig. 6.12. Assuming an SNR threshold of 4.5

for both surveys, we can derive their expected completeness contours and overplot them to the actual
samples, which is shown in Fig. 6.13. We find that in both cases the predicted 50% completeness
contours fits the true distribution of clusters reasonably well. The apparent lack of low-mass clusters at
low redshift seen in the SPT-SZ sample can be understood as the impact of the additional filtering that
is applied during the data reduction and is required to mitigate Earth’s atmosphere. This additional
filtering effectively removes large-scale signals like the one from nearby clusters from the maps. A
few massive clusters are detected at low redshifts most likely because their bright compact cores are
detected even after filtering.

Following the steps laid out in Section 6.3.4 Planck is expected to find 1328 clusters, assuming a sky
coverage of 87% that has been adopted from Planck Collaboration (2016h). This number is in good
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agreement with the 1203 confirmed galaxy clusters detected by Planck, 1096 of which have known
redshifts and are listed in the Planck PSZ2 union catalogue (R2.08, Planck Collaboration, 2016h). A
comparison of the PSZ2 clusters with a Planck-like mock cluster sample, shown in the upper panel of
Fig. 6.14 and Fig. C.4, reveals that the number of predicted clusters with z > 0.6 exceeds those seen in
the actual catalogue by a factor of two and our forecasts indicate that Planck is expected to be capable
of finding ∼ 4 clusters at z > 1.0. Such systems might be included in the remaining unconfirmed
450 cluster candidates reported in the PSZ2. Optical confirmation and redshift estimation of high
redshift Planck clusters is challenging and was only possible for systems that were observed by the
SDSS and are listed in the redMaPPer catalogue (Rykoff et al., 2014b; Planck Collaboration, 2016h).
Recently, several Planck cluster candidates were confirmed to be high-redshift objects as part of the
combined Planck-RASS catalogue of X-ray-SZ clusters (ComPRASS, Tarrío et al., 2019), with the
highest reported redshift being 1.2.
We find that the SPT-SZ survey should find ∼ 651 galaxy clusters within 2500 deg2 of the sky,

which exceed the 516 confirmed clusters presented by Bleem et al. (2015) but are slightly fewer than
the 677 reported candidates. The original mass estimates provided by Bleem et al. (2015) for the
confirmed SPT-SZ clusters were obtained through the best-fit Y -M-scaling relation that was optimised
by fitting the SPT-SZ number cluster counts to match an assumed, fixed cosmology and could thus
not be used for cosmological studies. In recent years, extensive follow-up observations using X-ray
and optical facilities have allowed to accurately determine the masses of the SPT-SZ clusters and
we use the most recent (marginalized) weak-lensing calibrated estimates presented by Bocquet et al.
(2019). We find the median median cluster mass of the SPT-SZ clusters to be 3.57 × 1014 M� h−1

70 ,
which is ∼ 24% higher than our predicted value of 2.88 × 1014 M� h−1

70 , while the median redshifts
of the real and mock sample are in good agreement with values of 0.55 and 0.53, respectively. In
addition, Bocquet et al. (2019) finds a higher limiting mass and significantly higher number of 7
massive clusters with (M500 > 1015 M�) than is predicted by the Planck 2018 cosmology that is used
in this work, for which we find ∼two such systems within 2500 deg2. The mismatch in predicted and
observed cluster masses is seen clearly in the comparison of a mock sample and the SPT-SZ clusters
shown in the lower panel of Fig. 6.14 and in Fig. C.5. The same trend is also seen when comparing to
the cluster masses originally reported by Bleem et al. (2015). Systematic differences in the masses
determined by Planck and SPT-SZ have been previously reported by the Planck Collaboration (2016h)
and are most likely due to the different mass calibration strategies of the two experiments and the
differences in angular resolution of the instruments, which make the SPT sensitive to the bright central
regions of clusters, while Planck is sensitive to their outskirts.
It is also worth noting that the forecasts presented in this work demonstrate that Planck would be

able to detect a cluster with M500 > 1015 M� at z > 4 with an SNR of & 30. With its all-sky coverage
Planck therefore provides strong evidence against the existence of massive clusters at high redshift and
for the hierarchical model of structure formation. The SPT-SZ survey provides even more powerful
constraints, delivering roughly three times the SNR that Planck provides for a cluster of given mass
and redshift. However, SPT-SZ only surveyed ∼ 6% of the sky.

6.4.2 Forecasts for CCAT-prime

Since the inception of the project in 2016, several variants of CCAT-prime’s first-light instrument
Prime-Camwere proposed, from an initial seven module design with seven channels ranging from 95 to
862 GHz that would perform a standalone survey, over a submillimetre-exclusive five channel version
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Figure 6.12: Top panel: Expected SNR of galaxy clusters in the Planck survey computed from simulated
Planck HFI data using an MMF technique. Bottom panel: Expected SNR of galaxy clusters in the SPT-SZ
survey computed from simulated SPT data at 95, 150, and 220 GHz using an MMF technique.
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Figure 6.13: Planck PSZ2 (n = 1094) and SPT-SZ (n = 516) samples of confirmed galaxy clusters (blue data
points). The predicted 50% completeness contour for an SNR threshold of 4.5 that has been derived from
Fig. 6.12 is shown by the black dashed line. The predicted mass limits are in good agreement with the two
cluster samples. Top panel: Planck PSZ2. Bottom panel: SPT-SZ.
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Figure 6.14: Planck PSZ2 (n = 1094) and SPT-SZ (n = 516) samples of confirmed galaxy clusters (blue
data points) with overplotted mock cluster samples (red data points) randomly drawn using the Monte-Carlo
technique described in Section 6.3.5. Using the predicted SNR of clusters in the two surveys shown in Fig. 6.12,
we find that Planck is expected to find 1328 clusters, while we expect 651 detections for SPT-SZ. Except for the
excess in high redshift objects, which are hard to follow-up in practice, the mock Planck sample is in excellent
agreement with the real data, while the real SPT-SZ sample contains more higher-mass clusters than expected.
Top panel: Planck PSZ2. Bottom panel: SPT-SZ.
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that would augment the 104 deg2 AdvACT survey with frequency coverage from 220 to 862 GHz, to
the most recently considered budget-limited three module design with one to three channels. The
forecasts presented here have followed the evolution of the instrument and were part of the science
case presented in several fundraising proposals that have been submitted in this time period.

Galaxy cluster sample size

We start our SZ forecasts for CCAT-prime with predictions of the expected galaxy cluster sample
size that can be obtained via observations of the tSZ signal of clusters using CCAT-prime’s first
light instrument Prime-Cam, together with auxilliary data from AdvACT. Initially, CCAT-prime
was considered to perform an independent survey of 103 deg2 of the sky using a fully equipped
seven-channel version of Prime-Cam. Using the frequencies, expected sensitivities, and beam FWHMs
provided in Table 4.3 we expect this deep survey to be able to detect 2304 clusters. The sample has a
median redshift of 0.62 and a median mass of 1.5 × 1014 M�, while 68% of the sample are contained
within the marginalized interval z ∈ [0.15,0.92] and M500 ∈ [0.9 × 1014 M�,1.9 × 1014 M�]. These
results, together with the remaining ones presented in this section, are summarised in Table 6.3, while
Fig. 6.15 shows the completeness contours of all surveys considered here.
The plans for a seven-channel first light instrument with millimetre and submillimetre coverage

have since been abandoned due to budget constraints and the fact that wide-area millimetre surveys
of excellent depth will be performed by facilities like AdvACT and the SO. Currently, CCAT-prime
is expected to focus on observations in the submillimetre, performing follow-up observations of the
same 104 deg2 that is going to be surveyed by AdvACT. Combining the 90 and 150 GHz channels
of AdvACT with a five-channel submillimetre version of Prime-Cam with frequencies from 220 to
857 GHz to restore the originally envisioned frequency coverage of the seven channel instrument would
allow to obtain 10121 clusters. The majority of clusters in this sample is expected at slightly lower
redshift and higher mass as before with z ∈ [0.13,0.82] and M500 ∈ [1.2 × 1014 M�,2.5 × 1014 M�].
The expected results of this combined survey were already presented in Section 6.3 to illustrate each
step of the forecast pipeline that is used in this work. It is worth mentioning that the number of
clusters expected from this survey is greater than the one expected for a 104 deg2 survey using the
seven-channel version of Prime-Cam used earlier, which is expected to find 6464 clusters. The reason
for this are the deeper AdvACT millimetre channels that drive the detection of the tSZ signal of
clusters.
The most recent proposals called for a further reduced three module version of Prime-Cam with

varying frequency coverage. A total of four different layouts were investigated, the specifications of
which are given in Table 6.2. We refer to these different layouts as v1, v2, v3, and v4. In all cases, we
combine the simulated survey data from these surveys with simulated data from AdvACT at 90, 150,
and 230 GHz and assume a survey area of 104 deg2. We find that the three channel v1 survey would
yield the largest sample size with 6667 clusters, while the v2, v3, and v4 survey are expected to find
slightly fewer clusters, with sample sizes of 5706, 5824, and 5514 clusters, respectively. The redshift
and mass distributions of the four different versions are found to be virtually identical. Although
shallower, the v1 survey is able to outperform the alternative versions due to featuring a 270 GHz
channel close to the tSZ null that proved to be an advantage for cluster detection.

For reference, we also compute the expected sample size for AdvACT alone to understand how many
additional clusters the CCAT-prime data is yielding. The baseline is provided by a three channel survey
using 90, 150, and 230 GHz for which we expect 5042 clusters. Using all five available channels from
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Experiment Area Freq. range nfreq. nclusters z M500
(deg2) (GHz) (1014 M�)

AdvACT 104
[28,230] 5 6185 (58000) [0.10,0.76] [1.4,2.9]

AdvACT 104
[90,230] 3 5042 (57788) [0.13,0.80] [1.5,3.1]

CCAT-p 200 [95,862] 7 1096 (3589) [0.21,1.08] [0.6,1.4]
CCAT-p 103

[95,862] 7 2304 (11491) [0.15,0.92] [0.9,1.9]
CCAT-p 104

[95,862] 7 6464 (21218) [0.11,0.72] [1.4,2.9]
CCAT-p + AdvACT 104

[90,862] 7 10121 (59853) [0.13,0.82] [1.2,2.5]
CCAT-p v1 + AdvACT 104

[90,405] 6 6667 (57400) [0.13,0.81] [1.4,2.8]
CCAT-p v2 + AdvACT 104

[90,405] 5 5706 (56932) [0.13,0.81] [1.4,3.0]
CCAT-p v3 + AdvACT 104

[90,350] 4 5824 (57146) [0.13,0.81] [1.4,2.9]
CCAT-p v4 + AdvACT 104

[90,405] 5 5514 (56716) [0.12,0.80] [1.5,3.0]
Planck HFI 35k [100,857] 6 1328 (3084) [0.02,0.28] [1.9,5.9]
SPT-SZ 2.5k [95,220] 3 651 (2252) [0.14,0.78] [1.8,3.6]

Table 6.3: Expected number of galaxy clusters and most compact (linear) 68% redshift and mass interval in the
range z ∈ [0.01,5] and M500 ∈ [5 × 1013 M�,2 × 1015 M�] for the various surveys that are considered in this
work. These numbers were obtained using the formalism presented in Section 6.3.4, assuming the most recent
Planck 2018 ΛCDM parameter values. The corresponding individual expected cluster samples are shown in
Fig. 6.7 and Fig. C.4–C.14. The sample sizes given in round brackets are obtained by dropping all contaminating
astrophysical emission from the simulations and thus injecting mock clusters into white-noise-only maps.

28 to 230 GHz leads to a larger sample of 6185 clusters. The predicted redshift and mass distributions
of the cluster samples are very similar to the ones obtained for the combined AdvACT + CCAT-prime
surveys if an initial three-instrument-module version of Prime-Cam is assumed.

This illustrates that, when focusing on galaxy cluster sample size, CCAT-prime has the potential to
double the yield of AdvACT if the five channel version of the survey is considered. Looking at the
more recent one to three channel versions, the gain in sample size over an AdvACT only survey is
much lower with only a few hundred objects. However the detection of galaxy clusters will always be
driven by millimetre observations due to the unique decrement signal of the tSZ effect and the high
sensitivities that can be achieved at millimetre wavelengths. The unique aspects of the submillimetre
channels provided by CCAT-prime lie in the improved spectral constraints which will be discussed in
the next section.

6.4.3 SZ spectral constraints

Reproduction and update of the CCAT-prime forecasts by Erler et al. (2018)

In addition to the expected galaxy cluster sample size for multiple versions of a CCAT-prime cluster
survey, we also investigate the SZ-parameter constraints we can expect to achieve. This is done by
simulating and modelling mock galaxy cluster spectra following the steps that were presented in
Section 6.3.6.
We start our investigation by reproducing the CCAT-prime spectral forecasts that were presented

by Erler et al. (2018). We generate the mock spectrum of a cluster with identical properties, i.e.
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Figure 6.15: Predicted 50% completeness contours for an SNR threshold of 4.5 computed for the various surveys
compared in this work. The characteristics of each survey are provided in Table 4.3 and 6.2.

M500 = 1015 M�, z = 0.23, 3pec = 0 km/s and an FIR component modelled by a modified blackbody
that follows the density profile of the ICM with a dust mass of 5 × 1010 M�, TDust = 20 K, and
β = 1.5. Like Erler et al. (2018) we neglect other astrophysical signals besides the ones from the
cluster itself and only add instrumental white noise according to the expected survey sensitivities
provided in Table 4.3 to the maps. Extracting the cluster SED by computing the average signal
within a circular aperture of radius θ500 and modelling the obtained spectrum leaves us with the
parameter constraints shown in Fig C.16 that are consistent with the ones found by Erler et al. (2018),
demonstrating agreement between the updated python-implemented pipeline used in this work and the
IDL-implemented pipline used by Erler et al. (2018).

An immediate improvement over these forecasts can be achieved by extracting the simulated SED
of the cluster from the mock data by using single-frequency MFs instead of computing an aperture
average. Single-frequency MFs were used by Erler et al. (2018) for extracting the SED of real clusters
from Planck, AKARI and IRAS all-sky maps, but were not used for the CCAT-prime forecasts because
the authors did not have access to an implementation of the MFs in the flat-sky approximation that is
used to process small patches of the sky. When using MFs, the extracted cluster SED has a higher
SNR at each frequency, improving the parameter constraints by up to a factor of ∼two compared
to using the aperture average SED. The results are shown in Fig. C.17. This improvement is due to
the optimal nature of the MFs and we will thus only use MFs to extract SEDs from mock data for
producing the remaining results.
The forecasts presented by Erler et al. (2018) and their reproduction presented here paint a very

optimistic picture of the spectral constraints that can be expected for CCAT-p. A major shortcoming
of these forecasts is the lack of other astropysical emission like the CMB, CIB, Galactic foregrounds
and point sources. Using the sky model that was introduced in Section 6.3.1 we re-run the previous
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Figure 6.16: Comparison of spectral modelling forecasts for CCAT-prime (red, orange) and Planck HFI (blue,
turquoise) using the realistic sky model presented in Section 6.3.1 (blue, red) and white noise-only data (orange,
turquoise). The white noise-only forecasts are shown in detail in Fig. C.17. The results shown here were
obtained assuming a single galaxy cluster with M500 = 1015 M� at z = 0.23, a dust mass of 5 × 1010 M�,
a dust temperature of 20 K, and no l.o.s. peculiar velocity component (i.e. no kSZ signal), identical to the
forecasts that have been presented in Erler et al. (2018). We find that the white noise-only forecasts lead to an
underestimation of the expected parameter uncertainties of up to a factor of six.
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forecasts, leaving the properties of the simulated cluster, as well as the model parameters, unchanged.
The obtained parameter constraints from simulated Planck HFI data and a simulated CCAT-prime
103 deg2 survey are shown in Fig. 6.16 and compared with the previously presented MF-based white
noise-only forecasts that are shown in Fig C.17. We find that simulating mock data using a realistic
sky lowers the obtained parameter constraints by up to a factor of six. While the white noise-only
forecasts suggested that CCAT-prime should be able to measure the ICM temperature of the simulated
cluster at 11σ significance, the realistic forecasts show that this has been an (expected) overestimation
and point towards a significance of & 2σ. Through this comparison, we find that the simulated
CCAT-prime survey roughly matches the constraining power of the simulated white noise-only Planck
HFI data, with the exception of the dust amplitude A857

Dust for which Planck provides much tighter
constraints. All remaining results in this section were therefore obtained using the realistic sky model
from Section 6.3.1.

SZ-only forecasts using a realistic sky model

So far, the forecasts presented here have neglected the possibility of a non-zero l.o.s. component
of the cluster peculiar velocity and focused on the reproduction and improvement of the constraints
on the tSZ and FIR parameters studied by Erler et al. (2018). The study of individual systems will
however require to include a kSZ component to the spectral model and the peculiar velocity of clusters
is a powerful probe for cosmology. We therefore derive the expected constraints on the three SZ
parameters y0, Te and 3pec for a range of different surveys, namely Planck HFI, an AdvACT survey
covering 104 deg2, a combined CCAT-prime + AdvACT survey covering 104 deg2, and a deeper
CCAT-prime survey covering 103 deg2 that extends to millimeter frequencies. Even though we directly
draw randomly sampled values for the ICM optical depth τe, its computed posterior distribution is
highly degenerate with the value of Te and we therefore show the posterior distribution of y0, which is
computed from τe and Te. We use the same cluster mass and redshift as before and assume a peculiar
velocity of 1000 km/s. In order to explore the constraining power on the SZ parameters under the best
possible circumstances, we neglect possible FIR contamination for the moment, the effect of which
will be discussed in the next section.

The obtained constraints on the SZ parameters are shown in Fig. 6.17. We find that fitting for an
additional kSZ component increases the marginalized uncertainties of y0 and Te by up to 100% and
50%, respectively, depending on the survey. The corresponding tSZ-only results are presented in
Fig. C.18. As previously expected, Planck HFI delivers the largest uncertainties, especially on the
peculiar velocity. AdvACT improves on Planck, even with a lack of high-frequency channels, and is
expected to measure the peculiar velocity of massive, fast-moving clusters, like the one simulated, at
& 2σ significance. Combining data from both AdvACT and CCAT-prime allows for tighter constaints,
but the gains are relatively small (. 30%) due to the decreasing sensitivity of ground based instruments
at high frequencies. The 103 deg2 CCAT-prime survey is expected to deliver the best constraints and
measure the peculiar velocity at ∼ 3 significance, while the ICM temperature is measured at less than
2σ.
The cluster that has been investigated so far is exceptionally massive and only ∼ 30 objects with

M500 > 1015 M� are expected in the entire sky according to the best-fit ΛCMB cosmology presented
by the Planck Collaboration (2018b). In order to investigate the number of clusters for which the ICM
temperature and peculiar velocity can be directly measured, we simulate and model galaxy cluster
SEDs using values for the cluster mass and redshift taken from a 32 × 32 logarithmically spaced
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Figure 6.17: Spectral modelling forecasts for Planck HFI (blue), a 104 deg2 AdvACT survey (orange), a 104 deg2

CCAT-prime + AdvACT survey (turquoise), and a 103 deg2 CCAT-prime survey using the realistic sky model
presented in Section 6.3.1. The results shown here were obtained from simulated tSZ + kSZ data for a single
galaxy cluster with M500 = 1015 M� at z = 0.23 with a l.o.s. peculiar velocity of 1000 km/s. A comparison
with the tSZ-only forecasts presented in Fig. C.18 reveals that the addition of a kSZ component to the cluster
spectrum lowers the constraining power on both y and Te by approximately 50% for all four surveys. While
none of the surveys is expected to provide a > 2σ measurement on the ICM temperature, both versions of a
CCAT-prime survey investigated here would be able to constrain the peculiar velocity to be non-zero at > 2σ.
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Figure 6.18: Expected cumulative number of clusters as a function of parameter constraints for a 104 deg2

CCAT-prime + AdvACT survey (turquoise), and a 103 deg2 CCAT-prime survey (red). The solid lines indicate
the number of clusters that are expected via SZ-only observations, while the dashed lines indicates the number
of clusters that are expected in case a 25% Gaussian prior on the ICM optical depth τe can be derived for all
clusters and applied in the SZ spectral modelling. The curves were derived by simulating and modelling galaxy
cluster spectra on a 32 × 32 bin logarithmically spaced grid using the cluster model introduced in Section 6.3.2
and using the realistic sky model presented in Section 6.3.1. Potential cluster FIR emission was neglected for
these calculations. Left-hand panel: Expected cumulative number of clusters as a function of the significance
of the measurement of Te, defined as the value of Te divided by its lower errorbar. Without additional priors,
CCAT-prime is expected to measure the temperature of a few massive clusters at & 2σ. An additional τe prior
allows to measure Te at & 3σ for more than half of the expected cluster sample. Right-hand panel: Expected
cumulative number of clusters as a function of the width of the 68% confidence interval of the observed posterior
distribution for the l.o.s. component of the peculiar velocity. The simulated clusters are assumed to have a
velocity of 0 km/s. With SZ data alone, CCAT-prime will be able to constrain the velocity of a few fast moving
and massive clusters, while the addition of a τe prior would increase the number of clusters to several hundred.

grid. All clusters are assumed have a peculiar velocity of 0 km/s. This choice was motivated by the
difference in the shape of the posterior distributions of 3pec that is observed for different values. This
issue is highlighted in Fig. C.19. Our focus lies on the expected constraints on the ICM temperature,
which we quantify via the significance of the measurement defined as the value of Te divided by its
lower errorbar, and the peculiar velocity for which we report the width of the 68% confidence interval
of the derived posterior distributions. Since the previously presented results already indicate that direct
SZ-only measurements of the two parameters will be challenging even for massive clusters, we explore
the possibility of a τe prior that could be provided by X-ray surveys like the one that will be performed
by eROSITA. The applied prior is a Gaussian centred on the true value of τe with σ = 0.25 τe. The
limiting masses and redshifts for significant measurements of Te and 3pec are shown in Fig. C.20 and
C.21. Fig. 6.18 shows the cumulative number of clusters as a function of the significance of the Te
measurement (left-hand panel) and as a function of the width of the 68% confidence interval of the
3pec posterior distributions (right-hand panel).
We find that both a 104 deg2 CCAT-prime + AdvACT survey and a 103 deg2 CCAT-prime can not

be expected to measure the ICM temperature of clusters at & 3σ significance since objects with a
sufficiently high mass are not expected for the ΛCDM cosmology used in this work. Both variants of
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the survey should however measure the temperature of a few clusters at & 2σ significance, with a
roughly two times higher number expected for the 104 deg2 survey due to the larger cosmic volume
that is probed. The constraining power of CCAT-prime on the ICM temperature could however be
vastly improved if a 25% τe prior is applied during the spectral modelling. We find that for both
versions of the survey such a prior would allow for a & 3σ measurement of Te for roughly half of the
expected cluster samples. Measurements at & 5σ significance would require a more informative τe
prior, which might be derivable for low-redshift systems.

The situation is similar for measurements of the peculiar velocity of galaxy clusters with the added
complication that the projected component of 3pec is expected to be random, i.e. the few massive
systems that could allow for a significant measurement of 3pec are not guaranteed to have large absolute
projected speeds. Both versions of a CCAT-prime survey investigated here are able to constrain the
velocity ∼ 10 clusters within ±500 km/s, assuming symmetric posterior distributions. Introducing a
25% τe prior increases this number to ∼ 1000 clusters for both surveys.

Potential FIR-induced bias on SZ parameters

Although not conclusively proven, evidence has accumulated in recent years that suggests future
low-noise submillimetre observations of galaxy clusters to be affected by cluster FIR emission (e.g.
Planck Collaboration, 2016i,e; Erler et al., 2018; Hurier, 2016; Melin et al., 2018b). An FIR component
was already added and modelled to the simulated cluster spectra presented in Section 6.4.3, but due to
their high-frequency coverage, the simulated Planck HFI and CCAT-prime surveys were able to obtain
unbiased estimates of the SZ-parameters, as well as constraints on the properties of the FIR component.
Future ground based surveys that lack submillimetre coverage however might not find clear evidence
for the presence of an FIR component and consequently neglect it in their spectral modelling, which
can lead to biased estimates of the SZ parameters. We demonstrate this by comparing the SZ parameter
estimates obtained through simulated AdvACT-only and CCAT-prime + AdvACT data obtained from
the simulated spectrum of a cluster with M500 = 1015 M�, z = 0.23, 3pec = 1000 km/s, and an FIR
component modelled by the same modified blackbody as previously with a dust mass of 5 × 1010 M�,
TDust = 20 K, and β = 1.5 that traces the density profile of the ICM.

If an FIR component is excluded from the spectral model, we find that the obtained parameter
estimates are biased. This bias is particularly significant for the peculiar velocity. Adding submillimetre
data obtained byCCAT-primewould provide clear evidence of FIR contamination through a comparison
of the weak SZ signal at 862 GHz to the FIR dominated observed flux at that frequency. At the same
time, CCAT-prime provides the frequency coverage and sensitivity necessary to constrain additional
FIR model parameters. Modelling the extracted CCAT-prime + AdvACT spectrum with the sum of an
SZ and an FIR component provides unbiased estimates of all parameters. The results are presented in
Fig. 6.19. If the same spectral model is used to fit a mock AdvACT-only spectrum, we find the data to
be insufficient to provide meaningful constraints on the peculiar velocity and the parameters of the
FIR model. The corresponding results are displayed in Fig. C.22.
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Figure 6.19: Example of biased SZ parameter estimates as a consequence of a neglected cluster-FIR component.
We simulate and model the spectrum of a single galaxy cluster with M500 = 1015 M� at z = 0.23, a dust
mass of 5 × 1010 M�, a dust temperature of 20 K, and a l.o.s. peculiar velocity of 1000 km/s and compare the
constraints on the model parameters that are expected for a 104 deg2 AdvACT survey (orange) and a 104 deg2

CCAT-prime + AdvACT survey (turquoise). Due to the lack of channels above 230 GHz, the presence of an
FIR component is difficult to infer from AdvACT data and we therefore assume that no FIR component is used
to model the mock spectrum. As a consequence, we observe the estimated values of all three SZ parameters
to be biased. This dust-induced bias is most severe for the peculiar velocity, which is lower than the input
value at 1.7σ significance. If an FIR component is added to the spectral model the constraining power of
AdvACT data is strongly reduced, as demonstrated in Fig. C.22. With its submillimetre coverage up to 862 GHz,
CCAT-prime will be able to infer the presence of FIR emission in clusters due to the weak expected SZ signal at
high frequency and provide unbiased estimates of all SZ parameters.
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Figure 6.20: Redshift and mass distributions of the Planck PSZ2 galaxy clusters (blue lines) and a simulated
Planck HFI galaxy cluster sample (red lines). The predicted distributions have been obtained from a large mock
sample with 106 clusters, generated following the steps laid out in Section 6.3.5, and were re-normalized to
contain the expected number of 1328 clusters. The predicted and observed distributions are in good agreement
with each other. Left-hand panel: redshift distribution. Right-hand panel: mass distribution.

6.5 Discussion

6.5.1 On the difference in predicted and measured SPT-SZ cluster masses

As was demonstrated in Section 6.4.1, we are able to reproduce the galaxy cluster sample sizes that
were obtained by the Planck and SPT surveys using the forecast-pipeline presented in this work,
assuming the best-fit ΛCDM cosmological parameter values obtained from the CMB + BAO analysis
presented by the Planck Collaboration (2018b). While this inspires confidence in the forecasted
sample sizes for future surveys, we also reported a mismatch in some of the reported sample properties.
Specifically, we find that, on average, the weak-lensing calibrated masses of the SPT-SZ clusters
reported by Bocquet et al. (2019) exceed the predicted ones by ∼ 20%. In contrast, the expected and
observed galaxy cluster redshift distributions, as well as the expected and observed mass distribution of
Planck clusters are in good agreement. The corresponding histograms are shown in Fig. 6.20 and 6.21.

It is important to understand that reproducing the mass distribution of the SPT-SZ cluster sample
would require a higher predicted limiting mass, while keeping the predicted sample size constant.
This can only be achieved by changing the assumed ΛCDM parameter values that are used to compute
the parent distribution of clusters in redshift- and mass-space, which is shown in Fig. 6.7 via the HMF.
Changing e.g. the Y -M-relation that is used to simulate the tSZ signal of cluster would either

• boost the tSZ signal of all clusters, leading to a lower survey limiting mass and thus increase the
predicted sample size

–or–

• lower the tSZ signal of all clusters, leading to a higher limiting mass and therefore reduce the
predicted sample size.
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Figure 6.21: Redshift and mass distributions of the real SPT-SZ galaxy clusters (blue lines) and a simulated
SPT-SZ galaxy cluster sample (red lines). The predicted distributions have been obtained from a large mock
sample with 106 clusters, generated following the steps laid out in Section 6.3.5, and were re-normalized to
contain the expected number of 651 clusters. The cluster mass distribution reveals some tension between the
observed and expected samples, which is related to systematic differences in the SPT-SZ and Planck cluster
masses. The latter ones were used to define the cluster model used in this work. The observed and expected
distributions can be brought to much better agreement by scaling the expected one to the number of clusters in
the SPT-SZ sample and multiplying the predicted masses by a factor of 1.25 (black line). Left-hand panel:
redshift distribution. Right-hand panel: mass distribution.

Since we need to increase the average mass of the predicted clusters we would thus inevitably decrease
the predicted sample size and, in addition, no longer match both the observed Planck sample size
and mass distribution. Changing the assumed cosmology in turn could allow to match the observed
SPT-SZ cluster mass distribution and both the SPT-SZ and Planck sample sizes, but will likely no
longer reproduce the mass distribution reported by Planck. We therefore conclude that the masses
obtained by the Planck and SPT-SZ collaborations can not be correct at the same time and indeed
different masses are reported for clusters that are observed by both surveys.

The issue of galaxy cluster mass calibration is a topic of major interest at the current point in time
since accurate and precise cluster masses are required for precise cosmological tests. The broad
consensus is that weak-lensing offers the most accurate estimates of the mass of galaxy clusters
and efforts have been made to re-calibrate the masses of Planck clusters using weak-lensing priors,
obtaining values that exceed the ones reported by Planck Collaboration (2016h) by 2.5% (Canadian
Cluster Comparison Project; Hoekstra et al., 2015) and 16% (Weighing the Giants; von der Linden
et al., 2014c). The latter result releaves most of the tension between the constraints on the value of σ8
obtained from the CMB power spectrum and galaxy cluster number counts that was reported by Planck
Collaboration (2014c). On the contrary, an attempt to re-calibrate the masses of Planck clusters using
CMB lensing data (Melin & Bartlett, 2015) suggests that the true masses are 20% lower. Similarly,
masses for the SPT-SZ cluster sample obtained by Bocquet et al. (2015), de Haan et al. (2016), and
Dietrich et al. (2019) are higher, but consistent with the ones reported by Bocquet et al. (2019), as
has been demonstrated by Stern et al. (2019). Resolving the tension between different cluster mass
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calibration techniques is beyoned the scope of this work and requires larger cluster sample and better
follow-up observations.

6.5.2 Comparison of the obtained sample sizes with other forecasts

The results presented in Section 6.3.4 suggest that CCAT-prime, depending on the layout of its primary
instrument, the survey area, and the availability of external data from e.g. AdvACT, will detect
between ∼ 2000 and 10 000 galaxy clusters. Similar numbers were obtained by Mittal et al. (2018),
who predict ∼ 2000 clusters for a 103 deg2 CCAT-prime survey and 10 times more clusters for a survey
covering the same area with much greater sensitivity.

A rough estimate for the expected number of clusters that will be observed by AdvACT was given
by Henderson et al. (2016), who expect a sample size of ∼ 10 000 objects, which is roughly twice
the number of clusters that we predict for the AdvACT survey. Unfortunately, the assumed survey
area for AdvACT was not provided by Henderson et al. (2016). Through private communication with
AdvACT team members we learned that the assumed survey area corresponds to 20 000 deg2, which
is twice the area that was assumed in this work using identical sensitivities. Scaling the sample size
obtained by us by a factor of two to account for the difference in survey area yields 12370 clusters,
which is in excellent agreement with Henderson et al. (2016). However, through the same private
channel we also learned that the AdvACT collaboration has revised its expected survey sensitivities,
with the new ones being lower and kept confidencial for now. It is therefore possible that the actual
number of clusters that will be detected could be fewer than ∼ 10 000.

The expected sample size for the SO has been estimated by Ade et al. (2019) to be 16 000 clusters,
assuming the baseline sensitivities for the large-aperture telescope (LAT) and fsky = 0.4, corresponding
to ∼ 16 500 deg2. Although we do not simulate the SO in this work, we can get a rough estimate of the
number of clusters our pipeline would predict by using the derived numbers for AdvACT as a proxi.
The instruments offer comparable sensitivities (ignoring the fact taht the ones for AdvACT have since
been revised), with the SO fielding an additional 280 GHz channel. This additional band should offer
clear benefits for the detection of clusters and we thus expect the sample size to exceed the one we
predict by scaling our value for AdvACT to the SO survey area, which corresponds to 10 205.

Other future ground-based cluster surveys include SPT-3G (Benson et al., 2014), which is projected
to find ∼ 5 000 clusters within 2 500 deg2, and CMB-S4, which, depending on the spatial resolution, is
expected to find between ∼ 40 000 and ∼ 140 000 clusters (Abazajian et al., 2016). The latter would
even surpass the sample size predicted for eROSITA, which was successfully launched on July 13th
2019 and is expected to detect ∼ 100 000 clusters (Pillepich et al., 2012; Clerc et al., 2018). Similar
sample sizes were prediced for the Cosmic Origins Explorer (COrE, ∼ 65 000 clusters, Melin et al.,
2018b) and the Probe of Inflation and Cosmic Origins (PICO, ∼ 150 000 clusters, Hanany et al.,
2019), while the Polarized Radiation Imaging and Spectroscopy Mission (PRISM, André et al., 2014)
would conduct the ultimate cluster survey detecting all clusters with M500 > 5 × 1013 M� leading to
an expected sample size of ∼ 1 000 000 objects.

6.5.3 The importance of map-based simulations with a realistic sky

A crucial improvement over the previous CCAT-prime forecasts presented by Erler et al. (2018) and
Mittal et al. (2018) has been the use of a pipeline that simulates mock maps based on a realistic model
of the microwave sky. The model used in this work includes the most relevant Galactic foregrounds
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and extragalactic backgrounds and allows to simulate ∼arcmin-resolution maps at frequencies ranging
from ∼ 30 GHz to ∼ 1 THz.
When compared to the forecasts presented by Erler et al. (2018) we find that the inclusion of

foregrounds lowers the predicted constraining power of CCAT-prime on the ICM temperature by
a factor of ∼6. While Erler et al. (2018) only used the expected instrumental sensitivities in their
map-based forecasts, Mittal et al. (2018) employs a Fisher matrix method that neglects Galactic
foregrounds and models the CIB as an additional white-noise component. While the sample size for a
103 deg2 CCAT-prime survey of & 2000 clusters predicted by Mittal et al. (2018) is in good agreement
with the forecasted 2304 clusters in this work, the derived uncertainties of Te and 3pec for individual
clusters lie in between the ones we obtain using white noise-only maps and those that feature a realistic
sky.
An important aspect of map-based simulations with a realistic sky is to capture diminishing

returns by increases in survey sensitivity, caused by foreground residuals after map processing with
e.g. MMFs. In addition to increased sensitivity, improved foreground removal requires additional
frequency coverage and spatial resolution. For very deep surveys with limited spatial resolution,
source confusion can become a potential limitation as well. We demonstrate the issue of diminishing
returns by computing the expected sample size for a CCAT-prime survey covering 200, 103, and
104 deg2 using white noise-only maps and compare them to the realistic numbers presented for the
surveys that are given in Table 6.3. For this test, we adjust our Y -M-relation such that a simulated
SPT-SZ survey obtains the same sample size of 651 clusters as was obtained using realistic sky maps.
In addition, we provide numbers that are derived from using only the 150 GHz channel of SPT-SZ
and CCAT-prime to highlight how multifrequency coverage affects the sensitivity in combined MMF
y-maps. The results are presented in Table 6.4. Our results demonstrate that comparing a wide but
shallow 104 deg2 survey to a deep one covering a much smaller area of 200 deg2 yields a reduction of
the sample size by a factor of ∼ 2.6 using white noise-only simulations, while the sample size reduces
by a factor of 5.9 when a realistic sky is used for the forecasts. As a consequence we recommend
that proposed, highly sensitive future observatories field additional frequency bands and, if feasible,
increase their apature size in order to mitigate this effect.

The advantages of map-based forecasts over forecasts obtained through a Fisher matrix formalism
were recently demonstrated by Hanany et al. (2019), who showed that the predicted uncertainty on the
tensor-to-scalar ratio r , expected to be obtained with PICO, is underestimated by a factor of five with
the latter method. Map-domain forecasts are also the basis of the forecasts for, among others, Planck
(Planck sky model, Delabrouille et al., 2013), PRISM (André et al., 2014), CMB-S4 (Abazajian et al.,
2016), COrE (Melin et al., 2018b), and the SO (Ade et al., 2019).

6.5.4 Optimizing the frequency coverage of an alternative first light instrument

Recently, a smaller first light instument has been proposed for CCAT-prime due to continued setbacks
in the fund raising efforts for Prime-Cam. This alternative instrument would primarily serve as a
technology demonstrator of the envisioned detector technologies for Prime-Cam and contain three
instrument modules. These three instrument modules could field up to three frequency channels. A
total of four variations have been proposed, which were introduced in Table 6.2 as CCAT-prime v1 -
v4. By computing the expected galaxy cluster sample sizes for a combined survey of the proposed
instruments and AdvACT, covering 104 deg2, we showed that v1, which has the widest frequency
coverage raging from 270 GHz up to 405 GHz, can be expected to find 15% more clusters than the
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Experiment Area Freq. range nfreq. n150 GHz
clusters nall−ν

clusters nall−ν
clusters

(deg2) (GHz) white noise-only white noise-only realistic sky
SPT 2.5k [95,220] 3 651 651 651
CCAT-p 200 [95,862] 7 1 173 2 668 1 096
CCAT-p 103

[95,862] 7 1 580 4 756 2 304
CCAT-p 104

[95,862] 7 1 838 6 912 6 464

Table 6.4: Expected number of galaxy clusters in the range z ∈ [0.01,5] and M500 ∈ [5× 1013 M�,2× 1015 M�].
These numbers were obtained using the formalism presented in Section 6.3.4, assuming the most recent Planck
2018 ΛCDM parameter values but adjusting the cluster model such that a simulated SPT-SZ survey always
obtains a sample size of 651 objects, which was reported in Table 6.3. Decreasing the area of the simulated
CCAT-prime survey, and therefore increasing the survey sensitivity, results in a general decrease in expected
sample size. This decrease is more drastic if a realistic sky is used for the forecasts and can be attributed to
diminishing returns of increases in sensitivity due to foreground residuals, the mitigation of which requires
extended frequency coverage. We furthermore find that forecasts using a single channel do not accurately model
the changes in sample size with changing survey area.

remaining 3 variants. This contradicts our initial expectation that a single deep 350 GHz band should
be the most valuable addition to AdvACT due to the strong tSZ signal expected at that frequency.
Instead we find that, although shallow at all frequencies, v1 is the only variant that was proposed to
field a 270 GHz channel and offers the highest number of channels. In terms of frequency coverage,
when combined with AdvACT, v1 in fact only differs from the originally envisioned Prime-Cam with
seven instrument channels through its lack of a 860 GHz channel. From the perspective of the study
of galaxy clusters, it is therefore recommended to chose v1 if a smaller-scale first light instrument
needs to be build.

6.5.5 The importance of high-frequency observations

A unique feature of CCAT-prime is its access to submillimetre wavelengths due to the exceptional
atmospheric conditions of its site. In the near-future landscape of next-generation large-aperture CMB
instruments, CCAT-prime will be the only instrument capable of accessing frequencies > 300 GHz,
allowing it to contribute valuable data that will serve e.g. to reduce Galactic foregrounds and emission
from the CIB.
In Section 6.4.2 we demonstrated that combining simulated data from CCAT-prime and AdvACT

will double the expected galaxy cluster sample size compared to an AdvACT only survey. This
improvement is due to the improved handle on high-frequency foregrounds provided by CCAT-p, the
separation of which has previously been infeasible for ground-based cluster surveys that traditionally
focused on mm-wavelengths.

The extended frequency coverage offered by CCAT-prime furthermore provides a safeguard against
biased estimates of the SZ parameters that can be the result of FIR contamination correlated with
clusters. In Section 6.4.3, we showed that the undetected presence of cluster-centric FIR emission
in AdvACT data will especially bias estimates of 3pec, while attempts to model the FIR component
using only AdvACT data will drastically reduce its constraining power. The effect of dust in clusters
was recently also investigated by Melin et al. (2018a), who concluded that its effect on cosmological
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studies with the Planck cluster sample is insignificant, but will become relevant for future samples
obtained with much more sensitives surveys like CMB-S4.

Besides the advantages for the observations of clusters that are offered by CCAT-p, its capability of
observing the polarization of light at all of its frequencies make it an interesting platform for CMB-S4.
The main science goal of CMB-S4, a significant measurement of r , crucially depends on the mitigation
of the B-mode polarization signal by Galactic dust (e.g. BICEP2/Keck Collaboration et al., 2015),
the inaccurate extrapolation of which lead to the eventual withdrawal of the first detection claim by the
BICEP2 collaboration. The most recent demonstration of the importance of high-frequencies has
been given in the PICO white paper by Hanany et al. (2019), who showed that a reduced frequency
coverage for PICO of 43-462 GHz would make it prone to obtaining a value of r that is biased high,
while the proposed range of 21-800 GHz would allow for an unbiased measurement.

6.5.6 Future improvements to the cluster forecast pipeline

The presented forecast pipeline was designed to allow for future improvements. The results presented
in this section provide an overview over the current capabilities, but are by no means everything the
pipeline has to offer.

A potential shortcoming of the current version of our sky model is the use of low-resolution Galactic
foreground templates that are generated using the PySM (Thorne et al., 2017), which in turn uses
the COMMANDER-separated Planck foreground maps. Artificial small scale features could be added
to these maps, but require the extrapolation of the powerspectrum of the galactic foregrounds to
angular scales that have no been probed by large-scale surveys at the current point in time. It is worth
noting that the recently published sky model developed for the forecasts of the SO (Ade et al., 2019)
uses the same Galactic foreground templates and does not add artificial small scale features as well.
Nevertheless, the addition of small scale features are among the future improvements planed for the
simulation pipeline.
Other improvements include the replacement of mock clusters, simulated by l.o.s. projection of

a spherically symmetric ICM pressure profile, by tSZ and kSZ maps derived from hydrodynamical
simulations. Such maps would cover the full range of dynamical states that are observed in real cluster
samples and allow to predict e.g. the constraining power of future instruments on baryonic feedback
processes in the ICM.

Finally, shortly after the computations that are the basis for the results presented here were completed
the CITA WebSky team released updated, higher-resolution maps for their extragalactic CMB mocks,
which will replace the older version of the same maps that have been used in our sky model.

6.6 Summary and Conclusions

We presented forecasts of the galaxy cluster sample size and the constraints on tSZ and kSZ effect
parameters for the upcoming submillimetre survey telescope CCAT-p. With its novel high-throughput
crossed-Dragone optics and its large 6 m diameter aperture, CCAT-prime will be a able to illuminate
large multifrequency instruments with up to ∼ 105 detectors, allowing it to survey a large fraction of
the sky to ∼ten times greater depth than Planck.
CCAT-p data is simulated using a self-implemented pipeline for generating and evaluating mock

images at a spatial resolution of up to 1 arcmin at frequencies ranging from ∼ 30GHz to ∼ 1THz. At
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the core of the pipeline lies a realistic model of the microwave sky that is build from the most recent
Galactic foreground templates provided by the Planck telescope, a high resolution artificial CMB
map, CIB and SZ all-sky maps from numerical simulations and Galactic, and point sources from the
IRAS and NVSS catalogs. Injecting mock clusters into smaller fields projected from our sky model
and extracting their signal using matched filtering or ILC techniques allows for a variety of forecasts,
which we perform using the expected survey characteristics of CCAT-prime and AdvACT, as well as
for the existing Planck and SPT-SZ cluster surveys to test the validity of our methods.
Our results indicate that CCAT-p, depending on the details of the survey and primary instrument,

will be able to detect between 2000 and 10 000 galaxy clusters, where the latter was derived for a
combined CCAT-prime + AdvACT survey. When combined with AdvACT, CCAT-prime will double
the number of clusters that can be accessed with AdvACT alone and allow for the detection of all
clusters in the survey volume with M500 > 3 × 1014 M�. Approximately half of the expected cluster
sample will be located at z > 0.5, with several tens of clusters at z > 2. Furthermore, we identified
270 GHz to be a crucial frequency for a proposed smaller first-light instrument for CCAT-prime.
Using the same pipeline, we are able to reproduce the sample sizes obtained by the Planck and

SPT-SZ cluster surveys, as well as the redshift- and mass-distributions of the Planck sample. While the
redshift distribution of the SPT-SZ clusters could be reproduced as well, the masses of the predicted
clusters are ∼ 20% lower compared to the ones reported for the actual sample by Bocquet et al.
(2019). Adjustments to the pipeline that bring the predicted and observed SPT-SZ masses into closer
agreement are found to create tension between the predicted and observed Planck masses.

One of the objectives of the forecasts presented in this work has been to determine if CCAT-prime
can directly measure the ICM temperature of massive clusters via the relativistic tSZ effect. By
comparing the parameter constraints we obtain using a realistic model of the sky to constraints
obtained by simulations that only take into account the expected survey noise of CCAT-p, we conclude
that direct temperature measurements will only be possible at ∼ 2σ significance, as opposed to the
estimates previously provided by Erler et al. (2018). Furthermore, we showed that only a small number
of clusters in the expected sample will have a sufficiently high masses to allow for a ∼ 2σ measurement
of their temperature. Studies of the ICM temperature will therefore continue to rely on statistical
techniques like stacking, for which CCAT-prime will offer strong improvements over Planck. Similar
but slightly more optimistic conclusions can be drawn for the measurements of cluster velocities.
Provided that at least some clusters with M500 & 1015 M� move at projected speeds in excess of
±1000 km/s, CCAT-prime should be able to directly measure their velocities at ∼ 3σ significance.
The capability of CCAT-prime to measure cluster temperatures and velocities can be greatly

enhanced if an informative prior on the ICM optical depth τe is applied. Such a prior could be
constructed from measurements and de-projection of the X-ray surface brightness of clusters. This
opens up exciting synergies with the upcoming eROSITA X-ray all-sky survey that will detect 100 000
clusters out to z ≈ 3, but can only measure the temperature of local clusters. Furthermore, the most
massive clusters that will be observed by CCAT-prime are most likely already known and have archival
X-ray data taken with XMM-Newton and Chandra.

The coming years will be will be an exciting time for the study of the cosmic microwave background.
The next generation of surveys is expected to increase the size of SZ-selected cluster samples by one
order of magnitude to many thousands of objects, a large fraction of which will be located at high
redshifts. Among the upcoming ground-based facilities, CCAT-prime will be the only one designed
to operate in the submillimetre domain. We demonstrated in this work that CCAT-prime will play a
crucial role in characterising foregrounds and providing high-frequency data that will allow better
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constraints on cluster temperatures and velocities than with any other instrument in the near future.
Beyond its first survey, CCAT-prime presents a unique platform for CMB-S4 and could answer some
of the most pressing questions of modern cosmology. The coming months and years will tell if
CCAT-prime receives the necessary financial support to make this ambitious vision a reality.
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CHAPTER 7

Summary, significance, and outlook

The research presented in this thesis includes a detailed study of the spectrum of the tSZ effect and its
relativistic distortions using data from the Planck satellite, the introduction of new matched filtering
techniques for improved separation of clusters and point sources in SZ- and X-ray data, and forecasts
of the expected galaxy cluster sample size and SZ spectral constraints that will be obtained with
CCAT-prime and other near-future experiments. This final Chapter gives a brief summary of each
project and outlines the wider implications and impact of the results presented in this work. The thesis
is then concluded with an outlook on the near future of SZ observations of galaxy clusters.

7.1 Summary of the individual projects

Observations of the tSZ spectrum with Planck

Chapter 4 of this thesis presented a study of the average tSZ spectrum of 772 massive galaxy clusters
using Planck data and auxiliary maps from the IRAS and AKARI space telescopes with the goal of
detecting relativistic distortions. These distortions allow to measure the electron pressure-weighted
temperature of the ICM, which has cosmological and astrophysical implications. Individual maps of
each cluster were processed with matched filters to remove unwanted bright Galactic and extragalactic
emission. After filtering, the maps of the 772 clusters were stacked to boost the SNR and average
the clusters’ kSZ signal down. The extracted spectrum is the cleanest one to date, clearly revealing
the average tSZ effect of the clusters and showing an additional FIR excess, which was attributed to
large amounts of warm dust inside the ICM or the clusters’ member galaxies. The FIR excess was
subsequently modelled with an MBB SED. The average SZ-temperature of the clusters was constrained
to kBTe = 4.4+2.1

−2.0 keV, giving a 2.2σ measurement of the relativistic tSZ effect. The analysis of a
sub-sample containing the 100 hottest clusters gave a temperature of kBTe = 6.0+3.8

−2.9 keV, providing a
similar significance of 2.0σ. The additional FIR component was measured 5σ and 4σ, respectively,
with an average dust temperature of ≈ 18 K in the cluster rest-frame. The matched filtering and
spectral modelling pipeline used to obtain these results was thoroughly validated using mock data. The
same mock data was used to demonstrate that the usage of the non-relativistic approximation of the
tSZ effect will lead to an underestimation of the Compton-y parameter value of clusters. Simplified
mock data was used to give a first outlook on the expected performance of the upcoming CCAT-prime
telescope, which is expected to deliver a ∼ 5 times lower uncertainty on TSZ.
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Introduction to the constrained matched filter and multifilter

One of the key techniques used in the study of the tSZ spectrum was matched filtering. Chapter 5 of
this work introduced multi-component generalisations of the original MF- and MMF-concepts, which
allow improved separation of sources that can be approximated by spatial templates. Advantages
and limitations of the new techniques are demonstrated on real and mock data sets, focusing on the
reduction of contamination by point sources in SZ and X-ray observations of galaxy clusters. It is
shown that the new filters allow for an unbiased extraction of the central Comptonization parameter y0
of clusters in the presence of a (radio) point source. The newmethods were applied to Planck data of the
Perseus cluster and gave consistent values with the CMMF-method yielding y0 = (10.0± 0.42) × 10−5,
implying M500 = (6.97 ± 0.24) × 1014 M�, while the traditional MF- and MMF-techniques gave
strongly biased, negative values for y0. The application of the CMF-method to X-ray data was outlined
using eROSITA mock-data.

Galaxy cluster science forecasts for CCAT-prime

Chapter 6 of this work presented detailed forecasts of the expected galaxy cluster sample size and
SZ-spectral constrains for CCAT-prime and other current and future microwave surveys. The forecasts
were based on a self-developed pipeline for the generation of microwave-sky mock observations at a
resolution of 1 arcmin, which included the most relevant Galactic foregrounds, the CMB, the CIB,
and a population of radio- and FIR point sources. This pipeline was set up to allow for the simulation
of any arbitrary survey given its frequency bands, spatial resolution and band sensitivities. Using the
MMF-techniques explored in the previous chapter, the SNR of clusters was tabulated as a function of
mass and redshift, which allows to characterize the sample properties of a given survey. The simulation
and analysis pipeline was validated by reproducing the respective sample sizes obtained by Planck
and SPT-SZ. It was found that CCAT-prime will detect and characterize between 2000 and 10 000
clusters, depending on the assumed survey area and the combination of CCAT-prime data with that of
other surveys like AdvACT. An investigation of the spectral constraints with CCAT-prime revealed
clear advantages over Planck due to CCAT-prime’s comparable frequency coverage but higher spatial
resolution and sensitivity. Furthermore, it was demonstrated that the high frequencies accessible with
CCAT-prime provide a valuable safeguard against systematic biases introduced by potential cluster
FIR emission.

7.2 Implications and impact

The results presented in Chapter 4 represent the most detailed study of the full spectrum of the tSZ
effect to date and demonstrate that a significant detection of its relativistic distortions is still out of
reach for current instruments. Hurier (2016) claims a clear 5σ detection of the relativistic tSZ effect,
but the methods used by the author have clear shortcomings, as has been discussed in Section 4.7.2.
Another claim of high-significance detection was made by Hincks et al. (2018), who also investigated
a large sample of Planck clusters but have since withdrawn their results due to problems with the
convergence of the MCMC sampler used for their spectral modelling.
Using mock data, it was demonstrated that the non-relativistic approximation of the tSZ effect

leads to a systematic underestimation of the Compton-y parameter. This issue has since been further
investigated by Remazeilles et al. (2019), who showed that the bias on the tSZ power spectrum
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extracted from Planck using the non-relativistic tSZ spectrum results in a power spectrum that is
biased by ∼ 1σ. Using the relativistic spectrum relieves some of the tension in the reported values
for σ8 obtained through analysis of the CMB and tSZ power spectra, implying a lower value of the
hydrostatic mass bias that is more in-line with simulations.

A key finding presented in this work is the observed cluster FIR emission, which poses a significant
challenge for future SZ observations and will require high frequency coverage. Recently, Vogelsberger
et al. (2019) studied the impact of intracluster dust on gas cooling using numerical simulations. The
authors report large uncertainties in the abundance of dust and the inferred FIR luminosity due to the
poorly constrained lifetime of dust grains in the ICM.
The new CMF- and CMMF-techniques presented in Chapter 5 are very specialized tools and

haven’t been used in other studies so far. An important property of the new filters is the dependence
of their usefulness on the spatial resolution of an instrument, which determines the noise increase
in the filtered maps compared to the traditional MF- and CMF-techniques. The next generation of
ground-based SZ instruments with their 6 m apertures will provide at least four times the resolution of
Planck, which opens up the use case for the new filters. It is important to stress again that the CMF-
and CMMF-techniques were not designed to replace the traditional filters, but rather represent an
additional tool that works best in synergy.

The forecasts for the CCAT-prime cluster science case have been used in several fundraising efforts
and recent white papers (Stacey et al., 2018; Aravena et al., 2019). The corresponding simulation
pipeline is improved continuously and will help to find the optimal frequency layout for Prime-Cam.

7.3 Outlook

The next decade will see major progress in the study of galaxy clusters and cosmological studies with
them. In the early 2020s, AdvACT, SPT-3G, the SO, and CCAT-prime will increase the size of SZ
selected cluster samples by one order of magnitude. The expected sensitivity of . 10µKCMB-arcmin
for these next-generation surveys was recently demonstrated, for the first time, by the SPT-pol survey
over a much smaller area of 100 deg2 (Huang et al., 2019). Many of these newly discovered objects
will be disturbed systems at high redshifts that will allow us to develop a more detailed understanding
of cluster formation and feedback mechanisms in the ICM. Progress in X-ray observations of clusters
will largely be driven by eROSITA, with the promise to find 105 galaxy clusters. While eROSITA is
now beginning to collect data, the aforementioned SZ experiments are currently under construction
and their science cases are being prepared and refined.

The preparation of these science cases includes to continual development of simulation tools for the
generation and analysis of mock data like the ones presented in Chapter 6. As outlined at the end
of that Chapter, several improvements of the simulation pipeline presented in this work are already
planed, like the usage of better CIB and all-sky SZ templates, the addition of small-scale features to the
Galactic emission templates, as well as the adoption of the recent atmospheric noise model presented
by Choi et al. (2019). This updated sky-model will be used to explore other aspects of the galaxy
cluster science case. Since the forecasts presented here indicate that CCAT-prime will not be able to
measure the temperature of most clusters directly, statistical methods like the stacking approach used
for Planck data should be explored to predict e.g. the achievable constraints on the M–TSZ relation.
Similarly, statistical approaches for the measurement of the kSZ effect, like the pairwise momentum
estimator, have to be explored on mock data before applied to real survey data in order to understand
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possible systematics and adjust the analysis tools if necessary.
In the more distant future, a large 30–50 m diameter ground based telescope like the proposed

AtLAST could revolutionize the study of the SZ effect of clusters, while a future space mission like
PICO or PRISM would provide unmatched sensitivity and frequency coverage and allow to measure
the relativistic tSZ and kSZ at high significance in many clusters.
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APPENDIX A

Technical remarks

A.1 Common units and unit conversions in CMB- and SZ-observations

At typical CMB frequencies (∼ 30 GHz to 350 GHz), most data are provided in units of thermodynamic
temperature ∆TCMB relative to the CMB monopole of 2.7255 K, which are measured in Kelvin and
denoted as KCMB. However, at frequencies > 350 GHz these units become impractical. Instead, for
extented emission, surveys commonly provide the measured specific intensities ∆I in units of flux
density per solid angle, e.g. MJy/sr with 1 MJy = 10−20 W m−2 Hz−1. The surface brightness of point
sources, measured in units of flux density per beam (e.g. Jy/beam) is obtained from the measured
specific intensity by integration over the solid angle of the instrument beam:

∆S =
∫
∆I dΩ = 〈∆I〉Ωbeam, (A.1)

with the beam solid angle Ωbeam defined as

Ωbeam =
πθFWHM
4 ln(2)

, (A.2)

where θFWHM is the angle that corresponds to the FWHM of the instrument beam. Conversion from
KCMB to MJy/sr and vice versa is performed via the derivative of the Planckian:

∆I = ∆TCMB
∂B(ν,T)
∂T

�����
T=TCMB

= ∆TCMB
2k3

BT2
CMB

(h c)2
x4 exp(x)
(exp(x) − 1)2

, (A.3)

where x = hν/(kBTCMB) is the dimensionless frequency.
Some surveys provide their data in units of brightness temperature, which is computed from the

measured specific intensities via the Rayleigh-Jeans approximation of the Planckian

∆TRJ = ∆I
c2

2kBν
2 . (A.4)

For frequencies that are much smaller than the peak-frequency of the 2.7255 K CMB blackbody, the
brightness temperature gives a good approximation of ∆TCMB. A general conversion between the two
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temperatures is found by combining equation A.3 and A.4:

∆TRJ = ∆TCMB
x2 exp(x)
(exp(x) − 1)2

. (A.5)

Finally, the survey noise of CMB experiments is commonly expressed in units of µKCMB-arcmin,
which gives the variance of the map noise measured over pixels with a solid angle of 1 arcmin2.
Analogously, the survey noise can be expressed in terms of the variance in surface brightness
MJy/sr-arcmin and brightness temperature µKRJ-arcmin in square arcminute pixels.

A.2 Radius- and mass-conversion using the NFW-profile for dark
matter halos

Using the universal NFW profile of dark matter halos, which was introduced in Section 1.4.2, we
can convert between halo radii and masses at different overdensities ∆. To do this, we choose
Rs = R200/c = 1 and equate equation (1.52) and (1.49) to solve for Rmax = R∆

ρ0(c)
[
ln(1 + R∆) −

R∆
1 + R∆

]
− ∆ ρcrit.(z)

1
3

R3
∆ = 0, (A.6)

where ρ0(c) is computed from equation (1.51). We can now compute the ratio of the radii

R∆
R200

=
R∆
c
, (A.7)

c R100
R200

R178
R200

R500
R200

R1000
R200

R1500
R200

R2500
R200

M100
M200

M178
M200

M500
M200

M1000
M200

M1500
M200

M2500
M200

1 1.48 1.07 0.56 0.35 0.25 0.17 1.61 1.09 0.45 0.21 0.12 0.06
2 1.41 1.06 0.61 0.41 0.32 0.22 1.39 1.06 0.58 0.34 0.24 0.14
3 1.38 1.06 0.64 0.44 0.35 0.26 1.30 1.05 0.65 0.43 0.32 0.22
4 1.36 1.05 0.65 0.46 0.37 0.28 1.26 1.04 0.69 0.49 0.39 0.28
5 1.35 1.05 0.66 0.47 0.39 0.30 1.23 1.04 0.72 0.53 0.44 0.33
6 1.34 1.05 0.67 0.48 0.40 0.31 1.21 1.03 0.74 0.57 0.47 0.37
7 1.34 1.05 0.67 0.49 0.41 0.32 1.19 1.03 0.76 0.59 0.50 0.40
8 1.33 1.05 0.68 0.50 0.41 0.32 1.18 1.03 0.78 0.62 0.53 0.43
9 1.33 1.05 0.68 0.50 0.42 0.33 1.17 1.03 0.79 0.63 0.55 0.45
10 1.32 1.05 0.68 0.51 0.42 0.34 1.16 1.03 0.80 0.65 0.57 0.47

Table A.1: Ratio of radii and masses at different average overdensities as a function of the concentration
parameter c computed for dark matter halos that follow the NFW profile (Navarro et al., 1996).
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which in turn allows us to compute the ratio of the halo masses:

M∆

M200
=

∆

200

(
R∆

R200

)3
. (A.8)

These two ratios have been computed for a number of concentration parameters and overdensities.
The results are provided in Table A.1.

A.3 The many definitions of the integrated Comptonization YSZ

An important observable in studies of galaxy clusters using the tSZ effect is the integrated Comp-
tonization parameter YSZ, which is proportional to the volume integral of the ICM pressure. YSZ can
be related to the total thermal energy of the ICM, making it an important proxy for the total mass of
clusters and therefore an interesting probe for cosmological studies. The integrated Comptonization
parameter is either defined as the integral of the ICM pressure profile over a spherical or a cylindrical
volume, in which case it is referred to as Ysph and Ycyl, respectively. The integrated Comptonization
parameter within a sphere of radius R is defined as

Ysph(R) =
σT

mec2 4π
∫ R

0
P(r)r2 dr, (A.9)

while the one within a cylinder of radius R is given by

Ycyl(R) = Ysph(Rmax) −
σT

mec2 4π
∫ Rmax

R

P(r)r
√

r2
− R2 dr, (A.10)

where Rmax is the total radial extent of the cluster. In this work, we adopt Rmax = 5R500, which is a
common choice and supported by numerical simulations (e.g. Arnaud et al., 2010). For R = Rmax, the
values obtained for Ysph and Ycyl are identical. For smaller radii, Ycyl always exceeds Ysph due to the
larger volume of the cylinder, which covers the whole extent of the cluster along the l.o.s.. Table A.2
provides the ratio Ycyl/Ysph at several common cluster radii.

The values obtained for YSZ are usually given in units of Mpc2 or arcmin2. The former is obtained
by dividing YSZ by m2 equivalent of a square Mpc, while the latter units are obtained by dividing YSZ

Ycyl(R2500)

Ysph(R2500)

Ycyl(R500)

Ysph(R500)

Ycyl(R200)

Ysph(R200)

Ycyl(R5R500)

Ysph(R5R500)

1.56 1.20 1.11 1.0

Table A.2: Ratio Ycyl/Ysph computed using the UPP presented by Arnaud et al. (2010). These ratios are
independent of cluster size and redshift. An NFW-profile with a concentration parameter of 4 was assumed to
compute the size of clusters at different mean overdensities (see Appendix A.2).
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by the square of the distance that corresponds to 1 arcmin at the redshift of the cluster:

YSZ [Mpc2
] =

YSZ

(106 pc)2
(A.11)

YSZ [arcmin2
] =

YSZ[ 1
60

π
180 DA(z)

]2 (A.12)

Besides volume-integration of the ICM pressure model, Ycyl can be computed directly from a given
y-map. The simplest way is through summation of all pixels within the target aperture θ:

Ycyl(θ) = π θ
2 1

np(< θ)

∑
p(<θ)

y(p), (A.13)

where y(p) denotes the value of the y-map at pixel p and np is the number of pixels within the
probed aperture. Alternatively, Ycyl can also be obtained by integrating the Compton-y profile in polar
coordinates, which is especially useful for MMF-techniques that rely on an input profile and return its
estimated amplitude for each cluster (e.g. Planck Collaboration 2014d, 2016h; Bleem et al. 2015, see
equation (5.28) for an example that involves MMFs.)

Ycyl(R) = 2π
∫ R

0
y(r)r dr . (A.14)

Lastly, some authors, like Arnaud et al. (2010), define a characteristic Compton parameter that is
related to the characteristic pressure given in equation 1.67

Y500 =
σT

mec2
4
3
πR3

500P500. (A.15)

Note however, that most cosmological studies with galaxy clusters, like the one conducted by the
(Planck Collaboration, 2011), use Ysph computed for e.g. 5R500.

A.4 Line-of-sight projection

As defined in Section 1.7.1, the Comptonization parameter is the l.o.s. integral of the ICM electron
pressure. The tSZ signal of a cluster can therefore be simulated by creating amap of the Comptonization
parameter by projection of a parametric model for the electron pressure, e.g. the GNFW model
presented by (Nagai et al., 2007). Assuming spherical symmetry, the Compton-y profile of a cluster at
redshift z is given by

y(θ) =
2σT

mec2

∫ lmax

0
Pe(r) dl with r =

√
l2
+ θ2DA(z)

2, (A.16)

where l denotes the coordinate along the l.o.s., θDA(z) is the coordinate in the plane of the sky
orthogonal to the l.o.s., and

lmax =

√
R2

max − θ
2DA(z)

2 (A.17)
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is the longest path through the cluster along the l.o.s. at the separation θDA(z) from the center of a
cluster with radius Rmax. Throughout this work, maximum cluster radii are assumed to be 5 R500. For
the GNFW profile, the integral needs to be solved with numerical techniques. The concept of l.o.s.
integration is illustrated in Fig. A.1.
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Figure A.1: Left-hand panel: Schematic visualisation of the l.o.s. projection of the 3D pressure profile of
galaxy clusters that is used to compute the Compton-y profile. For each l.o.s., defined by their angular separation
θ from the cluster centre, the pressure profile is integrated along all r that terminate at their intersection with the
l.o.s.. Since the commonly used GNFW pressure model continues indefinitely, it needs to be truncated, which is
done at Rmax = 5R500. Right-hand panel: Compton-y map of a cluster with M500 = 1015 M� at z = 0.2 that
was created by l.o.s. projection of the GNFW pressure model (Nagai et al., 2007) using the UPP presented by
Arnaud et al. (2010) and assuming spherical symmetry.

A.5 The SZ selection function

Before a sample of clusters can be used in a cosmological study, the survey used to collect the sample
needs to be understood and characterized. The selection function of a survey depends both on the
underlying physics of the technique that is used to find clusters, as well as on the properties of the
observing instrument. This appendix gives a brief overview on the characteristics of the selection
function of the tSZ effect and describes how it depends on the aperture size of the observing instrument
and its sensitivity.
Although the SZ effect is not dimmed with redshift, the measured signal is affected by the spatial

resolution of the survey instrument and the evolution of the pressure of the ICM. For a Compton-y
profile of fixed amplitude, moving a cluster from low to high redshift reduces its apparent size
θ500 = R500/DA. Since the spatial resolution of a survey instrument remains unchanged, convolution
with the PSF of the optics does increasingly dilute the signal, lowering the measured peak SZ intensity
(see top panel of Fig. C.3). For clusters of a fixed mass, this trend continues even beyoned the turnover
point of DA with θ500 ∝ z−1/2, since R500 decreases with the growing matter density at increasing
redshift. At the same time, the self-similar evolution of clusters predicts the gas pressure to increase
with ∝ E(z)8/3, boosting y and therefore the tSZ signal (see bottom panel of Fig. C.3). In combination,
these two effects lead to the characteristic shape of the curve that gives the limiting mass as a function
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Figure A.2: Predicted limiting galaxy cluster masses as a function of redshift for single-frequency 150 GHz tSZ
surveys conducted with telescopes of varying aperture size and noise level. The limiting masses are computed
assuming only white noise and a detection threshold of 4.5σ. The cluster model is identical to the one introduced
in Section 6.3.2 and the simulated tSZ signal was extracted using single-frequency matched filters. Other
astrophysical components have been neglected in order to simulate mock data at arbitrary spatial resolution.
Left-hand panel: Predicted limiting galaxy cluster masses for a constant sensitivity of 30 µKCMB-arcmin but
varying aperture size. With increasing telescope diameter, the limiting mass drops at medium and high redshift
due to the decreased beam dilution. Low-redshift systems are not affected due to their large apparent sizes.
Due to the peculiar behaviour of the angular diameter distance and the slow size evolution of clusters are are
diminishing returns for apertures & 10 m. Right-hand panel: Predicted limiting galaxy cluster masses for a
constant aperture size of 6 m but varying map noise. Lower map noise boosts the SNR of all clusters and thus
the shape of the curves remains unchanged.

of cluster redshift, which is shown in Fig. A.2. After an initial increase of the expected limiting mass
of clusters with increasing redshift due to beam dilution, the self-similar pressure evolution leads to a
sharp decrease of the limiting mass at z & 0.7. This makes SZ surveys extremely powerful tools for
the search of clusters at high redshift. An increase in aperture size or observed frequency increases
the spatial resolution of a survey and mitigates the effect of beam dilution and lower the limiting mass
across all redshifts, most notably at high-z. For tSZ surveys, there is a noise-dependent limit for the
largest practical telescope aperture, beyoned which accessible clusters are always resolved. For current
sensitivities, this threshold lies at a diameter of ∼ 12 m, which is close to the dish size that has been
deployed at the ACT and SPT. For a given aperture size, an increase in survey sensitivity increases the
SNR of all clusters proportionally, leading to a lower mass limit at all redshifts. The shape of the mass
limit remains almost unchanged.
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A.6 ILC offset

As mentioned in section 2.3, maps extracted using ILC-techniques can show an arbitrary offset that
is introduced if the input multifrequency maps have a non-zero mean. An example of this offset is
shown in Fig. A.3. This offset has to be removed after the map has been produced, which can be done
by subtracting:

1. the median of the map,

2. the mean of the map after all sources have been masked,

3. the center of a Gaussian that is fit to the pixel value distribution.
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Figure A.3: Illustration of the ILC-offset that is observed when maps of the multifrequency data set that is used
have a non-zero mean. Since the variance minimized by the ILC algorithm is invariant to an offset, it has to be
removed afterwards. The left-hand panel shows the pixel value distribution of a 10◦ × 10◦ y-map of the Coma
cluster (solid blue line). The distribution was fit with a Gaussian (solid red curve), which matches the central
map noise peak well and provides a good estimate of the map noise level. The long positive tail is introduced by
the tSZ signal of the cluster while the negative tail is caused by residuals of radio point sources. The ILC-offset
is indicated by the dashed black line. The right-hand panel shows a similar pixel value distribution that was
obtained from a CILC y-map of the same field. An additional spectral constrain on the power SED of radio
point sources has been placed in order to remove the negative tail that was seen in the left-hand panel. As a trade
off, the map noise level increased by a factor of ∼ 1.7. The observed offset is similar to the one in the ILC map.
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A.7 Basic properties of HEALPix all-sky maps

The Hierarchical Equal Area isoLatitude Pixelization (HEALPix) of a sphere was introduced by Górski
et al. (2005) for the storage and visualization of data sets on the sphere and calculations on them.
Since its introduction, HEALPix has become the de-facto standard tool for handling and processing
astronomical all-sky data sets like the ones produced by CMB missions like WMAP and Planck.
At its lowest resolution, HEALPix divides the surface of the sphere into 12 pixels (or curvilinear
quadrilaterals to be precise), corresponding to the base resolution parameter Nside = 1. Every increase
in resolution doubles Nside and divides each pixel into four sub-pixels of equal area. The HEALPix
pixelization is illustrated in Fig. A.4. The number of pixels Npix and pixels size θpix of a HEALPix
map as a function of its resolution parameter Nside are summarized in Table A.3.

k Nside = 2k Npix = 12N2
side θpix =

√
Ωpix File size

0 1 12 58.6° 48 B
1 2 48 29.3° 192 B
2 4 192 14.7° 768 B
3 8 768 7.3° 3 KiB
4 16 3 072 3.7° 12 KiB
5 32 12 288 1.8° 48 KiB
6 64 49 152 55.0′ 192 KiB
7 128 196 608 27.5′ 768 KiB
8 256 786 432 13.7′ 3 MiB
9 512 3 145 728 6.9′ 12 MiB
10 1 024 12 582 912 3.4′ 48 MiB
11 2 048 50 331 648 1.7′ 192 MiB
12 4 096 201 326 592 51.5′′ 768 MiB
13 8 192 805 306 368 25.8′′ 3 GiB
14 16 384 3 221 225 472 12.9′′ 12 GiB

Table A.3: Number of pixels Npix and pixels size θpix of HEALPix maps as a function of the resolution parameter
Nside. The file size has been computed assuming single-precision floating point numbers, i.e. 32 bit per value.
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A.8 Uniform sampling on the sphere

Figure A.4: Illustration of the HEALPix tessellation of the sphere. The left-hand panel shows Orthographic
projections of spheres that have been partitioned into (from upper left to lower left) 12 (Nside = 1), 48 (Nside = 2),
192 (Nside = 4), and 768 (Nside = 8) pixels of equal area. The right-hand panel shows Cartesian projections of
spheres at (Nside = 2) (upper panel) and (Nside = 4) (lower panel) that demonstrate the nested indexing scheme
that is offered by HEALPix. The images have been adopted from Górski et al. (2005).

A.8 Uniform sampling on the sphere

On several occasions in this work, uniformly distributed samples were drawn on the sphere to represent
random sky positions for stacking null-tests or for the creation of mock observations. If pairs of
longitude angle φ and latitude angle θ are directly drawn from uniform distributions, the data points
show two distinct concentrations at the poles of the sphere due to the convergence of parallel longitude
lines. This is illustrated in Fig. A.5. In order to draw samples that are uniformly distributed on the
sphere, we first chose a and b to be uniformly distributed random numbers on the inverval (0,1) and
then compute φ and θ as

φ = 2πa,

θ = cos−1
(2b − 1).

(A.18)
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incorrectly distributed points correctly distributed points

Figure A.5: Mollweide projection of the sphere populated with incorrectly and correctly sampled points. The
left-hand panel shows data points (φ, θ) that have been drawn from uniform distributions as φ = U(0,2π)
and θ = U(−π/2, π/2). This approach leads to clustering of data points at the poles of the sphere due to the
convergence of parallel longitude lines. The right-hand panel shows data points that have been correctly sampled
following equation (A.18).
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APPENDIX B

Additions to Chapter 5

B.1 A simple one-dimensional matched filter

When confronted with the idea of an MF for the first time, it is easiest to start with a simple 1D data
set. Let us consider a Gaussian spectral line with an amplitude of 1 and a width σ = 50 that lies in the
middle of a data set with 1000 data points. The line shall be hidden below white noise with a standard
deviation of 1 such that the amplitude of the line would be measured with an SNR of 1. In order to
construct a matched filter, we need to have a template of our signal that matches its expected shape
(i.e. a Gaussian of correct width) and is of unit amplitude. If the shape of the template deviates from
the true shape of the signal, the SNR amplification that we hope to achieve through the MF is not
optimal, but might still be sufficient in practice. If the shape of the signal is roughly known, but a key
property remains illusive (e.g. Gaussian of unknown width), the data set can always be processed with
a range of filters that are build from different templates. In that case, the template that most closely
resembles the true signal yields the strongest SNR amplification, thus allowing to estimate the shape
of the signal. Assuming a Gaussian as our template, we find its Fourier transform to be

τ(k) = F

(
exp

(
−

x2

2σ2

))
x

=
√

2π σ exp
(
−2π2σ2k2

)
, (B.1)

while the power spectrum of white noise is flat and given by

P(k) = σ2
noise/nsamples. (B.2)

An MF can be computed from the template and the noise power spectrum via

Ψ(k) =

(∑
k

τ(k)2

P(k)

)−1
τ(k)
P(k)

∝ τ(k). (B.3)

Since the power spectrum of white noise is independent of k, an optimal SNR amplification can be
achieved by convolving the data with the template, the amplitude of which has been re-scaled in
accordance to the template shape and the standard deviation of the noise. However, the re-scaling
of the filter amplitude is only performed in order to ensure that the recovered signal is unbiased and
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Figure B.1: Example of a one-dimensional matched filter. Upper left: Gaussian line centred at x = 500 with an
amplitude of 1 and σ = 50, together with white noise with a standard deviation of 1, i.e. the Gaussian line has
an SNR of 1. Upper right: Optimal matched filter builed from a Gaussian signal template and the noise power
spectrum of the data. In this specific example, the filter takes the same shape as the signal. Lower left: Data
convolved with the matched filter. The matched filter yields an optimal SNR amplification of the Gaussian line
(SNR = 8) and allows an unbiased estimate of its amplitude, which is found to be 1 ± 0.125. Lower right:
Initial data set with the superimposed recovered signal.

does not affect the SNR of the filtered data. It is important to stress that the noise power spectrum of
many data sets is not be independent of k, in which case the shape of the matched filter is no longer
identical to the shape of the assumed signal template. After filtering, the data can be evaluated by
searching for significant peaks that exceed a certain arbitrary threshold e.g. 3σMF. The location of the
peaks coincides with the location of the target signal and the amplitude is an un-biased estimator of
the original signal amplitude. The example discussed here is illustrated in Fig. B.1.
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B.2 Two-dimensional visualisation of matched filters

When processing images, spatial filters, like MFs or CMFs, take the shape of images themselves.
When working with images of galaxy clusters, the spatial templates are usually assumed to be radially
symmetric and thus the filters are fully characterised by their radial profile. However, it is possible
to chose a template that is not radially symmetric, e.g. and ellipsoid. Fig. B.2 shows the full
two-dimensional pixel-space representation of the MF and CMF that are shown in right-hand panel of
Fig. 5.1. These filters are applied either by the convolution of the data with the filter kernels shown
here, or by the multiplication of the Fourier transform of the data with the corresponding filter window
functions.
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Figure B.2: Two-dimensional representation of the MF and CMF shown in the right-hand panel of Fig. 5.1, with
projections along all three axis. The curves shown in the right-hand panel of Fig. 5.1 correspond to the radial
profiles of the filters shown here.

B.3 Exploring the limits of the constrained matched filter

As demonstrated in Section 5.5.1, constraining additional source templates does lead to an increase
in the noise of a matched-filtered map. In order to satisfy the demanded response of the filter to an
additional template, the degrees of freedom that are available for the minimization of the variance of
the filtered map are reduced. For spatial filters, the degrees of freedom are represented by the spatial
frequencies of the image, which are determined by the size of the image and its resolution, usually
given by the instrument beam and ultimately limited by the pixel size. If an additional template is
used to construct a CMF at a fixed map size and resolution, the ratio of the noise level of the map and
the noise level of the same map processed with a standard MF depends on the similarity of the two
templates. If both templates are given by two-dimensional Gaussians, the ratio σCMF/σMF diverges if
the width of the two Gaussians approach each other. This behaviour is illustrated in Fig. B.3. It is
worth noting that a similar behaviour is expected for CILC algorithms when the spectral shape of two
SED templates approach each other.
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Figure B.3: Noise ratio σCMF/σMF obtained for maps with two different Gaussian sources of width FWHM1
and FWHM2. The noise in the map is assumed to be Gaussian white noise. If FWHM1 > FWHM2 or vice
versa, the ratio σCMF/σMF approaches 1 and diverges if FWHM1 approaches FWHM2.

B.4 Applying different MF and ILC techniques to the Coma cluster

In Section 5.5.2, the new CMF and CMMF methods presented in this work and published in Erler et al.
(2018) were applied to the Perseus galaxy cluster in order to demonstrate how these new techniques
can allow the SZ photometry of clusters with a bright central radio source. As discussed extensively in
Section 5.5.1, constraining additional source templates yields a degradation of the SNR of the target
signal, which depends on the spatial resolution (for MFs) or frequency coverage (for ILC methods) of
the instrument. When applied to data from the Planck satellite, this unfortunately limits the usefulness
of the new CMF and CMMF methods. Due to its comparatively low redshift of 0.0179, resulting in a
large apparent size of θ500 ≈ 1°, Perseus represents an ideal target for the comparision of different
component separation and filtering techniques. Although the Compton-y values reported in Table 5.2
are reasonable for a cluster of Perseus’ mass and redshift, it is surprising to see large differences in the
shape of the filtered cluster after applying the MMF and CMMF techniques. In order to investigate if
these differences in the filtered images are also observed for other clusters, we apply all six methods on
Planck HFI data of the Coma cluster. Besides having a similar apparent size of θ500 ≈ 45 arcmin, the
Coma cluster possesses a comparable mass and redshift to Perseus, allowing to infer the Compton-y
value and SNR of a Perseus cluster free of radio sources. The latter comparison was already made in
Section 5.5.2, where the Compton-y values and SNRs obtained for the two clusters are reported to be
consistent with each other. The maps and extracted Compton-y values, which were the basis for this
comparison, are shown in Fig. B.4 and Table B.1.
We find that, contrary to the Perseus, the shape of the filtered cluster in the MMF- and CMMF-

processed images are almost indistinguishable from the ones obtained from the other four methods.
This is more in line with our initial expectation since e.g. the combination of and ILC and MF
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Figure B.4: Filtered maps of the Coma galaxy cluster processed with the same filtering techniques applied to
maps of the Perseus galaxy cluster in Section 5.5.2 and are presented in Section 4.4.1. We apply all algorithms
to 10◦ × 10◦ Planck HFI maps centred on (RA, Dec.) = (12h59m48.7s, +27◦58′50′′). The maps above show
the inner 4◦ × 4◦ of the field. In order to apply the single-frequency filters, the six HFI maps were combined
into a y-map using ILC and CILC algorithms. For a direct comparison with the maps of the Perseus cluster
shown in Fig. 5.5, the SED of Perseus A, given in Table 5.1, is used in the CILC, CMF and CMMF techniques
with almost no visible impact on the cluster itself due to the lack of a bright radio source in its core. However,
we observe that several unassociated radio sources in the surrounding area (outside the field shown here) are
strongly reduced, indicating that their SEDs are similar to that of Perseus A. It is worth highlighting that methods
which use similar information, like an MMF or an ILC followed by an MF, yield almost identical outcomes
with the highest SNR of 22.
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Technique y0 Y500 SNR
10−5 10−5 Mpc2

ILC + MF 9.43 ± 0.42 6.43 ± 0.29 22.2
ILC + CMF 10.09 ± 0.49 6.88 ± 0.34 20.4
CILC + MF 9.41 ± 0.54 6.41 ± 0.37 17.4
CILC + CMF 10.45 ± 0.61 7.12 ± 0.42 17.2

MMF 8.79 ± 0.40 5.99 ± 0.27 22.1
CMMF 8.77 ± 0.42 5.97 ± 0.28 21.1

Table B.1: Comparison of the extracted tSZ signal of the Coma galaxy cluster extracted from Planck HFI
data with various ILC and MMF techniques. The corresponding maps are shown in Fig. B.4. The ILC-based
techniques first combine the six HFI maps in an optimal linear combination, after which we apply either an MF
or a CMF. The MMF techniques are directly applied to the HFI maps. To allow a direct comparison with the
results obtained for the Perseus Cluster presented in Table 5.2, the CILC and CMMF techniques use the SED of
Perseus A given in Table 5.1.

technique uses the same information as an MMF. This provides evidence that the differences in the
filtered images seen for Perseus either arise from the specific details of the input maps, i.e. the presence
of a bright central point source, or from differences in the implementation of the methods. An example
for the latter case would be the fact that the MMF is computed and applied in Fourier space, while the
implementation of the ILC algorithm used here operates in pixel space.

This choice was made intentionally since performing an ILC in Fourier space at the native resolution
of each channel distorts the spatial signature of point sources like Perseus A, which has been seen when
applying an MF to the official Planck MILCA and NILC y-maps provided by the Planck Collaboration
(2016d). We conclude the comparison of the different ILC and MF techniques, which was performed
on maps of the Perseus and Coma clusters, by noting that the new CMF and CMMF methods fulfill
their intended purpose and leave a detailed exploration of the shapes of filtered clusters to future
works.

B.5 Applying the constrained matched filter to a sample of nearby
Planck clusters

In addition to the results obtained for the Perseus galaxy cluster presented in Section 5.5.2, the CMF
has been applied to an additional sample of 64 nearby galaxy clusters with z < 0.08, which were
extracted from the PSZ2 catalogue. For each object, 10◦ × 10◦ Gnomic projections at the six Planck
HFI frequencies are extracted and then combined using a standard ILC algorithm in order to obtain a
y-map of each cluster. The y-maps are then processed with both an MF and a CMF in order to extract
their deconvolved tSZ signal amplitude y0. Both filters use identical cluster templates build from
a GNFW pressure profile with the Arnaud et al. (2010) best-fit parameters and the cluster masses
and redshifts from the PSZ2. Additionally, the CMF is set up to have zero-response to the 10 arcmin
Planck beam in order to mitigate potential contamination from radio point sources in the centres of
clusters. The results are shown in Fig B.5.

On average, we find that the values obtained for y0 through the CMFmethod are higher than the ones
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Figure B.5: Central Compton-y parameter y0 extracted using MFs and CMFs applied to Planck HFI data of 64
nearby galaxy clusters with z < 0.08, which are part of the PSZ2 catalogue. For comparison, the Perseus cluster
was added to the plot. The black dashed line indicates the one-to-one relation. Both filters use a GNFW cluster
template, in addition to which the CMF also uses a point source template. Galaxy clusters that are part of the
Planck cluster cosmology sample are shown in blue, the remaining ones in green. Of the 64 clusters, three
objects, marked in red, show a significant discrepancy between the y0 values obtained using the MF and CMF
methods, defined by (yCMF

0 − yMF
0 )/σCMF > 3. On average, we observe that the values obtained through the

CMF are larger than the ones returned by the MF. Both findings provide evidence for previously unaccounted
radio sources in the centres of these clusters that can bias the measured tSZ amplitude y0.

returned by a standard MF by a factor of 1.08±0.2. This effect is stronger, but still overall insignificant,
for clusters that belong to the Planck cluster cosmology sample with yCMF

0 /yMF
0 = 1.13 ± 0.16, as

opposed to yCMF
0 /yMF

0 = 0.98 ± 0.23 for the remaining clusters. For three objects, namely A119,
A3266, and A3395, we find a significant discrepancy with (yCMF

0 − yMF
0 )/σCMF > 3. As stated in

Section 2.3.2, radio sources with a falling power law SED appear in ILC and MF y-maps as sources
with negative y values and thus introduce a negative bias to the tSZ signal from clusters. The findings
presented here provide some evidence that the tSZ data of at least some clusters are affected by
compact radio sources.

Besides the possibility that these findings are pure coincidence, an alternative explanation might be
differences in the bias that is introduced by both the MF and the CMF if the source template does not
exactly match the true shape of the source. A more rigorous investigation of the observed mismatch of
the MF and CMF results will be done in future works.
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B.6 Additional results obtained from applying the constrained
matched filter to eROSITA mock data

In addition to the X-ray mock data presented in Section 5.4.3, we applied the combined MF plus CMF
pipeline introduced in Section 5.5.3 to the more realistic mocks that were used by Clerc et al. (2018).
The most important improvement these data offer over the X-ray mock data used in this work are a
realistic AGN population as well as an energy and off-axis-separation dependent PSF, which was
simulated using ray-tracing. However, point sources are still uniformly distributed and clusters are
simulated using β-models of varying core radii and β = 0.67. The expected count rates from the
simulated clusters were computed assuming z = 0.3, TX ∈ [1 keV,5 keV], and Z ∈ [0.3 Z�,0.8 Z�] for
fluxes in the 0.5–2 keV band ranging from 2 × 10−15 erg s−1 cm−2 to 5 × 10−13 erg s−1 cm−2. However,
the temperature TX and metal abundance Z only have a minor impact on the simulated count rates and
were therefore marginalized over.

All mock images were first processed by an MF that uses a projected β-model cluster template with
the same values for β and rc as were used to simulated the clusters in the image. Bright sources above
a threshold of 3σMF are then identified using the find_peaks() function of the python PHOTUTILS
package. We then evaluate the values in a map processed with a CMF, that is designed to minimise
point sources, at the positions of the candidate sources. If the values in both the MF and the CMF
map surpass the threshold of 3σMF, the source is classified as a galaxy cluster, otherwise as a point
source. Sources that have no actual counterpart are labeled spurious sources. Except for the slightly
lower detection threshold, this procedure is identical to the one presented in Section 5.5.3. Fig. B.6
shows the detection efficiency of the pipeline, defined as the fraction of simulated clusters that were
correctly identified as such by the algorithm.

We find that the detection efficiency of the MF + CMF pipeline is comparable to existing pipelines
in the literature (e.g. the eSASS pipeline, see Clerc et al., 2018) only for equatorial and intermediate
fields. For the eROSITA deep fields, the pipeline performs even worse than for the other two. The
reason for the surprisingly bad performance of the MF plus CMF pipeline is that the mock images
become signal dominated and their power spectra are therefore no longer a sufficient estimators of
the noise power spectrum. A significant decrease of the SNR after filtering is also seen in high
SNR SZ mock data. This issue can be addressed by estimating the noise power spectrum in an
alternative manner, e.g. from dedicated background maps (Tarrío et al., 2016, 2018). Besides the
incorrect estimation of the noise power spectrum, the implementation of the MF and CMF used
in this work make use of Gaussian statistics. As discussed in Section 5.6, a matched filter for the
Poissonian low-count regime has been derived recently by Ofek & Zackay (2018). However, we note
that Gaussian statistics become more applicable for high count rates and thus non-Gaussianity can not
be the reason for the bad performance of the pipeline for the eROSITA deep fields. Finally, it is worth
mentioning that the detection threshold used by e.g. find_peaks() can be tuned in order to optimise
the detection of clusters while keeping the rate of spurious sources at an acceptable level.
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Figure B.6: Source detection efficiency of a combined MF plus CMF pipeline as a function of input flux for
a range of simulated core radii. The pipeline has been applied to simulated eROSITA maps with exposure
times corresponding to the expected depth of the equatorial (∼ 2 ks), intermediate (∼ 4 ks) and deep (∼ 10 ks)
surveys. We find that, although the MF techniques offer conceptual advantages for the separation of clusters
from point sources, the current implementation only provides a comparable detection efficiency to established
methods in the literature (e.g. the eSASS pipeline, see Clerc et al., 2018) for mock images of the equatorial and
intermediate surveys.
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APPENDIX C

Additions to Chapter 6

This Appendix contains additional results and figures for the CCAT-prime cluster science forecasts
that are presented in Chapter 6. Detailed information are given in the respective figure captions.

Fig. C.1 shows the one expected survey completeness of a 104 deg2 CCAT-prime + AdvACT survey
as a function of mass (left-hand panel) and redshift (right-hand panel). The two panels show cross-cuts
through the two-dimensional completeness shown in the right-hand panel of Fig. 6.6.
The two upper panels of Fig. C.2 show the same predicted redshift and mass distributions for a

104 deg2 CCAT-prime + AdvACT survey that are presented in Fig. 6.7. The two lower panels illustrate
how the shape and mode of these distributions change when linear instead of logarithmic bins are used
to draw the respective histograms.
Fig. C.3 illustrates how the size- and ICM pressure-evolution of galaxy clusters give rise to the

characteristic shape of the tSZ limiting cluster mass curve.
Fig. C.4 and C.5 show the 2D redshift and mass distributions of the predicted and observed Planck

and SPT-SZ cluster samples. The corresponding 1D distributions are shown in Fig. 6.20 and 6.21 of
Section 6.5.1.
One of the main results presented in Chapter 6 are the expected galaxy cluster sample sizes and

properties for multiple variations and combinations of CCAT-prime and AdvACT, as well as for
Planck and SPT-SZ. All these results are summarized in Table 6.3. The corresponding mapped SNR
and distributions of clusters in redshift and mass are shown in Fig. C.4–C.14.

The predicted samples reported in Table 6.3 are sub-samples of a parent sample computed via the
HMF using the model presented by Tinker et al. (2008) and assuming the 2018 Planck + BAO ΛCDM
parameter values (Planck Collaboration, 2018b). The 2D redshift and mass distribution of this parent
sample are shown in Fig. 6.7, while Fig. C.15 shows the corresponding 1D distributions.

Besides predicting the galaxy cluster samples size of a CCAT-prime survey, Chapter 6 presents the
spectral constraints on the SZ parameters that are achievable. Since previous forecasts were already
presented by Erler et al. (2018) (Chapter 4 of this work), we begin the discussion of updated forecasts
with the reproduction of these results using an updated simulation pipeline. Fig. C.16 presents the
results of a spectral forecast that closely reproduces the one presented in Fig. 12 of Erler et al. (2018)
(Fig. 4.12 of this work). On the other hand, Fig. C.17 shows updated results that are obtained using the
same cluster model as before, but extracting the spectra of the simulated cluster with an MF technique
as opposed to aperture photometry.

The close and the improved reproductions of the forecasts presented by Erler et al. (2018) both only
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add white noise, according to the expected survey noise for CCAT-prime, to the simulated cluster
images. One of the major improvements of the work presented here is the addition of a realistic sky
model, which led to an adjustment of the expected parameter constraints to a level that is consistent
with the ones obtained by current-generation instruments. Including a previously neglected kSZ
component to the cluster model further degraded the constraints on the remaining tSZ parameters due
to spectral degeneracies (see Fig. 6.17). In order to understand to which degree the inclusion of a kSZ
component affects the remaining parameters constraints for different surveys, the simulations were
repeated without a kSZ component and the results are shown in Fig. C.18.
One of the challenges in simulating the kSZ effect of clusters is the choice of the assumed l.o.s.

peculiar velocity vpec. Fig. C.19 demonstrates that the constraining power on positive velocities is
better than on negative velocities and that the absolute errors are tighter for small absolute values of
the velocity.

Besides the detailed spectral forecasts presented for a singlemassive cluster, Fig. 6.18 of Section 6.4.3
shows the expected cumulative number of clusters as a function of parameter uncertainty obtained
from by simulating and modeling clusters over a wide range of redshits and masses. The corresponding
parameter constraints are mapped on an z-M500c grid and are shown as contours in Fig. C.20 and C.21
with and without the addition of a hypothetical X-ray τe prior.

Finally, Fig. C.22 demonstrates how the addition of a cluster FIR component leads to larger
parameter uncertainties and biases if the frequency coverage of the observing instrument is insufficient.
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Figure C.1: Survey completeness as a function of mass and redshift. The two panels show cross-cuts through
the two-dimensional completeness shown in the right-hand panel of Fig. 6.6. Left-hand panel: Survey
completeness as a function of mass at four distinct redshifts. The kink at low completeness values is caused by
the changing width of the Gaussian in equation 6.7 for low values of the SNR, which is explained in Section 6.3.4.
Right-hand panel: Survey completeness as a function of redshift at four distinct cluster masses M500c .
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Figure C.2: Redshift and mass distributions of the predicted galaxy cluster sample obtainable with a 104 deg2

CCAT-prime + AdvACT survey. The two upper panels are identical to those shown in Fig. 6.8 and have been
obtained by projection of the two-dimensional distribution shown in the bottom panel of Fig. 6.7 using the same
logarithmically spaced bins. The two lower panels show the predicted redshift and mass distributions of the
same CCAT-prime + AdvACT survey but using linearly spaced bins. The change from logarithmic to linear
binning has been conducted by generating a mock catalogue with 106 clusters using the method described in
Section 6.3.5. The obtained one-dimensional redshift and mass histograms were normalized to contain the same
number of clusters as the logarithmically binned ones above. The linearly spaced histograms have been cropped
along their x-axis to highlight the central parts of the distributions. The grey area indicates the most compact
interval (in logarithmic and linear space, respectively) that contains 68% of the simulated cluster sample. Note
that the mode of the distributions, their shape and the extent of the 68% interval all change when linear bins are
used instead of logarithmic ones. Upper left-hand panel: redshift distribution using logarithmic bins. Upper
right-hand panel: mass distribution using logarithmic bins. Lower left-hand panel: redshift distribution
using linear bins. Lower right-hand panel: mass distribution using linear bins.
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Figure C.3: Top panel: Expected SNR of tSZ observations of galaxy clusters defined by y0/σMMF computed
as a function of redshift and mass assuming a fixed value for y0 (i.e. no pressure evolution). The expected
decrease of the SNR is due to the decreasing angular size of the clusters as determined by their angular diameter
distance and the intrinsic evolution of the size of clusters. When combined, these two effects lead to a monotonic
decease of the observed angular size. With decreasing angular size the bright cluster cores are increasingly
diluted by the fixed beam of the observing instrument, leading to a decrease in observed SNR with redshift.
Bottom panel: Expected SNR of tSZ observations of galaxy clusters assuming a constant mass-dependent size
at all redshifts, combined with a realistic evolution of the central Comptonization parameter y0. Assuming a
self-similar evolution of the ICM pressure, the value of y0 increases with redshift, leading to an increase of the
observed SNR. Combining the effects seen in the top and bottom panel leads to the characteristic shape of the
tSZ limiting mass curve.
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Figure C.4: Top panel: Galaxy cluster sample expected for a Planck HFI all-sky survey with six frequency
bands from 100 to 857 GHz assuming fsky = 0.836. The white contour envelops the region that contains 99% of
the clusters in the sample. Bottom panel: Distribution of the galaxy clusters from the Planck PSZ2 catalogue
in redshift- and mass-space. The white contour envelops the region that contains 99% of the clusters in the
mock sample that is presented in the top-panel of this figure. Except for the predicted high-redshift tail, the real
and predicted samples are in good agreement.
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Figure C.5: Top panel: Galaxy cluster sample expected for the SPT-SZ survey with three frequency bands from
95 to 220 GHz. The white contour envelops the region that contains 99% of the clusters in the sample. Bottom
panel: Distribution of the galaxy clusters from the SPT-SZ cluster catalog in redshift- and mass-space. The
white contour envelops the region that contains 99% of the clusters in the mock sample that is presented in the
top-panel of this figure. As argued in the main text, the systematic differences in the Planck and SPT-SZ mass
calibration lead to a mismatch of the predicted and actual sample. The lack of low-mass clusters at low-redshift
can be attributed to the spatial filtering that is applied to remove atmospheric contamination from the SPT maps.
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Figure C.6: Top panel: Expected SNR of galaxy clusters as a function of mass and redshift for a 103 deg2

CCAT-prime survey with seven frequency bands from 95 to 862 GHz. The solid white line indicates the
4.5σMMF detection threshold. Bottom panel: Galaxy cluster sample expected for a 103 deg2 CCAT-prime
survey with seven frequency bands from 95 to 862 GHz. The white contour envelops the region that contains
99% of the clusters in the sample.
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Figure C.7: Top panel: Expected SNR of galaxy clusters as a function of mass and redshift for a 103 deg2

CCAT-prime survey with seven frequency bands from 95 to 862 GHz. The solid white line indicates the
4.5σMMF detection threshold. Bottom panel: Galaxy cluster sample expected for a 103 deg2 CCAT-prime
survey with seven frequency bands from 95 to 862 GHz. The white contour envelops the region that contains
99% of the clusters in the sample.
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Figure C.8: Top panel: Expected SNR of galaxy clusters as a function of mass and redshift for a 104 deg2

CCAT-prime survey with seven frequency bands from 95 to 862 GHz. The solid white line indicates the
4.5σMMF detection threshold. Bottom panel: Galaxy cluster sample expected for a 104 deg2 CCAT-prime
survey with seven frequency bands from 95 to 862 GHz. The white contour envelops the region that contains
99% of the clusters in the sample.
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Figure C.9: Top panel: Expected SNR of galaxy clusters as a function of mass and redshift for a 104 deg2

AdvACT survey with five frequency bands from 28 to 230 GHz. The solid white line indicates the 4.5σMMF
detection threshold. Bottom panel: Galaxy cluster sample expected for a 104 deg2 AdvACT survey with five
frequency bands from 28 to 230 GHz. The white contour envelops the region that contains 99% of the clusters
in the sample.
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Figure C.10: Top panel: Expected SNR of galaxy clusters as a function of mass and redshift for a 104 deg2

AdvACT survey with three frequency bands from 90 to 230 GHz. The solid white line indicates the 4.5σMMF
detection threshold. Bottom panel: Galaxy cluster sample expected for a 104 deg2 AdvACT survey with three
frequency bands from 90 to 230 GHz. The white contour envelops the region that contains 99% of the clusters
in the sample.
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Figure C.11: Top panel: Expected SNR of galaxy clusters as a function of mass and redshift for a 104 deg2

CCAT-prime v1 + AdvACT survey with six frequency bands from 90 to 405 GHz. The solid white line indicates
the 4.5σMMF detection threshold. Bottom panel: Galaxy cluster sample expected for a 104 deg2 CCAT-prime
v1 + AdvACT survey with six frequency bands from 90 to 405 GHz. The white contour envelops the region that
contains 99% of the clusters in the sample.

214



0.01 0.1 1
Redshift z

1014

1015

M
50

0c
 (M

h
1 70
)

4.5

CCAT-prime v2 + Adv. ACT

1

10

100

y 0
 / 

M
M

F

0.01 0.1 1
Redshift z

1014

1015

M
50

0c
 (M

h
1 70
)

 99%
 

CCAT-prime v2 + Adv. ACT

10 4

10 3

10 2

10 1

100

101
Nu

m
be

r o
f c

lu
st

er
s

Figure C.12: Top panel: Expected SNR of galaxy clusters as a function of mass and redshift for a 104 deg2

CCAT-prime v1 + AdvACT survey with five frequency bands from 90 to 405 GHz. The solid white line indicates
the 4.5σMMF detection threshold. Bottom panel: Galaxy cluster sample expected for a 104 deg2 CCAT-prime
v2 + AdvACT survey with five frequency bands from 90 to 405 GHz. The white contour envelops the region
that contains 99% of the clusters in the sample.
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Figure C.13: Top panel: Expected SNR of galaxy clusters as a function of mass and redshift for a 104 deg2

CCAT-prime v1 + AdvACT survey with four frequency bands from 90 to 350 GHz. The solid white line
indicates the 4.5σMMF detection threshold. Bottom panel: Galaxy cluster sample expected for a 104 deg2

CCAT-prime v3 + AdvACT survey with four frequency bands from 90 to 350 GHz. The white contour envelops
the region that contains 99% of the clusters in the sample.
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Figure C.14: Top panel: Expected SNR of galaxy clusters as a function of mass and redshift for a 104 deg2

CCAT-prime v1 + AdvACT survey with five frequency bands from 90 to 405 GHz. The solid white line indicates
the 4.5σMMF detection threshold. Bottom panel: Galaxy cluster sample expected for a 104 deg2 CCAT-prime
v4 + AdvACT survey with five frequency bands from 90 to 405 GHz. The white contour envelops the region
that contains 99% of the clusters in the sample.
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Figure C.15: Redshift and mass distributions of the complete predicted galaxy cluster sample in the range
z ∈ [0.01,5] and M500 ∈ [5 × 1013 M�,2 × 1015 M�]. Using the halo mass function model presented by Tinker
et al. (2008) and adopting the latest 2018 Planck + BAO ΛCDM parameter values (Planck Collaboration,
2018b), we expect a total of 775 269 galaxy clusters in the entire sky. Both distributions have been obtained by
projection of the two-dimensional distribution shown in the top panel of Fig. 6.7 and therefore use the same
logarithmically spaced bins. The grey area indicates the most compact interval (in logarithmic space) that
contains 68% of the simulated cluster sample. Left-hand panel: redshift distribution. Right-hand panel:
mass distribution.
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Figure C.16: Reproduction of the spectral modelling forecasts for CCAT-prime (red) and Planck HFI (blue) that
were presented by Erler et al. (2018). The reproduced forecasts shown here assume an identical single galaxy
cluster with M500 = 1015 M� at z = 0.23, a dust mass of 5 × 1010 M�, a dust temperature of 20 K, and no l.o.s.
peculiar velocity component (i.e. no kSZ signal). All astrophysical signals besides the clusters tSZ and FIR
components are neglected and only instrumental white noise is added to the data according to the instument
sensitivies presented in Table 4.3. The spectrum is extracted from the simulated maps by averaging the signal
within a circular aperture of radius θ500. The data were simulated using a new python-based pipeline that is also
used for the more realistic forecasts presented in this work and the parameter constraints are obtained using the
emcee package (Foreman-Mackey et al., 2013). We find the reproduced parameter constraints shown here to be
in good agreement with those presented by Erler et al. (2018).
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Figure C.17: Improved reproduction of the spectral modelling forecasts for CCAT-prime (red) and Planck HFI
(blue) that were presented by Erler et al. (2018). The improved forecasts shown here were created using the
same simulation pipeline and cluster model as was used for the exact reproduction shown in Fig. C.16, but
the spectra where extracted using single-frequency MFs as opposed to computing the average signal within a
circular aperture of radius θ500. Due to their optimal nature, the MFs provide a higher SNR at all frequencies,
leading to improvements in the parameter constraints by up to a factor of ∼two. A consequence of switching to
MF extracted spectra is that instead of giving the constraints on the average y and ADust in a given aperture one
obtains constraints on the central l.o.s. peak value of both parameters.
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Figure C.18: Spectral modelling forecasts for Planck HFI (blue), a 104 deg2 AdvACT survey (orange), a 104 deg2

CCAT-prime + AdvACT survey (turquoise), and a 103 deg2 CCAT-prime survey (red) using the realistic sky
model presented in Section 6.3.1. The results shown here were obtained from simulated tSZ-only data for
a single galaxy cluster with M500 = 1015 M� at z = 0.23. If both the kSZ effect and cluster FIR emission
are assumed to be neglectable, we expect a deep 103 deg2 CCAT-prime survey to measure the temperature of
massive clusters at & 2σ. This is a 50% improvement over the expected constraints for a 104 deg2 survey and a
100% improvement over Planck HFI. The latter is expected to improve further with increasing redshift due to
the effect of beam dilution, which is more severe for Planck due to its low angular resolution.
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Figure C.19: Spectral modelling forecasts for a 103 deg2 CCAT-prime survey using the realistic sky model
presented in Section 6.3.1. The results shown here were obtained from simulated tSZ + kSZ data for a single
galaxy cluster with M500 = 1015 M� at z = 0.23 with three different values for the l.o.s. component of the
peculiar velocity,−1000 km/s (red), 0 km/s (orange), and+1000 km/s (blue). The results for 3pec = +1000 km/s
are also presented in Fig. 6.17. The examples given here serve to illustrate differences in the shapes of the
marginalized one-dimensional 3pec posterior distributions. We find that in general, negative peculiar velocities
are harder to constrain than positive ones. In both cases, the upper bound of the 68% confidence interval (in
absolute terms) is larger than the lower bound. The narrowest posterior is found to be the one for 3pec = 0 km/s.
The marginalised uncertainties on the remaining two SZ parameters are mostly independent from the value of
3pec with slightly improved errors for 3pec = −1000 km/s.
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Figure C.20: Expected significance of ICM temperature measurements for a 104 deg2 CCAT-prime + AdvACT
survey (turquoise), and a 103 deg2 CCAT-prime survey (red). The significance of the Te measurement is defined
as the value of Te divided by its lower errorbar. The solid lines indicate the mass and redshift above which Te
will be measured at > 3σ significance, while the dashed lines indicate the minimum mass and redshift required
for a measurement with > 5σ significance. The curves were derived by simulating and modelling galaxy
cluster spectra on a 32 × 32 logarithmically spaced grid using the cluster model introduced in Section 6.3.2
and using the realistic sky model presented in Section 6.3.1. Potential cluster FIR emission was neglected
for these calculations. Left-hand panel: SZ-only derived significance of Te measurements. Even for a deep
survey CCAT-prime we expect CCAT-prime to only measure the temperatures of the most massive clusters
directly at & 3σ significance. Right-hand panel: Expected significance of Te measurements assuming a 25%
Gaussian τe prior at all masses and redshifts. The τe prior allows for a & 3σ measurement of Te for all clusters
& 3 × 1014 M�.
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Figure C.21: Expected width of the 68% confidence interval of the measured 3pec posterior distribution for a
104 deg2 CCAT-prime + AdvACT survey (turquoise), and a 103 deg2 CCAT-prime survey (red). The solid lines
indicate the mass and redshift above which the 68% confidence interval has a width of 6 1000 km/s, while the
dashed lines indicate the minimum mass and redshift required for a measurement with 6 500 km/s. The curves
were derived by simulating and modelling galaxy cluster spectra on a 32 × 32 logarithmically spaced grid
assuming a peculiar velocity of 0 km/s and using the cluster model introduced in Section 6.3.2 and the realistic
sky model presented in Section 6.3.1. Potential cluster FIR emission was neglected for these calculations.
Left-hand panel: SZ-only derived constraints on 3pec. Direct measurements of the peculiar velocity at & 3σ
significance is only possible for the most massive clusters and for large (absolute) speeds. Right-hand panel:
Expected width of the 68% confidence interval of 3pec measurements assuming a 25% Gaussian τe prior at all
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Figure C.22: Comparison of spectral modelling forecasts for a 104 deg2 AdvACT survey (orange), a 104 deg2

CCAT-prime + AdvACT survey (turquoise), and a 103 deg2 CCAT-prime survey using the realistic sky model
presented in Section 6.3.1. The results shown here were obtained assuming a single galaxy cluster with
M500 = 1015 M� at z = 0.23, a dust mass of 5 × 1010 M�, a dust temperature of 20 K, and an l.o.s. peculiar
velocity of 1000 km/s. We find that the addition of a cluster FIR component to the simulated spectrum (see
Fig. 6.17 for SZ-only results) greatly reduced the ability of AdvACT to measure the peculiar velocity of
the cluster. In addition, due to its limited high-frequency coverage, AdvACT provides no constraints on the
parameters of the FIR component itself. If the FIR component is excluded from the spectral model, the estimated
SZ parameter values obtained by AdvACT are biased as demonstrated in Fig. 6.19. Combining additional
submillimetre channels from CCAT-prime with the data from AdvACT allows to measure the velocity of the
cluster at & 2σ significance, while providing strong constraints on the FIR model parameters.
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