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Abstract

Magnetic resonance imaging (MRI) has become a very powerful and flexible medical imaging tech-
nique, that allows an unrivaled insight into human anatomy and physiology. For a wide range of
possible applications, acquisition of high-quality images in short scan times is essential. A recent
step in this direction is the introduction of the first clinical 7 Tesla MRI scanners. For instance, the
high signal-to-noise ratio (SNR) achieved by the strong magnetic field allows for increased parallel
imaging accelerations. However, the images are more susceptible to magnetic field deviations, such
as those caused by subject motion or instrumental imperfections. This thesis addresses these chal-
lenges and contributes to the acquisition and reconstruction of ultra-fast high-quality 3D images at
7 Tesla MRI scanners.

The first part focuses on the development and validation of a novel non-iterative parallel imaging
reconstruction for wave-CAIPI acquisitions. The recently proposed wave-CAIPI sampling strategy
along corkscrew sampling trajectories in the spatial frequency space allows to utilize the coil sensi-
tivity variations of multiple receiver coils in all three dimensions, instead of two with conventional
parallel imaging. Although Cartesian parallel imaging reconstructions are no longer applicable, the
reconstruction can be formulated as a Cartesian problem which allows to use a GRAPPA-based
reconstruction of the missing data in the frequency space. The developed GRAPPA-based wave-
CAIPI reconstruction is fast and robust and, compared to the previously proposed iterative SENSE-
type reconstruction, it does not depend on the accuracy of specific coil sensitivity estimations and
mask regions. A system of nuclear magnetic resonance (NMR) field probes is used to determine the
actual corkscrew trajectories required for a successful and artifact-free wave-CAIPI reconstruction.
The utility of GRAPPA-based wave-CAIPI is investigated at a 7 Tesla scanner on the example of
two widely-used fast 3D structural MRI methods: T1 weighted gradient echo (MP-RAGE) and T2
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weighted spin echo (TSE). The additional spatial information gained with wave-CAIPI sampling
allows to significantly increase image quality and SNR of rapidly acquired images. 16-fold acceler-
ated whole brain wave-CAIPI MP-RAGE and wave-CAIPI TSE data with 1 mm isotropic resolution
and good image quality are acquired in only 40 seconds and 1:32 minutes, respectively.

The second contribution of this thesis addresses the monitoring and correction of magnetic field
fluctuations induced by the patient’s physiology. Field perturbations caused by deep breathing or
limb motion effect the signal encoding and lead to artifacts in the reconstructed brain images. Nev-
ertheless, many of the image artifacts caused by magnetic field distortions can be corrected if the
magnetic field changes are known. Therefore, a field correction approach that accounts for field
changes of up to first order spatial expansion is incorporated into the GRAPPA-based parallel imag-
ing reconstruction. Considering technical limitations of the NMR field probes, such as the minimal
time between successive field probe excitations, two field monitoring approaches with different tem-
poral resolution are investigated and compared for high-resolution T ∗

2 weighted 3D-EPI acquisitions
at 7 Tesla. Especially for acquisitions that are subject to strong field changes, the temporal SNR
strongly benefits from field correction and high-quality images can be regained.
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Zusammenfassung

Die Magnetresonanztomographie (MRT) hat sich zu einer sehr leistungsfähigen und flexiblen medi-
zinischen Bildgebungstechnik entwickelt, die einen unvergleichlichen Einblick in die menschliche
Anatomie und Physiologie ermöglicht. Für ein breites Spektrum möglicher Anwendungen ist die
Aufnahme qualitativ hochwertiger Bilder in kurzen Messzeiten unerlässlich. Ein aktueller Schritt
in diese Richtung ist die Einführung der ersten klinischen 7-Tesla-MRT-Scanner. So ermöglicht
beispielsweise das hohe Signal-Rausch-Verhältnis (SNR), das durch das starke Magnetfeld erreicht
wird, eine erhöhte parallele Bildbeschleunigung. Die Bilder sind jedoch anfälliger für Magnetfeld-
abweichungen, wie sie beispielsweise durch die Bewegung der Patienten oder durch instrumentelle
Imperfektionen verursacht werden. Die vorliegende Arbeit befasst sich mit diesen Herausforderun-
gen und trägt zur Erfassung und Rekonstruktion ultraschneller 3D-Bilder hoher Qualität bei 7 Tesla
bei.

Der erste Teil konzentriert sich auf die Entwicklung und Validierung einer neuartigen, nicht-
iterativen parallelen Bildrekonstruktion für wave-CAIPI Messungen. Die kürzlich veröffentlichte
wave-CAIPI Samplingstrategie ermöglicht es, die Sensitivitätsvariationen der Empfangsspulen nicht
wie in der herkömmlichen parallelen Bildgebung in nur zwei, sondern in allen drei Dimensionen
zu nutzen. Obwohl die wave-CAIPI Technik keine kartesische Messmethode ist, kann die parallele
Bildrekonstruktion als ein kartesisches Problem formuliert werden, sodass eine GRAPPA-basierte
Rekonstruktion der fehlenden Daten im Frequenzraum verwendet werden kann. Im Vergleich zu
der zuvor implementierten interativen SENSE-Rekonstruktion, ist die hier entwickelte GRAPPA-
basierte wave-CAIPI Rekonstruktion nicht nur robust, sondern auch unabhängig von den expliziten
Spulensensitivitäten sowie der Maskierung dieser Regionen. Mithilfe eines externen Magnetfeld-
sondensystems werden die für eine erfolgreiche und artefaktfreie wave-CAIPI Rekonstruktion
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erforderlichen tatsächlichen Korkenzieher-Trajektorien bestimmt. Die Wirksamkeit der GRAPPA-
basierten wave-CAIPI Rekonstruktion wird an einem 7-Tesla-Scanner anhand von zwei weit
verbreiteten schnellen strukturellen 3D-MRT-Methoden validiert: T1 gewichtetes Gradienten-Echo
(MP-RAGE) und T2 gewichtetes Spin-Echo (TSE). Die zusätzliche räumliche Information, die mit
dem wave-CAIPI Sampling gewonnen wird, erlaubt es, die Bildqualität und das SNR von schnell
aufgenommenen Bildern signifikant zu erhöhen. 16-fach beschleunigte wave-CAIPI MP-RAGE
und wave-CAIPI TSE Daten mit einer isotropen Auflösung von 1 mm und guter Bildqualität werden
in nur 40 Sekunden bzw. 1:32 Minuten aufgenommen.

Der zweite Beitrag dieser Arbeit befasst sich mit der Überwachung und Korrektur von Magnetfeld-
fluktuationen, die durch die Physiologie des Patienten induziert werden. Feldstörungen, die durch
tiefe Atmung oder Bewegung von Gliedmaßen verursacht werden, beeinflussen die Signalkodierung
und führen zu Artefakten in den rekonstruierten Hirnaufnahmen. Wenn die Magnetfeldänderungen
bekannt sind, können jedoch viele der durch Magnetfeldverzerrungen verursachten Bildartefakte ko-
rrigiert werden. In die GRAPPA-basierte parallele Bildrekonstruktion wird hierzu eine Korrektur
für Felder bis zu einer räumlichen Ausdehnung erster Ordnung integriert. Unter Berücksichtigung
der technischen Möglichkeiten der Magnetfeldsonden, wie beispielsweise des zeitichen Mindestab-
stands zwischen aufeinanderfolgenden Sondenanregungen, werden zwei Feldüberwachungsansätze
mit unterschiedlicher zeitlicher Auflösung für hochaufgelöste T ∗

2 -gewichtete 3D-EPI-Aufnahmen
bei 7 Tesla untersucht und verglichen. Insbesondere Aufnahmen, die starken Feldänderungen unter-
liegen, profitieren von der Feldkorrektur, sodass ein verbessertes zeitlichen SNR und eine hochwer-
tige Bildqualität gewonnen werden können.
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1
Introduction

1.1 Motivation

Magnetic resonance imaging (MRI) is a flexible and powerful medical imaging technique. Unlike
invasive imaging modalities such as radiography, computed tomography (CT) or positron emission
tomography (PET), it does not employ ionizing radiation or radioactive substances. Furthermore,
MRI enables excellent soft tissue imaging and benefits from a variety of different contrasts. The
origins of MRI date back to the first successful nuclear magnetic resonance (NMR) experiments by
Felix Bloch and Edward Purcell (Bloch, 1946; Purcell and Torrey, 1946) in 1945. However, it was
not until the 1970s, that Paul Lauterbur (Lauterbur, 1973) obtained the first images by using gradient
fields for spatial mapping of NMR resonances. With the development of a fast reliable mathematical
reconstruction by Peter Mansfield (Mansfield and Maudsley, 1976) and the improvement in scanner
hardware and computers, MRI was introduced in the clinical routine in the early 1980s, where it
has become an essential imaging modality suitable for a wide range of applications and allowing
unrivaled insight into human anatomy and physiology.

Compared to other imaging modalities, the main drawback of MRI lies in relatively long acquisition
times, which hamper their use for some applications in research and especially in clinical routine.
Together with high purchasing and maintenance costs of MR scanners the long scan times lead to high
costs per patient. In addition, the narrow scanner bore and the loud noise caused by the vibration of
the rapidly switching gradients can make patients feel uncomfortable or claustrophobic during long
measurements. These patients get restless and often start moving, which can lead to artifacts in the
images and making them difficult to interpret.

2



Chapter 1. Introduction

Because of the described negative consequences of long measurements, the reduction of the acqui-
sition time is still one of the most important goals in MRI related research. Since the early clinical
advent of MRI, where low resolution volumetric MRI acquisition still took about one hour, improve-
ments through rapid imaging techniques (Haase et al., 1986; Hennig et al., 1986; Mansfield, 1977)
and advanced scanner hardware have significantly reduced the acquisition time. A major break-
through in further increasing imaging speed was the development of multi-coil arrays. The use of
multiple receiver coils, placed around the object to be imaged, allow the MR signal to be acquired
simultaneously at different locations. Moreover, the additional information gained by the distinct
spatial coil sensitivities is used in parallel imaging to reduce the amount of gradient encoding steps
and thereby to speed up the data acquisition without changing the image contrast. Reasonable ac-
celeration factors are limited by the decrease of the signal-to-noise ratio (SNR), which make strong
parallel imaging acceleration very interesting at 7 Tesla scanners which typically provide higher
SNR than the clinical 1.5 or 3 Tesla scanners. Depending on the application and the coil array set-
up, parallel imaging commonly allows reductions in acquisition times by up to a factor of eight.

MRI data are acquired in spatial frequency space which is successively sampled with each gradient
encoding step. The sampling extend defines the image resolution; the spacing of sampling points
defines the image field of view. Each sampling point thus contributes to the entire image which is
gained by the inverse Fourier transform. Since parallel imaging acceleration reduces the amount
of encoding steps, i.e. the sampling density, acquisitions with this technique result in aliasing (fold-
over) artifacts in the images. To combine the subsampled data from each of the receiver coils into one
artifact-free image, specific parallel imaging reconstruction algorithms are required, among which
SENSE (Pruessmann et al., 1999) and GRAPPA (Griswold et al., 2002) are the most commonly
employed ones. Although these techniques apply different algorithmic approaches to recover the
missing information, they both require an accurate calibration of the coil sensitivities to solve an
ill-posed problem.

In addition to the reconstruction algorithms, the sampling strategy strongly determines the quality of
the reconstructed image. In this context 2D CAIPIRINHA (Breuer et al., 2006) is a well-established
sampling strategy which modifies the appearance of the 2D aliasing artifacts and thus tries to maxi-
mize utilization of the spatial coil sensitivity variations. The idea behind 2D CAIPIRINHA can be
taken a step further by spreading the aliasing not only in two but also a third dimension in which
case the method is known as wave-CAIPI (Bilgic et al., 2015). The special feature of wave-CAIPI
is the use of corkscrew sampling trajectories in the frequency space instead of rectilinear aligned
sample points (Cartesian sampling) employed by most parallel imaging acquisitions. However, this
also implies that Cartesian implementations of SENSE or GRAPPA reconstructions are no longer
applicable. The accurate and efficient image reconstruction of non-Cartesian acquisitions is a chal-
lenging problem which requires exact knowledge of the sampling trajectories. The first part of this
thesis aims to implement a robust and non-iterative GRAPPA-based wave-CAIPI reconstruction as
an alternative to the previously proposed iterative SENSE-type reconstruction (Bilgic et al., 2015).
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1.2. Thesis Outline

Due to hardware limitations, the actual trajectory usually deviates from the nominal trajectory which
can lead to severe artifacts in the images. In this work, a system of NMR field probes (De Zanche
et al., 2008) was used to determine the actual corkscrew trajectories required for a successful recon-
struction of non-Cartesian data. The utility of GRAPPA-based wave-CAIPI was investigated on the
example of the two most relevant 3D structural MRI methods.

Patient movement can lead to deviations from the nominal trajectory as well. Although parallel
imaging techniques and fast imaging sequences allow scanning times to be significantly reduced,
motion thus still leads to image artifacts. In addition to direct misregistration artifacts, moving tis-
sues lead to spatio-temporal field fluctuations induced by changes in magnetic susceptibility in the
magnetic bore. These field fluctuations even extend to locations further apart from the moving limb.
For example, the movement of the chest during respiration and the varying lung volume disturb
the spatial field distribution in the head region and thus influences the spatial encoding in the brain.
Since physiological field changes scale with the signal amplitude, their effects are more prominent at
higher field strengths, such as 7 Tesla. Nevertheless, many of the image artifacts caused by magnetic
field distortions can be corrected if the magnetic field and the field gradients are known. NMR field
probes allow to detect these fields during the scan. However, the monitoring is limited by various
factors such as the decay of the field probe signal, the time between successive probe excitations and
the probe positioning. The objective of the second part of this thesis is to measure and investigate
physiological field fluctuations in fast 3D MRI acquisitions despite these limitations, and to imple-
ment a field correction which accounts for global magnetic field changes and small shifts away from
the nominal sampling trajectory caused by field perturbations.

1.2 Thesis Outline

The content of this thesis is organized in four main parts consisting of an overview of the theoreti-
cal background (Chapter 2) followed by this thesis’ contributions to ultra-fast 3D imaging using a
GRAPPA-based reconstruction (Chapter 3) and to the correction of physiological fluctuations in 3D
acquisitions (Chapter 4). A conclusion with outlook is given in Chapter 5.

The main principles of MR imaging and the technique of spatial encoding of the MR signal using
magnetic field gradients are briefly introduced in Chapter 2. Furthermore, the concept of k-space
and different sampling trajectories are discussed. A second part of the chapter covers the basics of
parallel imaging acceleration and explains the most commonly used parallel imaging reconstruction
algorithms SENSE and GRAPPA, as well as GROG, an extension of GRAPPA that allows a shifting
of parallel imaging data in the k-space. In a third part, the origins of magnetic field distortions and
their effect on signal encoding are described. Finally, the design and functionality of the NMR field
probes used in this work for magnetic field monitoring are explained.
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Chapter 1. Introduction

Chapter 3 gives an overview of the wave-CAIPI concept and introduces the GRAPPA-based recon-
struction method developed within the scope of this thesis. The reconstruction method is validated
for highly accelerated whole-brain wave-CAIPI acquisition performed at 7 Tesla. For this purpose,
wave-CAIPI sampling was incorporated in two MR sequences, MP-RAGE and TSE, which provide
distinct soft tissue contrast and enable different gradient waveforms. Trajectory measurements are
performed using an NMR field probe system. Furthermore, the advantages and limitations of wave-
CAIPI acquisitions and the GRAPPA-based wave-CAIPI reconstruction are discussed.

In Chapter 4, the field probes are used for in-vivo monitoring of subject-induced field changes in
high-resolution 3D acquisitions at 7 Tesla. The effect of field fluctuations induced by the movement
of the thorax during breathing or repeated hand movements is investigated. Two different field probe-
based monitoring approaches, namely snapshot and concurrent field monitoring, are compared and
their benefits and limitations are discussed. The correction of physiological field fluctuations up to
the first-order are included in the image reconstruction for both approaches. Furthermore, methods
to consider the eddy current compensation performed by the scanner during signal reception are
proposed.

Finally, Chapter 5 concludes the findings presented in this thesis and gives a brief outlook on possible
research topics that can be pursued based on this work.

1.3 Publications

The following works have been published within the scope of this thesis:

Journal papers

• Schwarz JM, Pracht ED, Brenner D, Reuter M and Stöcker T, 2018. GRAPPA reconstructed
wave-CAIPI MP-RAGE at 7 Tesla. Magnetic Resonance in Medicine 80, 2427-2438.

Conference Contributions

• Schwarz JM, Brenner D, Layton KJ, Zaitsev M and Stöcker T, 2016. 16-fold accelerated
3D imaging at 7 Tesla using the hardware-independent sequence format PulSeq and a python
toolbox for image reconstruction. Proceedings of the 33 Scientific Meeting of the European
Society for Magnetic Resonance in Medicine and Biology, p. 112.

• Schwarz JM, Brenner D, Pracht ED and Stöcker T, 2017. GRAPPA reconstructed wave-
CAIPI MPRAGE at 7 Tesla. Proceedings of the 25th Scientific Meeting of the International
Society for Magnetic Resonance in Medicine, p. 5174.
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1.3. Publications

• Schwarz JM, Pracht ED and Stöcker T, 2018. GRAPPA reconstructed 3D wave-CAIPI TSE
at 7 Tesla. Proceedings of the 26th Scientific Meeting of the International Society for Magnetic
Resonance in Medicine, p. 0938. (ISMRM Summa Cum Laude Merit Award)

• Schwarz JM, Stirnberg R, Ehses P and Stöcker T, 2019. Correction of physiological field
fluctuations in high- and low-resolution 3D-EPI acquisitions at 7 Tesla. Proceedings of the 27th
Scientific Meeting of the International Society for Magnetic Resonance in Medicine, p. 0446.
(ISMRM Magna Cum Laude Merit Award)

• Brunheim S, Mirkes C, Dietrich B, Schwarz JM, Stirnberg R, Ismar S, Alexander C, Barmet
C and Stöcker T, 2020. Replaceable field probe holder for the Nova coil on a 7 Tesla Siemens
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2
Background

2.1 Basics of Magnetic Resonance Imaging

2.1.1 Nuclear Magnetic Resonance

Nuclear magnetic resonance (NMR) is the fundamental physical phenomenon behind MRI. It was
first experimentally described by Felix Bloch and Edward Purcell in 1946 (Bloch, 1946; Purcell and
Torrey, 1946). For their discovery, they both shared the Nobel Prize for Physics in 1952.

Nuclei with unpaired protons or neutrons possess a non-zero spin angular momentum S that causes
a rotation of the nucleus around its own axis. Such nuclei behave as small magnetic dipoles with
random orientation and magnetic moment

µ = γS. (2.1)

The physical constant γ, known as gyromagnetic ratio, is specific for different nuclei. The most
import nucleus for MRI applications is the nucleus of hydrogen 1H which consists of a single proton
with spin 1/2 and gyromagnetic ratio γ = 2.675 · 108 rad/s/T or γ

2π = 42.58 MHz/T.

Nuclear spins interact with an external magnetic field B0, which is by convention and without loss of
generality assumed oriented along the z-direction. Spin-1/2 systems such as 1H, 13C, 19F, 31P tend
to align their spins parallel (spin-up) or anti-parallel (spin-down) to B0. They thereby create two
distinct energy levels, where the spin-down state is the higher energy state. The energy difference
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Chapter 2. Background

between the two energy states is given by

∆E = γℏB0, (2.2)

where ℏ is the Planck’s constant divided by 2π. This phenomenon of energy splitting in an external
magnetic field is called Zeeman Effect. In the thermal equilibrium, the distribution of the spins in
the two energy levels is determined by the Boltzmann distribution

n↓
n↑

= exp
(

− ∆E

kBT

)
(2.3)

with the population of the two spin states n↓ and n↑, the absolute temperature T of the system and
the Boltzmann constant kB = 1.381 · 10−23 J/K. At room temperature and in a high magnetic field
of B0 = 7 T, there are approximately 0.005% more spins in the lower than in the upper energy state.
Although the population difference is small, an observable macroscopic magnetization

M =
Ns∑

n=1
µn (2.4)

of the spin system is generated. Here, Ns is the total number of spins and µn is the magnetic moment
of the n-th spin.

According to the Planck–Einstein relation, a transition of spins between the two energy states can be
induced by applying a radiofrequency (RF) pulse of the angular frequency

ω0 = ∆E

ℏ
= γB0. (2.5)

The characteristic resonance frequency is known as Larmor frequency . For 1H atoms in a 7 T mag-
netic field the frequency is f0 = ω0

2π ≈ 298 MHz.

2.1.2 Bloch Equations and Relaxation

Although only quantum mechanics allow a complete description of the NMR phenomenon, some of
its features can be explained in a classical way.

In the equilibrium, the net magnetization M is parallel with the main magnetic field B0. By applying
an additional alternating magnetic field B1 (RF pulse at Larmor frequency ω0) perpendicular to B0,
the system gets excited and the macroscopic magnetization is tipped from the longitudinal into the
transversal direction by an excitation angle α. After the excitation, the spin system relaxes back to
the equilibrium state. This relaxation is characterized by a precession of M around B0.

The behavior of M under influence of a total magnetic field B is described by a set of differential
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equations known as Bloch equations (Bloch, 1946):

dM
dt

= γ (M × B) + Mxex + Myey
T2

− (Mz − M0)ez
T1

. (2.6)

Here, M0 denotes the equilibrium magnetization, ex, ey and ez are unit vectors in x, y and z-direction
and the time constants T1 and T2 characterize two independent relaxation processes, the longitudinal
and the transversal relaxation, of the spin system after excitation.

The relaxation of the longitudinal magnetization Mz, also known as the spin-lattice relaxation, is
induced by energy exchange of the spins with their surrounding (lattice). The exponential behavior
is described by

Mz(t) = M0 + (Mz(0) − M0)e−t/T1 . (2.7)

The longitudinal relaxation time T1 is defined as the time required for the longitudinal magnetization
to reach approximately 67% (1 − 1/e) of its original equilibrium value.

The relaxation of the transversal component Mx,y of the magnetization, the so-called spin-spin relax-
ation, originates from local fluctuations of the dipole fields of interacting spins which lead to a loss
of phase coherence of the spins. The decay of the magnetization is given by

Mx,y(t) = Mx,y(t = 0)e−t/T2e−iω0t, (2.8)

where the transversal relaxation time T2 describes the time when the transverse magnetization irre-
versibly decayed to approximately 37% (1/e) of its initial value directly after the excitation. The
relaxation times T1 and T2 vary between different tissues and are frequently used sources of MR
image contrast (cf. Section 2.1.5).

Additional to spin-spin interactions, a dephasing of the spins can be induced by inhomogeneous mag-
netic fields. As this inhomogeneity is static and time-independent, its influence can be reversed by
proper design of MR sequences. The effective transverse relaxation in the presence of magnetic field
inhomogeneities DeltaB0 is characterized by the time constant T ∗

2 . The decay can be approximated
by

1
T ∗

2
= 1

T2
+ γ∆B0. (2.9)

2.1.3 Spatial Encoding

Up to now, the NMR signal arises from the whole measured volume and informations cannot be
spatially localized. In order to produce a 3D volumetric image, a spatial dependency needs to be
encoded in the FID signal. According to Equation 2.5, the Larmor frequency is proportional to the
magnetic field strength. By applying spatially varying magnetic field gradients G(r), the precession
frequency of the spins is directly related to their positions along that direction. For linear gradients,
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the resonance frequency at the position r is given by

ω(r) = γ(B0 + G(r)r) = ω0 + γG(r)r. (2.10)

Such field alterations along the scanners’ orthogonal directions x, y and z are usually generated
using a set of three gradient coils. Linear combinations of the three gradients allow the encoding
and imaging of arbitrary planes. In the following, the most relevant spacial encoding methods are
briefly explained.

2.1.3.1 Slice Selection

A common method to excite a thin slice of the imaged object is the slice-selective excitation. By
employing simultaneously a linear magnetic gradient along the axis perpendicular to the desired slice
(e.g. the xy-plane) and a frequency selective RF pulse, only nuclei with resonant frequencies inside
the narrow frequency bandwidth ∆f of the excitation pulse are affected by the pulse. Consequently,
the excitation only takes place in a slice of thickness

∆z = 2π∆f

γGz
(2.11)

which depends on the bandwith of the RF pulse and on the amplitude of the slice selection gradient
(here along the z-direction).

2.1.3.2 Frequency Encoding

Frequency encoding of the spatial position again uses the fact, that the resonance frequency depends
on the magnetic field strength. Applying a gradient during data acquisition spatially modifies the
precession frequency of the spins. The position of a spin is now encoded in the frequency of the
measured signal. Since the gradient is turned on during the signal readout, this direction is also
called readout direction and the gradient is often referred as readout gradient.

2.1.3.3 Phase Encoding

The aforementioned frequency encoding allows to separate signal contributions of a thin slice along
one spatial dimension. To obtain an image of the selected slice, further spatial informations are
required. This is achieved by applying a gradient field for a short time interval after the excitation
and before the signal acquisition. Due to the gradient field, the spins precess with slightly different
frequencies, which leads to a dephasing depending on their position along the gradient direction.
When the phase encoding gradient is switched off, the spins again precess all with the same frequency,
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but possess a different phase which is linearly dependent on the spatial coordinate. Since the phase
of individual spins cannot be disentangled from the net MR signal, the process needs to be repeated
with linearly varying gradient strength in order to encode a spatial frequency. An alternative to slice-
selective two-dimensional MR experiments is three-dimensional spatial encoding. Here, not only a
thin slice, but a complete volume is excited and additional phase encoding is employed along the
third dimension.

2.1.3.4 Signal Equation and k-Space Formalism

Following an RF excitation, the transversal magnetization of a spin system precesses around the
axis of the magnetic field described by Equation 2.8. According to Faraday’s Law, the time varying
electromagnetic field can be measured by a receiver coil non-parallel to the transverse plane. The
measured signal is called free induction decay (FID).

The MR signal of the entire sample volume is determined by the integral over the transversal mag-
netization in the volume. The signal equation is given by

S(t) ∝
∫

volume

Mx,y(x, y, z, t)dV =

∫
x

∫
y

∫
z

Mx,y(x, y, z, t = 0)e−t/T2(x,y,z)dxdydz

 e−iω0t. (2.12)

The term e−iω0t corresponds to the carrier signal induced by the static magnetic field. In the fol-
lowing, the signal equation is simplified by moving to the rotating frame which corresponds to a
demodulation of the acquired signal by the Larmor frequency.

Ignoring relaxation effects, the signal of a 2D slice-selective MR experiment using frequency and
phase encoding gradients Gx and Gy for spatial encoding can be written as

S(t) =
∫
x

∫
y

Mx,y(x, y, t = 0)e
−iγ

[∫ t

0 Gx(τ)dτ

]
x
e

−iγ

[∫ t

0 Gy(τ)dτ

]
y
dxdy. (2.13)

By introducing the spatial frequency variables

kx = γ

2π

t∫
0

Gx(τ)dτ, ky = γ

2π

t∫
0

Gy(τ)dτ, (2.14)

Equation 2.13 can be rewritten as

S(kx, ky) =
∫
x

∫
y

Mx,y(x, y, t = 0)e−i2πkxxe−i2πkyydxdy. (2.15)
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In the more general vector form, the signal equation in the rotating frame leads to

S(k) =
∫

volume

Mx,y(r, t = 0)e−i2πkrd3r ∝ FT [Mx,y(r, t = 0)] , (2.16)

where k is the k-space vector and r is the position vector in image space. The equation directly
shows, that the signal S(k) corresponds to the Fourier transform of the transverse magnetization. An
MR image (spatial distribution of spin density) can thus be gained by the inverse Fourier transform
of the received signal.

The k-space formalism is a useful interpretation of the signal acquisition. Applying gradients is
equivalent to traveling through k-space along trajectories and the k-space is typically subsequently
filled during an MR imaging protocol. Since it is not possible to continuously acquire the MR
signal, only discrete points are sampled in k-space. The distance ∆k between acquired k-space
points determines the field of view (FOV) that can be imaged without leading to fold-in/aliasing
artifacts. According to the Nyquist criterion, the size of the imaged object is given by

FOV i = 1
∆ki

; i ∈ {x, y, z} (2.17)

Different FOV sizes in the different directions can be obtained by choosing different values for ∆k.

The maximum achievable spatial resolution

∆i = FOV i

Ni
= 1

2kmax
i

; i ∈ {x, y, z} (2.18)

is determined by the maximum acquired k-space value kmax. This corresponds to the highest sampled
spatial frequency. Here, N denotes the number of pixels or k-space samples.

2.1.4 MRI Pulse Sequences

Pulse sequences combine RF pulses and spatial encoding techniques (using gradients) to acquire all
k-space data required to obtain an MR image.

2.1.4.1 Fundamental MRI Pulse Sequences

MRI pulse sequences can generally be divided into spin echo and gradient echo sequences. Since
both sequences are used in this work, the basics for the two sequences are briefly described.

Gradient Echo Imaging Sequences

Figure 2.1 shows the timing diagram of a simple 2D gradient echo pulse sequence with slice-selective
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excitation. For spatial encoding, three gradients, frequency encoding or readout gradient Gr, slice
selection gradient Gs and phase encoding gradient Gp are required. During the slice selection, the
magnetization of the selected slice is tipped into the transverse plane. The slice selection is followed
by a refocusing gradient to reverse the dephasing of the spins and to null the accumulated gradient
moment. To measure one k-space line, the FID signal is spatially encoded in the phase encoding
direction. At the same time, a readout prephasing gradient prepares the signal for the readout. The
subsequent readout gradient (with twice the duration of the readout prephasing gradient) refocuses
the magnetization and generates a gradient echo in the middle of the data acquisition window. The
time of the echo after the excitation is referred as echo time TE. To reduce image artifacts due
to remaining phase encoding signal, the phase encoding gradient is rewound after the readout and
before the next excitation. This basic block of the pulse sequence is repeated for all different phase
encoding steps to completely fill the k-space. The time between successive excitations is denoted
as repetition time TR. Usually, spoiler gradients (not shown in Figure 2.1) are applied after signal
acquisition in order to dephase the remaining magnetization and to reduce echoes from preceding
repetitions.

TE
TR

tRF
90◦ 90◦

Gr

Gs

Gp

Sig

gradientecho

kmax
p

kr

kp

∆kp

−kmax
p

kmax
r∆kr

−kmax
r

Figure 2.1: Schematic timing diagram of a 2D gradient echo sequence. The different lines show
the RF pulses, the readout, slice and phase encoding gradient axes and the generated gradient echo
signal. The phase encoding step marked in red in the sequence diagram results in the red k-space
path in the schematic k-space shown on the right.

Spin Echo Imaging Sequences

Figure 2.2 depicts the sequence diagram of a typical 2D spin echo sequence. The main difference
to the gradient echo sequence is the refocusing of the magnetization with an RF refocusing pulse
instead of only gradients. A 180◦ pulse at time TE/2 inverts the dephasing magnetization which
rephases and generates an echo at the time TE after the excitation. Due to the echo generation using
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refocusing pulses, the minimal acquisition time for a whole slice or volume is longer than for gradient
echo sequences.

TE/2 TE/2
TR

tRF
90◦ 180◦ 90◦

Gr

Gs

Gp
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spin
echo

kmax
p

kr
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∆kp

−kmax
p

kmax
r∆kr

−kmax
r

Figure 2.2: Schematic timing diagram of a 2D spin echo sequence using a 180◦ pulse to refocus
the magnetization (left). The phase encoding step marked in red in the sequence diagram results in
the red k-space path (right). The refocusing pulse rotates the start of each k-space line by 180◦ as
indicated by the black dashed line.

Developing complex MRI sequences with multiple gradients and RF pulses requires the calculation
of the signal course during the acquisition. This can be done using the Bloch equations. However,
solving the Bloch equations for thousands of microscopic groups of spins is computational expensive.
A powerful tool to depict and understand the magnetization response and echo generation of MRI
sequences is the extended phase graph (EPG) concept. An overview of the principles of the EPG
concept can be found in (Weigel, 2015).

2.1.4.2 Volumetric Imaging

The gradient echo and spin echo sequence shown above are 2D sequences with slice-selective RF
pulses, where Np phase encoding steps are acquired to fill the 2D k-space. The total acquisition
time for the slice is given by Np · TR and in case of Cartesian k-space sampling, the final image is
obtained by applying the two-dimensional inverse Fourier transform. To obtain volumetric image
data, multiple slices are acquired and stacked into a 3D volume after the reconstruction of each
slice. In contrast, 3D volumetric encoding excites the whole volume using non-selective RF pulses.
The slice selection is replaced by additional phase encoding and the sequence thus consists of one
frequency encoding direction and two phase encoding direction with Np1 and Np2 phase encoding
steps. The time required to fill the 3D k-space is equal to Np1 · Np2 · TR. For Cartesian acquisitions,
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the spatial distribution of the transverse magnetization is yielded directly by the three-dimensional
inverse Fourier transform.

2.1.4.3 k-Space Sampling Strategies

There are various different ways to cover k-space. Four different k-space trajectories with the re-
spective gradient waveforms are schematically depicted in Figure 2.3.

a) Cartesian b) EPI c) Spiral d) BPE/Waves

Tr
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Figure 2.3: Different k-space trajectories including the respective gradient waveforms: a) Cartesian
line-by-line sampling, b) echo planar imaging (EPI) as a specific example for fast Cartesian imaging,
c) spiral sampling and d) bunched phase encoding (BPE) or wave-encoding for 3D imaging with
sinusoidal gradients in both phase encoding directions.

Most MRI applications employ Cartesian trajectories (cf. Figure 2.3a)), where the k-space is acquired
on a regular grid. The k-space is often sampled line-by-line such as in the example sequences in
Section 2.1.4.1. This sampling scheme is robust, but rather slow due to the long recovery time of
the magnetization after each excitation.

An example for fast and efficient Cartesian k-space traversal is echo planar imaging (EPI) (Mans-
field, 1977). After spin excitation, multiple k-space lines are acquired using short blipped phase
encoding gradients after each readout(cf. Figure 2.3b)). Due to the alternating readout gradients,
successive readout lines of an EPI echo train have different k-space sampling directions (‘even’ and
‘odd’ lines). For a successful image reconstruction, every second k-space line must be reflected
before the reconstruction.

However, k-space can also be sampled along non-Cartesian trajectories. By using varying gradient
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waveforms instead of linear gradients, data are acquired off the Cartesian grid. Depending on the
trajectories and on the applications, non-Cartesian imaging can have some benefits compared to
Cartesian imaging. These are among others a fast k-space coverage due to an efficient use of gradient
hardware or reduced sensitivity to subject motion. An example of a commonly used non-Cartesian
k-space traversal is the spiral trajectory (Ahn et al., 1986) as schematically shown in Figure 2.3c).

Another non-Cartesian trajectory used for some fast imaging applications is bunched phase encoding
(BPE) (Moriguchi and Duerk, 2006). It applies a sinusoidal phase encoding gradient during the
readout of each k-space line and thereby creates oscillating k-space trajectories (cf. Figure 2.3d)).
Wave-encoding (Bilgic et al., 2015) further expends this concept for 3D sequences by applying
sinusoidal gradients in both phase encoding directions. In this case, the k-space is sampled along
corkscrew trajectories.

2.1.5 MRI Contrasts

Biological tissues consist of various components with different relaxation times T1 and T2. The
ability to differentiate between image structures is described by the image contrast

C(A, B) = |I(A) − I(B)|
Iref

, (2.19)

where I(A) and I(B) are the image intensities of two structures A and B and Iref is a reference in-
tensity (for example Iref = I(A) + I(B)). The contrast depends on the sequence type and sequence
parameters. The most basic image contrasts exploit differences in proton density (PD), T1 and T2. A
PD weighted contrast is generated in sequences using long TR and short TE . In this case, the signal
intensity is basically independent on relaxation parameters and is only determined by the magneti-
zation M0. T1 weighted contrast (intensity variations especially between tissues with different T1)
is achieved if TR is in the order of the typical T1 values. Intensity differences between tissues with
different T2 values are most prominent in T2 or T ∗

2 weighted images acquired with TE in the order
of the expected T2 or T ∗

2 values and long TR to reduce T1 weighting of the signal.

Generally, spin echo sequences allow to generate pure T2 weighted contrast since static inhomo-
geneities are rephased due to the inversion of the magnetization at TE/2. The signal intensity in
gradient echo sequences is modulated by T ∗

2 and is therefore more sensitive to susceptibility changes.

2.1.6 Signal-to-Noise Ratio and Imaging Speed

MR image quality is generally limited by the Signal-to-Noise Ratio (SNR) which is defined as

SNR = S

σN
, (2.20)
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where S denotes the signal level and σN the standard deviation of the background noise. The SNR
depends on a number of factors. The most important ones are:

• field strength: SNR ∝ B0

• voxel size: SNR ∝ ∆V = ∆x∆y∆z

• acquisition bandwidth or acquisition time: SNR ∝
√

BW = 1/
√

tacq

• repetition time: longer TR allow a recovery of the longitudinal magnetization and produces
high signal intensity

• echo time: longer TE result in signal loss due to relaxation

The SNR is the fundamental limitation in MR imaging since it is generally not possible to speed up
the acquisition without any loss of SNR in the final image. However, if the SNR is high enough,
there are several ways to accelerate the imaging process.

Different methods to reduce the dead time between data acquisition and the next excitation pulse have
been developed. Sequences such as fast low angle shot (FLASH) (Haase et al., 1986) allow to reduce
the TR significantly by employing low flip angles for the excitation pulses. Besides, many sequences
acquire multiple k-space lines after one excitation and thereby reduce the dead time, as for example
echo planar imaging (EPI) (Mansfield, 1977) (cf. Figure 2.3b)), turbo spin echo imaging (TSE) (Hen-
nig et al., 1986) or the magnetization-prepared rapid gradient-echo (MP-RAGE) sequence (Mugler
and Brookeman, 1990).

Other methods accelerate image acquisition by reducing the number of phase encoding steps. Sam-
pling schemes such as elliptical scanning (Bernstein et al., 2001) or partial Fourier scanning (Noll et
al., 1991) capture only parts the k-space. In addition, imaging speed can be increased by a method
called parallel imaging, which is covered in detail in the next section.

2.2 Parallel Imaging

2.2.1 Basics of Parallel Imaging

Despite significant improvements through optimized data acquisition and advanced scanner hard-
ware, reducing MR scan time remains one of the main research areas for MRI. Parallel imaging
allows to speed up the imaging process by reducing the amount of k-space data required for im-
age reconstruction. As such, it has become an established technique for accelerated imaging that
maintains image contrast and resolution without further demands on the gradient hardware.

Originally, MR receive coil arrays were developed to increase the SNR by use of several small
receiver coils instead of a large one. For this purpose, the set of coils, known as phased array (Roemer
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et al., 1990), is placed around the object in such a way, that their sensitivity volumes slightly overlap
and cover the entire region of interest. Each channel is provided with its own receiver chain so that
the MR signal is received in parallel. The receiver coils each acquire a spatially-weighted image mj

of the object m

mj(r) = Cj(r)m(r), (2.21)

where Cj denotes the complex-valued spatial sensitivity profile of the j-th coil of the coil and r is the
position vector. Figure 2.4 shows example images of a phased array with 8 elements with different
coil sensitivity profiles.

Figure 2.4: Example of a
8-channel receiver array,
where every coil acquires a
spatially-weighted image of
the head. The combination
of the coil images covers the
object completely and yields
an image with improved SNR
compared to the image of a
single larger coil.

Soon after the development of phased array coils, it was recognized that this additional spatial infor-
mation from the receiver coil sensitivity profiles could be used to reduce the necessary amount of
k-space data. To reduce the scan time, k-space is undersampled by sampling only every R-th line in
the phase encoding direction. R is referred to as the reduction or acceleration factor. For 3D imaging,
undersampling can be applied to both phase encoding directions. Since the extend of the k-space
remains the same, the image resolution is maintained (cf. Equation 2.18). However, according to
Equation 2.17, the increased sampling interval of R∆ky leads to a reduction of the FOV by a factor R

along this direction. If the object is larger than the reduced FOV, the Nyquist criterion is violated and
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frequencies from different locations within the object are indistinguishable from each other. This
leads to aliasing artifacts in the reconstructed images as depicted in Figure 2.5. To combine the un-
dersampled data from each of the receiver coils into one unaliased image, specific parallel imaging
reconstruction algorithms are required.

2∆ky

F OVy

2

Figure 2.5: Undersampled k-space with acceleration factor R = 2 in y-direction, resulting in a re-
duced FOV with aliasing artifacts. The dashed lines indicate the k-space lines that were not acquired.

2.2.2 Reconstruction Algorithms

Over the years, various techniques such as SMASH (Sodickson and Manning, 1997), AUTO-
SMASH (Jakob et al., 1998), SENSE (Pruessmann et al., 1999), SPACE RIP (Kyriakos et al.,
2000), PILS (Griswold et al., 2000), VD-AUTO-SMASH (Heidemann et al., 2001), GRAPPA
(Griswold et al., 2002), SPIRIT (Lustig and Pauly, 2010) and ESPIRIT (Uecker et al., 2014) have
been proposed. The reconstruction algorithms are generally divided into two classes. The first class
of algorithms, such as SENSE or PILS, are based on the explicit knowledge of coil sensitivities
to reconstruct a single combined image. Other algorithms, such as SMASH or GRAPPA, use the
correlation in k-space between multiple channels and neighboring points to reconstruct the missing
k-space data of each coil. SENSE-type and GRAPPA-type algorithms are most commonly used
in clinical routine and are both introduced in the following. Although the two methods are based
on different approaches, they both provide good results with similar reconstruction quality and are
well-suited for the reconstruction of accelerated parallel imaging acquisitions.

2.2.2.1 SENSitivity Encoding (SENSE)

SENSE (SENSitivity Encoding) (Pruessmann et al., 1999) explicitly uses coil sensitivity maps to
separate aliased pixels. In its simplest form of regularly undersampled Cartesian data, it can be
characterized as pixel-by-pixel unfolding in the image domain. Undersampling with a factor of R in
the y-direction results in a FOV reduction in this direction and thus to aliasing artifacts. An aliased

20



Chapter 2. Background

point at location (x,y) contains information from R equidistantly spaced points (x, y1), …, (x, yR) of
the desired full FOV image m. The points are weighted with the spatial sensitivities Cj of the coils.
The signal intensity I in each point of the Nc undersampled coil images can be formulated in a linear
system of equations:

I1(x, y)
...

IN (x, y)

 =


C1(x, y1) . . . C1(x, yR)

... . . . ...
CNc(x, y1) . . . CNc(x, yR)




m(x, y1)
...

m(x, yR)

 . (2.22)

A pictorial representation of this equation is shown in Figure 2.6 for an acceleration factor R = 2
and two receiver coils.

aliased coil images coil sensitivities

red.
FOV

coil sensitivitiesfull FOV image full FOV image

I1(x, y) = · ·+
C1(x, y1)

C1(x, y2)

m(x, y1)

m(x, y2)

I2(x, y) = · ·+
C2(x, y1)

C2(x, y2)

m(x, y1)

m(x, y2)

Figure 2.6: Illustration of Equation 2.22 for a parallel imaging acquisition with acceleration factor
R = 2 and N = 2 receiver coils. An aliased point in the coil images contains information from two
points of the desired full FOV image that are FOV/2 apart. The points are weighted with the spatial
coil sensitivity at their location. If these coil sensitivities are known, the desired full FOV image can
be calculated.

In a more general form using the matrix-vector notation, the sensitivity encoding equation can be
written as

I = Cm, (2.23)

where m ∈ CNf represents the signal of Nf folded voxels in the full FOV image, I ∈ CNc the signal
of the aliased voxels of each coil and C ∈ CNc×Nf the coil sensitivity matrix. Note that Nf is equal
to R for regular undersampling of Cartesian data.

If the complex coils sensitivities are known, the linear system can be solved by calculating the inverse
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of the coil sensitivity matrix. Usually, the number of coils is larger than the acceleration factor and
the non-square matrix is inverted using the Moore-Penrose pseudoinverse

pinv(C) = (CHC)−1CH , (2.24)

where CH denotes the complex conjugate transposed of the matrix C. The final image is then given
by

m = (CHC)−1CHI. (2.25)

For simplicity, the noise characteristics of the different receiver channels are not considered in Equa-
tion 2.25. A detailed description accounting for noise correlation can be found in (Pruessmann et al.,
1999).

The inversion problem given by Equation 2.25 provides a framework for reconstruction of arbitrary
k-space data. However, only in the case of regularly undersampled Cartesian data, R points from
well-known location are folded into one point. This allows to break down the problem into a series
of independent small equations for each group of aliased pixels (cf. Equation 2.22) and requires
little computation power. For the general SENSE reconstruction with arbitrary k-space sampling
patterns, the aliasing is more complex since every point can potentially alias with all the other points.
In this case, solving the SENSE equation is numerically complex and the reconstruction is performed
iteratively (Pruessmann, 2001).

A successful SENSE reconstruction relies on an explicit knowledge of coil sensitivity maps. How-
ever, an accurate and robust coil sensitivity estimation is often very difficult and even small errors
can result in artifacts in the reconstructed image. Coil sensitivities can be estimated from a sep-
arate low resolution dataset that covers the whole FOV or from a fully sampled central part of a
variable-density k-space acquisition (McKenzie et al., 2002). A simple method to approximate the
coil sensitivities is to divide the coil images by the sum of squares combination of all coils. To
increase robustness, it is helpful to smooth the maps using polynomial fitting (Pruessmann et al.,
1999).

2.2.2.2 GeneRalized Partially Parallel Acquisitions (GRAPPA)

The basic idea of GeneRalized Partially Parallel Acquisitions (GRAPPA) (Griswold et al., 2002) is
to calculate missing k-space lines by appropriate combination of the acquired neighboring lines in
the multi-coil k-space. The GRAPPA method is based on SMASH (Sodickson and Manning, 1997)
and further improvements of SMASH called AUTO-SMASH (Jakob et al., 1998) and VD-AUTO-
SMASH (Heidemann et al., 2001). The principles of k-space parallel imaging reconstruction can be
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understood by examining the MR signal Sj(ky) received by coil j:

Sj(kx, ky) =
∫
x

∫
y

ρ(x, y)Cj(x, y)e−i2πkxxe−i2πkyydxdy. (2.26)

The spin density ρ(x, y) of the object is weighted with the corresponding sensitivity profile Cj(x, y)
at this location. Similarly, the signal at k-space location ky + m∆ky is given by

Sj(kx, ky + m∆ky) =
∫
x

∫
y

ρ(x, y)Cj(x, y)e−i2πkxxe−i2π(ky+m∆ky)ydxdy. (2.27)

The only difference between shifted k-space lines are spatial harmonics of order m. GRAPPA ap-
proximates the missing harmonic functions for each individual coil j by a linear combination of the
coil sensitivity functions of all coils Nc

Cj(x, y)e−i2πm∆kyy ≈
Nc∑

k=1
w(m, j, k)Ck(x, y), (2.28)

with the weighting factor w(m, j, k) for the mth spatial harmonic. The signal of acquired k-space
lines from all coils can thus be used to approximate the signal from missing lines

Sj(kx, ky + m∆ky) ≈
∫
x

∫
y

ρ(x, y)
Nc∑

k=1
w(m, j, k)Ck(x, y)e−i2πkxxe−i2πkyydxdy

=
Nc∑

k=1
w(m, j, k)Sk(kx, ky).

(2.29)

The original GRAPPA implementation proposed by Griswold et al. uses a block of multiple k-space
lines to calibrate the weighting factors. This was later improved and the kernel size was extended to
points in the readout direction (Wang et al., 2005). For a kernel size of N src

x ×N src
y , the reconstruction

can be written as

Sj(kx, ky + m∆ky) =
Nc∑

k=1

Nsrc
x −1∑
a=0

Nsrc
y −1∑
b=0

w(m, j, k, a, b)Sk(kx + a∆kx, ky + bR∆ky), (2.30)

where R represents the acceleration factor and a and b iterate over all acquired points within the
kernel. For the Nc(R − 1) missing k-space points, Equation 2.30 can be written in matrix form

T = wS, (2.31)

where the vector T ∈ CNc(R−1) represents the missing target points, S ∈ CNcNsrc
x Nsrc

y contains the ac-
quired source point and the w ∈ CNc(R−1)×NcNsrc

x Nsrc
y is the weighting matrix referred to as GRAPPA

weights.
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2.2. Parallel Imaging

While SENSE reconstructs one single combined image, GRAPPA calculates the missing k-space
lines for every coil and obtains separate full FOV coil images. These images can be combined with
a method of choice, often the sum of squares combination. The GRAPPA reconstruction can be
visualized as sliding the kernel from point to point through k-space and multiplying the weights
by the kernel source points to determine the missing target points. A schematic description of the
GRAPPA reconstruction is given in Figure 2.7 for a GRAPPA kernel size of 3 × 2.

source point
target point

acquired point
not acquired point

GRAPPA kernel

calibration region (ACS)

ph
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Figure 2.7: Schematic description of the GRAPPA reconstruction of Cartesian data undersampled
by a factor R = 3 using a reconstruction kernel of size 3 × 2. For simplicity, only the k-space of
one coil is shown. The kernel, however, uses source points from all coils to determine the target
points in one coil. In a first step, the reconstruction kernel is moved to all possible positions within
the fully encoded calibration region and collects for each position the R − 1 = 2 target points and
the N src

x · N src
y = 3 · 2 source points in each of the coils. The appropriate weights are found by

fitting the source points to the target points. These weights are then applied in a second step to the
undersampled data to determine the missing target points of all coils at the corresponding kernel
positions.

GRAPPA reconstructions, like SENSE, require a calibration dataset which contains the sensitivity
informations of the different coils. However, GRAPPA uses the calibration data in k-space and does
not require explicit knowledge of the coil sensitivity profiles. The GRAPPA kernel is moved to
every possible position of the full sampled calibration k-space, called autocalibration signal or ACS,
and collects source points SACS and target points TACS. The weights required for the GRAPPA
reconstruction can be found by inverting Equation 2.31:

w = TACS · pinv(SACS). (2.32)
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At least N src
x N src

y kernel repetitions are required within the ACS to determine w. However, for robust
calibration, more ACS data is required in practice. The size of the GRAPPA kernel can be chosen
for every reconstruction. Larger kernel sizes improve the reconstruction quality, but require a larger
calibration dataset and increase the computation time for the reconstruction (Bauer et al., 2011). The
ACS data can be obtained from a fully sampled k-space center or from a separate calibration scan.
If the ACS are collected in the k-space center of the accelerated acquisition, the calibration data can
be included in the final reconstruction to improve image quality. The effective acceleration factor
of the parallel imaging acquisition is given by

Reff = R

1 + NACS
Ny (R − 1)

, (2.33)

where Ny is the size of the fully encoded k-space in ky-direction and NACS the number of ACS lines.

GRAPPA is a Cartesian approach that requires a regularly sampled Cartesian k-space. However,
generalizations of GRAPPA have been applied to specific non-Cartesian trajectories, where similar
undersampling patterns exist (Breuer et al., 2008; Griswold et al., 2003; Heidemann et al., 2006).
A GRAPPA-based reconstruction for non-Cartesian wave trajectories (cf. Figure 2.3d)) with paral-
lel imaging acceleration, namely wave-CAIPI, was proposed in (Jolanda M. Schwarz, Eberhard D.
Pracht, Brenner, et al., 2018) and is subject of Chapter 3.

2.2.2.3 GRAPPA Operator Gridding (GROG)

GRAPPA Operator Gridding (GROG) (Seiberlich et al., 2007) is an extension of GRAPPA that al-
lows to convert non-Cartesian data into Cartesian data by shifting the data points to their nearest
Cartesian location. Afterwards, in the regridding process, data can be reconstructed using the Carte-
sian GRAPPA reconstruction described above.

GROG is based on the GRAPPA Operator formalism described by Griswold et al. (Griswold et al.,
2005) which has several properties useful for gridding. It is the special case of GRAPPA, where the
number of target and source points are the same. For a shift of ∆k and a single source and target
point, Equation 2.30 can be written as

S(kx, ky + ∆ky) = GyS(kx, ky), (2.34)

where the GRAPPA operator Gy ∈ CNc×Nc contains the GRAPPA weights for a shift of ∆ky in
y-direction. For a shift of two k-space points, the GRAPPA operator can be applied twice. The
resulting signal can be expressed as

S(kx, ky + 2∆ky) = GyS(kx, ky + ∆ky) = G2
yS(kx, ky). (2.35)
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2.2. Parallel Imaging

This significant characteristic of the GRAPPA operator can be used for an arbitrary small shift δy∆ky:

S(kx, ky + δy∆ky) = Gδy
y S(kx, ky). (2.36)

Furthermore, multidimensional shifts can be described by combining one-dimensional GRAPPA
operators

S(kx + δx∆kx, ky + δy∆ky, kz + δz∆kz) = Gδx
x Gδy

y Gδz
z S(kx, ky, kz). (2.37)

The GRAPPA operator along each direction only needs to be determined once for a defined step size,
typically ∆k. It can be obtained like the GRAPPA weights (cf. Equation 2.32) by collecting source
and target points from ACS data and inverting Equation 2.34 by the use of the pseudo-inverse. The
matrix operations Gδ can be performed by diagonalizing the GRAPPA operator:

G = E · V · E → Gδ = E · Vδ · E. (2.38)

Hereby, the matrix E contains the eigenvectors and the diagonal matrix V contains the eigenvalues
of G.

In contrast to the GRAPPA weights, the GRAPPA operator only employs one source point per target
point. Because of the small amount of fitting data, high spatial harmonics (corresponding to larger
shifts in k-space) cannot be fitted accurately and the GRAPPA operator is generally more suscep-
tible to noise than GRAPPA weights. The GRAPPA operator is therefore only suitable for small
k-space shifts. Besides, since the formalism uses parallel imaging concepts, it strongly depends on
the sensitivity variations within the coil array.

source point

target point
δx∆kx

δy∆ky

Gδx
x Gδy

y

Figure 2.8: Illustration of GROG. Using
the GRAPPA operators Gx and Gy, a non-
Cartesian data point (green point) is shifted
by δx∆kx along the x-direction and by δy∆ky

along the y-direction to a Cartesian grid (yel-
low point).

The GROG technique represents an alternative
method to conventional convolution gridding (Jack-
son et al., 1991). Using the properties of the
GRAPPA operator, GROG enables the regridding
of non-Cartesian data points to a Cartesian grid as
schematically illustrated in Figure 2.8. Since only
one source point is involved in the GRAPPA opera-
tor formalism, any source point can be shifted to any
nearby location. Deviations from the Cartesian grid
are not restricted to non-Cartesian acquisitions. They
can also result from distortions of the magnetic field
as described in Chapter 2.3. Since GROG is well
suited to perform small k-space shifts, this technique is used in Chapter 4 to correct for physiological
field fluctuations.
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2.2.3 Parallel Imaging Reconstruction Quality

SNR and g-Factor

The main limitation of parallel imaging is the loss in SNR due to the subsampling of k-space. There-
fore, acquisitions with a general high SNR, such as for example ultra-high field applications, are best
suited for parallel imaging accelerations. The SNR in the reconstructed images is decreased by the
square root of the acceleration factor (

√
R). Furthermore, noise is amplified by a spatially varying

term which depends on the encoding efficiency of the receiver coils. It is described by the so-called
coil geometry factor or g-factor that arises from the geometry and the properties of the receiver coils
and the sampling scheme. If the coil sensitivities are completely independent from another, the signal
contribution from each location can be well distinguished and the g-factor is equal to one. Otherwise,
the g-factor can be larger than one and the SNR decreases. The relationship between the SNR of the
fully sampled image compared to the image of the reduced dataset is given by

SNRacc = SNRfull√
R · g

. (2.39)

The g-factor was introduced by Pruessmann et al. (Pruessmann et al., 1999) for SENSE reconstruc-
tions and has become the standard method for assessing parallel imaging algorithms. The g-factor at
pixel p can be directly calculated from the coil sensitivity matrix of the SENSE equation according
to

gp =
√

[(CHC−1)−1]p,p[CHC]p,p, (2.40)

where [. . . ]p,p represents the diagonal matrix elements. Furthermore, g-factor maps can be calculated
analytically for GRAPPA reconstructions from the GRAPPA kernel as described in (Breuer et al.,
2009).

A general SNR quantification approach that can also be used to evaluate different parallel imaging
methods is the pseudo multiple replica (PMR) method (Robson et al., 2010). It is a Monte Carlo
approach that follows the noise propagation through the image reconstruction. It is based on the
assumption, that repeatedly acquired k-space data only differ in their noise level, while the signal
remains the same. Noise added in k-space results in characteristic spatial noise variance in the recon-
structed image. Random Gaussian noise is generated, then scaled and correlated using the covariance
matrix obtained from a noise prescan, and finally added to the subsampled k-space data. This data
is reconstructed using the reconstruction matrix obtained from reconstruction of the original dataset.
These steps are usually repeated many times so that at least 100 replicas are generated. The unac-
celerated image noise is found from a stack of replicas of noise-only fully sample k-spaces which
are reconstructed using a simple fast Fourier transform and optimal complex coil combination (Roe-
mer et al., 1990). The noise standard deviation at each pixel location corresponds to the standard
deviation of the real or imaginary part of the pixel value through the stack of replicas. The g-factor
can be calculated from the noise standard deviations of the subsampled (σacc) and the fully sampled
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replicas (σfull):
gP MR = σacc√

R · σfull

.

Additionally, SNR maps can be calculated according to Equation 2.20, using the original recon-
structed image and σacc. The noise distribution appears different in SENSE and GRAPPA recon-
structed images. While it is more uniformly distributed in GRAPPA, SENSE images generally show
more spatial variation of noise (Thunberg and Zetterberg, 2007).

Root-Mean-Square Error

Besides the noise enhancement, high acceleration factors can lead to residual aliasing artifacts in the
reconstructed images. Small errors in the sensitivity maps are often amplified and result in a visible
decrease in image quality. A common method to evaluate the quality of the reconstructed image is the
root-mean-square error (RMSE). For parallel imaging, it serves as a measure of deviations between
the reconstructed images of the subsampled and the fully sampled reference data. The RMSE error
is defined as

RMSE =

√√√√∑
p(mp − mp,ref )2∑

p m2
p,ref

,

where mp and mp,ref denote the values of pixel p in the accelerated image and in the non-accelerated
reference image, respectively.

Regularization

One common strategy to increase the SNR in parallel imaging reconstructions is the application
of regularization. However, over-regularization can lead to severe image artifacts and therefore
regularization often is a compromise between SNR and image artifacts. In the regularization process,
additional assumptions are added to an ill-posed problem in order to improve the conditioning of
the problem and enable a direct numerical solution. A commonly used strategy is the Tikhonov
regularization. Regularization of the pseudoinverse (Equation 2.41) helps to obtain a stable inversion
in spite of insufficient coil sensitivity variations or insufficient calibration data

pinv(C) = (CHC + (ΓHΓ))−1CH , (2.41)

with the Tikhonov matrix Γ. Often, the so-called L2 regularization is chosen, where Γ is a multiple
of the identity matrix Γ = λ1 with the regularization parameter λ. Regularization can be applied to
both, SENSE and GRAPPA, and leads to a noise reduction in the reconstructed images.

2.2.4 3D Parallel Imaging

In 3D MRI, spatial encoding is performed using phase encoding gradients along two spatial dimen-
sions (cf. Section 2.1.4.2). These acquisitions allow an acceleration in both phase encoding directions
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and can thus benefit from coil sensitivity variations in two dimensions. The second phase encoding
direction is commonly refereed to as partition encoding direction.

For an acceleration factor Ry in y-direction and Rz in z-direction, the total acceleration factor is
given by R = Ry · Rz and consequently R pixels are folded on top of each other in case of regularly
sampled Cartesian imaging. As an example, the aliased images for a 4-fold accelerated dataset with
different subsampling schemes are shown in Figure 2.9. Dividing the acceleration in the phase and
partition encoding directions spreads the aliasing more efficiently over the whole image, resulting
in a better reconstruction quality and lower g-factor values (cf. Figure 2.9c)) .

The coil sensitivity variations can be exploited even more efficiently using the CAIPIRINHA (Con-
trolled Aliasing In Parallel Imaging Results IN Higher Acceleration) concept (Breuer et al., 2005,
2006). The appearance of the aliasing is modified by a shift of k-space points along the partition
encoding direction as shown in Figure 2.9d) for a shift of ∆ = 1. The shifted k-space sampling of
2D CAIPIRINHA can be implemented in the 3D MRI sequence by adjusting the phase and partition
encoding gradients. The benefit of a CAIPIRINHA shift strongly depends on the sampling pattern,
the FOV and the coil sensitivity variations.

The reconstruction of 3D parallel imaging is very similar to 2D imaging data. A common approach
for GRAPPA is the 2D GRAPPA method (Blaimer et al., 2006) that employs a 3D reconstruction
kernel with source points taken from the 3D neighborhood. The missing k-space points are generated
by a linear combination of these source points from all coils. Examples of possible GRAPPA kernels
for different sampling schemes are shown in Figure 2.9.

Most 3D parallel imaging methods exploit the coil sensitivity variations along phase and partition
encoding direction, but not along the readout direction. Bilgic et al. (Bilgic et al., 2015) proposed
an extension of 2D CAIPIRINHA, the wave-CAIPIRINHA (wave-CAIPI) method, which allows to
additionally spread the aliasing in the readout direction. The basics of wave-CAIPI are discussed in
Chapter 3 and a GRAPPA based reconstruction method is proposed. The reconstruction is employed
for highly accelerated T1 and T2 weighted imaging and compared to conventional 2D CAIPIRINHA
sampling.
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Figure 2.9: Different k-space sampling schemes for 4-fold accelerated 3D MRI. For simplicity, the
fully sampled readout direction is omitted. For a subsampling along partition or phase encoding
direction (R = 1 × 4 or R = 4 × 1), the aliasing only appears along this direction. If the dataset
is reduced in both directions (R = 2 × 2), the aliasing is spread more efficiently over the image.
The parallel imaging reconstruction (here GRAPPA) strongly benefits from the coil sensitivity vari-
ations along both directions. Image artifacts and the g-factor are clearly reduced. 2D CAIPIRINHA
sampling with shift ∆ = 1 (R = 2 × 2(1)) further modifies the appearance of aliasing. This results
in a further small g-factor decrease. The example reconstruction kernels chosen for the GRAPPA
reconstruction are depicted in the sampling scheme (top row) with source and target points marked
in green and yellow, respectively.
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2.3 Magnetic Field Monitoring

There is a large number of mechanisms causing deviations from the nominal magnetic field evolution
during MRI acquisitions that can result in artifacts in the reconstructed images. Field distortions in
general include changes of the global magnetic field δB0, linear first-order field fluctuations which
lead to deviations δk(t) from the nominal k-space trajectory, or even higher-order field changes. In
presence of up to first-order field distortions, the signal equation (Equation 2.16) changes into

S(k, t) =
∫

volume

Mx,y(r, t = 0)e−iγδB0te−i2π(k+δk(t))rd3r. (2.42)

For a successful image reconstruction based on the acquired MR signal, it is necessary that the signal
can be accurately assigned to points in k-space. Therefore, the exact knowledge of the main magnetic
field and the time course of the applied gradient fields is required.

2.3.1 Origin of Field Distortions

Field distortions generally have their origin in MR hardware imperfections or in the physiology of
the subject in the scanner.

Commercial MR systems typically meet high field homogeneity requirements within a defined vol-
ume in the scanner bore. However, a wide range of hardware-related mechanisms lead to deviations
from the nominal field dynamics. These mechanisms include gradient delays, mechanical vibrations
due to fast gradient switching (Yuhua et al., 2000), bandwidth limitation of the gradient amplifier,
thermal effects (Foester et al., 2014), and eddy currents induced by temporally and spatially chang-
ing magnetic fields in gradient coils and other conducting structures of the MR system (Boesch et
al., 1991; Liu et al., 1994; Spees et al., 2011). To reduce the effect of eddy currents, commercial
MR scanner employ gradient and RF eddy current pre-emphasis during transmission and signal eddy
current compensation (ECC) during reception.

Additionally, the magnetic field is distorted when an object is placed in the homogeneous background
field due to differences in magnetic susceptibility. The magnetic susceptibility of the human body is
close to that of water and differs from the susceptibility of the surrounding air by ∆χ ≈ 10 ppm. Dur-
ing in-vivo imaging, the most significant field distortions occur at these interfaces. This is especially
problematic in brain imaging, where the ear canals and air-filled sinuses are very close to regions of
interest in the brain. Susceptibility-induced field perturbations are proportional to the background
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magnetic field B0 and can lead to maximum field changes (Schenck, 1996)

∆Bmax = ∆χ · B0 (2.43)

and are therefore particularly prominent at higher field strength. These field deviations inside the
object are spatially varying, but temporally static, and the field homogeneity is typically adjusted
using so-called shim coils. An overview of the principles of shimming can be found in (Jezzard,
2006). However, physiological motion such as respiration, limb motion or cardiac pulsation changes
the magnetic susceptibility distribution in the magnetic bore and gives rise to spatio-temporal field
fluctuations. These field changes even extend to locations at some distance from the moving tissue
(Van de Moortele et al., 2002; Versluis et al., 2010). For example chest movement due to respiration
disturbs the spatial field distribution and thereby influences the spatial encoding in the brain.

2.3.2 Effects of Field Distortions

The aforementioned sources of field distortions influence the signal encoding (cf. Equation 2.42) and
lead to a wide range of artifacts in the reconstructed images. This can render MR images difficult
to interpret. The appearance and severity of these artifacts depend on the characteristics of the field
distortions during image acquisition and on the way the k-space is sampled.

Inhomogeneities or perturbations of the main magnetic field cause frequency shifts which in turn
lead to geometrical distortions (displacement of pixel locations), intensity changes or blurring of the
MR image. While for example changes in susceptibility lead in particular to geometrical distortions
in Cartesian acquisitions, they mainly appear as image blurring in non-Cartesian acquisitions.

Deviations from the nominal k-space trajectory, for example due to eddy current or gradient delays,
lead to an incorrect assignment of the signal to positions in k-space. For non-Cartesian acquisitions
(e.g. spirals or wave-sampling), the k-space is sampled on a non-uniform grid. Small deviations
from the expected trajectory can lead to severe artifacts in the reconstructed image. Due to the
regular sampling scheme of Cartesian acquisitions, the effect on Cartesian images is much smaller.
Thus, a trajectory shift in readout direction due to gradient delays only produces a linear phase over
the image. However, gradient delays have a severe effect on EPI acquisitions. Due to the k-space
coverage with alternating direction of successively sampled lines, they cause a relative k-space shift
between even and odd lines. This results in replicas of the object at shifted positions in the final
image, so called ghosting artifacts.

Slow k-space sampling schemes are generally more robust regarding eddy-currents-induced field
changes, since they operate less at the gradient system limits. However, due to their usually long
acquisition times, they are more affected by field fluctuations due to motion which can lead to ghosts,
image blurring or intensity variations.
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2.3.3 Field Measurements

Many of the image artifacts caused by magnetic field distortions can be corrected if the magnetic
field and the time course of the applied gradient fields are known.

2.3.3.1 MRI-based Methods

Various MRI-based methods have been proposed to measure reproducible, hardware-related B0 field
variations (Crozier et al., 1992; Ordidge and Cresshull, 1986), effective k-space trajectories (Duyn
et al., 1998; Mason et al., 1997; Tan and Meyer, 2009; Zhang et al., 1998) or gradient delays (Peters
et al., 2003; Robison et al., 2010). In EPI acquisitions, the problem of non-ideal k-space is typically
addressed by using navigator echoes (Buonocore and Gao, 1997). Many methods for the determi-
nation of physiological B0 fluctuations are also based on navigator MRI techniques, where phase
variations are extracted from navigator scans (Hu and Kim, 1994; Pfeuffer et al., 2002; Versluis et
al., 2010).

However, all those field measurement methods require changes in the MR sequence and additional
scan time or a separate calibration scan. Furthermore, they do not allow to measure field dynamics
concurrently with the imaging process.

2.3.3.2 NMR Field Probes for Field Monitoring

The field monitoring approach used in this thesis is based on a miniaturized NMR experiment inside
a confined volume, the so-called field NMR probe (Barmet et al., 2009; De Zanche et al., 2008).
In contrast to the MRI-based methods, they allow field monitoring simultaneously to the imaging
process.

An NMR field probe consists of a small droplet of an NMR active liquid which is encased in a glass
capillary, as schematically shown in Figure 2.10. The glass capillary is surrounded by a solenoid
coil for sample excitation and signal reception. To minimize phase dispersion within the probe
droplet due to inhomogeneities caused by different susceptibilities, all components are susceptibility-
matched. The FID signal of the probe is measured after applying a short excitation pulse at the
approximate Larmor frequency of the probe nucleus. If the NMR active droplet is small enough, the
phase evolution of the magnetization in the magnetic field B can be summarizes by one value

φ(t) = γ

t∫
0

B(rp, τ)dτ + φ0, (2.44)

where γ is the gyromagnetic ratio of the nucleus used in the field probe, φ0 is the initial phase after
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excitations and rp denotes the location of the probe.

Figure 2.10: Schematic representa-
tion of an NMR field probe. (Fig-
ure adapted from (De Zanche et al.,
2008).)

Due to their high gyromagnetic ratio and therefore high
NMR sensitivity, hydrogen (γH

2π = 42.58 MHz/T) or fluorine
(γF/(2π) = 40.05 MHz/T) are generally used as the NMR ac-
tive material in the field probe. The advantage of 19F NMR
field probes is that they allow to measure the field concurrently
with the imaging experiment, which is usually operating at the
proton frequency. The difference in resonance frequencies of
1H and 19F is large enough to allow for spectral separation of
the signals. To gain information on the total field dynamics
during multiple acquisitions, the field probe system must al-
low for a fast repeated probe excitation. To this end, T1 of the
field probes is reduced using relaxing gradients/contrast agents,
while keeping T2 as long as possible.

A single field probe enables the measurement of the time evo-
lution of the magnetic field at one spatial position. By combin-
ing several probes, it is possible to extract information on the
spatiotemporal distribution of the magnetic field. Assuming a
smooth field with origin outside the volume of interest, the magnetic field allows spatial expansion
on a low number L of spatially smooth basis functions (Barmet et al., 2008) and the signal phase of
a probe at position rp can be expressed as

φp(t) =
L∑

i=1
bi(rp)ki(t) + φ0,p. (2.45)

Here, bi(rp) denote the spatial basis functions and ki(t) the corresponding phase coefficients. The
signal phase for N probes distributed within the volume can be written in the vector-matrix notation

φ(t) = Pk(t) + φ0, (2.46)

with the calibration matrix

P =


b1(r1) . . . bL(r1)

... . . . ...
b1(rN ) . . . bL(rN )

 . (2.47)

The phase coefficients ki(t) are obtained from the pseudo-inverse P+ of P:

k(t) = P+ (φ(t) − φ0) . (2.48)

To solve Equation 2.48, the initial phase of every probe φ0,p and their position rp must be known.
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They can be determined from the FID signal of the probe array during a short calibration scan.
Therein, the probe signal is first measured without any magnetic field gradient and then three separate
short measurements under constant gradients along the x, y and z-direction are performed.

One well-suited choice of basis functions are spherical harmonics. Real-valued spherical harmonics
of up to second-order and the corresponding phase coefficients are listed in Table 2.1. To determine
phase coefficients of up to first-order, at least 4 field probes are required. They contain a spatially
uniform zero-order phase coefficient k0 and linear first-order coefficients kx, ky and kz, which corre-
spond to the spatial frequency variables (cf. Equation 2.14) and describe the actual k-space trajectory.
Higher-order field monitoring (Vannesjo et al., 2012; Wilm et al., 2011) accordingly requires a larger
number of field probes.

order spherical harmonic phase coefficient
0 1 k0

1
x kx

y ky

z kz

2

xy k4
yz k5

2z2 − x2 − y2 k6
xz k7

x2 − y2 k8

Table 2.1: Real-valued spherical harmonics up to second-order as basis functions and corresponding
phase coefficients.

The positioning of a field probe array is exemplary shown in Figure 2.11 for brain imaging using a
32-channel head receive coil.

b) Field probe holder

receive coil

field probes

a) Probe fixation with tape
transmit coil

Figure 2.11: Exemplary positioning of 16 field probes around a 32-channel head receive coil using
a) tape or b) a replaceable field probe holder (Brunheim et al. 2020) for probe fixation.
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2.3. Magnetic Field Monitoring

The excitation of the field probes is controlled by an external trigger from the MR scanner. To
use the field measurements for image reconstruction, the delay between the MR system and the
field camera must be known. Therefore, a short synchronization measurements is performed at the
beginning of the actual imaging experiment. During this measurement, the field probe system plays
out amplitude-modulated RF pulses at the MR system frequency (proton frequency). This signal is
received by both, the scanner and probe system, and the delay is determined by correlation of the
two acquired datasets.
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GRAPPA-based Wave-CAIPI Reconstruction

This chapter was partly adapted from:

Schwarz JM, Pracht ED, Brenner D, Reuter M and Stöcker T, 2018. GRAPPA reconstructed wave-
CAIPI MP-RAGE at 7 Tesla. Magnetic Resonance in Medicine 80, 2427-2438.

Schwarz JM, Pracht ED and Stöcker T, 2018. GRAPPA reconstructed 3D wave-CAIPI TSE at 7
Tesla. Proceedings of the 26th Scientific Meeting of the International Society for Magnetic Reso-
nance in Medicine, p. 0938.
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Chapter 3. GRAPPA-based Wave-CAIPI Reconstruction

3.1 Introduction

As discussed in Section 2.2, parallel imaging techniques have been shown to be a powerful and robust
method to reduce the acquisition time of MRI experiments. By taking advantage of the spatially vary-
ing coil sensitivity profiles, the number of encoding steps is reduced in the phase and partition encod-
ing direction. The resulting aliasing artifacts are corrected by image reconstruction algorithms, such
as GRAPPA (Generalized Autocalibrating Partially Parallel Acquisitions) (Griswold et al., 2002)
and SENSE (SENSitivity Encoding) (Pruessmann et al., 1999). The 2D CAIPIRINHA (Controlled
Aliasing in Volumetric Parallel Imaging) acquisition scheme (Breuer et al., 2006) modifies the 2D
aliasing and thereby exploits the coil sensitivity variations more efficiently in the phase and partition
encoding direction. By applying an additional oscillating phase encoding gradient Gp1 during the
readout of each phase encoding line (Moriguchi and Duerk, 2006), zigzag k-space trajectories are
created. As shown by Breuer et al. (Breuer et al., 2008), the combination of zigzag sampling with
parallel imaging significantly improves the reconstruction as the coil sensitivity variations in the
readout direction is additionally utilized. For image reconstruction, they proposed a GRAPPA-type
reconstruction.

Recently, the wave-CAIPI (Bilgic et al., 2015) method has been proposed for highly accelerated 3D
imaging. Additional to 2D CAIPIRINHA sampling, sinusoidal Gp1 and Gp2 gradients are applied
during the readout of each k-space line. The resulting corkscrew trajectories are well-suited for
parallel imaging. The aliasing is spread to all three spatial dimensions and efficiently exploits the 3D
coil sensitivity variations. Bilgic et al. showed that this method enables highly accelerated imaging
and reduces artifacts and noise amplification compared to other methods. The authors unfold aliasing
voxels using an iterative SENSE-type (Pruessmann et al., 1999) image reconstruction. To assess
the feasibility of higher acceleration, acquisitions were also performed at 7T (Bilgic et al., 2015;
Polak et al., 2018). Both, the increase in signal-to-noise ratio (SNR) from higher field strength
and the improved coil sensitivity variation mitigate the inherent SNR penalty and the g-factor noise
amplification. Over the last years, wave-CAIPI has been employed in different sequences such as
conventional gradient-echo (GRE) (Bilgic et al., 2015), magnetization-prepared rapid gradient-echo
(MP-RAGE) (Polak et al., 2018; Jolanda M. Schwarz, Eberhard D. Pracht, Brenner, et al., 2018),
echo planar imaging (3D-EPI) (Poser et al., 2017), simultaneous multi-slice TSE (Gagoski et al.,
2015) and 3D-TSE (Polak et al., 2019; Jolanda M. Schwarz, Eberhard D. Pracht, and Stöcker, 2018;
Zhou et al., 2020).

GRAPPA (Griswold et al., 2002) is a well-established parallel imaging method for Cartesian acqui-
sitions. While SENSE reconstructions are sensitive to small errors in the coil sensitivities, GRAPPA
has been found to perform more robustly (Blaimer et al., 2004; Preibisch et al., 2008) and provides a
more uniform noise distribution (Thunberg and Zetterberg, 2007). Uecker et al. (Uecker et al., 2014)
explained the theoretical relationship between SENSE and GRAPPA and developed an improved it-
erative algorithm. As GRAPPA is a non-iterative, single step reconstruction, the aim of this project
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3.2. Image Reconstruction

was to implement a GRAPPA-based reconstruction algorithm for wave-CAIPI acquisitions.

This chapter describes the GRAPPA-based wave-CAIPI reconstruction and validates the reconstruc-
tion method for highly accelerated T1 weighted magnetization-prepared rapid gradient-echo (MP-
RAGE) (Mugler and Brookeman, 1990) and T2 weighted turbo spin echo (TSE) (Hennig et al., 1986;
Mugler, 2014) acquisitions at 7T. The GRAPPA-based wave-CAIPI reconstruction method and the
validation for the MP-RAGE sequence has been published as a Full Paper in the journal Magnetic
Resonance in Medicine (Jolanda M. Schwarz, Eberhard D. Pracht, Brenner, et al., 2018).

3.2 Image Reconstruction

A GRAPPA-based wave-CAIPI algorithm was developed for the parallel imaging reconstruction.
Compared to Cartesian GRAPPA described in Section 2.2.2.2, multiple GRAPPA reconstruction
kernels along the readout direction (Breuer et al., 2008) are needed for the reconstruction of the wave-
CAIPI dataset as schematically shown in Figure 3.1b). The required number of different GRAPPA
reconstruction kernels depends on the number of k-space points acquired during one wave cycle. For
example, for a matrix size of 512 in readout direction and 32 oscillations, 512/32 = 16 reconstruc-
tion kernels are needed. The fully sampled k-space center or a low-resolution wave reference scan
serves as autocalibration signal (ACS) for the determination of the GRAPPA weights. The different
GRAPPA reconstruction kernels are slid through the ACS data and for each kernel, the kernel rep-
etitions are collected in the source and the target matrix. The GRAPPA weights are derived from
these matrices and are applied to the undersampled wave-CAIPI dataset.

After the GRAPPA reconstruction, the image still shows spreading in readout direction due to the
non-Cartesian wave trajectory (cf. Figure 3.1a), right). The remaining wave spreading is removed
by deconvolution with a point spread function (Bilgic et al., 2015)

PSF(kr, p1, p2) = exp(i2π(Tp1(kr)p1 + Tp2(kr)p2)) (3.1)

which depends on the spatial location in the phase and partition encoding directions p1 and p2, re-
spectively. The sinusoidal k-space trajectories are described by Tp1 and Tp2 . The reconstructed
wave-CAIPI image is then given by

Img(r, p1, p2) = F−1
r [PSF(kr, p1, p2)Fr[GR(r, p1, p2)]], (3.2)

where Fr is the discrete Fourier transform along the readout direction and GR is the GRAPPA re-
construction that still contains the wave spreading in readout direction.
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Cartesian wave

kr
kp1

k
p

2

Gr

Gp1

Gp2

gradient timing k-space trajectory spreading

GRAPPA-based reconstruction

a)

ph
as

e
en

co
di

ng

readout

 

b)

t

t

t

 

Figure 3.1: a) Schematic description of an acquisition with wave sampling. Sinusoidal phase encod-
ing gradients during the readout process (left) result in corkscrew k-space trajectories (middle) and
wave spreading in the readout direction of the image (right). b) For the GRAPPA-based wave-CAIPI
reconstruction, multiple GRAPPA reconstruction kernels along the readout direction are required.
The number of different kernels depends on the number of k-space points acquired during one wave
cycle. For simplification, only a 2D k-space trajectory is schematically shown for an acceleration of
R = 2 and for a 2D reconstruction kernel of size 2×3. The acquired source points (black points) from
all coils are used to reconstruct a missing target point (white points) in a single coil. The repetition
of one kernel along the readout is depicted in light red.

All image reconstructions were performed offline on a workstation with 256 GB of RAM and 2 CPUs
with 12 cores each. The raw data was imported utilizing the ISMRM Raw Data Format (Inati et al.,
2017) and reconstructed using our image reconstruction algorithm implemented in Python.

The different steps for our GRAPPA-based wave-CAIPI reconstruction are as follows:

1) raw data import using the ISMRM Raw Data Format.
2) incorporation of k-space trajectory measurements and determination of the PSF.
3) determination of GRAPPA weights from the ACS for each reconstruction kernel.
4) GRAPPA reconstruction of the missing k-space points.
5) replacement of the k-space center with ACS dataset (if ACS included).
6) deconvolution of the coil images with the PSF.
7) sum of squares combination of the deconvolved coil images.
8) removal of the oversampling in the readout direction.
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The wave parameters, number of oscillations per readout and amplitude of the k-space trajectory,
need to be chosen carefully for the GRAPPA reconstruction. Given a fixed number of samples
along the corkscrew trajectory, the number of distinct GRAPPA kernels should be as small as pos-
sible. This results in a good fit of the GRAPPA weights since data from more kernel repetitions in
readout direction are available. If the GRAPPA weights are computed based on too few kernel repe-
titions, the reconstruction shows significant GRAPPA artifacts. Therefore, increasing the number of
wave cycles is desirable for GRAPPA-based wave-CAIPI reconstruction as it reduces the number of
distinct points along the trajectory and, thus, the number of required kernels. The optimal number of
wave cycles further depends on the wave amplitude, as both parameters determine the spread in read-
out direction. Finally, both parameters are limited by the performance of the gradient system. Based
on these considerations, suitable wave parameterizations for each investigated sampling scheme are
introduced in the next sections.

3.3 k-Space Trajectory Measurements

Due to gradient hardware imperfections, eddy currents, and field inhomogeneities, the applied gra-
dient shape during a wave-CAIPI readout deviates from the nominal shape and induces phase errors,
resulting in blurring and image artifacts. In order to measure the actual corkscrew k-space trajectory,
a commercially available system for measuring the k-space trajectory (Clip-On Camera, Skope Mag-
netic Resonance Technologies, Zurich, Switzerland) was used. The camera consists of 16 19F NMR
field probes ((De Zanche et al., 2008), cf. Section 2.10) which were placed around the head receive
coil and were fixed on the coil using tape as exemplary shown in Figure 2.11a). The phase/partition
encoding trajectories kp1 and kp2 were monitored during 10 readouts and averaged for noise reduc-
tion. Thus, no separate sequence implementation and calibration scans were required to measure
the actual corkscrew trajectory. Based on this corkscrew trajectory, the point spread deconvolution
function required for the wave-CAIPI image reconstruction was determined.

3.4 Wave-CAIPI MP-RAGE

3.4.1 Introduction

The magnetization-prepared rapid gradient-echo (MP-RAGE, (Mugler and Brookeman, 1990)) is the
gold standard for T1 weighted structural imaging. It is widely used for high-resolution anatomical
imaging due to its good gray/white matter contrast. MP-RAGE images are utilized in various neuro
applications, such as brain segmentation, co-registration, and voxel-based morphometry. However,
the sequence suffers from long scan times due to a long inversion and recovery period before and
after the gradient echo readout, respectively.
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Chapter 3. GRAPPA-based Wave-CAIPI Reconstruction

Wave-CAIPI sampling was incorporated in a fast 3D MP-RAGE sequence tailored for ultra-high
field applications. To validate the proposed GRAPPA-based reconstruction method, fully acquired
datasets (Cartesian and wave sampling) were retrospectively accelerated and compared to each other.
Besides the investigation of the g-factor, subcortical segmentation was performed. The segmented
structures were analyzed using the Dice coefficient. Compared to Cartesian GRAPPA, reconstruc-
tion artifacts and g-factor were significantly reduced, resulting in an improved image quality. Addi-
tionally, the reconstructed images were compared to those using the previously established SENSE-
based wave-CAIPI reconstruction (Bilgic et al., 2015).

We performed whole brain imaging, 16-fold accelerated, at a resolution of 0.8 mm3 in an acquisition
time of 52 s.

3.4.2 Methods

3.4.2.1 Sequence Implementation

By combining corkscrew k-space trajectories with CAIPIRINHA sampling (Breuer et al., 2006),
wave-CAIPI fully exploits the 3D coil sensitivity variations (see Figure 3.1a) and thereby reduces
artifacts and limits reconstruction induced localized noise enhancement. For demonstration, we im-
plemented a 3D MP-RAGE sequence with wave-CAIPI sampling on a 7T scanner (Siemens Health-
ineers, Erlangen, Germany) utilizing a 32-channel head coil (Nova Medical, Wilmington, USA) for
data reception. The MR scanner is equipped with a gradient system allowing nominal maximum
gradient amplitude of 40 mT/m and a maximum slew rate of 200 T/m/s. The sequence is a fast 3D
gradient echo sequence. Each repetition time interval TR starts with an inversion pulse followed by
an inversion time TI to generate a T1 weighted contrasts. The prepared magnetization is sampled
using a train of gradient echoes. This block is repeated until the undersampled 3D k-space is filled.
In order to speed up the acquisition of CAIPIRINHA-accelerated measurements, a flexible linear
reordering scheme (Brenner et al., 2014; Busse et al., 2008) was employed. A similar reordering ap-
proach was recently introduced for wave-CAIPI MP-RAGE acquisitions by Polak et al. (Polak et al.,
2018). Furthermore, all datasets in this work were acquired utilizing elliptical scanning (Bernstein
et al., 2001; Brenner et al., 2014).

3.4.2.2 Validation - Retrospectively Accelerated Acquisitions

Fully sampled data with 1 mm isotropic resolution were acquired in 5 healthy subjects (two male,
three female). The study protocol was approved by the local ethics committee, and subjects gave
informed consent prior to undergoing MR examination.

For the MP-RAGE acquisitions, the following sequence parameters were used: FOV = 256 × 256 ×

43



3.4. Wave-CAIPI MP-RAGE

176 mm3 (whole brain coverage with readout in head-foot direction), TE = 4.6 ms, TR = 2.5 s, TI =
1.132 s and BW = 130 Hz/pixel. The acquisitions were repeated using different k-space trajectories:

1) Cartesian sampling
2) wave sampling with 32 oscillations/readout and wave amplitudes of A = 1.5·∆k (in both phase

encoding directions)
3) wave sampling with 32 oscillations/readout and A = 2.5 · ∆k

For the gradient system and the given sequence parameters, we chose 32 wave cycles per readout for
the wave sampling. The maximum possible wave amplitude within the slew rate limit of the scanner
was A = 2.5 · ∆k. The wave spreading pattern in readout direction [corkscrew k-space trajectories
2) and 3)] are shown in Figure 3.2.

Figure 3.2: Coronal view (with oversampling in readout direction) of the fully encoded images
for 1) Cartesian sampling, 2) wave sampling with 32 oscillations/readout and wave amplitudes of
A = 1.5·∆k and 3) wave sampling with 32 oscillations/readout and A = 2.5·∆k. The wave spreading
in 3) better covers the FOV in the readout direction.

CAIPIRINHA-type (Breuer et al., 2006) accelerated data (R = 3 × 4 with shift 2 and R = 4 × 4 with
shift 2) were simulated by retrospectively removing phase encoding steps from the fully sampled
acquisitions. The k-space center of size 512 × 32 × 32 served as ACS. We chose not to use a high
bandwidth external calibration scan for all MP-RAGE acquisitions, as it would only allow acquisi-
tions of significantly reduced number of wave cycles. As consequence, only a few kernel repetitions
in readout direction would be used for the GRAPPA weight estimation. In addition, an integrated
calibration scan can be included in the GRAPPA reconstruction and further improve image quality.
The undersampled data were reconstructed using an in-house developed Python toolbox for image
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Chapter 3. GRAPPA-based Wave-CAIPI Reconstruction

reconstruction. A 3D reconstruction kernel of size 3 × 3 × 3 was taken and Tikhonov regularization
was used for the calculation of the GRAPPA weights. For all measurements, the regularization was
chosen as the identity matrix and scaled by the regularization factor λ = 10−3 · Smax, where Smax

represents the maximum singular value of the GRAPPA source matrix of the ACS dataset. The reg-
ularization parameter was selected to achieve a good compromise between SNR and image artifacts.
The ACS lines were included in the GRAPPA reconstruction resulting in an effective acceleration
of Reff = 9.6 (R = 3 × 4) and Reff = 11.9 (R = 4 × 4).

After image reconstruction, the brain was extracted using BET (FSL (Smith, 2002)) for each of the
subjects. The brain region as indicated in Figure 3.4 (top left) for one of the subjects served as region
of interest (ROI) for the evaluation of the reconstruction results. The root mean square error (RMSE)
with regard to the fully sampled data was calculated in the ROI. Additionally, g-factor maps were
determined from 200 ‘pseudo multiple replicas’ (Robson et al., 2010) and the maximum and mean
g-factor (gmax and gmean) were evaluated in the ROI. The mean value and standard error of the RMSE,
gmax and gmean were determined across the five subjects.

In order to obtain a quantitative comparison of the different sampling schemes, the reconstructed
images were automatically processed with the longitudinal Freesurfer stream (Reuter et al., 2012).
For each of the volunteers, a subject template was created using the information of the three fully
sampled images (Cartesian, A = 1.5 · ∆k, A = 2.5 · ∆k). This template served as initial guess for the
processing of all 9 datasets (three different k-space trajectories, each of them acquired with acceler-
ation factors R = 1, R = 3 × 4(2) and R = 4 × 4(2)). The automatic subcortical segmentation (Fischl
et al., 2002) of the fully sampled images served as ground truth. The relative segmentation volume
overlap (Dice coefficient, cf. (Han and Fischl, 2007)) of the retrospectively accelerated images was
evaluated with respect to the ground truth for different brain volumes. For each sampling scheme,
the Dice coefficient was averaged across the five subjects and the standard error was calculated.

Additionally, the iterative SENSE-based reconstruction approach previously established by Bilgic et
al. (Bilgic et al., 2015) was employed to the 16-fold retrospectively accelerated wave-CAIPI dataset
with wave amplitude of A = 2.5 ·∆k and 32 wave cycles. The coil sensitivities were computed using
the ESPIRiT algorithm (Uecker et al., 2014) from the Berkeley Advanced Reconstruction Toolbox
(BART) (Uecker et al.). For the SENSE-type wave-CAIPI reconstruction, the implementation of-
fered as supplementary material by Bilgic et al. (Bilgic et al., 2015) was utilized.

Moreover, the impact of the actual measured k-space trajectory was investigated by comparing the
GRAPPA reconstruction utilizing the nominal trajectory, a delay-corrected nominal trajectory, and
the actual trajectory, respectively.
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3.4.2.3 Accelerated Acquisitions

Additionally, 1 mm isotropic CAIPIRINHA-type accelerated measurements (R = 3 × 4(2) and R =
4 × 4(2)) were performed. The total scan time reduction is based on the effective parallel imaging
acceleration (Reff) and an additional 20 % scan time reduction is achieved through elliptical sampling
(Brenner et al., 2014). The data were acquired for Cartesian k-space sampling and wave sampling
(32 oscillations/readout and A = 2.5 · ∆k). The total scan time for the whole brain acquisitions were
48 seconds (R = 12) and 40 seconds (R = 16).

Furthermore, we acquired CAIPIRINHA and wave-CAIPI whole brain MP-RAGE images with
0.8 mm and 0.6 mm isotropic resolution employing 2×2(1), 3×4(2) and 4×4(2) acceleration, respec-
tively. Total acquisition times were 2:49, 1:07 and 0:52 minutes for the 0.8 mm3 resolution data and
4:48, 1:47 and 1:24 minutes for the scans with 0.6 mm isotropic resolution. Wave amplitudes were
maximized within the slew rate limit of the scanner for the chosen number of oscillations.

An overview of the acquisition parameters of the accelerated MP-RAGE measurements is given in
Table 3.1. 3D GRAPPA reconstruction kernels of size 3 × 3 × 3 were utilized and the ACS lines
were included in all reconstructions.

Table 3.1: Acquisition parameters of accelerated (wave-)CAIPI measurements

a) Sequence parameters

Resolution [mm3] FOV [mm3] TR/TE/TI [ms] BW [Hz/px]
Protocol 1 1.0 × 1.0 × 1.0 256 × 256 × 176 2500/4.6/1132 130
Protocol 2 0.8 × 0.8 × 0.8 256 × 240 × 166.4 2500/5.0/1135 120
Protocol 3 0.6 × 0.6 × 0.6 260 × 234.7 × 153.6 2500/5.2/1106 120

b) Sampling schemes and acquisition times

ACS Amplitude [∆k] Oscillations Acceleration Acq. Time [min]
Sampling 1 512 × 32 × 32 0.0/2.5 0/32 3 × 4(2) 0 : 48

4 × 4(2) 0 : 40
Sampling 2 640 × 32 × 32 0.0/2.0 0/32 2 × 2(1) 2 : 49

3 × 4(2) 1 : 07
4 × 4(2) 0 : 52

Sampling 3 864 × 32 × 32 0.0/2.5 0/27 2 × 2(1) 4 : 48
3 × 4(2) 1 : 47
4 × 4(2) 1 : 24
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3.4.3 Results

3.4.3.1 k-Space Trajectory Measurements

The necessity of a k-space trajectory measurement is illustrated in Figure 3.3. A section of the trajec-
tory for a wave acquisition with A = 2.5 · ∆k and 32 wave cycles during a 7680 µs readout is plotted
for one of the phase encoding directions. The PSF was determined for the nominal and measured
k-space trajectories and applied to the fully sampled wave measurement. Even if the deviation of
the delay-corrected nominal trajectory to the measured trajectory is small, the nominal trajectory
still produces significant artifacts in the image. Image reconstruction based on the measured trajec-
tory provides strongly improved image quality, where the remaining small artifacts close to the ears
stem from a tiny synchronization inaccuracy between the measured trajectory and the actual trajec-
tory. This issue was solved in the newer software version of the field camera that was used for the
wave-CAIPI TSE acquisitions in Section 3.5.
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Figure 3.3: a) Section of the trajectory for a wave acquisition with A = 2.5 · ∆k and 32 wave cycles
during a 7680 µs readout for one of the phase encoding directions. The nominal, the delay-corrected
nominal and the measured wave trajectory are plotted. b) Corresponding reconstruction of a fully
sampled wave dataset. Without delay correction, the reconstruction using the nominal trajectory
shows severe image artifacts. Also the delay-corrected nominal trajectory still produces significant
artifacts.

3.4.3.2 Validation - Retrospectively Accelerated Acquisitions

In Figure 3.4, the reconstructed images for the simulated 16-fold accelerated CAIPIRINHA and
wave-CAIPI acquisitions are shown for one subject. The noise amplification and reconstruction
artifact level are quantified with g-factor maps and the difference to the fully sampled image. While
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aliasing artifacts are visible in the CAIPIRINHA images, the wave-CAIPI images are free of those.
Further, the g-factor is reduced. All subsequently shown magnitude images were corrected for the
receiver profile using the N4 bias correction (Tustison et al., 2010).

Figure 3.4: Retrospectively accelerated acquisitions. Top: 16-fold accelerated CAIPIRINHA and
wave-CAIPI MP-RAGE images of one of the subjects. The position of the coronal slice is displayed
by the vertical bar in the sagittal view. The yellow lines indicate the ROI used for the evaluation.
Middle: g-Factor maps. Bottom: Difference to fully sampled image.

The reconstruction results are evaluated for 12- and 16-fold accelerated Cartesian CAIPIRINHA and
wave-CAIPI across the five subjects. The mean values and standard error of the RMSE, gmean and
gmax are illustrated in Figure 3.5. For the higher wave amplitudes of A = 2.5 · ∆k, better results
could be achieved than for amplitudes of A = 1.5 · ∆k with the same number of oscillations. Wave-
CAIPI with 32 oscillations and A = 2.5 · ∆k clearly improves the RMSE and g-factor for both
acceleration factors. Compared to 12-fold accelerated Cartesian CAIPIRINHA, 16-fold accelerated
wave-CAIPI shows an improvement of 5.4 %, 3.9 % and 3.7 % in RMSE, gmax and gmean, despite the
higher acceleration factor. In the wave-CAIPI acquisitions with amplitudes of A = 1.5 · ∆k, image
pixels are badly folded which leads to a local hot spot of high g-factor. However, the mean g-factor
is clearly reduced compared to the Cartesian reconstruction.
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Figure 3.5: 12- and 16-fold accelerated Cartesian CAIPIRINHA (A = 0) and wave-CAIPI (wave
amplitudes of A = 1.5 · ∆k and A = 2.5 · ∆k) reconstructions evaluated in the brain ROI. The mean
values of the five subjects and the standard error are illustrated via bar plots with error bars. The
root mean square error (RMSE) and mean g-factor (gmean) are clearly reduced for wave-CAIPI. For
the higher wave amplitudes of A = 2.5 · ∆k, better results could be achieved than for amplitudes of
A = 1.5 · ∆k with the same number of oscillations.

For completeness, 16-fold accelerated wave-CAIPI reconstruction with included ACS and 12-fold
accelerated Cartesian CAIPIRINHA with separate reference ACS are analyzed in Figure 3.6. The
wave-CAIPI reconstruction performs clearly better than a time-matched Cartesian protocol with
smaller ACS size and separate acquisition of ACS.
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Figure 3.6: Comparison of 16-fold accelerated wave-CAIPI (ACS included) and 12-fold accelerated
Cartesian CAIPIRINHA (ACS excluded). Accelerated data were simulated from the fully sampled
datasets and the reconstruction was performed using 16×16, 20×20, 24×24 and 32×32 ACS lines for
the computation of the GRAPPA weights. An axial view of the reconstruction and the difference to
the fully sampled image (scaled 10×) are shown. The RMSE in the brain region and the acquisition
time of a respectively accelerated scan are given. The RMSE averaged over all 5 subjects is depicted
in brackets. The yellow line indicates the ROI used for the RMSE. The results show, that highly
accelerated Cartesian CAIPIRINHA reconstructions are more prone to image artifacts, especially
for smaller ACS sizes. 16-fold accelerated wave-CAIPI performs better than an approximately time-
matched 12-fold accelerated Cartesian CAIPIRINHA protocol with 20 × 20 ACS lines and external
reference scan. Additionally, wave-CAIPI allows a further scan time reduction by acquiring only
20 × 20 or 24 × 24 ACS lines while maintaining good image quality.

Figure 6.1 in the Appendix depicts examples of the subcortical segmentation results. Visual inspec-
tion shows that the segmentation worked well in all cases and no clear difference is visible between
the different sampling schemes and accelerations. However, the quantitative comparison based on
the Dice coefficient indicates a clear improvement of the segmentation of the different brain regions
using wave-CAIPI instead of Cartesian CAIPIRINHA. For example, the dice coefficient of the hip-
pocampus segmentation improved by 2.1 % (91.2 % for CARTESIAN and 93.1 % for wave-CAIPI)
for 12-fold acceleration and by 3.3 % (91.2 % for CARTESIAN and 93.1% for wave-CAIPI) for 16-
fold acceleration. The mean Dice coefficients across the five subjects with standard errors are shown
in Figure 3.7. Here, left and right cerebral hemisphere values were combined since no significant
lateralization effect was observed with respect to the Dice metric.
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Figure 3.7: Dice coefficient (relative volume overlap) averaged across five subjects for different
subcortical structures. The left and right cerebral hemispheres were combined as no discrepancy
was found.

A comparison of the presented GRAPPA-based and the recently established iterative SENSE-type
wave-CAIPI image reconstruction is illustrated in Figure 3.8. Both methods provide an effective
wave-CAIPI reconstruction for 16-fold accelerated data with comparable image results. SENSE re-
construction requires high-quality sensitivity maps and mask region, estimated from the calibration
data. Simple coil sensitivity estimates by means of conventional channel wise sum of squares divi-
sion with subsequent masking resulted in strong artifacts of the SENSE reconstruction (not shown).
However, utilizing the BART toolbox for coil sensitivity maps and mask region estimation, we were
able to produce high-quality images with SENSE reconstruction. As the default mask computed by
the toolbox was too small, we choose a smaller threshold for the mask estimation that optimized the
RMSE of the reconstruction. Using this mask, the RMSE in the brain region was 9.58 % with regard
to the fully sampled data. The SENSE reconstructions and the corresponding RMSE for smaller and
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larger mask sizes are shown for completeness in Figure 6.2 in the Appendix.

Figure 3.8: Retrospectively 16-fold accelerated wave-CAIPI acquisition reconstructed with a
GRAPPA-based reconstruction (top) and a SENSE-type reconstruction (bottom).

3.4.3.3 Accelerated Acquisitions

Figure 3.9 depicts 12- and 16-fold accelerated full brain MP-RAGE images with 1 mm isotropic voxel
size. As expected from the results of the retrospectively accelerated acquisitions, visual inspection
shows similar image quality for conventional CAIPIRINHA and wave-CAIPI sampling, however,
careful inspection shows a decreased noise level for the wave-CAIPI acquisitions. Furthermore, the
axial slice of the 16-fold Cartesian CAIPIRINHA acquisition shows a reconstruction artifact which
is not present for wave-CAIPI sampling. Inspecting the high-resolution acquisitions, the improved
image quality of wave-CAIPI sampling becomes even more prominent. The corresponding images
with 0.8 mm and 0.6 mm isotropic resolution and different acceleration factors are shown in Figure
3.10. For higher accelerations, a clear improvement in signal-to-noise ratio can be observed in the
wave-CAIPI images.
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Figure 3.9: Retrospectively 16-fold accelerated wave-CAIPI acquisition reconstructed with a
GRAPPA-based reconstruction (top) and a SENSE-type reconstruction (bottom).

Figure 3.10: Axial view of Cartesian CAIPIRINHA and wave-CAIPI images with 0.6 mm and
0.8 mm isotropic voxel size. The data were acquired employing 2 × 2(1), 3 × 4(2) and 4 × 4(2)
acceleration, respectively. For higher accelerations, a clear improvement in signal-to-noise ratio can
be observed in the wave-CAIPI images.
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3.4.4 Discussion

We have shown that high-quality wave-CAIPI MP-RAGE images can be reconstructed by means
of a GRAPPA-based algorithm utilizing multiple reconstruction kernels. Even for high accelera-
tion factors, the non-iterative reconstruction is robust and does not depend on the accuracy of coil
sensitivity estimations.

The GRAPPA-based wave-CAIPI reconstruction has been validated across five subjects at the 7
Tesla scanner. Full k-space MP-RAGE data with and without wave sampling were acquired and
subsequent under-sampling was performed to simulate acceleration factors R = 3 × 4(2) and R =
4 × 4(2). Compared to Cartesian CAIPIRINHA sampling, the image reconstruction of wave-CAIPI
MP-RAGE data strongly improved image quality with diminished artifacts and reduced g-factor
penalties. It has been shown, that for the chosen parameters, the image quality of 16-fold acceler-
ated wave-CAIPI is comparable to that of 12-fold accelerated Cartesian CAIPIRINHA (Figure 3.4).
Utilizing the full k-space sampling as ground truth, an improvement in subcortical segmentation
could be achieved for both accelerations using the wave-CAIPI sampling as compared to conven-
tional Cartesian CAIPIRINHA sampling (Figure 3.7).

For the 1 mm3 resolution acquisitions, the k-space trajectory with 32 wave cycles per readout was
found to be optimal. It allows sufficiently high wave amplitudes within the slew rate limit of the
scanner and the GRAPPA weights are calculated based on 16 kernel positions in the readout direction.
The spreading due to the higher wave amplitudes of A = 2.5 · ∆k allows a full FOV coverage
in readout direction with oversampling (cf. Figure 3.2) and better reconstruction results could be
achieved than with the smaller wave amplitude of A = 1.5 · ∆k. The g-factor maps for 12- and 16-
fold accelerated wave-CAIPI with A = 1.5 · ∆k show high local values. In this case, the 3D aliasing
does not seem to be optimal.

In order to improve the wave-CAIPI image quality, gradient waveforms (number of oscillations and
wave amplitudes) must be optimized. As mentioned by Breuer et al. (Breuer et al., 2008) for zigzag
sampling, a strategy to find the optimal gradient waveform is required. This strategy must take into
account the sequence parameters, the gradient system, the acceleration factor/sampling pattern and
the receiver coil. In contrast to the SENSE-based reconstruction, the quality of the GRAPPA-based
wave-CAIPI reconstruction strongly depends on the number of wave cycles. To achieve a good fit
of the GRAPPA weights, enough kernel repetitions in the readout direction must be available. We
found that 32 wave cycles with maximum wave amplitude achieve a wave spreading which results
in a good GRAPPA reconstruction.

We have shown that deviations between the nominal and actual corkscrew trajectory limit the perfor-
mance of the reconstruction. Therefore, k-space trajectory measurements were performed once for
each set of sequence parameters utilizing magnetic field probes, although other ways are possible to
determine the actual wave-CAIPI trajectory (Bilgic et al., 2015; Cauley et al., 2016).
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Accelerated wave-CAIPI MP-RAGE scans with R = 4 × 4(2) and whole-brain coverage were ac-
quired in only 40 seconds. The GRAPPA-based wave-CAIPI reconstruction provided good image
quality for highly accelerated, high-resolution measurements (0.6 mm3 and 0.8 mm3 voxel size) and
clearly outperforms conventional CAIPIRINHA sampling (Figure 3.10).

Nevertheless, we have shown that even for Cartesian CAIPIRINHA, the combination of our MP-
RAGE implementation with flexible reordering and elliptical scanning and our GRAPPA recon-
struction with 3D GRAPPA kernel, Tikhonov regularization and included ACS can achieve highly
accelerated full brain acquisitions with good image quality.

Using our in-house developed Python implementation for image reconstruction on a high-end work-
station, the total reconstruction time for the 1 mm3 wave-CAIPI MP-RAGE measurement with matrix
size of 512 × 256 × 176, ACS size of 512 × 32 × 32, 32 wave cycles/readout and CAIPIRINHA-type
acceleration of R = 4 × 4(2) was approximately 10 minutes. In contrast to conventional GRAPPA
reconstructions, the oversampling in readout direction is only removed after the reconstruction. This
extends the required memory and reconstruction time. However, there is still much potential to speed
up the reconstruction. For example, the size of the dataset can efficiently be reduced prior to the re-
construction by applying coil array compression (Buehrer et al., 2007; Huang et al., 2008; Zhang et
al., 2013). This technique reduces the processing time and computer memory requirements without
a considerable degradation in image quality. If the main focus lies on the quality of the image, the
virtual coil concept proposed by Blaimer et al. (Blaimer et al., 2009) improves the reconstruction
conditions for the GRAPPA reconstruction and reduces the noise enhancement. Nevertheless, this
concept doubles the number of channels and thereby increases the computation time. A combination
of coil compression and the virtual coil concept might improve image quality without an increase or
even with a reduction in reconstruction time.

3.5 Wave-CAIPI TSE

3.5.1 Introduction

In additional to the T1 weighted MP-RAGE sequence of the previous section, wave-CAIPI sampling
was incorporated in a turbo spin echo (TSE) sequence (Hennig et al., 1986; Mugler, 2014). TSE is
also known as rapid acquisition with refocusing echoes (RARE) or fast spin echo (FSE), and provides
an image contrast that is dominated by the transverse relaxation time T2. It is widely used in clinical
applications and neuroscience for T2 weighted brain imaging, structural imaging and lesion detection.
Compared to conventional spin echo sequences, multiple phase encoding lines are acquired during
each repetition time (TR) interval of the TSE sequence. Nevertheless, the sequence suffers from long
scan times due to the long TR and can thus benefit from the higher acceleration factors achievable
with wave-CAIPI sampling.

56



Chapter 3. GRAPPA-based Wave-CAIPI Reconstruction

To fulfill the CPMG condition despite eddy currents induced by the wave gradients, additional
rephasing gradients were empirically determined using the field probe system. 16- and 20-fold
accelerated wave-CAIPI TSE imaging at an isotropic resolution of 1 mm3 were performed and
reconstructed using the GRAPPA-based parallel imaging reconstruction. Compared to Cartesian
GRAPPA, reconstruction artifacts and g-factor were significantly reduced.

3.5.2 Methods

3.5.2.1 Sequence Implementation

Wave-encoding was incorporated in a 3D non-selective variable flip angle TSE sequence (Mugler,
2014; Pracht et al., 2018) as schematically shown in Figure 3.11.
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Figure 3.11: Schematic sequence diagram of the 3D wave-CAIPI TSE sequence with variable flip
angles. The fat component is suppressed using a binomial water excitation pulse (Hore, 1983). The
shortest possible echo spacing (ESP) is used for the echo train to avoid signal loss due to the T2 decay.
The refocusing angles α are calculated for a predefined signal shape. After a relaxation delay of TD,
the next TR interval starts with the excitation pulses. The corkscrew k-space sampling is achieved
by playing out sinusoidal gradients during each readout.

Compared to the conventional spin echo sequence introduced in Section 2.1.4.1, the TSE sequence
uses a series of refocusing pulses to generates a train of echoes after each excitation pulse. Thereby,
multiple phase encoding lines are acquired during each TR interval. The flip angles of the refocusing
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pulses are optimized using an extended phase graph (EPG) algorithm to achieve highest possible
SNR at 7T for a predefined signal shape (Hennig, 1988; Hennig et al., 2004). To avoid signal loss
and blurring due to the T2 decay, the shortest possible echo spacing (ESP, time between consecutive
echoes) is chosen. The fat signal is suppressed using a binomial water excitation pulse (Hore, 1983).
The CAIPIRINHA-accelerated sequence is sped up using an improved linear reordering scheme
(Feiweier, 2010) and elliptical scanning (Bernstein et al., 2001), where the corners of k-space are
omitted. The corkscrew k-space sampling is achieved by playing out sinusoidal gradients in the
phase encoding directions (Gp1/2) with a relative phase shift of π/2 during each readout (Gr). To
reduce the ramp time, the sine and cosine gradients start with an initial phase of π/4.

3.5.2.2 CPMG Condition and Gradient Momentum Correction

Multiecho spin echo sequences, such as TSE sequences, rely on the CPMG (Carr-Purcell-Meiboom-
Gill) condition (Meiboom and Gill, 1958) for generating long trains of spin echoes. They include a
phase shift of 90◦ between excitation and refocusing pulses to reduce cumulated phase errors. The
CPMG technique is robust and allows to destroy unwanted magnetization components rapidly after
some echoes. Hence, echoes are generated at the same time after each refocusing pulse.

45◦ 45◦
α1 α2 α3 α4

τ ESP ESP ESP
tRF

EPG

Gp1

Figure 3.12: Schematic illustration of the extended phase graph (EPG) for the 3D wave-CAIPI TSE
sequence with variable flip angles. Echoes are generated at the same time after each refocusing
pulse (blue lines). The echoes correspond to the crossing of the blue lines with the time axis. An
additional gradient momentum accumulated between refocusing pulses leads to the generation of
spin echoes of increasing number with every refocusing pulse as indicated by the red lines. The
phase encoding gradients Gp1 between the refocusing pulses are exemplary depicted in the bottom
line with the uncorrected rephasing gradient in red and the corrected gradient in blue. The gradient
correction required for proper moment rephasing is colored in light blue.
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The sinusoidal phase encoding gradients of the wave-CAIPI TSE sequence induce eddy currents
which lead to an additional gradient momentum between consecutive refocusing pulses. The effect
of this additional gradient momentum on the CPMG condition is illustrated in the extended phase
graph in Figure 3.12. An increasing number of spin echoes is generated with every refocusing pulse.
These unwanted echoes result in artifacts and signal dropouts in the reconstructed images.

The improper momentum rephasing between the refocusing pulses was solved empirically using the
field probe system. During a phantom scan, the central k-space line was monitored and additional
rephasing gradients were determined such that the k-space trajectory ends as expected in the k-space
center after the gradient rephasing. By application of correction gradients, the CPMG condition is
restored and one single spin echo is generated after each refocusing pulse.

3.5.2.3 Data Acquisition

All experiments were performed on a MAGNETOM 7T scanner (Siemens Healthineers, Erlangen,
Germany) utilizing a 32-channel head coil (Nova Medical, Wilmington, USA). The data were ac-
quired in a healthy volunteer using the following sequence parameters: FOV = 256 × 240 × 176 mm3

(whole brain coverage with readout in head-foot direction), 1 mm3 resolution, TR = 5 s, number of
refocusing pulses N = 150 and BW = 300 Hz/pixel. CAIPIRINHA-type accelerated measurements
(R = 4 × 4 with shift 2 and R = 5 × 4 with shift 2) were performed for Cartesian k-space sampling
and for wave sampling. For wave sampling, 16 oscillations per readout and wave amplitudes of
Ap1 = 3 · ∆kp1 and Ap2 = 2 · ∆kp2 in the phase encoding directions were chosen within the slew rate
limits of the scanner. An oversampling factor of 4 was chosen in readout direction for all acquisitions
to avoid remaining wave artifacts in the reconstructed images (Wang et al., 2020). Additionally, a
reference scan with 32 × 32 fully sampled central Cartesian or wave-sampled calibration lines was
acquired. The total acquisition time was 1:32 minutes for the 16-fold accelerated and 1:17 minutes
for the 20-fold accelerated measurement.

Trajectory measurements were performed simultaneously to the imaging experiment using the field
camera. Due to the newer software version, delays between the MR scanner and the field probe
system were considered by short synchronization scans at the beginning of the actual imaging exper-
iment (cf. Section 2.10) for all wave-CAIPI TSE measurements.

The additional rephasing gradients required for a correct gradient rephasing were determined empir-
ically as described above during a phantom measurement using the same sequence parameters as for
the planned in-vivo measurement. The adjusted rephasing gradients were then used for the actual
measurement.
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3.5.2.4 Image Reconstruction and Data Analysis

For image reconstruction, a 3D GRAPPA reconstruction kernel of size 3 × 3 × 3 was chosen and
Tikhonov regularization was used for the calculation of the GRAPPA weights to achieve a good
compromise between signal-to-noise ration (SNR) and image artifacts.
G-factor maps were calculated from 100 ‘pseudo multiple replicas’ (Robson et al., 2010) and the
maximum and mean g-factor were evaluated over the whole brain extracted using BET (FSL (Smith,
2002)). All shown magnitude images were corrected for the receiver profile using the N4 bias field
correction (Tustison et al., 2010).

3.5.3 Results

The empirical determination of the additional rephasing gradients is depicted in Figure 3.13. Figure
3.13a) shows the monitored sinusoidal gradient waveforms and the corresponding k-space trajectory
of the central k-space line for the acquisition without any correction. It is obvious, that the k-space
trajectory does not end in the k-space center as expected after the gradient rephasing. However, the
application of adjusted rephasing gradients led to the expected trajectory of the central k-space line
(cf. Figure 3.13c)).
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Figure 3.13: Wave-encoded gradient waveforms and k-space trajectories for the central k-space line.
a) The wave gradients induce an additional gradient moment resulting in a k-space trajectory which
is not rephased in the k-space center. b) Enlarged view of the improper gradient rephasing of a)
indicated by the black box. c) Corrected rephasing moment after application of additional rephasing
gradients.

Improper gradient momentum dephasing: The wave-CAIPI TSE images show residual inhomo-
geneities and signal dropouts as indicated by the red arrows in Figure 3.14a). These artifacts vanish
in Figure 3.14b), where the empirically determined additional rephasing gradients were applied.
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a) improper gradient momentum dephasing

b) corrected gradient momentum dephasing

Figure 3.14: Reconstructed images of wave-CAIPI acquisitions with a) improper gradient momen-
tum rephasing and b) corrected momentum rephasing by application of an additional empirically
found rephasing gradient. The red arrows indicate residual inhomogeneities in the reconstructed
images which vanish with proper momentum rephasing.

The reconstructed images and g-factor maps of 16-fold accelerated CAIPIRINHA and wave-CAIPI
TSE acquisitions are shown in Figure 3.15. The gradient momentum of the wave-CAIPI acquisition
was empirically corrected as described above. The wave-CAIPI TSE images show a clear improve-
ment in image quality with less reconstruction artifacts and reduced noise enhancement. The mean
g-factor is reduced by 31 % and the maximum g-factor by 42 %.

Figure 3.16 shows example slices of the 20-fold accelerated 3D TSE acquisitions. Due to the high
acceleration, the Cartesian images show strong parallel imaging artifacts indicated by the red arrows.
These artifacts are clearly reduced in the wave-CAIPI images.
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Figure 3.15: Reconstructed images and g-factor maps of 16-fold accelerated full brain CAIPIRINHA
and wave-CAIPI TSE acquisitions. Image quality is improved in the wave-CAIPI acquisition with
diminished artifacts and strongly reduced g-factor penalties. The red arrows indicate aliasing artifacts
in the 2D CAIPIRINHA images. They are not visible in the wave-CAIPI images.
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Figure 3.16: Axial, coronal and sagittal example slices of 20-fold accelerated full brain CAIPIR-
INHA and wave-CAIPI TSE acquisitions. Image artifacts are clearly reduced in the wave-CAIPI
images as indicated by the red arrows.

3.5.4 Discussion

The application of sinusoidal phase encoding gradients in addition to CAIPIRINHA-type accelera-
tion enabled highly accelerated TSE imaging at a high spatial resolution of (1 mm)3. Compared to
the Cartesian CAIPIRINHA accelerated images, the wave-CAIPI images showed less image artifacts
and significantly reduced noise enhancement (cf. Figure 3.15 and 3.16).

The GRAPPA-based wave-CAIPI reconstruction performs best for a large number of wave cycles
and thus many kernel repetitions in readout direction (cf. Figure 3.1b)). This allows a robust deter-
mination of the GRAPPA weights. However, the required number of wave cycles and the slew rate
limit of the scanner constraints the choice of possible wave parameters for the wave-CAIPI TSE
acquisition. The maximum benefit of wave-CAIPI acquisitions can generally be achieved for se-
quences with low readout bandwidth (Wang et al., 2020), such as the MP-RAGE sequence. This
allows relatively high wave amplitudes at a sufficient large number of wave cycles within the slew
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rate limit of the scanner and increases the wave spreading.
An increase of the readout bandwidth by a factor of 2 leads to a reduction of the maximum achiev-
able wave amplitude by a factor of 4 or to a reduction of the maximum number of wave cycles by a
factor of 2 and thus significantly reduces the wave spreading along the readout direction. Compared
to the proposed GRAPPA-based reconstruction, a SENSE-type reconstruction (Bilgic et al., 2015;
Pruessmann et al., 1999) does not require a maximum number of wave cycles. However, Wang et
al. (Wang et al., 2020) observed, that large wave amplitudes lead to obvious reconstruction artifacts
in SENSE-based reconstructions, even if the noise enhancement is reduced.

It has been shown, that wave-CAIPI sampling increases the SNR for the TSE sequence parameters
chosen in this section and thus allows for higher acceleration factors than 2D CAIPIRINHA acqui-
sitions. However, wave-encoding is only suitable for TSE applications with relatively low readout
bandwidth that allow large wave spreading.
The SNR of fast TSE acquisitions is influenced by various sequence parameters, and the choice of
those is not straightforward. On the one hand, higher readout bandwidth result in a shorter echo train
with reduced signal decay. Due to the generally higher SNR, these acquisitions allow higher parallel
imaging acceleration, or alternatively more refocusing pulses can be applied after each excitation to
reduce the total scan time. These acquisitions do not further benefit from wave-CAIPI sampling. On
the other hand, SNR is proportional to the square root of the readout bandwidth (cf. Section 2.1.6)
and the SNR can benefit from lower readout bandwidth. These TSE acquisitions take advantage of
the improved SNR or higher acceleration factors achieved with wave-CAIPI sampling.

Eddy currents induced by the sinusoidal phase encoding gradients in the TSE sequence cause an
additional gradient moment between consecutive refocusing pulses and lead to image artifacts. The
proposed method using NMR field probes for k-space trajectory measurements allows to measure
this additional momentum and to determine the correction gradients in order to avoid these artifacts.
However, the method is empirical and the additional magnetic gradient must be determined for ev-
ery protocol, as the induced eddy currents depend on the imaging gradients and the timing of the
sequence. Zhou at al. (Zhou et al., 2020) used a first-order eddy current model to determine addi-
tional prephasing and rephasing gradients to maintain the CPMG condition for the wave-encoded
TSE pulse train. The response of the gradient system to a predefined input is characterized by the
so-called gradient impulse function (GIRF) (Signe J. Vannesjo, Maximilan Haeberlin, et al., 2013).
This methods allows to calculate correction gradients for different protocols and must be investigated
in further studies.

3.6 Conclusion

In this chapter, a GRAPPA alternative for wave-CAIPI reconstructions is presented. GRAPPA is
a robust reconstruction method which is well-established for Cartesian acquisitions. By the use of
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multiple 3D reconstruction kernels and a PSF deconvolution, the wave-CAIPI reconstruction can
be formulated as a Cartesian problem and allows an efficient GRAPPA-based image reconstruction.
The corkscrew k-space trajectory required for the PSF deconvolution is measured using 16 magnetic
field probes.

Wave sampling was incorporated in two 3D sequences optimized for 7T applications: a
magnetization-prepared rapid gradient-echo (MP-RAGE) sequence and turbo spin echo (TSE)
sequence.
The combination of the wave-CAIPI MP-RAGE implementation with flexible reordering and ellipti-
cal scanning and the GRAPPA-based wave-CAIPI reconstruction enables ultra-fast high-resolution
MP-RAGE imaging at 7T. 16-fold accelerated full brain MP-RAGE scans with 1 mm and 0.8 mm
isotropic resolution are acquired in only 40 seconds and 52 seconds, respectively. Compared to
Cartesian CAIPIRINHA, the GRAPPA-based image reconstruction of wave-CAIPI MP-RAGE
data achieves strongly improved image quality with fewer artifacts, reduced g-factor penalties, and
better subcortical segmentation. The reconstruction results are validated across five subjects.
Similarly, the GRAPPA reconstructed wave-CAIPI TSE achieves an improved image quality
with reduced noise enhancement for 16- and 20-fold accelerated imaging experiments. Due to the
sinusoidal phase encoding gradients, an additional magnetic gradient momentum is induced between
consecutive refocusing pulses of the spin echo sequence. The correcting rephasing gradients are
determined empirically with k-space trajectory measurements using the field probe system. Image
artifacts caused by improper momentum rephasing can thus be successfully prevented.
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4
Correction of Physiological Noise in 3D-EPI Acquisitions

This chapter was partly adapted from:

Schwarz JM, Stirnberg R, Ehses P and Stöcker T, 2019. Correction of physiological field fluctua-
tions in high- and low-resolution 3D-EPI acquisitions at 7 Tesla. Proceedings of the 27th Scientific
Meeting of the International Society for Magnetic Resonance in Medicine, p. 0446.

Brunheim S, Mirkes C, Dietrich B, Schwarz JM, Stirnberg R, Ismar S, Alexander C, Barmet C and
Stöcker T, 2020. Replaceable field probe holder for the Nova coil on a 7 Tesla Siemens scanner.
Proceedings of the 28th Scientific Meeting of the International Society for Magnetic Resonance in
Medicine.
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4.1 Introduction

3D echo planar imaging (3D-EPI) (Poser et al., 2010) is utilized for an increasing number of appli-
cations such as functional MRI (fMRI), T ∗

2 weighted imaging, quantitative susceptibility mapping
(QSM) or T ∗

2 mapping (Langkammer et al., 2015; Poser et al., 2010; Stirnberg et al., 2018, 2017;
Stirnberg and Stöcker, 2014; Van Der Zwaag et al., 2012; Zwanenburg et al., 2011). 3D-EPI enables
fast whole-brain coverage with high spatial resolution and increased signal-to-noise ratio (SNR) com-
pared to conventional 2D-EPI. Especially at ultra-high fields, 2D-EPI acquisitions rapidly reach the
specific absorption rate (SAR) safety limits. Due to shorter repetition times, 3D-EPI allows the
use of much smaller flip angles and hence reduce the local energy deposition. However, the main
drawback of 3D-EPI acquisitions is that they are more affected by physiological noise as caused by
breathing, cardiac pulsation or movement of the subject during the measurement (Van Der Zwaag
et al., 2012).

Gradient-echo sequences at long echo times (TE) in general suffer from physiologically induced
field perturbations (Hu and Kim, 1994; Raj et al., 2000; Van de Moortele et al., 2002; Versluis et
al., 2010). It has been shown that the influence of physiological field fluctuations on image quality
is higher for sequences, where the volume is acquired in several shots, such as segmented 3D-EPI
(Van Der Zwaag et al., 2012). Van der Zwaag et al. showed that the temporal signal-to-noise ra-
tio (tSNR) decreases with increasing number of segments and that the maximum available tSNR is
reduced compared to acquisitions in a single shot. Subject motion changes the magnetic suscepti-
bility distribution and gives rise to dynamic field fluctuations in the magnetic bore. The resulting
field fluctuations affect spatial encoding even at some distance from the moving object and give
rise to image artifacts. The effect of physiological field changes scales with signal amplitude and is
therefore more prominent at higher field strengths, such as 7 Tesla.

An application, which benefits from the short acquisition time with 3D-EPI, is T ∗
2 weighted imaging

(Zwanenburg et al., 2011). T ∗
2 weighted imaging is sensitive to susceptibility changes and forms the

basic of many MR applications such as the depiction of iron deposition, hemorrhage or calcification
in tissues and lesions (Chavhan et al., 2009; Versluis et al., 2010). However, to generate a sufficient
T ∗

2 contrast, T ∗
2 weighted imaging requires relatively long TE which make the acquisition sensitive

to physiological field perturbations.

Various methods have been proposed to correct for physiologically induced field fluctuations. A
common method to determine B0 fluctuations are navigator based MRI techniques (Hu and Kim,
1994; Pfeuffer et al., 2002; Versluis et al., 2010) where phase variations are extracted from naviga-
tor scans. If they are spatially resolved, navigator scans are time-consuming and they usually extend
the total acquisition time. Generally, navigator techniques do not allow to measure the field dynam-
ics during the imaging readouts and assume that B0 changes do not change between excitation and
k-space acquisition. An other method determines breathing induced field fluctuations through the
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motion of the chest using a respiratory belt (Van Gelderen et al., 2007). The chest motion is trans-
lated into field changes in the imaging volume based on a calibration scan. This methods gets less
reproducible if the subject changes its breathing behavior during the measurement.

Alternatively, 19F NMR field probes (Barmet et al., 2008; De Zanche et al., 2008) enable moni-
toring of field dynamics up to 3rd-order spherical harmonics. Using this method, Vannesjo et al.
(Vannesjo et al., 2015) investigated higher-order correction of motion-induced field perturbation for
T ∗

2 weighted 2D-GRE acquisitions at 7 Tesla. Two high-order magnetic field monitoring approaches
with different temporal resolutions have been proposed: ‘concurrent’ field monitoring (Vannesjo et
al., 2012, 2015), where the complete field dynamics were monitored during the imaging readouts,
and ‘snapshot’ field monitoring (Signe J. Vannesjo, B J Wilm, et al., 2013; Vannesjo et al., 2015),
where field variations were determined in a small gradient-free time window. The field dynamics
were incorporated in an extended signal model and an iterative conjugate-gradient algorithm was
used for image reconstruction as described in (Wilm et al., 2011).

A zero-order field correction (constant B0(t) term) based on the snapshot field monitoring approach
was recently investigated for segmented 3D-EPI acquisitions with different resolutions and subject
motions (Schwarz et al., 2019).

In this project, a field probe system is used to monitor physiological field fluctuations during high-
resolution T ∗

2 weighted 3D-EPI acquisitions (Stirnberg and Pflugfelder, 2013; Stirnberg and Stöcker,
2014; Zwanenburg et al., 2011) at 7 Tesla. Snapshot and concurrent field data are collected for the
same experiments and field correction of up to first-order is investigated for both approaches based
on temporal signal-to-noise ratio (tSNR) analysis. The measured zero- and first-order field pertur-
bations (constant and linear B0(t) terms) are accounted for in image reconstruction. First-order field
fluctuations lead to small k-space trajectory errors which are corrected for using GRAPPA operator
gridding (GROG, ((Seiberlich et al., 2007)). The Eddy current compensation (ECC) performed by
the scanner during signal reception is considered in the measured zero-order field term.

4.2 Methods

4.2.1 Sequence Implementation

In this project, a 2D-segmented gradient-echo 3D-EPI sequence (Poser et al., 2010; Stirnberg et al.,
2017) was used for data acquisition. In contrast to conventional 2D-EPI or simultaneous multi-slice
EPI (Larkman et al., 2001; Setsompop et al., 2012), an entire slab or the entire volume inside the RF
transmitter is excited in 3D-EPI acquisitions.

As schematically depicted in Figure 4.1a, the 3D encoding is achieved using short blipped phase
encoding gradients (Gp1) between two readout gradients (Gr) and employing step-wise updated gra-
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dients in the partition encoding direction (Gp2). Following one excitation, multiple phase encoding
lines are acquired with changing polarity of the readout gradients, resulting in a k-space filling ac-
cording to Figure 4.1b. Due to the alternating Gr, successive readout lines of an EPI echo train have
different k-space sampling directions (‘even’ and ‘odd’ lines). The total number of readout lines per
excitation is called EPI factor.

The sequence is furthermore extended by segmentation in p1-direction (Stirnberg and Pflugfelder,
2013; Stirnberg and Stöcker, 2014), following the original idea of interleaved multi-shot 2D-EPI
(Butts et al., 1994; McKinnon, 1993). Instead of acquiring the complete k-space data of one partition
encoding step in a single EPI echo train, it is acquired in Nseg successive runs with a Nseg-fold larger
gap between the phase encoding steps and 1/Nseg reduced EPI factor. The number Nseg is referred as
segmentation factor. An exemplary k-space trajectory with a segmentation factor of 3 and EPI factor
of 4 is illustrated in Figure 4.1b. The filling of k-space with successive EPI echo trains is indicated by
a colour gradient. Using this loop structure, neighboring segments are acquired as close as possible
in time.

a) 3D-EPI sequence
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Figure 4.1: a) Schematic sequence diagram and loop structure of a segmented 3D-EPI sequence with
a segmentation factor of 3 and EPI factor of 4. Before the actual experiment, a separate fast low angle
shot (FLASH) autocalibration scan is acquired and EPI phase correction scans (PC), consisting of
3 EPI readouts, are measured at the beginning of each EPI echo train. The fat signal is suppressed
using a slab-selective binomial water excitation pulse (Hore, 1983) (WE). Data is acquired during the
flat top time of the readout gradients. b) Corresponding k-space filling for the 3-fold segmented 3D-
EPI acquisition. The color gradient indicates the temporal filling of k-space for successive EPI echo
trains. Due to the loop structure of the sequence, all segments of one partition are acquired before
proceeding to the next partition. Depending on the sign of the readout gradient and the resulting
k-space sampling direction, readout lines are referred as even or odd lines.
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4.2.2 Field Monitoring

Magnetic field changes during the measurements were monitored using a Clip-On Camera (Skope
Magnetic Resonance Technologies, Zurich, Switzerland) which consists of 16 19F NMR field probes
placed around the head receive coil ((De Zanche et al., 2008), cf. section 2.10). The excitation of the
field probes is controlled by an external trigger applied before the acquisition of the phase correction
scans as shown in Figure 4.2. Starting field monitoring in the k-space center (in contrast to a trigger
placement after the phase correction scans) minimizes the dephasing of the field probe signal and
thereby reduces signal loss during the EPI echo train. Two magnetic field monitoring approaches
with different temporal resolutions have been proposed: ‘concurrent’ field monitoring (Vannesjo et
al., 2012, 2015), where the complete field dynamics are monitored during the imaging readouts, and
‘snapshot’ field monitoring (Signe J. Vannesjo, B J Wilm, et al., 2013; Vannesjo et al., 2015), where
field variations are determined in a small gradient-free time window. In this work, both methods
were investigated and will be introduced in the following.
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Figure 4.2: Sequence diagram with a) concurrent and b) snapshot field monitoring. The field probes
are excited using an external trigger (TRG) that is applied before acquisition of the phase correction
scans (PC). a) Full field monitoring during the whole readout. b) The field changes are fitted from
the probe signals acquired during a gradient-free snapshot window.
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4.2.2.1 Concurrent Field Monitoring
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Figure 4.3: Example of concurrent field monitoring of a one 3D-EPI echo train. The gradient shapes
and magnetic field changes (B0) during one EPI echo train are shown on top. The corresponding
trajectories through k-space and the phase term k0 are depicted on the bottom.

The concurrent approach monitors the field dynamics for the whole EPI echo train (cf. Figure 4.2b).
The vendor software determines the gradients shapes and the corresponding k-space data by fitting
spherical harmonic spatial basic functions to the phase evaluation of the NMR field probes (cf. Sec-
tion 2.10). The 0th-order term k0 represents a phase term on the MR signal, the 1st-order terms kr, kp1

and kp2 describe the k-space encoding. An example for an EPI echo train monitored with the field
probes system is shown in Figure 4.3. A limitation of concurrent field monitoring is the signal loss
due to gradient dephasing and T ∗

2 decay. This can be particularly problematic for long echo trains or
very high-resolution acquisitions.

4.2.2.2 Snapshot Field Monitoring

Snapshot field monitoring is based on the assumption that relatively slow field perturbations, such
as those resulting from deep breathing, are constant during an imaging readout and that such field
changes can be described by a single field measurement per EPI echo train. The signal of the field
probes is measured during a gradient-free snapshot window of a few ms as shown in Figure 4.2a.
Based on this measurement, field variations are fitted by the vendor software.

In contrast to concurrent field monitoring, the snapshot method is not limited by signal decay of the
field probes, but does not allow a correction of fast field fluctuations, such as eddy currents, during
the readout. An example of a snapshot measurement with fitted constant field terms B0,fit and linear
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field terms (constant gradients) Gr/p1/p2,fit is shown in Figure 4.4.
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Figure 4.4: Example of snapshot field monitoring during a whole 3D-EPI experiment where the
subject was instructed to repeat a movement of the hand from waist to chin. Field fluctuations
were fitted for each echo train from the data acquired during the gradient-free snapshot window.
Compared to concurrent field monitoring, the snapshot method only determines one variation value
per echo train from the total magnetic field or the magnetic gradient shapes.

4.2.2.3 Field Fluctuations

The aim of this project is the correction of field fluctuations of up to first-order. Due to hardware
imperfections or physiology, the signal equation (Equation 2.16) changes into

S(k) =
∫

volume

Mx,y(r, t = 0)e−i2πk0(t)e−i2π(k+δk(t))rd3r. (4.1)

0th-order field perturbations k0(t) correspond to a phase shift of the acquired signal and 1st-order
field changes lead to small k-space shifts δk(t) away from the nominal trajectory. These deviations
from the Cartesian trajectory are schematically shown in Figure 4.5.
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Figure 4.5: The nominal Cartesian trajectory of an EPI sequence is shown in black. Due to
physiology- or eddy-current-induced 1st-order field variations during data acquisition, the effective
trajectory deviates from the nominal k-space sampling as schematically represented in red.

The field deviations for snapshot field monitoring are calculated using the fitted field values. The
snapshot approach is based on the assumption, that they increase linearly with time t after the exci-
tation pulse. The 0th-order frequency modulation is thus given by

k0(t) = γ

2π
· B0,fit · t (4.2)

and the 1st-order k-space deviations are determined according to Equation 2.14 by

δkr/p1/p2(t) = γ

2π
· Gr/p1/p2,fit · t. (4.3)

For the concurrent field monitoring approach, the k-space values k0(t) and kr/p1/p2(t) are measured.
To reduce noise, they are filtered with a 50 kHz Butterworth lowpass filter. Knowing the delay
between the MR scanner and the field probe measurement (see synchronization scans in Section
2.10) and the exact timing of the EPI echo train, the data are merged for every acquired k-space
line. First-order k-space shifts correspond to the difference between the measured and the nominal
Cartesian k-space trajectory.

Figure 4.4 depicts k0 and the relative k-space shifts δkr/p1/p2/∆kr/p1/p2 of three EPI echo trains ac-
quired with snapshot and concurrent field monitoring, respectively. In the experiment, the subject
was instructed to generated magnetic field fluctuations by moving his hand from waist to chin. Since
the k-space shifts for snapshot field monitoring were calculated based on the fitted field values per
echo train (see Equations 4.2 and 4.3), they increase linearly with increasing echo number. In ad-
dition, the shifts from −kmax to kmax differ for even and odd line numbers due to the EPI-typical
k-space sampling shown in Figure 4.1b. The k-space shifts for concurrent field monitoring along
the echo trains are both physiology- and hardware-induced. Differences between shifts of even and
odd lines are most prominent in the readout direction. If the exact k-space trajectory is not known,
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such as for snapshot field monitoring or normal acquisitions without any field monitoring, these
eddy-current-induced inconsistencies between even and odd echoes in readout direction are usually
corrected by integrated phase correction. Therefore, phase correction scans are acquired at the be-
ginning of each readout train (cf. Figure 4.2). If not corrected, the reconstructed images show the
specific EPI Nyquist ghost artifacts. Concurrent field monitoring eliminates the need of phase cor-
rection acquisitions.
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Figure 4.6: Field deviations during all readouts of an echo train for a) snapshot and b) concurrent
field monitoring. Field fluctuations were generated by a hand-to-chin movement of the subject. The
relative k-space shifts and the k0 fluctuations are shown for all 13 echoes of three echo trains.

4.2.3 Eddy Current Compensation of the MR Scanner

Fast gradient switching such as in EPI sequences induces eddy currents in the MR system, which
lead to time-varying gradients and magnetic field shifts. To reduce image artifacts, the MR scanner
employs gradient and RF eddy current pre-emphasis during transmission and signal eddy current
compensation (ECC) during reception. The ECC comprises a frequency modulation during signal
reception. The NMR field probes system measures the actually applied gradients, but does not know
the B0 modulation employed by the scanner during signal reception. Correcting the data for the B0

fluctuations detected with snapshot or concurrent field monitoring, without accounting for the B0

variations that have already been compensated by the scanner (ECC), leads to artifacts.
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Snapshot field monitoring only allows the correction of slow field variations, e.g. resulting from
physiology. To separate physiological frequency modulations from scanner-induced receive fre-
quency modulations, the fitted field values of a reference phantom measurement are subtracted from
the in-vivo measurement as illustrated in Figure 4.7.

a) Snapshot

B0,fit,subject B0,fit,phantom

b) Concurrent

frequency generator:

with gradients: no gradients:

(isolate subject-induced B0 changes) (determine and undo ECC-induced phase)

nom. scanner freq.

ch. 1 phase mod. by ECC no ECC on ch. 1

Rxch. 1 ch. 2-32

21

ECC: 1 - 2

ECC

Figure 4.7: Consideration of scanner induced B0 eddy current compensation for a) snapshot and
b) concurrent field monitoring. For the snapshot approach, physiological frequency modulations
are separated from scanner-induced receive frequency modulations using the fitted field values of
a reference phantom measurement. For concurrent field monitoring, the frequency modulation per-
formed by the scanner is determined using an RF generator. The sinusoidal output signal is fed into
one of the receiver channels (ch. 1) and two measurements, one with imaging gradients and one
without any gradients, are performed. The scanner-induced phase modulation corresponds to the
phase difference of the raw data of channel 1.

For concurrent field monitoring, the scanner-induced receive frequency modulation is determined
using an external RF signal generator as proposed by Ma et al. (Ma et al., 2019) and reverted prior
to field correction and image reconstruction. Using the RF generator, a sinusoidal output signal with
the nominal scanner frequency (Larmor frequency, cf. Equation 2.5) is fed directly into one of the
32 receiver channels as illustrated in Figure 4.7. The generator is furthermore synchronized to the
10 MHz clock of the scanner.

To measure the frequency modulations applied by the scanner for a given protocol, two phantom
measurements are carried out. A coupling of imaging signal from channel 2-32 into channel 1 is
avoided by setting the scanner transmit voltage to zero during both measurements. The first mea-
surement is performed using the same sequence and protocol as the in-vivo scan. In the second
measurements, the timing of RF pulses and readout ADCs is kept, but no gradients are played out.
While in the first measurement the phase of the signal is modulated, in the second measurement no
ECC is applied by the scanner due to the missing gradients. The scanner-induced phase modulation
corresponds to the phase difference of the raw data of channel 1. The receive ECC can be removed
from the measured in-vivo data by demodulation with this phase term or from the measured k0 before
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field correction as shown in Figure 4.8.
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Figure 4.8: 0th-order field fluctuations using concurrent field monitoring shown for all readouts
of three echo trains. Top: k0 term measured with concurrent field monitoring. Bottom: 0th-order
field fluctuations remaining after removal of the ECC performed by the MR scanner during signal
reception.

Figure 4.9 shows examples of the mean value of the measured ECC frequency per readout applied by
the scanner for two typical EPI acquisitions of 1 mm isotropic resolution with different orientations
of the readout axis. In the saggital measurement (Figure 4.9a), the readout axis was oriented along
the z-axis of the scanner, which is the direction of the main magnetic field. For this orientation,
the imaging gradients induce strong eddy currents and therefore the scanner applied larger ECC
frequencies. The changes of the mean frequency of the even readouts during one echo train are
≈ 30 − 40 Hz, compared to ≈ 10 Hz for the transversal measurement (Figure 4.9b). The sign of
readout gradients changes in the EPI sequence between even and odd readout lines ( cf. Figure 4.1).
This change of sign is reflected in the signs of the the mean ECC frequency.
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a) Mean ECC frequency of a saggital EPI measurement

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
echo train number

600
550
500
450
400
350
300

m
ea

n
EC

C
fr

eq
ue

nc
y

[H
z]

650
700
750
800
850
900
950

even echoes
odd echoes

b) Mean ECC frequency of a transversal EPI measurement
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Figure 4.9: Mean scanner-induced ECC frequency per readout for a typical EPI protocol with 1 mm
isotropic resolution acquired with a) saggital orientation (readout in z-direction) and b) transversal
orientation (readout in x-direction) . The plots show that the sagittal measurement induces more
eddy currents and therefore the ECC frequency is much higher and has higher deviations between
even and odd lines and between the different readouts during an echo train.

4.2.4 Data Acquisition

All experiments were carried out on a 7T Magnetom scanner (Siemens Healthineers, Erlangen, Ger-
many) utilizing a 32-channel head coil (Nova Medical, Wilmington, USA). For field monitoring, the
NMR field probes were placed between the transmit and the receive part of the coil using the upper
frame of a prototype field probe holder (Brunheim et al., 2020) and fixing the probes of the bottom
frame with tape at approximately the designed positions. The probe positioning, as schematically
shown in Figure 4.10, was conditioned for the best approximation to the field dynamics, taking into
account the limitations of the coil architecture. The field probe number 3 marked in red was defec-
tive and could not be used during the experiments. All field measurements were performed with the
remaining 15 field probes. However, the probe positioning on the field probe holder was conditioned
for 16 and not 15 field probes. The influence of a missing field probe on the field dynamics was
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investigated in the Appendix in Section 6.2.1.
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Figure 4.10: Field probe holder and probe positioning. a) The 3D-printed top frame is placed be-
tween the transmit and the receive part of the head coil (photo courtesy of Sascha Brunheim). The
probe positioning for the Nova coil architecture is schematically shown for b) the top and c) the
bottom frame. The tuning capacitors’ end-ring zones of the birdcage transmit coil and the cutout
zone in the receive part of the coil are marked in light blue. The 16 gray lines indicate the strip lines
of the birdcage transmit coil where no probes should be placed. The defective field probe that could
not be used during the experiment is marked in red.

For a field correction of up to fist order, substantially better image results were observed when using
a 1st-order fit compared to a 2nd-order spherical harmonics fit for the processing of the monitored
field probes signal (cf. Appendix, Section 6.4). Therefore, a 1st-order spherical harmonic field model
was used for all field monitoring experiments.

Image data were acquired using two different T ∗
2 weighted segmented 3D-EPI protocols:

A) 1 mm isotropic resolution, FOV = 194×194×160 mm3 (transversal), TE/TRshot = 19/83.3 ms,
TRvol = 200 s, 1.1 ms echo spacing, flip angle 9◦, 6 volume repetitions and a readout bandwidth
of 1289 Hz/pixel. The protocol applied slab-selective binomial water excitation of 0.3 ms dura-
tion with a bandwidth-time product of 25 yielding a slab thickness of approximately 144 mm
and 15-fold segmentation was applied along the first phase-encoding direction (cf. Figure 4.1b)
with an EPI factor of 13. Additionally, a fast low angle shot (FLASH) reference scan (Ivanov
et al., 2015) with 36 × 36 fully sampled calibration lines was acquired.

B) 1 mm isotropic resolution, FOV = 196×196×160 mm3 (transversal), TE/TRshot = 19/31.2 ms,
TRvol = 25 s, 1.1 ms echo spacing, flip angle 6◦, 15 volume repetitions and a readout bandwidth
of 1276 Hz/pixel. The protocol was 5-fold segmented with an EPI factor of 13. Furthermore,
the scan was accelerated with an acceleration factor of R = 3×1 and 36×36 FLASH calibration
lines were acquired.

Physiological field changes were induced by instructing the subject to perform different tasks. For
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protocol A, these tasks were breathing deeply and repeating a hand movement from waist to chin.
For the accelerated protocol B, a scan with normal breathing was acquired in addition to the two
tasks.

Field changes during the measurement were monitored during a gradient-free snapshot window of
3 ms after excitation of the field probes and during the whole echo train including the initial phase
correction scans. Using this monitoring scheme, it is possible to obtain concurrent and snapshot
field data from the same experiment and to compare the resulting field corrections. Note that only
the snapshot approach requires the default phase corrections scans. For the accelerated protocol B
with minimal TRshot = 31.2 ms, only every 5th echo train was monitored, resulting in an interleave
TR (iTR) of 156 ms for the field probes. Too short iTR can lead to spin echoes and stimulated echoes
of previous excitations. Therefore, Skope recommends a minimal iTR of the field probes of 150 ms.

In addition, phantom measurements as described in Section 4.2.3 were performed for both protocols
to account for the ECC performed by the scanner during signal reception.

4.2.5 Image Reconstruction with Correction of Field Fluctuations

The raw data were corrected for field fluctuations prior to image reconstruction. For the 0th-order
field correction, the raw data signal is demodulated by the phase

φ0(t) = 2πk0(t), (4.4)

where t denotes the time after the imaging RF pulse excitation. Prior to phase demodulation, the
ECC performed by the scanner was removed from k0 as described in Section 4.2.3 for snapshot and
concurrent field monitoring. For the 1st-order correction, the relative k-space shifts according to
2.14 are given by

δkr/p1/p2(t)
∆kr/p1/p2

= δkr/p1/p2(t) · FOVr/p1/p2. (4.5)

The relative k-space shifts are the basis for the reconstruction using GRAPPA operator gridding
(GROG) ((Seiberlich et al., 2007), Section 2.2.2.3). GROG uses the concepts of parallel imaging
and allows to shift data sampled along a non-Cartesian trajectory to a Cartesian grid. The GROG
weights were determined using the low resolution FLASH dataset and based on them, the GRAPPA
operator for the different k-space shifts was calculated. The data points were shifted to the Cartesian
k-space location by applying these operators to the data. Since k-space shifts due to physiological
field fluctuations are generally small (< 1∆k), GROG is well-suited for this application.

For reconstructions with snapshot field correction or without field correction, the inconsistencies
between even and odd echoes were corrected based on the phase correction scans acquired at the
beginning of each readout train. The 1st-order concurrent field data already contain this information
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in the measured k-space trajectory and no additional phase correction is needed for concurrent field
correction.

The undersampled data measured with protocol B were reconstructed utilizing the developed Python
toolbox for image reconstruction and using a 3D reconstruction kernel of size 3 × 3 × 3. For this
protocol, field fluctuations were monitored only for every 5th echo train. As physiological field
fluctuations induced by breathing or hand movement can be assumed slow, the missing field data
were estimated using spline interpolation. In order to interpolate only physiological field changes, the
0th-order ECC performed by the scanner was first removed for the snapshot and the concurrent field
data. For snapshot field monitoring, the data were directly interpolated from the fitted field values.
For concurrent field monitoring, the field deviations from the nominal trajectory were interpolated
separately for each timepoint of the EPI echo train. However, the concurrent field data contains eddy-
current-induced field fluctuations. Such an interpolation implies that successively sampled echo
trains experience the same eddy currents. But for larger jumps in k-space, the phase and partition
encoding gradient shapes change significantly and induce stronger eddy currents. This effect is not
considered by the interpolation.

4.2.6 Data Processing and Analysis

The influence of snapshot and concurrent field correction on the image quality is shown using dif-
ference images. However, the images corrected for field fluctuations show a small pixel offset com-
pared to the images reconstructed without field correction (‘uncorrected’ images). Although the
mean k0 value is set to zero, the phase modulation due to 0th-order field correction leads to a small
shift in image space that dominates the difference images if not accounted for. Therefore, the field
corrected datasets were registered to the uncorrected data using FLIRT (FSL (Greve and Fischl, 2009;
Jenkinson et al., 2002, 2012; Jenkinson and Smith, 2001)) with three degrees of freedom (translation
only). Furthermore, the same maps for the correction of intensity inhomogeneities (N4 bias field cor-
rection, (Tustison et al., 2010)) were used for the compared datasets. The different processing steps
were illustrated in the flowchart in Figure 4.11.

Temporal signal-to-noise ratio (tSNR, ratio of voxel-wise mean and standard deviation of time series)
has been shown to be a good measure for temporal signal fluctuations due to system instabilities
and physiological processes (Krüger and Glover, 2001; Triantafyllou et al., 2005). This metric is
used in this work to analyze the effect of snapshot and concurrent field correction. For the tSNR
calculation, the datasets were motion corrected using MCFLIRT (FSL, (Jenkinson et al., 2002)). For
the measurements performed with protocol B, the first repetition was not considered for the tSNR
determination due to transient signal effects. The tSNR maps were analyzed in the brain region
extracted using BET (FSL, (Smith, 2002)).
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Figure 4.11: Flowchart illustrating the different processing steps from raw data to the images, differ-
ence images and tSNR maps shown in the results. The dataset reconstructed without field correction
is referred as reference data. The registration to the reference data was performed using FSL’s FLIRT,
the bias field map was determined using the N4 bias field correction, the brain mask using FSL’s
BET and motion correction was performed using FSL’s MCFLIRT.

Due to the different task during the measurement (normal/deep breathing, hand-to-chin movement),
image quality and tSNR were influenced by motion of the subject in addition to the field fluctua-
tions. To describe the mean apparent head motion between the different volumes in the time series,
the mean framewise displacement (FD) (Power et al., 2012) was calculated based on the reference
data transformation matrix determined by MCFLIRT. The transformation consists of a combination
of 3 displacement and 3 rotation components and the rotations were converted into a translational dis-
placement by projection on the surface of a sphere of radius 50 mm. Furthermore, the mean 0th-order
fluctuations µ0

k and the mean relative k-space shifts µ
r/p1/p2
k during an experiment were calculated

based on the snapshot field monitoring data. The given terms correspond to the mean differences
between minima and maxima of the field fluctuations in the middle of the echo train at time t = TE .

4.3 Results

The mean field fluctuations induced during the different measurements and the mean framewise dis-
placement (FD) as a metric for the apparent head motion are summarized in Table 4.1. As expected,
the largest field fluctuations were measured while the subject repeated a movement of his hand from
waist to chin. For protocol A, this hand movement induced strong field fluctuations with mean phase
changes of µ0

k = 0.132 (corresponding to mean frequency variations of 7.34 Hz) and mean k-space
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shifts of µ
r/p1/p2
k > 0.2 in all three directions. For protocol B, a different subject was measured and

the fields changes induced by the hand-to-chin movement were generally smaller.

For the deep breathing tasks, field fluctuations were dominated by the 0th-order term and by the 1st-
order shifts in phase encoding direction. This corresponds to the main direction of chest movement
during deep breathing. However, field fluctuations were smaller than for the hand movement. Be-
sides, breathing very deeply into the chest led to a stronger apparent head motion with FD = 0.28 mm
compared to the motion during normal breathing (FD = 0.10 mm) or during the hand-to-chin task
(FD = 0.26 mm).

Generally, mean 1st-order field fluctuations of µ
r/p1/p2
k < 0.03 were dominated by noise and thus,

only the 0th-order field term was relevantly influenced by normal breathing.

µ0
k µ

r/x
k µ

p1/y
k µ

p2/z
k FD [mm]

A deep breathing 0.051 0.020 0.086 0.038 0.55
hand-to-chin 0.132 0.218 0.203 0.210 0.19

B
normal breathing 0.021 0.009 0.017 0.016 0.08
deep breathing 0.015 0.022 0.112 0.060 0.33
hand-to-chin 0.073 0.102 0.131 0.109 0.24

x
z

y

Table 4.1: Mean 0th- and 1st-order field fluctuations and mean framewise displacement (FD) for
all 5 experiments performed with protocol A and B, respectively. The mean peak-to-peak field
fluctuations were determined based on the snapshot field data at time t = TE . The mean 1st-order
fluctuations µ

r/p1/p2
k are given in mean relative k-space shifts. The directions of the imaging gradients

relative to the subject are schematically illustrated on the right image.

Figure 4.12 shows a subset of the field fluctuations (k0 and relative k-space shifts) induced during
the hand-to-chin experiment with protocol A. In contrast to Figure 4.4, only the mean values per
readout for snapshot and concurrent field monitoring are shown. The general behavior of the field
fluctuations was similar for the two monitoring methods.
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Figure 4.12: k0 fluctuations and relative k-space shifts δk
∆k averaged over each readout line. The

temporal development of the mean field fluctuations are shown for all 13 readouts of the EPI echo
train for a) snapshot and b) concurrent field monitoring. The field fluctuations were induced by a
repeated hand-to-chin movement of the subject throughout the scan.

Images acquired during hand-to-chin movement (Figure 4.13 and 4.15) or deep breathing (Figure
4.14) show artifacts in the reconstructed images. Image artifacts are more severe in the hand-to-chin
experiments, especially in the anterior part of the head. For deep breathing, they are more evenly
distributed over the head. The correction of field fluctuations achieved a considerable improvement
in image quality for both field monitoring approaches. Images acquired during normal breathing
(Figure 4.16) do not show this kind of artifacts, and therefore the correction of field fluctuations
did not achieve a visible improvement in image quality. Using the interpolated field dynamics,
concurrent field correction even led to a slight deterioration of image quality.
The effect of field correction was additionally visualized by means of a difference image of the
uncorrected reference image to the field corrected image. They were scaled relative to the maximum
displayed value. In the hand-to-chin experiments, field correction of up to 1st-order achieved a clear
improvement compared to only 0th-order correction. The improvement is visible in the images and
particularly in the difference images.
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a) Uncorrected

b) Snapshot 0th-order

c) Snapshot 0th + 1st-order

d) Concurrent 0th + 1st-order
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Figure 4.13: Example slices for one volume in the time series for the 1 mm segmented 3D-EPI
measurement acquired with protocol A. The subject induced field fluctuations by repeating a hand-
to-chin movement. The effect up to 1st-order field correction using snapshot and concurrent field
monitoring is visible in the reconstructed images (left), in the tSNR maps determined from the time
series (middle) and in the difference to the uncorrected reference image (right).
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Figure 4.14: The effect of the different field correction methods for the deep breathing experiment
performed with protocol A. Axial example slices are shown of the a) uncorrected reference image,
b) 0th-order field correction with the snapshot method, c) 0th- and 1st-order snapshot correction and
d) 0th- and 1st-order field correction with the concurrent approach. Difference images between the
uncorrected image and the field corrected images (scaled relative to the maximum displayed value)
are depicted on the bottom.
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Figure 4.15: The effect of the different field correction methods for the hand-to-chin movement
experiment performed with protocol B. Axial example slices of the a) uncorrected reference image
and b)-d) the field corrected images. Difference images between the uncorrected image and the field
corrected images are shown on the bottom.
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Figure 4.16: The effect of the different field correction methods for the normal breathing experiment
performed with protocol B. Axial example slices of the a) uncorrected reference image and b)-d) the
field corrected images. Difference images between the uncorrected image and the field corrected
images are shown on the bottom.

To examine the effect of the order of field correction and compare snapshot and concurrent field
monitoring, tSRN maps were determined and evaluated for all 5 experiments. Exemplary, tSNR
maps for the hand-to-chin experiment acquired with protocol A are shown in Figure 4.13. In addi-
tion to the gain in image quality, field correction clearly improved the temporal SNR, especially in
the anterior part of the brain which was strongly affected by field perturbations. Whole brain cumu-
lated tSNR histograms are displayed in Figure 4.17 for the experiments performed with protocol A
and in Figure 4.18 for protocol B. The tSNR distribution is shown for reconstructions without field
correction, and reconstructions employing 0th-order snapshot, 0th- and 1st-order snapshot, 0th-order
concurrent and 0th- and 1st-order concurrent field correction.

For protocol A, the whole-brain tSNR maps were determined based on the 6 volume repetitions.
For both tasks, field correction led to a significant improvement in tSNR. Furthermore, 0th- and
1st-order field correction increased the tSNR compared to only 0th-order correction. For the hand-to-
chin experiment, the tSNR median improved compared to the uncorrected data by 50 % for 0th-order
field correction using the concurrent field monitoring approach and by 74 % for 0th- and 1st-order
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correction. For the snapshot method, the median increased by 46 % and 70 %, respectively. For the
deep breathing experiment, the tSNR increased by 32 % and 37 % for the concurrent and by 36 % and
39 % for the snapshot approach.

For the accelerated protocol B, whole-brain tSNR maps were calculated based on 14 volume rep-
etitions. For the hand-to-chin experiment, a significant tSNR improvement due to field correction
was observed, as for protocol A. Field correction with snapshot field monitoring achieved slightly
better results than with concurrent field monitoring. In the normal breathing experiment, field cor-
rection based on concurrent field monitoring even resulted in a decrease in tSNR, while the snapshot
method increased the tSNR. However, the 1st-order snapshot field correction could not improve the
0th-order corrected reconstruction. As a matter of fact, the 0th- and 1st-order snapshot correction
was slightly worse than 0th-order snapshot correction. In the deep breathing experiment measured
with protocol B, the head motion was strong compared to the relatively small field fluctuations (see
table 4.1) and thus, the datasets were subject to strong motion correction prior to tSNR calculation.
However, a small improvement of the median tSNR can be observed using 0th-order and 0th- and
1st-order field correction. Again, the 0th- and 1st-order correction was less effective. Notably, the
90 % tSNR percentile only improved with the 0th-order snapshot or concurrent correction, although
the differences are small.
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a) Hand-to-chin experiment
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Figure 4.17: Effect of field correction on the cumulated tSRN of measurements performed with pro-
tocol A. Results are shown for a) the hand-to-chin movement and b) the deep breathing experiment.
The tSRN was determined over the 6 repetitions of the time series.
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a) Hand-to-chin experiment
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b) Deep breathing experiment
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c) Normal breathing experiment
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Figure 4.18: Effect of field correction on the cumulated tSRN of measurements performed with
protocol B. Results are shown for a) the hand-to-chin movement, b) the deep breathing and c) the
normal breathing experiment. The tSRN was determined over 14 (of the 15) volume repetitions. The
first repetition was not considered due to transient signal effects
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4.4 Discussion

In this project, physiological field fluctuations of up to 1st- order were monitored during high-
resolution T ∗

2 weighted 2D-segmented 3D-EPI acquisitions using NMR field probes. Physiological
field changes were induced by instructing the subject to perform different tasks: repeating a move-
ment of the hand from waist to chin or (deep) breathing. The induced field fluctuations had a mean
frequency fluctuation of approximately 1−7 Hz and the first-order field changes led to mean k-space
deviations of up to 0.2 · ∆k from the nominal EPI trajectory. Although bulk susceptibility changes
through lung volume variations are large, the observed field fluctuations induced by respiration were
generally smaller than by hand-to-chin movement, presumably because the chest moved less close
to the imaging volume than the hand. Furthermore, the two subjects performed the tasks differently
which led to field fluctuations of different intensity. While the hand-to-chin movement induced
strong field fluctuations in all three directions, the dominating first-order field fluctuations for the
deep breathing task were in the phase encoding direction, which corresponds to the main direction
of the chest movement during deep breathing.

Two different magnetic field monitoring approaches, snapshot and concurrent field monitoring, were
investigated. While concurrent field monitoring provides the complete field dynamics during the
whole EPI echo train, including physiological field changes and imperfections of the gradient wave-
forms due to eddy currents, snapshot field monitoring is limited to relatively slow field changes,
such as those due to physiology. The general behavior of the mean (mainly) motion-induced field
fluctuations per readout has shown to be similar for both field monitoring approaches (cf. Figure
4.12). But the first-order k-space deviations in readout and phase encoding direction for concurrent
field monitoring indicate, that especially the first (or the first two) readouts per EPI echo train expe-
rience stronger eddy currents compared to the other readouts. Snapshot field monitoring is limited
to slow field changes and assumes a constant increase of the field fluctuations during the EPI echo
train. However, the eddy-current-induced inconsistencies between even and odd echoes in readout
direction are corrected by integrated phase correction using phase correction. Concurrent field mon-
itoring eliminates the need for phase correction acquisitions since the complete k-space trajectory is
monitored (cf. b)).

The MR scanner performs a zero-order eddy current compensation (ECC) during signal reception,
which depends strongly on the sequence parameters and on the readout orientation (cf. Figure 4.9).
To avoid correcting these B0 variations twice, the ECC performed by the scanner had to be considered
in the measured zero-order term for both field monitoring approaches. Since the ECC is independent
of the subject, the measurements were performed once per protocol on a phantom.

Data were acquired using two different protocols, A and B, with similar sequence parameters. The
main difference of the protocols was the time between consecutive excitation pulses which was
relatively long for protocol A TRshot = 83.3 ms) and minimal for protocol B (TRshot = 31.2 ms).
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It was shown, that images acquired during hand-to-chin movement (Figure 4.13 and 4.15) or deep
breathing (Figure 4.14) were strongly affected by image artifacts appearing as intensity modulations,
signal dropouts and blurring. The correction of field fluctuations achieved a considerable improve-
ment in image quality for both field monitoring approaches. Due to the large field fluctuations
induced during the movement of the hand from waist to chin, image artifacts were most severe in
these experiments. Images acquired during normal breathing (Figure 4.16) did not show this kind of
artifacts, and therefore the correction of field fluctuations did not achieved a visible improvement in
image quality.

For protocol A, the long TRshot allowed to monitor snapshot and concurrent field changes for every
readout and the field correction yielded a large increase in image quality and tSNR. The tSNR gain
of field correction were comparable for both field monitoring methods. However, imperfections
in gradient waveforms due to eddy currents can be assumed similar in each volume repetition and
accordingly, related artifacts can be expected to be static. Therefore, no significant tSNR change can
be expected from the correction of eddy-current-induced field changes. To analyze the influence of
eddy-current-induced gradient imperfections, another metric such as for example gradient entropy
(McGee et al., 2000) is needed. But this analysis is beyond the scope of this project with focus on
physiological field changes and need to be investigated in future studies.

Since fast successive excitation of the field probes can lead to spin echoes and stimulated echoes of
previous excitations in the probe signal, snapshot and concurrent field data were monitored for only
every 5th echo train for acquisitions with protocol B.
For concurrent field monitoring, field deviations were interpolated for each time point of the EPI
echo train. However, this interpolation implies the assumption that successively sampled echo trains
experience the same eddy currents. The tSNR results (Figure 4.18c) for normal breathing clearly
show, that experiments do not benefit from interpolated concurrent field monitoring if eddy currents
between different lines and partitions are the dominating field changes. In this case, the interpolated
concurrent field data were erroneous and the tSNR even decreased compared to the uncorrected data.
In contrast, snapshot field monitoring only considered physiological field changes and the fitted field
values determined from the long snapshot window of 3 ms were only little effected by eddy currents
from the previous echo train. The field correction with the interpolated snapshot field data achieved
a tSNR gain for all measurements, including the normal breathing experiment.

The results show, that strong field perturbations, such as those induced by deep breathing or a
movement of the hand from waist to chin, lead to severe artifacts in the T ∗

2 weighted 3D-EPI images
and image quality and tSNR strongly benefit from field correction. In this case, the 1st-order field
correction achieved further improvement. Due to the varying polarity of the readout gradients
and the short blipped phase encoding gradients (cf. Figure 4.1), EPI sequences are prone to
hardware-related gradient imperfections (Bollmann et al., 2017) which lead to deviations from the
nominal trajectory (cf. Figure 4.4b)). The correction of up to the 1st-order allowed to remove most
artifacts in the high-resolution 3D-EPI acquisitions at 7 Tesla. These results are consistent with
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the work of Vannesjo et al. (Vannesjo et al., 2015) who investigated higher-order field correction
of motion-induced field perturbation for T ∗

2 weighted 2D-GRE acquisitions at 7 Tesla. However,
the TE and TRshot of the 2D-GRE protocols were larger and therefore no interpolation of field
monitoring data was required.
In general, the influence of physiological field fluctuations on the 1st-order term is smaller than on
the 0th-order term and noise and eddy currents are therefore more prominent in the 1st-order term.
For high-resolution 3D-EPI acquisitions with small physiological field fluctuations, a snapshot
field correction of only 0th-order is sufficient or even beneficial if an interpolation of field probe
data is necessary. For protocol A, which allows monitoring of every EPI train due to prolonged but
less realistic timing, the benefit of 1st-order concurrent and snapshot field correction for small field
fluctuations was not investigated.

However, the (1 mm)3 T ∗
2 weighted 3D-EPI experiment generally achieved a good image quality with

high tSNR for the normal breathing task. In this case, a field correction is not necessarily required.
Triantafyllou et al. (Triantafyllou et al., 2005) showed that at higher field strength, the physiological
to thermal noise ratio for 2D gradient echo EPI acquisitions has a steeper decline with voxel volume
than at lower field strength. It can thus be expected, that 3D-EPI acquisition with lower spatial
resolution are more effected by physiological noise. Furthermore, to achieve a good T ∗

2 contrast,
Peters et al. (Peters et al., 2007) suggested to chose the TE of the sequence equal to the average T ∗

2

of white matter, which is approximately 27 ms at 7 T. Increasing TE of the 3D-EPI sequence from
19 ms to 27 ms would certainly increase the effect of physiological field fluctuations, and thus the
effect of field correction. In general, field monitoring is expected to be particularly useful in patients
who breathe deeply and irregularly and who have difficulties lying still, that has been observed in
patients with neurodegenerative diseases (Versluis et al., 2010).

Various methods, such as navigator-based MRI techniques (Hu and Kim, 1994; Pfeuffer et al., 2002;
Versluis et al., 2010) or the use of a respiration belt (Van Gelderen et al., 2007) have been proposed
to determine (physiologically) induced field fluctuations. Alternatively, field monitoring systems
based on 19F NMR field probes (De Zanche et al., 2008) have been applied to measure hardware-
and physiology-related field changes for spiral (Engel et al., 2018; Kasper et al., 2018), 2D-GRE
(Vannesjo et al., 2015) and 2D-EPI acquisitions (Bollmann et al., 2017; Hennel et al., 2020; Wilm
et al., 2011, 2015). Wezel et al. (Wezel et al., 2017) compared navigator-based and snapshot field
monitoring B0 correction of T ∗

2 weighted multislice GRE acquisitions at 7T and achieved compara-
ble results.
In this work, NMR field probes were used to monitor physiological field fluctuations in 3D-EPI
acquisitions. The determination of higher-order field dynamics from the field probe signals have
shown to be extremely sensitive to the positioning of the field probes. Positions that achieve opti-
mal conditioning for expansion into a 3rd-order spherical harmonic field model were proposed for
different head coil architectures (Engel et al., 2018; Wilm et al., 2015). Zones of enhanced electrical
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interaction (strip lines of the birdcage transmit coil and the end-ring-zones of the tuning capacitor)
can lead to eddy currents in the signal of individual probes limit the probe positioning. For the
1Tx/32Rx Nova head coil of the 7T Siemens scanner, the narrow space between the transmit and
the receive part further limits the probe positioning (cf. Figure 4.10). Taking into account all these
limitations, the positioning was conditioned for the best approximation to the field dynamics and a
field probe holder was developed (Brunheim et al., 2020). The prototype of the upper frame of the
probe holder was used for all experiments. However, manual fixation of the bottom probes led to
small deviations from the optimal position and certainly had an influence on the measured magnetic
fields. Furthermore, the probe positioning was conditioned for 16 field probes, but due to a defective
probe, only 15 field probes were used for the field measurements. Leaving out one more field probe
showed a clear effect on the concurrent estimation of field dynamics and the reconstructed images
(cf. Figure 6.3). It has to be further investigated whether the results change when using all 16 field
probes with a probe positioning on the final field probe holder.
For the field correction of up to 1st-order, the field monitoring data was determined from the field
probe signal using 1st-order spherical harmonics fit. Substantially better results were achieved for
concurrent field correction compared to using a 2nd-order fit (cf. Figure 6.4). These results differ
from the findings of (Vannesjo et al., 2015) for T ∗

2 weighted 2D-GRE acquisitions at 7 Tesla.

Since snapshot field monitoring only captures slow field dynamics during a gradient-free time win-
dow, it is less sensitive to the probe positioning or the order of fitting. However, eddy currents from
previous echo trains influence the snapshot field values and are then misinterpreted as slow field
dynamics and assumed constant throughout the whole EPI echo train. To minimize the effect of
eddy currents by averaging them out, a snapshot window of 3 ms was used for all experiments.
A strong influence of eddy currents in the snapshot window has been observed when employing a
method called echo time shifting (ETS) [Feinberg1994]. Thereby, ghosting artifacts in the EPI im-
ages are reduced by varying EPI readout start time of successive EPI segments such that the phase
evolution in k-space is more continuous. This led to varying eddy currents across shots in the snap-
shot window, which worsened the correction of physiological field fluctuations. Furthermore, ETS
does not allow an accurate interpolation of concurrent field data. Due to these limitations, all mea-
surements were acquired without ETS.

4.5 Conclusion

Using NMR field probes, physiological field fluctuations were monitored during high-resolution T ∗
2

weighted 2D-segmented 3D-EPI acquisitions. A non-iterative field correction up to 1st-order was
implemented for snapshot and concurrent field monitoring and included into the in-house developed
reconstruction toolbox. The ECC performed by the scanner during signal reception was considered
in the measured 0th- order field term.
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Image quality and tSNR of the 3D-EPI acquisitions that were subject to severe physiological noise
strongly benefit from field correction based on both, snapshot and concurrent field monitoring. The
results of this work indicate, that snapshot field monitoring is the preferable method for acquisitions
with short TRshot, where an interpolation of the field monitored data is required. However, the
method does not allow for correction of eddy-current-induced field changes and require the standard
phase correction scans and a gradient-free snapshot window. If the acquisition is not limited by
signal decay and the repetition time is long enough to monitor every EPI echo train, concurrent field
monitoring is the preferred method to capture and correct physiologically-induced and eddy-current-
induced field fluctuations. Full concurrent field monitoring is more flexible with respect to the echo
time of the sequence, as it allows ETS and does not require phase correction scans and a gradient-free
time window.

With ‘normal’ physiological field fluctuations, the segmented 3D-EPI acquisitions with the chosen
sequence parameters generally achieved good image quality with high tSNR. Routinely field cor-
rection is probably only necessary with older patients or small children that have difficulties lying
still. However, a larger effect of physiological noise on 3D-EPI acquisitions at 7T is expected for
applications with lower spatial resolution or longer TE .
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5
Conclusion and Outlook

The usage of magnetic resonance imaging for a wide range of applications requires the acquisition
of high-quality images in short scan times. This is a challenging problem and still one of the main
research topics in MRI. One recent step in this direction is the introduction of the first clinical 7 Tesla
scanners. The high SNR obtained by higher field strength allows for higher parallel imaging accel-
erations. In this context, achieving high acceleration factors at good image quality relies, among
others, on the parallel imaging sampling pattern and on a robust image reconstruction. In the scope
of this work, a Python toolbox for a parallel imaging reconstruction based on the GRAPPA algo-
rithm was developed. Using a three-dimensional reconstruction kernel and Tikhonov regularization,
Cartesian data is reconstructed robustly.

The aim of the first part of this thesis was to extend the reconstruction to non-Cartesian wave-CAIPI
data. The developed GRAPPA-based wave-CAIPI reconstruction is fast and robust and, compared
to the recently proposed SENSE-type reconstruction, it is a non-iterative method that does not de-
pend on the accuracy of specific coil sensitivity estimations and mask regions. A system of NMR
field probes was used to determine the exact trajectories required for successful and artifact-free re-
constructions of the non-Cartesian data.
To validate the GRAPPA-based wave-CAIPI reconstruction, wave-CAIPI sampling was incorpo-
rated into two widely-used fast 3D sequences: a T1 weighted gradient echo sequence (MP-RAGE)
and a T2 weighted spin echo sequence (TSE). It has been shown, that both sequences allow ultra-fast
high-resolution wave-CAIPI imaging with reduced g-factor penalties and improved image quality
compared to conventional 2D CAIPIRINHA. 16-fold accelerated whole brain MP-RAGE and TSE
data with 1 mm isotropic resolution were acquired in only 40 seconds and 1:32 minutes, respectively.
This is about 5-8 times faster than usual.
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However, it has been observed that the sinusoidal phase encoding gradients of wave-sampling in-
duce eddy currents, which lead to additional gradient moments. This is problematic for the TSE
sequence, where the magnetization is refocused using RF pulses during the echo trains. However,
image artifacts caused by improper momentum rephasing could be successfully prevented by the
application of correcting rephasing gradients. These gradients were empirically determined with
k-space trajectory measurements using the field probe system.

The NRM field probes were furthermore used during in-vivo measurements to account for subject-
induced field and trajectory deviations in the image reconstruction. Physiological field fluctuations
of up to first order spatial expansion were monitored during high-resolution T ∗

2 weighted segmented
3D-EPI acquisitions at 7 Tesla. It was shown that field changes induced by (deep) breathing or limb
movements lead to artifacts in the reconstructed images. Especially for strong field distortions, the
image quality and the tSNR strongly benefit from a field correction. Two different field monitoring
approaches, snapshot and concurrent field monitoring, were investigated. Both methods are, among
others, limited by the time between successive NMR field probe excitations. As a consequence, not
every echo train can be monitored for fast 3D-EPI acquisitions and missing field probe data must
be interpolated. Concurrent field monitoring allows to capture physiologically-induced and eddy-
current-induced field fluctuations and has proven to be the preferable method if the acquisition is
not limited by signal decay and if the repetition time is long enough to monitor every EPI echo train.
However, most fast 3D acquisitions require an interpolation of the field monitored data. In this case,
the correction of physiological field fluctuations is more reliable using snapshot field monitoring.
A zero- and first-order field correction was incorporated into the reconstruction toolbox. Field fluc-
tuations of first-order lead to shifts of sampling points away from the nominal trajectory. Shifting
of sampling points back to the Cartesian grid is achieved by GRAPPA operator gridding (GROG).
This GRAPPA-based parallel imaging concept has shown to be well-suited for the small k-space
shifts induced by physiological field changes. Furthermore, the eddy current compensation (ECC)
performed by the scanner during signal reception was considered in the measured zero-order field
term. For its determination, a separate method based on phantom scans was developed for each of
the two field monitoring approaches.
It has been shown that with field correction of up to first-order, a high image quality can be regained
for acquisitions that were subject to strong physiological field fluctuations. For some patient groups,
such as small children or elderly people who have difficulties lying still, a routinely performed field
correction could therefore be advantageous. However, to ensure correct and reproducible field mea-
surements, this also requires the completion of the 3D-printed NMR field probe holder that was
developed in close collaboration throughout this work.

To conclude, the GRAPPA-based reconstruction presented in this thesis provides a fast, robust and
non-iterative reconstruction of Cartesian and wave-CAIPI parallel imaging acquisitions for highly
accelerated acquisitions. Furthermore, the correction of physiological field changes measured with
NMR field probes is incorporated into the reconstruction process and allows for a significant im-
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provement of images acquired in the presence of strong field fluctuations. In further steps, integra-
tion of the reconstruction into the scanner’s workflow by means of the Gadgetron software (Hansen
and Sørensen, 2013) is envisaged, thus, making GRAPPA-based wave-CAIPI imaging and physio-
logical field correction available for routine neuroimaging applications. Furthermore, to gain more
flexibility for wave-CAIPI acquisitions, the gradient impulse function (GIRF) (Signe J. Vannesjo,
Maximilan Haeberlin, et al., 2013) can be measured using the NRM field probe system. Its knowl-
edge allows to predict gradient shapes and facilitates the determination of the correcting rephas-
ing gradients required for multiecho spin echo protocols. Besides, it might eliminate the need of
corkscrew trajectory measurements for each wave-CAIPI protocol. In addition, the effect of phys-
iological noise and thus the benefit of the field correction on other 3D-EPI acquisitions at 7 Tesla
must be investigated in future studies. The benefit is expected to be more prominent for applica-
tions with lower spatial resolution or longer TE , such as for example T ∗

2 mapping and functional
MRI. However, the interpolation of data monitored during fast 3D-EPI acquisitions with echo time
shifting (ETS) still remains a challenging problem.
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6.1 Supplementary Material of Chapter 3

6.1.1 Automatic Subcortical Segmentation

Figure 6.1 depicts examples of the subcortical segmentation achieved within FreeSurfer’s longitudi-
nal processing stream (Reuter et al., 2012) for retrospectively accelerated Cartesian and wave-CAIPI
data. Visual inspection shows that the segmentation worked well in all cases and no clear difference
is visible between the different sampling schemes and accelerations. However, the quantitative com-
parison based on the DICE coefficient indicates a clear improvement of the segmentation of the
different brain regions using wave-CAIPI instead of Cartesian CAIPIRINHA. The results are dis-
cussed in Section 3.4.3.2.

Figure 6.1: Axial view of the automatic subcortical segmentation achieved within FreeSurfer’s lon-
gitudinal processing stream. The results are shown for one of the subjects using Cartesian CAIPIR-
INHA and wave-CAIPI sampling with different acceleration factors.

6.1.2 Mask Region for SENSE Reconstruction

SENSE reconstructions require high-quality sensitivity maps and mask regions, estimated from the
calibration data. Utilizing the BART toolbox (Uecker et al.) for their estimations allows to produce
high-quality SENSE reconstructed wave-CAIPI images. However, the default mask computed by
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the toolbox is too small. The effect of different mask sizes on the reconstructed images and on the
RMSE with regard to the fully sampled data is show in Figure 6.2.

Figure 6.2: SENSE-type wave-CAIPI reconstruction of retrospectively 16-fold accelerated wave-
CAIPI acquisition. Different ESPIRiT thresholds were used for the computation of different sizes of
sensitivity masks (right). The RMSE with regard to the fully sampled data was calculated in the brain
region for all three reconstructions. The default mask (threshold = 0.8) computed with the ESPIRiT
algorithm crops out the mouth and nasal cavity region and thereby, the reconstruction slightly falls
of in quality. The smallest RMSE was found for the threshold 0.4, however, the results are very
similar.
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6.2 Supplementary Material of Chapter 4

6.2.1 Effect of Missing Field Probes

All magnetic field measurements of Chapter 4 were performed using NMR field probes placed on
the upper frame of a prototype field probe holder (Brunheim et al., 2020) and fixing the probes of
the bottom frame with tape at approximately the designed positions. The probe positioning of the 16
NMR field probes schematically shown in Figure 4.10 was conditioned for the best approximation to
the field dynamics, taking into account the limitations of the coil architecture. Due to the defective
field probe number 3, only 15 probes were used for the determination of the field dynamics of up to
1st-order. Since the probe positioning was conditioned for 16 and not 15 field probes, the missing
field probe certainly had an impact on the field monitoring data fitted from the probe signals and
thus on the field correction.

To investigate the influence of a missing field probe on the measured field dynamics and on the
resulting field corrected image, a (1 mm)3 in vivo EPI measurement was carried out without any in-
tentionally induced field perturbations. Hardware-related concurrent field dynamics were measured
on a phantom using the same sequence parameters as for the in-vivo measurement. Field deviations
and the field corrected images are shown for field data processed for all 15 working field probes
(Figure 6.3a) and for only 14 field probes (Figure 6.3b). In Figure 6.3b, the signal of probe number
13 (cf. Figure 4.10) was omitted for the fitting of the magnetic fields. A clear influence can be ob-
served on the relative k-space deviation δkp2

∆kp2
in partition direction (z-direction) and the impact on

the reconstructed image is visible in the difference image.
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a) all 15 available field probes
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Figure 6.3: Left: 0th- and 1st-order field deviations of one EPI echo train acquired with concurrent
field monitoring during a phantom measurement. Field probe data were processed for a) all 15
working field probes of Figure 4.10 by fitting spherical harmonic spatial basic functions of 1st-order
and b) using only 14 field probes. The signal of probe number 13 in Figure 4.10 was omitted for
the fitting of the magnetic fields. Middle: Reconstructed images for a normal breathing experiment
reconstructed with the 0th- and 1st-order phantom concurrent field data. The image quality in b) is
slightly reduced compared to a). Right: Difference images between a) and b) scaled relative to the
maximum displayed value.

6.2.2 Order of the Spherical Harmonics Fit

Using 16 NMR field probes allow a monitoring of up to 3rd-order field dynamics. In Chapter 4, only
up to 1st-order fields fluctuations were corrected. The temporal evolution of the spatial distribution
of magnetic field perturbations was determined by fitting spherical harmonics of up to 1st-order to
each time point. Vannesjo et al. (Vannesjo et al., 2015) investigated higher-order field correction
and achieved better results for up to 1st-order field correction using a higher-order model (2nd-order
fit) than using a 1st-order fit.
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However, we observed substantially better results using a 1st-order fit for field corrections of 0th- and
for a 1st-order. Field deviations and the corresponding reconstructions are shown for a 1st-order field
model in Figure 6.4a and a 2nd-order field model in Figure 6.4b. The in vivo dataset and phantom
field measurements were the same as in Section 6.2.1. A clear difference in the relative k-space
shifts can be observed in phase and partition encoding direction (p1 and p2) and using the 2nd-order
model results in visible image artifacts.

a) 1st-order fit, up to 1st-order field correction
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b) 2nd-order fit, up to 1st-order field correction
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Figure 6.4: Left: 0th- and 1st-order field deviations of one EPI echo train acquired with concurrent
field monitoring during a phantom measurement. Field probe data were processed for a) all 15
working field probes of Figure 4.10 by fitting spherical harmonic spatial basic functions of 1st-order
and b) using a spherical harmonic fit of 2nd-order. Middle: Reconstructed images for a normal
breathing experiment reconstructed with the 0th- and 1st-order phantom concurrent field data. The
image quality in b) is reduced compared to a). Right: Difference images between a) and b) scaled
relative to the maximum displayed value.

This can be understood, if the field probe fitting coefficients are taken as the results of a Taylor
expansion. The order of the expansion should match the order of the consequential correction applied.
A simple 2nd-order polynomial example in Figure 6.5 clarifies this. The 1st-order polynomial fit
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provides the best linear approximation of the function, whereas the linear function using only 0th-
and 1st-order terms of the 2nd-order polynomial fit shows a large deviation from the original function
across the observed range.
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function: f(x) = x2 − x

1st-order polynomial fit: f1(x) = 9x + 50.2
2nd-order polynimial fit: f2(x) = x2 − x

2nd-order fit without 2nd-order term: f21(x) = −x

Figure 6.5: Representation of a simple 2nd-order polynomial function f(x) = x2 − x; x ∈ {−10, 20}.
The 1st-order polynomial fit provides the best linear approximation of the function, whereas using
only the 0th- and 1st-order terms of the 2nd-order polynomial fit does not represent a good linear
approximation.
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