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Doch am dritten Tag im Felsgesteine

hat ein Zollner Brecht den Weg verwehrt,
» Kostbarkeiten zu verzollen?« »Keine!«
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Abstract

The trend towards sustainable technologies and processes requires the development of
suitable solvents and electrolytes. In this regard, next to traditional molecular solvents,
ionic liquids (ILs) are regarded as promising candidates. During the last decades, the
continually growing interest in these substances gave rise to a wealth of research directed at
their use as designer solvents. Enabling the application-driven design of solvents requires a
solid understanding of their dynamics and fundamental structure—property relationships.
This thesis aims to contribute to this goal and to describe the development and application
of various computational methods to research molecular and ionic liquids.

The first part of the thesis focuses on developing and testing the binary Quantum Cluster
Equilibrium method as a general and highly efficient approach to model liquids. The
bQCE method applies methods of statistical thermodynamics to quantum chemically
optimized clusters in order to obtain a cluster-based model of liquids. In Chapters 3 and
4, the bQCE method is applied to a variety of binary solvent mixtures. Their mixing
behaviors and thermodynamic functions can be reproduced with minimal computational
effort. Based on these results, an approach is developed to calculate activity coefficients
of binary mixtures based on cluster distributions. Furthermore, this thesis documents
the extension of the bQCE method from binary to general multi-component mixtures,
allowing its future application to complex systems such as solute salts in electrolytes.
The second part of the thesis contains three studies on proton transfer equilibria in ionic,
pseudo-ionic, and molecular liquids. In Chapter 5, a computational approach to model
proton transfer equilibria based on the bQCE method is developed and applied to a range
of alkylammonium-based PILs. It is shown that several properties are affected by the
reverse proton transfer reaction. An extreme example of that is explored in Chapter 6.
Despite its low ionicity, the pseudo-PIL N-methylimidazolium acetate features a unex-
pectedly high proton conductivity. By means of ab initio molecular dynamics simulations
the underlying mechanism can be explained as a chain transfer reaction resembling Grot-
thuss diffusion. Based on these results, quantum chemical calculations are performed
to find potential candidates for PILs with high proton conductivities. In Chapter 7,
the bQCE approach to proton transfer equilibria is applied to aqueous formic acid and
acetic acid as case studies. The degree of dissociation can be predicted over the whole
mixing range, thus allowing a molecular interpretation of the experimental conductivity

maximum in both systems.
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The final part of the thesis deals with ion pairing in ILs, which is thought to be a cause for
low ionicity. This hypothesis is disputed, however, due to conflicting evidence. Chapter 8
provides a detailed review of experimental and theoretical findings regarding the nature
of ion pairing in ILs and extends them by the analysis of ion pair dynamics in 1-butyl-
3-methylimidazolium triflate. By the aid of ab initio molecular dynamics and static
quantum chemistry, it can be shown that ion pairs are short-lived in this system and its
ionicity can be explained by charge transfer between anion and cation. In their practical
applications, however, ILs are often solvents for other compounds and discussions of ion
pairing must involve not only the its constituent ions but also the solutes. Chapter 9
deals with the ion association of magnesium in an IL-based electrolyte. The coordination
of the Mg?* cation by the anions of the IL prevents its deposition on the electrode and
thus reduces reversibility. In a combined experimental and theoretical study, quantum
chemical calculations on ionic clusters show that the 18-crown-6 ether can displace the
anions and prevent ion association.

In summary, the thesis aims to explore different theoretical approaches to model liquids
and liquid phase phenomena. The presented methods are computationally efficient and
can be applied to complex systems. In future studies, they can help to establish structure—

property relationships for the rational design of novel solvents and electrolytes.
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Zusammenfassung

Die Wende hin zu nachhaltigen Technologien und Prozessen erfordert die Entwicklung
geeigneter Losungsmittel und Elektrolyten. Neben traditionellen molekularen Losungs-
mitteln gelten ionische Fliissigkeiten hierbei als vielversprechender Kandidat und wurden
in den letzten zwei Jahrzehnten mit zunehmendem Interesse und dem Ziel erforscht, ein
anwendungsorientiertes Design neuer Losungsmittel zu ermoglichen. Hierfiir ist ein Ver-
stdandnis der Dynamik und fundamentalen Struktur-Wirkungsbeziehungen dieser Systeme
vonnoten. Die vorliegende Arbeit leistet hierzu wertvolle Beitrédge und beschreibt die Ent-
wicklung und Anwendung verschiedener theoretischer Methoden zur Erforschung ionischer
und molekularer Fliissigkeiten.

Der erste Teil der Arbeit befasst sich mit der Entwicklung der binédren ,Quantum Cluster
Equilibrium“-Methode (bQCE) als effizienten Ansatz zur Modellierung von Fliissigkei-
ten. Der bQCE-Ansatz wendet Methoden der statistischen Thermodynamik auf quan-
tenchemisch optimierte Cluster an, um Fliissigkeiten als Gleichgewichtsverteilung von
Clustern zu beschreiben. Kapitel 3 und 4 schildern die Anwendung der bQCE-Methode
auf eine Reihe bindrer Mischungen exemplarischer Losungsmittel. Mit minimalem rech-
nerischen Aufwand kann das Mischungsverhalten dieser Systeme vorhergesagt werden.
Darauf aufbauend wird eine Methode zur Bestimmung von Aktivitatskoeffizienten in bi-
naren Mischungen entwickelt. Dariiberhinaus dokumentiert diese Arbeit die Erweiterung
der bQCE-Methode von bindren zu allgemeinen Multikomponentensystemen und erlaubt
damit in Zukunft die Anwendung der Methode auf komplexe Systeme wie etwa in Elek-
trolyten gelste Salze.

Der zweite Teil der Arbeit umfasst drei Studien zu Protonentransfer-Gleichgewichten in
ionischen, pseudo-ionischen und molekularen Fliissigkeiten. In Kapitel 5 wird ein Ansatz
zur Vorhersage des Protonentransfergrades mithilfe der bQCE-Methode entwickelt und an
einer Reihe Alkylammonium-basierter protischer ionischer Fliissigkeiten getestet. Es kann
gezeigt werden, dass verschiedene Eigenschaften mafsgeblich durch das Protonentransfer-
Gleichgewicht beeinflusst werden. Ein extremes Beispiel hierfiir wird in Kapitel 6 un-
tersucht. Trotz ihrer geringen lonizitat besitzt die protische pseudo-ionische Fliissigkeit
N-Methylimidazoliumacetat eine unerwartet hohe Protonenleitfdhigkeit. Mithilfe von ab
initio-Molekulardynamik-Simulationen wird der zugrundelegende Mechanismus geklart
und gezeigt, dass ein der Grotthuss-Diffusion &hnlicher Kettentransfer von Protonen
die hohe Leitfahigkeit ermdoglicht. Auf Grundlage dieser Ergebnisse werden eine Reihe

quantenchemischer Rechnungen durchgefiihrt, um potentielle Kandidaten fiir protische
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ionische Fliissigkeiten mit hoher Protonenleitfahigkeit zu finden. In Kapitel 7 wird der
bQCE-Ansatz fiir Protonentransfer-Gleichgewichte auf wéssrige Losungen der Ameisen-
und Essigsdure angewandt. Der Dissoziationsgrad kann iiber den kompletten Mischungs-
bereich vorhergesagt und der Ursprung des beobachteten Leitfdhigkeitsmaximums beider
Sauren erklart werden.

Der abschliefsende Teil befasst sich mit der Ionenpaarbildung in ionischen Fliissigkei-
ten, die als Ursache fiir die héufig beobachtete geringe Ionizitdt vermutet wird. Diese
Hypothese ist jedoch aufgrund gegensétzlicher Forschungsergebnisse umstritten. Kapi-
tel 8 liefert eine detaillierte Ubersicht der neusten experimentellen und theoretischen
Erkenntnisse und erweitert diese um eine Analyse der Ionenpaarbildung in 1-Butyl-3-
methylimidazoliumtriflat. Mithilfe von ab initio-Molekulardynamik kann gezeigt werden,
dass Ionenpaare in diesem System nur kurzlebig sind und die Ionizitdt mit einem La-
dungsaustausch zwischen den Anion und Kation erklért werden kann. Kapitel 9 schliefslich
befasst sich mit der Ionenassoziation Magnesiums in einem auf einer ionischen Fliissigkeit
basierten Elektrolyten. Die Koordination des Mg?*-Kations durch die anwesenden An-
ionen verhindert die Abscheidung an der Elektrode und verringert so die Reversibilitit.
Mithilfe quantenchemischer Methoden kann gezeigt werden, dass der 18-Krone-6-Ether
die Anionen verdringt und die Ionenpaarbildung verhindert.

Zusammenfassend werden in der Arbeit verschiedene theoretische Ansétze zur Modellie-
rung von Fliissigkeiten erforscht. Die vorgestellten Methoden sind effizient und koénnen
auf komplexe Systeme angewandt werden. Sie konnen dabei helfen, Struktur-Wirkungs-
beziehungen im anwendungsorientierten Design neuer Losungsmittel und Elektrolyten zu

finden.
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1 Introduction

The quest for sustainable technologies and processes in industrial and everyday appli-
cations!! has without a doubt reached the highest political circles and is recognized by
the United Nations as a major goal and responsibility to the global community.!? Man-
induced emissions and pollution are now widely accepted!® as a cause for the current
shift in global climate,'*!® degrading air quality,'® and the bio-diversity crisis.!” In light
of the growing awareness for their environmental impact, the development of ecologi-
cally friendly alternatives to traditional technologies, processes, and sources of energy
has received enormous attention and has led to important achievements.'® For example,
renewable energies now cover 27.3 % of the global electricity production and their share is
continuously increasing.'¥ However, significant amounts of the renewable energy output
are generated by intermittent sources such as wave power, wind power, and solar power
which depend on non-controllable factors like the time of year and weather conditions.!®
The option of long-term energy storage is therefore a vital criterion to their triumph over
fossil fuels.?? As was recently shown by becoming a declared goal of the European Green
Deal,?! this motivates a strong interest in the development of sustainable fuel cell and
battery technologies, such as metal-air batteries.???* Significant efforts were also made
in the development of carbon capture technologies, which aim to remove carbon dioxide
from industrial waste gases.? 2" Industrial emissions also include harmful gases caused
by volatile solvents in chemical synthesis and processing.?® The search for alternative re-
action media to comply with the principles of Green Chemistry is a major step in the aim
for sustainability.!*

What is common to these recent advances is the need to develop novel solvent and elec-
trolyte systems. The rational design of state-of-the-art materials for these applications
is a challenge that may only be solved by the close collaboration of experimental and
computational research. With notable exceptions such as supercritical fluid solvents?’
and solid-state electrolytes,® these systems are usually found in the liquid state. Ionic
liquids in particular have received great attention in recent years.?' Therefore, computa-
tional efforts in enabling the targeted design of solvents and electrolytes should aim to
model liquids and liquid phase phenomena in a realistic environment. This is the general
aim of this thesis. By developing and employing methods to model liquids, physico-
chemical properties fundamental to their application as solvents and electrolytes such as
their mixing behavior, vapor pressure, acidity, or electrochemical stability are studied at

a microscopic level.
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Many theoretical approaches to model liquids exist. The methods used in this thesis in-
clude force-field-based approaches such as classical molecular dynamics (MD) as well as
ab initio molecular dynamics (AIMD) and static quantum chemical calculations and will
be introduced in more detail in Chapter 2. While often being considered the pinnacle
of liquid modeling,? AIMD simulations are computationally demanding. On the other
hand, classical MD simulations require well-optimized force fields, which sometimes may
not be available. An alternative approach to modeling liquids that combines statistical
thermodynamics and static quantum chemistry exists in the quantum cluster equilibrium
(QCE) method and its extension to binary systems (bQCE). In addition to the afore-
mentioned approaches, the bQCE method is fundamental to the works presented in this
thesis.

In the following a brief overview of the bQCE method’s history so far will be provided.
Afterwards, the reader will be introduced to the promising ionic liquids solvent class. The

introduction will be completed by outlining the scope this thesis.

1.1 The Quantum Cluster Equilibrium Method

In 1995, Ralf Ludwig and Frank Weinhold began publishing computational studies of
hydrogen-bonded liquids based on the quantum cluster equilibrium (QCE) method.333°
The QCE method was developed by Weinhold, who first published its underlying theory in
1998.3¢ It combines methods of classical statistical thermodynamics and quantum chem-
istry to obtain a model of the liquid and the vapor phase that is based on an equilibrium
distribution of characteristic molecular clusters. Molecular clusters, as Weinhold describes
them, are “distinctive chemical moieties, intermediate between the monomeric species of
low-density gases and the fully aggregated limit of condensed phases.”3¢ Although the lig-
uid and gaseous phase are separate aggregate states with distinct properties under most
conditions, the existence of the gas-liquid critical point3” implies a continuous transition
path between both states. As the temperature and pressure approach critical conditions,
the properties of the liquid and gaseous phase become more similar until their differ-
ences vanish, as the system enters the critical state, and no distinction between liquid
and gaseous phase can be made. Thus, by simply adjusting the distribution of clusters
from small monomeric or dimeric species to larger aggregates, it should be possible to
extend a cluster-based model of a dense gas to the liquid phase.? The QCE procedure
therefore assigns populations to a set of quantum chemically calculated clusters, which
collectively reproduce liquid phase behavior. From these populations the total partition
function of the system can be derived which gives access to thermodynamic quantities
such as the enthalpy, entropy, and Gibbs energy. In order to apply this approach to real
substances only two van der Waals-like empirical parameters are introduced, accounting

for the exclusion volume, i.e., the volume occupied by the molecules themselves, and
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Figure 1.1: Cluster populations (left graph) and thermodynamic functions (right graph) of
methanol as obtained from QCE with a minimal cluster set (top). Experimental enthalpy taken
from Ref. 46.

the attractive inter-cluster interaction. To illustrate the general concept of the method,
Fig. 1.1 shows an example of a simple QCE calculation of methanol based on a minimal
cluster set of mainly ring structures. The QCE method finds an equilibrium distribution
of clusters that is dominated by pentamers in the liquid range, with significant amounts
of tetrameric and hexameric rings, whereas the gas phase is dominated by the monomer
with trace amounts of dimers. From these populations, the thermodynamic functions can
be calculated in close agreement with experiment. Despite the simple model, the enthalpy
of vaporization at the boiling point of methanol is predicted within 3kJ/mol accuracy.

In 2005, the QCE approach was taken up by Barbara Kirchner, who reformulated and
updated its theory,®® which marked the first time a definitive and comprehensive ver-
sion of the QCE theory was available, and released the first publicly available QCE code
Peacemaker.®3%3% Following this release, the Kirchner group became the most active in
QCE research and extended the method by innovative applications such as the prediction
of proton transfer equilibrium constants, which they demonstrated by reproducing the
temperature dependence of the ionic product of water with quantitative accuracy,*’ or
a QCE-based cluster-weighting approach for vibrational circular dichroism (VCD) spec-
tra.442 In 2011, the Kirchner group fundamentally extended the theory to include binary
systems in its description.*® This opened up a wide field of potential new applications

such as calculating the mixing thermodynamics of binary mixtures. 11043745
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Although the formation of extended hydrogen bond networks, such as in water,*" seems
to put the upper limit n, i.e., the number of molecules that form a cluster, in a range that
is unfeasible to ab initio methods, experimental*® and theoretical? evidence suggests that
quantum chemically accessible clusters could be sufficiently representative of the liquid
structure.®® More convincing, however, is perhaps the number of systems that were suc-
cessfully modeled with the QCE method.?%?%?! These include mostly studies of strongly

38,52-62 63-69 34,35,45,70

associating hydrogen-bonded liquids such as water, alcohols, amides,

71-74 75,76

hydrogen halides, ammonia, and weak acids.>"""® A more detailed review of these

works may be found in Refs. 50 and 51. More obscure systems that were investigated by
the QCE approach are liquid sulfur™ and cis, cis-cyclotriazane. 8

At the heart of the QCE approach lies the construction of a set of representative clusters
that include all important characteristic binding motifs. Such cluster sets may be based
on experimentally observed molecular configurations,™ but can also include motifs de-

40,55 By assigning populations

rived from computational methods?* or chemical intuition.
to each of these clusters, the QCE approach allows the interpretation of structural prop-
erties on a molecular level. The cluster weighted total partition function gives access to
all thermodynamic functions which can then be attributed to the interplay of different
structural motifs. One prominent example of the QCE approach allowing the direct in-
terpretation of a macroscopic property resulting from a structural change was presented
by Ralf Ludwig in 2007, when he demonstrated that the inclusion of three-dimensional
water clusters, containing tetrahedrally coordinated water molecules, in the QCE model
of water reproduced the density anomaly.?® Cluster populations not only allow insights
into the structural features governing the liquid phase, but can also be used in cluster-
weighting approaches to the prediction of NMR shifts,®! quadrupole coupling constants, 2
and IR spectra.®?

The development of the QCE approach was motivated by the desire to find an alternative
to contemporary force-field-based methods that could adequately describe nonpairwise-
additive cooperative effects in strongly associating hydrogen-bonded liquids. 3¢ The simple
and easily modifiable QCE approach satisfied that ambition as it can sample any number
of binding motifs by design and is open to any level of theory. While the size of employed
clusters in the QCE approach has no upper bound in principle — and, indeed, water
clusters up to the size of 60 molecules have been considered®® — their size is usually limited
to n < 20 molecules per cluster. This opens up the possibility of employing high level
quantum chemical methods that are computationally too expensive to be used in dynamic
liquid simulations in a feasible manner. Several QCE studies focused on testing the effects
of employing different levels of theory.3%:60°63.6972787 Tt should be noted here, that the
insights gained in these works are not necessarily applicable to the bQCE procedure in its
current form, as it has undergone several changes since its conception.®4># While it was

found that the correct treatment of cooperative effects is more important than dispersion
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38,5062 dispersion effects

effects in the modeling of hydrogen-bonded liquids such as water,
significantly contribute to the interaction energy of compounds with long alkyl-chains
such as n-butanol®’ and its constitutional isomers.!? Systematic comparisons of quantum
chemical methods showed that density functional theory (DFT) is capable of producing
results of similar quality as methods based on wave function theory. 3862717278 Significant
basis set effects were found for correlated methods, where a too small basis set could not
adequately model liquid phase behavior. 3862717278

On the other hand, increasing method and basis set to the highest feasible level of theory
does not necessarily result in a better performance of the QCE method.”™™ Although
since its conception the computational power of scientific computer clusters drastically
increased and computationally intensive methods such as AIMD simulations are accessible
to a much wider community,®8¢ the QCE approach still provides a computationally
economical alternative method for liquid modeling. It seems self-evident, that the research
on sustainable solvents and electrolytes should itself strive for sustainable methodology.
Thus, the effort to decrease computational costs is in the spirit of sustainability, but also
enables the sampling of a vastly higher number of clusters. In recent years, the low-cost
PBEh-3c functional 8" was established as performing remarkably well in combination with
QCE,?40™ heing able to predict the temperature dependence of the ionic product of water
with quantitative accuracy.*’

This thesis focuses on the development of the bQCE method as a highly efficient and
general approach to liquid modeling. Section 2.3 documents for future reference the next
major extension of the bQCE theory from binary to general multi-component systems,
allowing the modeling of mixtures with any number of components. Chapters 3 and 4
describe the application of the method to a range of binary organic solvent mixtures.
These include, for the first time, non-polar solvents like benzene and chloroform. By
employing low-cost electronic structure methods, the computational effort is reduced to
a level that ensures its feasibility when applied to more complex systems such as ionic
liquids. Such applications are described in the second part of the thesis. The bQCE
method is used to model the proton transfer in protic ionic liquids (Chapter 5) and
aqueous acid solutions (Chapter 7), further establishing the its ability to describe such

equilibria in different environments.

1.2 lonic Liquids

In 1888, while investigating the reactions of vinylamine with sulfuric and nitric acid,
German chemist Siegmund Gabriel synthesized ethanolammonium nitrate and thus dis-
covered the first member of a vast class of versatile substances that would later be known
as ionic liquids (ILs).®® Being now widely regarded as one of the major innovations of

modern chemistry, it was not until the 1990s that the interest in these substances gained
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momentum that would result in an avalanche of research directed at their properties and
applications.3*%992 Tonic liquids are salts that are liquid at moderate temperatures, typ-
ically with a melting point below the arbitrary limit of 100°C. The functional range of
ILs covers a wide selection of scientific and industrial fields. Their uses include the appli-
cation as solvents and co-solutes in synthesis,” catalysis,”® and separation processes,”!

such as liquid-liquid separation.®® Furthermore, they find applications as absorbent in
27,95,96

as medium or active agent in pharmaceuticals,®? and as
99

carbon capture technology,

97,98

electrolyte in modern energy devices, such as metal-ion batteries? or solar cells.1%

[C.C.Im]’ [N2o00] [PipHH]'
W $€ offe oos
INO.] INTE,] [OAc] [OTf] [SCN]

Figure 1.2: Molecular structures and abbreviations of various cations and anions commonly
used as components of ionic liquids. White H; orange C; blue N; red O; green F; yellow S.

Simple inorganic salts constituted of monoatomic ions, such as the common salt NaCl,
usually have high melting points and the energy required to transfer them to the molten
state makes their use in these areas unfeasible. Ionic liquids, on the other hand, melt at
moderate temperatures. To enable their liquid state at such low temperatures, ILs usually
consist of polyatomic, charge-diffuse ions, often a large organic cation with low symmetry
paired with an inorganic anion (see Fig. 1.2).1% Varying combinations of the constituent
ions will result in different properties, allowing in principle their targeted design as solvents
or material for specific applications. Indeed, the vast number of possible combinations
with diverse sets of properties makes any generalization of their characteristics, beyond a
few key attributes, an over-simplification. Owing to their ionic nature, all ILs are to some
degree ion-conductive.?! Other than that, many ILs share an almost negligible vapor
pressure, a wide liquid range, incombustibility, and good thermal and electrochemical
stability. 3" It was these properties in particular, which sparked the recent interest in their
exploration, as, despite often being toxic, their low volatility and thus reduced risk of

contaminating the environment renders them promising alternatives to traditional organic
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solvents in sustainable technologies and processes. An estimated number of one million
possible ion combinations are thought to form ILs.!“? Hence, synthesizing a new ionic
liquid is generally not a difficult task. However, not all ionic liquids exhibit desirable
properties and an exhaustive search approach to their synthesis is not feasible. Instead, a
rational design based on predicting their properties would be preferable and enabling this
is a major goal of current research.®® Alkyl chain elongation and ion functionalization are
common strategies to influence IL behavior by modifying their constituent ions. % In order
to fully exploit their potential as tunable “designer solvents”, a strong understanding of
their fundamental structure—property relationships is required. Due to the complexity of

their intermolecular interactions, this can best be achieved with the aid of computational

methods. 389,104

1.2.1 Protic lonic Liquids

A special subgroup of the IL solvent class is comprised of those ILs that are formed by a

proton transfer reaction between a Brgnstead acid and a Brgnsted base according to
AH+B<==A" + HB". (1.1)

Although the equilibrium is usually located far on the right, i.e., ionic side of that reaction,
the proton has a certain degree of mobility in such materials, leading to their character-
ization as protic ionic liquids (PILs). They are frequently used in the study of proteins

and protein protein folding, '9%:19

as they have shown great potential as both protein sta-
bilizers 1°" and additives for protein refolding, '°® tunable by the choice of their constituent
ions. The mobility of the proton makes PILs attractive candidates for proton-conducting
electrolytes in fuel cells.1%%1% While their range of properties is similarly variable as in
aprotic ILs, their proton conductivity is a common characteristic of PILs. However, a
high proton mobility often comes with a low degree of proton transfer and, thus, a certain
amount of neutral acid and base species in the liquid phase. In addition to lowering the
ionicity by reducing the effective number of charge carriers in the system, ! the presence
of the neutral parent species has detrimental effects on exactly those properties that are
usually desired in ILs, such as their low vapor pressure, vast liquid range, and conductiv-
ity. 112113 On the other hand, a highly mobile proton could potentially enable particularly
high proton conductivities through Grotthuss-like structural diffusion. 14115 Yoshizawa et
al. suggested the ApK, value, which is the difference between the pK, values of a PIL’s

constituent acid and protonated base

ApKa = pKa<HB+) - pKa(HA) (12)
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as an approximate measure for the degree of proton transfer.'' They could find good
correlations between the ApK, value of PILs and some of their properties such as their
boiling point, glass transition temperature, and Walden behavior. However, pK, values
are usually measured in aqueous solutions and their applicability to non-aqueous systems
is uncertain. The protonated base and deprotonated acid are stabilized in the aqueous
phase by a strong hydration shell, but the same stabilization does not occur in PILs.
Indeed, it was found that the acidity of carboxylic acids in various alkylimidazolium-
based PILs follows the sequence of propanoic > ethanoic > methanoic acid, opposite to
their behavior in water.''” To truly understand the proton transfer in PILs, it must be
evaluated in the PIL itself. Some experimental efforts to quantify the proton transfer
degree on a consistent scale, similar to the pH scale in aqueous solution, were made in
the past. 18120 Byrne and Angell used the 6(N — H) proton chemical shift in a range of
alkylammonium-based PILs to assess their proton activity.!°>1!® While it was shown that
PILs do not necessarily follow the Hofmeister series for protein stability,'?! Byrne and
Angell could tune the folding behavior of proteins with remarkable accuracy by adjust-
ing the proton activity as measured by §(N — H).195118 However, their approach makes
comparison between PILs with different types of cations difficult. Kanzaki et al. used
potentiometric methods to directly measure the concentration of neutral species in vari-
ous PILs. 227125 While their results correlate well with ApK, values, their approach was
recently criticized ! as it is itself based on the assumption that aqueous acid strengths

7122 and disregards possible

are valid in ILs, which was shown to be not always true,
trace amounts of water. Computational investigations of proton transfer equilibria in
PILs are sparse and mostly limited to single ion or ion pair calculations to support ex-
perimental studies. 267129 More ambitious investigations by computational methods could
offer valuable insights into the dynamics of the proton transfer reaction in PILs and help
establishing structure—property relationships. This is the aim of Chapters 5 and 6, which
present approaches to calculate the proton transfer degree in PILs based on bQCE and

AIMD, respectively.

1.2.2 lon Pairing and lonicity

As stated earlier, the intermolecular interactions of ILs are complex and their study must
proceed through close cooperation of experiment and theory. Indeed, even the very nature
of their molecular level structure as either mostly neutral ion pairs or relatively indepen-
dent ions is still subject of debate and a striking example of how different approaches may
lead to opposite pictures. 17133 Being liquids composed entirely of cations and anions, it
is conceivable that oppositely charged ions associate to form neutral aggregates. Specu-
lations about significant ion pairing in ILs first emerged because measured conductivities

often undercut expectation. " This is often illustrated in form of the Walden plot,3* as
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shown in Fig. 1.3. The Walden plot compares the relationship between an molar con-
ductivity of an IL and its viscosity to an ideal reference electrolyte. ILs typically fall
somewhere below the ideal reference line and their vertical distance from the reference is
sometimes used as an approximate measure of ionicity. 16133135 TLs that fall significantly
below the expected value, such as [Nagoo|[OFm| and [HC;Im|[OAc| in Fig. 1.3, are consid-
ered subionic. ' The ionicity is defined as the effective ratio of charge carrying species
in an IL that contribute to its conductivity. It is calculated as the ratio between the
measured conductivity and the expected conductivity based on the ionic self-diffusion co-
efficients. 13° Many ILs were found to have low ionicity and various effects are hypothesized

130,132,136 137-139 and jon size effects

to play a role, including ion pairing, charge transfer,
on diffusion.3® Gebbie et al. proposed a picture of ILs as diluted electrolytes consisting
mainly of neutral ion pairs and only a small amount of 0.003 % of “free” ions based on
direct surface force measurements. %49 They criticized the ion pairing interpretation of
the ionicity scale, as it leads to free ion concentrations several orders of magnitude higher
than their own estimate. At the same time, the ion pairing interpretation is criticized from
the other side as various experimental '41'42 and computational 137145 studies find no evi-
dence for any amount of significant formation of long-lived ion pairs. Finding a conclusive
answer to the question of ion pairing in ILs is important as it has some implications on
their design and application as electrolytes as solvents in chemical synthesis,®" where the
formation and stabilization of ions or transition states is a major consideration. Chapter 8
contributes to that aim by reviewing the available experimental and computational evi-
dence and analyzing the dynamics of ion pairing in 1-butyl-3-methylimidazolium triflate.
Afterwards, a more application-related situation is considered in Chapter 9, which focuses
on the coordination and ion association of Mgt cations in an IL-based electrolyte (see

following section).
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Figure 1.3: Walden plot of various protic'?” (orange) and aprotic!3? (blue) ILs.
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1.2.3 lonic Liquids in Energy Devices

Due to their inherent conductivity, generally low volatility, and good electrochemical
stability, ILs have received significant attention as potential electrolytes and solvents in

146,147 148,149 and solar

electrochemical applications, including batteries, super-capacitors,
cells. 150 Different battery types have been investigated in combination with ILs as elec-
trolyte materials. Lithium—ion batteries in particular have found widespread use for their
high energy density and low self-discharge, allowing their use in mobile devices.?® Commer-
cial lithium-ion batteries use organic electrolytes, which gives rise to some safety concerns
especially in high temperature applications such as electric vehicles due to their volatility
and flammability. !5* Next to solid-state electrolytes, which show promising properties and
drastically reduce safety concerns,’ ILs have been investigated as electrolytes in lithium-
ion batteries. ¥ However, some considerations motivate the research on alternative bat-
tery technologies. Renewable energy sources and electric mobility require high long-term
energy storage capacity at low mass and volume,?° which may be achieved through metal-

152

air batteries. ** While lithium—air batteries feature a theoretical energy density that can

3 concerns about the ecological impact of lithium mining and its

compete with gasoline, '
limited availability drive the research on battery technologies based on more abundant
metals.?4

Magnesium—air (Mg—0,) batteries are a promising alternative due to their high volumet-
ric and specific energy density, low cost, and eco-friendliness. '** In contrast to lithium-ion
batteries, the metal-air cell contains a pure metal anode, at which the solute metal dis-
solves under discharge and deposits during charge. Atmospheric oxygen in the surrounding
air serves as active cathode material. However, the realization of a truly rechargeable Mg—
Os battery is complicated by the formation of insulating MgO and MgO, film, the slow ki-
netics of the oxygen reduction reaction, and unwanted reactions with the electrolyte. %415
Research on rechargeable magnesium-air batteries is sparse but some advances could be

22,155,156 Water saturated trihexyl(tetradecyl)phosphonium chlo-

achieved in recent years.
ride (|Pg.6,14][Cl]) was tested as an IL-based electrolyte for Mg-O, batteries with promis-
ing results.'® The IL forms a semi-passive interfacial layer on the magnesium anode,
stabilizing it while still allowing discharge.'®® In general, the tendency of the magnesium
anode to form passivating layers through decomposition of the electrolyte is another ob-
stacle to the realization of Mg batteries.!®® Approaches to improve the reversibility of Mg

160,161 162,163 often include the addition of chelating 64165

deposition in molecular and ionic
or water-scavenging %6167 additives. This is also the focus of Chapter 9, in which the
positive effects of two additives on the Mg deposition and dissolution reversibility in an

IL-based electrolyte are studied in a combined experimental and theoretical investigation.

10
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1.3 Scope of the Thesis

As was illustrated earlier, there is an enormous interest in the design of novel and sustain-
able solvent media. Ionic liquids are considered a promising candidate to substitute or
complement traditional molecular solvents, but the immense variations in their physico-
chemical properties necessitate a rigid understanding of their structure—property relation-
ships. While many such relationships could be established in the past by experimental
and computational means, their investigation is as vital now as before to enable the ra-
tional design of IL-based materials for a specific application. A computational approach
to that end must aim to model the liquid phase and liquid phase phenomena in a realistic
environment. While many theoretical methods to model the liquid phase exist, develop-
ing new approaches can facilitate the study of certain properties and phenomena that are
difficult to access with other methods, such as proton transfer equilibria.

Therefore, this thesis will follow two main objectives. The first and more general objective
is the study of liquids at the molecular level, using theoretical methods to establish a
microscopic interpretation of their macroscopic properties. The focus here will be on
ILs, whose properties — especially if compared against the vast range of IL systems yet
to discover — remain widely uncharted. The second objective is the development and
extension of the bQCE method as an alternative approach to model liquids with quantum
chemical methods in a computationally efficient way. Though the QCE method has been
thoroughly established for neat protic polar solvents, its binary extension and applicability
to other compound classes were tested for only few cases. Therefore, under this second
objective the focus will be on traditional molecular solvents, as they are generally more
simple and well studied than ILs and thus better suited as case studies.

The first part of the thesis describes the application of the bQCE method to a range
of binary organic solvent mixtures in order to test the applicability of the method to
these systems and its ability to describe their mixing behavior. The studies presented in
this part aim for computational efficiency to ensure feasibility of the approach even when
applied to more complex systems such as ILs.

The second part contains three studies on proton transfer equilibria in different systems.
These include ionic, molecular, and, bridging the gap between both, pseudo-ionic liquids.
The proton transfer equilibrium in PILs has received little attention from theoretical
research despite its empirical correlation with many physico-chemical properties. This
part presents the first attempts to quantify the proton transfer degree in PILs and pseudo-
PILs with theoretical methods.

The third part deals with ionicity and ion association in ILs. First, the concept of ion
pairing in neat ILs and its implications for ionicity are discussed. Thereafter, the effect
of additives on the coordination sphere of solute Mg?™ cations in an IL-based electrolyte

is studied to explain their impact on the reversibility of Mg deposition and dissolution.

11






2 Methodology

2.1 Classical Force Fields

Classical molecular dynamics (MD) describe molecular and atomic motion based on New-
ton’s laws of motion and provide a computationally efficient method of simulating large
systems with thousands of atoms at high speeds. Throughout this thesis, classical MD
simulations will be used only as pre-equilibration method for AIMD simulations (Chap-
ter 6) and static quantum chemical calculations (Chapter 9). However, several studies
presented in this thesis (Chapters 3-5 and Chapter 7) make use of the genetic global
structure optimization algorithm OGOLEM, %169 which relies on the force-field-based
description of molecular interactions. Therefore, this section will provide a brief overview
of the relevant equations and expressions of a typical force field, but will not cover more
involved aspects of MD theory. In this thesis, the generalized AMBER force field!™
(GAFF) and the OPLS-AA force field!™ are used, which rely mostly on the same expres-
sions. The following equations are therefore not general to all classical force fields, but
are commonly used and describe the force fields used in this thesis.

In a system of N particles, the force field energy FE(ri,rs,...,7rx) is a function of all
3N particle coordinates. The analytical expression for the force field contains a set of
equations and parameters, that account for different forces acting upon the particles. It
may be expressed as a sum of contributions, which describe the energy corresponding to

a specific distortion or interaction type of the molecule:
E = Estr + Ebend + Etors + Evdw + Eeh (21)

where Fg, is the bond stretching energy, Fienq is the angle bending energy, and Ei is
the torsional rotation energy. These can be categorized as bonded interactions. The non-
bonded contributions F.4y and F, represent the van der Waals energy and electrostatic
interaction energy, respectively.

The bonded interaction potentials are often, and throughout this thesis, treated by har-
monic expressions, but more complex descriptions are possible in principle. The harmonic

bond stretching energy is calculated as

Estr = KZT](TU — To)z, (22)
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2. Methodology

where KJ; is the force constant corresponding to the bond type between particles ¢ and
J, i = |ri — ;| is the inter-particle distance, and g is the equilibrium bond length. The
angle bending energy depends on the angle 8;;;, that is formed between the vectors 7;; and
rjk. It is given by

Evend = K1, (0351 — 60)?, (2.3)

9
where K7

is the force constant corresponding to the angle type between particles ¢, j,
and k£ and 6y is the equilibrium angle. The torsional rotation energy depends on the
dihedral angle ¢;;i; between four bonded atoms ¢, j, k, and [. It is treated differently by

GAFF and OPLS-AA:

EGA™ = K£1,(1+ d cos(ndiju)) (2.4)
EOPLS — Z %(1 + (—1)" cos(neijm)), (2.5)
n=1

where in the GAFF description K Z‘?k

type of ¢;jki, d is either —1 or 1, and n is the phase. The OPLS-AA expression allows

; 1s the force constant corresponding to the dihedral
the summation of up to four dihedral torsion profiles, where Kj;,?l is the force constant
corresponding to the nth phase.

The non-bonded interaction energies F.qy, and Eg are given by the same expressions in

both force fields. To describe van der Waals interactions, the Lennard-Jones potential is

used (Evdw = E]_J)I
Tij 12 i\
ELJ = 4e — — — 5 (26)
Tij Tij

where 05 is the distance at which Ep; is 0, which is commonly identified as the particle
diameter, and € is the depth of the potential energy well. The electrostatic interaction
energy F, is given by the Coulomb potential:

qiq;

Eq = )
47T€07’ij

(2.7)
where ¢, and ¢y, are the charges of the interacting particles, r is the inter-particle distance,
and ¢( is the vacuum permittivity.

With Egs. (2.2) to (2.7), the full analytical expression of the force field energy is known
as defined by Eq. (2.1). Chapters 3 to 5 and Chapter 7 use the GAFF description in
combination with a genetic global minimum structure algorithm as a computationally
efficient way to sample thousands of potential cluster geometries. Chapters 6 and 9
use the OPLS-AA force field in molecular dynamics simulations as pre-equilibration for

subsequent quantum chemical calculations.
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2.2. Static Quantum Chemical Calculations

2.2 Static Quantum Chemical Calculations

In 1926, Austrian physicist Erwin Schrodinger postulated an equation that describes the
wave function of a quantum-mechanical system and could explain the hydrogen spectral

172

series.”“ The time-independent form of the Schrédinger equation

HU = BT (2.8)

is the fundamental expression of quantum chemistry. It states that the energy E of a

system described by the wave function W is an eigenvalue of the Hamilton operator H:
H=T+V, (2.9)

where T and V are the operators of kinetic and potential energy, respectively. Molecules
and even atoms are many-particle systems of electrons and nuclei and suitable approxi-
mations must be made for all but the most simple systems to allow finding a solution to
the Schrodinger equation. The Born-Oppenheimer approximation makes the assumption
that, because of their much greater weight and slower movement, nuclei appear stationary
in the reference frame of the electron.'”™ This assumption allows a separation of the mo-
tion of electrons and nuclei and, thus, calculating only the electronic component ¥, of the
wave function, which omits the kinetic energy operator of the nuclei T,. The electronic

Hamilton operator can then be written as
He = Te + Vne + Vee + Vnm (210)

where T, denotes the electronic kinetic energy operator, V,, the electron-nucleus interac-
tion operator, V. the electron-electron interaction operator, and V,, the nucleus-nucleus
interaction operator. The electron-electron coupling prevents an analytical solution for
systems with more than one electron. Strategies of calculating the energy of the elec-
tronic system are based on a set of suitable approximations, that allow an approximate
solution of the Schrédinger equation. In computational chemistry, these strategies are
usually based on wave function theory (WFT), density functional theory (DFT) or a
hybrid approach, utilizing both theories.

Methods based on WFT usually use the Hartree-Fock self-consistent-field procedure as
a starting point.!™1™ Within the Hartree-Fock approach the electron-electron interac-
tions are approximated by treating the motion of an electron in the mean-field created by
the other electrons. The wave function can then be represented as a single Slater deter-
minant of one-electron wave functions, allowing the approximate evaluation of the elec-
tronic energy. Due to the omission of contributions by electron correlation, the Hartree—

Fock method underestimates the total electronic energy of the system. So-called post-
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2. Methodology

Hartree-Fock methods such as Mgller—Plesset perturbation theory (MP), coupled cluster
(CC), and configuration interaction (CI) are based on the Hartree-Fock wave function as
the ground state and account for electron correlation by introducing additional terms.
In this thesis, strategies to obtain the electronic energy as an approximate solution to
the Schrodinger equation are predominantly based on DFT. The DFT approach is based
on the proof by Hohenberg and Kohn!7 that the ground-state electronic energy is a
functional of and, thus, determined completely by the electron density p. In principle,
this simplifies the problem drastically, as instead of the 3N coordinates required by the
wave function of an N-electron system, the electron density is a function of only three
coordinates, regardless of the number of electrons. The prime objective of DFT is therefore
the determination of the electron density in the system rather than its wave function. With
the appropriate functional, the electronic energy and related properties of the system
can be obtained directly from the electron density. However, the exact nature of that
functional is not known. Therefore, DFT methods use functionals that approximate the
unknown exact functional by different approaches.

The basic strategy to obtain the electron density p is based on an approach suggested by
Kohn and Sham.!”” They constructed a fictive reference system of non-interacting elec-
trons that reproduces the ground-state electronic density of a given system of interacting
electrons. The wave function of the non-interacting electrons is represented as a single
Slater determinant of N one-electron wave functions ¢;(r), similar to the Hartree-Fock

approach. The electron density is then given by

plx) = > l6(x) . (211)

In analogy to Eq. 2.10 the energy functional E[p] can be divided into different contribu-
tions to the total energy:
Elp] = T[p] + Enclp] + Eee[p] (2.12)

where T'[p] is the kinetic energy functional, F,.[p] the nuclei-electron interaction func-
tional, and Ee.[p] the electron-electron interaction functional. The electron-electron inter-
action is further divided into a Coulomb part J[p| and an exchange part K[p]. Evaluation
of the kinetic energy of the electronic system 7[p] is problematic. It is approximated as
the kinetic energy of the system of non-interacting electrons Ts[p]. The difference be-
tween the exact kinetic energy and its estimate is fused with the exchange part into the
exchange-correlation functional Ey.[p]. The DFT energy expression can then be written
as:

Eprrlp] = Ts[p] + Enclp] + J[p] + Exclpl. (2.13)

While the explicit expressions for all other terms in Eq. 2.13 are known, this is not

the case for Fy.[p]. The various density functionals used in computational chemistry
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2.2. Static Quantum Chemical Calculations

(which all approximate the unknown exact functional in Eq. 2.12) can be categorized
by their approach to estimate the exchange-correlation contribution. The most common
approaches include the local density approximation (LDA), generalized gradient approx-
imation (GGA), and hybrid functionals. LDA functionals are based only on the electron
density itself. They assume at any given point that the electron density is homogeneous,
i.e., the same everywhere. This typically leads to an underestimation of the exchange
energy and overestimation of the correlation energy. A better estimate is achieved by the
computationally more demanding GGA functionals (e.g., BP8611™), which include the
density gradient in their description. By including contributions from the Hartree—Fock
exchange energy, hybrid functionals (e.g., BSLYP!®) achieve a very accurate description,

but are also computationally more demanding than LDA and GGA functionals.
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2.3  Quantum Cluster Equilibrium Theory

The underlying theory of the QCE method was first published by Weinhold in 19983¢
and later described in more detail by Barbara Kirchner.?® Weinhold describes a cluster
as a characteristic configuration of molecules that lies between the limits of an isolated
monomer species in the gas phase and the aggregated state in the condensed phase.
He argues that the existence of the critical phase, in which the gas phase and liquid
phase become indistinguishable, implies that the description of a system as a dense gas
of clusters can be seamlessly expanded to the fluid phase by continuously adjusting the
cluster distribution to the gradually changing pressure and temperature.

In 2011, the theory was extended to binary liquids by the Kirchner group.*® The intro-
duction of the binary QCE method (bQCE) opened the cluster approach to an enormous
number of new possible applications such as the description of protic ionic liquids or
molecular mixtures. This thesis will, for the first time, describe the next major exten-
sion from binary liquids to general multi-component systems (mQCE). Although this
extension introduces a wide variety of new applications, such as mixtures of ionic liquids
with organic solvents or with each other, and will hopefully contribute greatly to future
studies, it is not part of the works presented in this thesis which are instead based on
bQCE theory. Therefore, this chapter will first introduce the reader to the binary form
of QCE theory. Afterwards, the extension to general multi-component systems will be
documented for future reference.

The bQCE theory will be derived for the canonical ensemble. Therefore, the system is
characterized by the particle number N, the volume V', and the temperature 7. In the
following, all thermodynamic functions are assumed to be functions of these parameters
(or a selection thereof), even when not explicitly stated. For the sake of readability
the explicit mention of function variables will be omitted, e.g., Q(N,V,T) = @ for the

partition function.
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2.3. Quantum Cluster Equilibrium Theory

2.3.1 Statistical Thermodynamics

For a canonical ensemble with a total number of particles IV, volume V', and temperature
T the probability of finding the system in a state with energy F; is given by the Boltzmann
factor
_ B
pj xe FBT, (2.14)
where kg is the Boltzmann constant. The sum of all probabilities p; must fulfill the
condition Zj p; = 1. The normalizing constant is then 1/¢), where @) is called the

partition function of the system:
B
Q= Ze kpT (215)
J
The partition function @ is the central quantity of the QCE model. It allows calculation

of all thermodynamic state functions of a system. For example, the average energy (E)

can be derived from the partition function over

SRS et o0

Differentiating In () with respect to the temperature T' gives

oln@ Q) BT
= — - B 2.1
() -5 (%) - s e
From comparing Eqs. (2.16) and (2.17) it is obvious that

aan) . (2.18)

(E) = kgT? ( 5T

All thermodynamic potentials can be calculated from similar expressions. The partition

function of a system of indistinguishable particles may be written as

1

Q=774" (2.19)

where ¢(V,T') is the partition function of a single particle.* Assuming that the energy e

of a molecule can be split according to its degrees of freedom

e = gtrans + Erot + 8Vib + Eelec, (220>

*Equation (2.19) is valid, if the number of particles N is much smaller than the number of possible
states with an energy lower than kg7T.'®! If this condition is met, the system obeys Boltzmann statistics.
Fluids at room temperature usually fulfill this criterion.
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2. Methodology

we can write the molecular partition function ¢(V,T) as
q= qtrans qrot qvib qelec' (221>

The particle partition functions of translation, rotation and vibration can be derived

from standard expressions for the particle in a box, the rigid rotator, and the harmonic

% h?
trans _ ith A= —— 2.22
g A3 W 2rmkgT ’ ( )

oscillator:

1/2 T3 h2
rot m : rot
_ th @@= 2.23
q p Qreterotret wi J 8m2l kg ( )
=11 —16_(3@%” with @Y = é (2.24)
=1

where h is the Planck constant, m the particle mass, o the rotational symmetry number,
I; the moment of inertia, 3N — x the number of vibrational degrees of freedom, and
v; the vibrational frequency of the ith normal mode. Assuming that under the applied
conditions molecules are in the electronic ground state, the electronic partition function

is calculated from the ground state energy £$°° only:

elec
€1

elec

q° = gre FaT, (2.25)

where ¢, is the degeneracy of the ground state.

2.3.2 Binary Quantum Cluster Equilibrium Theory

Equations (2.21)-(2.25) provide all relevant expressions required to build up the bQCE
theory. The bQCE method describes the liquid phase as a dense gas of interacting molec-
ular clusters. Within the scope of the bQCE method, a cluster is built up from one or
more monomers of one (neat systems) or two (binary systems) components. The clus-
ter gas is assumed to be in thermodynamic equilibrium in which clusters may form and

disaggregate. The equilibrium reaction may be expressed as
nA +mB<=A,B,,, (2.26)

where A and B are the monomers of components a and b, respectively. In the following,
a cluster of the form A, B,, will be given the general label P;, where ¢ is an index running

from 1 to K, the total number of clusters. The monomers A and B are assigned the

20



2.3. Quantum Cluster Equilibrium Theory

indices 1 and 2, respectively. The equilibrium reaction may then be written in the general

form
niPy + nlPy =P, (2.27)

where n? and n? are the number of monomers of components a and b in the cluster P,
respectively. It should be noted that this formulation permits the presence of multiple
clusters of the same composition, allowing the inclusion of different conformations and
interaction motifs at the same cluster size, such as ring and chain structures. The goal is
then to find a distribution {N;} of all clusters P; that, at a given state with volume V/,
temperature T, and particle number N** = N{°* 4+ NI°* minimizes free energy F' of the

system:
F=—kgThh@. (2.28)

The total partition function @) of a system of molecular clusters is given by

L
1 .
Q=T " (2:20)

where N; and ¢; are the population and the total cluster partition function of a cluster
P;, respectively, and L is the total number of clusters in the cluster set. Analogous to
Eq. (2.21), the cluster partition function is given by

¢ = qlprans q;rot quib qflec' (230)
The cluster partition functions of translation, rotation, and vibration are calculated ac-
cording to Eqs. (2.22)-(2.24). Together with the electronic partition function ¢¢'* they

represent the degrees of freedom of the cluster. The electronic partition function is ob-

tained from the adiabatic interaction energy of the electronic system of the cluster

elec glec a _elec b __elec (231>

Aping€; = €7°° — niel ™ —n;jes

where £°° is the electronic ground state energy of the cluster P;. It is extended by an
additional term that introduces the inter-cluster interaction energy in form of an attractive

mean-field energy weighted by the phase volume and cluster size. It is then calculated as

Apinge® — (ng + nb) Lt
gelee :exp{— P kB<TZ )% } (2.32)

where, a,,¢ is the empirical mean-field parameter. It has the dimension energy - volume
and describes the average inter-cluster interaction.

In addition, since molecular clusters are non-punctiform particles, the volume V' in the

trans
A

translational partition function ¢ requires a correction to account for the cluster vol-
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ume v;. The combined volume of all clusters in the system is called the exclusion volume

Vix and is inaccessible to translation. It is given by

L L
Vex = bey D Nivy = bey Y Ni(nfvr + nlvy)

%

= bxv(leltOt + UQNQtOt). (233)

The proportionality constant by, is a dimensionless empirical parameter, that is required to

correctly scale the particle volume, since cluster volume schemes are often highly sensitive

to the choice of atomic radii.?® The translational partition function is then extended to
V- bxv(lefOt + ,UQNSOt)

g — e . (2.34)

Equations (2.22)-(2.24) and (2.29)-(2.34) provide all necessary expressions to describe
the cluster gas. To calculate the partition function and obtain physically meaningful
thermodynamic data from it, all independent quantities ({ N;}, V,T) that characterize the
canonical ensemble must be known. Furthermore, the empirical parameters a,,s and by,
must be chosen in a sensible way. In practice, they are optimized so that the deviation
of bQCE results from an experimental reference, such as density and boiling point, is
minimized. The choice and optimization of these parameters is described in more detail in
Sec. 2.4. To determine the independent properties, we will first consider the conservation

of the particle numbers N{°" and Ni°' as required by the canonical ensemble:

L
NI N = 3 (0 4 )N,

L
(n% 4+ nb
OZZW— ZN—l (2.35)

Here, N; is called the monomer-normalized cluster population, which is the quantity that
is depicted in the various population plots presented in later chapters. Equation (2.35)
shows that the sum in Eq. (2.33) is constant. Thus, the exclusion volume V, introduces no

t. Since the system is required

population dependency to the cluster partition function ¢f°*.
to be in thermodynamic equilibrium, an infinitesimal change in the population of a cluster

¢ must not affect the free energy F":

L
OF
O—an a—Nld/\ an 6_]\72 d\ — o, P (2.36)

Herein, d\ is the progress of reaction. Equation (2.36) expresses that any change in the free

energy F' caused by an infinitesimal number of clusters P; disaggregating into monomers
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of their respective components, must be balanced by an equal change in the free energy
caused by an infinitesimal increase in the monomer populations. Equation (2.36) must be
fulfilled for any dA and for each cluster i independently. Thus, Eq. (2.36) can be simplified

and rearranged to

OF oF  , OF
- pa : . 2.37
on, " an, T o, (237)
With
F = —kpTInQ"" (2.38)
and

L L
1
In@ =1In (H ﬁqﬁ) = E (N;Ing; —In N;!), (2.39)

7 )

Equation (2.37) can be rearranged to

7 )

L L
8(?\7 Z(NZ Ing; —In N;!) =nf (8% 2:(]\7Z Ing; — In Ni!))
i 1

7

L
+n? <a% > (Nilng; —In NA)) (2.40)
2

Using the Stirling approximation In(n!) ~ n - In(n) — n, the differentials in Eq. (2.40) can
be solved to express the direct relationship between all cluster populations N; and the

monomer populations N; and Ns:

4 ap, IU 42

lnﬁi:ni an +nflnﬁ2a

ng ng
il a2

Equation (2.41) reduces the problem of finding the whole set of cluster populations {V;}
to a much simpler goal of finding the monomer populations N; and Ns. If the monomer
populations are known, the task to find all other cluster populations becomes trivial, as
they can be directly calculated from Eq. (2.41). By insertion of Eq. (2.41) into Eq. (2.35),

the so called population polynomial® is obtained:
L b ne nb
né +n; Ni\ 7 [ Na\ ™"
0 cn (A (A2 2.42
; N{:ot + NQtot q ( 0 ) ( G ( )

The population polynomial is one of the key equations of the QCE model. The number
of unknowns is equal to the number of components in the system. For neat systems
(Nt = 0, n? = 0) it can be solved directly to find the monomer population N;. In the

case of binary systems, the emergence of two unknown variables, the monomer populations
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N; and Ns, prevents the direct solution. The conservation of mass is introduced as an

additional condition:

L
MNP+ MyNg*t = " (nf My + ) My) N,
L

n‘?Ml + nbMQ
0= d d N; — 1, 2.43
Z MlNltot + MQN%Ot ( )

i
where M; and M, are the molecular masses of the first and second component, respectively.

By inserting Eq. (2.41) into Eq. (2.43) we obtain the so-called mass polynomial:

L

a b
n‘?Ml + nng Nl K N2 K
0= E L L -q; | — — —1. 2.44
- MNPt + My N3t ! ( Q1 q2 (2:44)

From Egs. (2.42) and (2.44) a non-linear system of equations can be set up and solved
numerically. In practice, this is achieved by employing the Newton-Raphson algorithm. 82
For a given volume V', the derived equations allow the calculation of the system partition
function @) for any temperature. However, the volume shall be obtained as an intrinsic
property that is dependent on the cluster populations. To achieve this, we begin expressing

the relationship between the pressure p and the partition function:

__oF
p av?
dlnQ
— T ) 2.4
0 p—i—kB v ( 5)

From Egs. (2.22)—(2.24) and Eq. (2.32) it is clear that only the electronic and translational
partition functions ¢¢'* and ¢!*** depend on the volume. Therefore, if differentiated by

the volume, the other partition functions vanish. By inserting Eq. (2.39) and (2.30) into

Eq. (2.45) and subsequent rearranging, the so-called volume polynomial is obtained:
L
0=—pV3+ (Z kpTN; + pbyy (v, N + v2N2t°t)> V2

L
- (Z Ni(n{ + ”?)amf> |4
L
+ D7 N1+ 1)t - by (01 NI + vp NS, (2.46)

To solve the volume polynomial, the cluster populations N; must be already known.
However, the cluster populations can only be obtained for a given volume. To resolve
this circular problem, Eqgs. (2.42) and (2.46) are solved iteratively. First, the population

polynomial is solved for an estimated volume. With the obtained cluster distribution {N;}
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the volume polynomial can then be solved to obtain a new volume. The difference in the
Gibbs energy |AG| is used as convergence criterion. In the case that multiple solutions
(V,{N;}) exist, the one with the lower Gibbs energy

J0lnQ

G =—kgT1 VksgT
gl InQ + Vikg oV

(2.47)

is chosen. Other thermodynamic functions such as the inner energy U, the enthalpy H

and the entropy S can be derived from () by similar expressions:

OlnQ
= kpT? 2.4
U kB aT ) ( 8)
d0ln@Q dln@Q
_ _ 2
- F 1

Furthermore, the isochoric and isobaric heat capacities ¢, and ¢, can be calculated:

U 91n Q 21nQ

_ 2

co = o = 2hpT —= + kT s, (2.51)
oU oV 1%

@=or TP o~ TP o (2.52)

2.3.3 Multi-Component Systems

Based on the theoretic framework described in the previous section, the QCE theory for
multi-component systems can be derived in a similar way. The generalization of most
equations is straightforward. First, we recall the equilibrium reaction between clusters in
a binary system:

n$Py + nlPy—==P;. (2.53)

In a multi-component system, this equilibrium may be expressed as

K

Y nfC—=P;, (2.54)
where n{ is the number of monomers C of the general component c that form the cluster
P; and K is the total number of components. The overall strategy of finding a cluster
distribution {N;} for which the Gibbs energy G becomes minimal remains unchanged.
Slight adjustments to the expressions for the adiabatic interaction energy

elec elec c_elec
Apinag; € = 7% — E nges (2.55)
c
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and the exclusion volume
‘/ex = bxv Z Nivi
=l YD Ni(nive) = by Y 0N (2.56)
are sufficient to obtain the generalized forms of the electronic partition function

Apinagdi®e — 3 ng
q?leczexp{_ bind <4 kBT c'i vV } (257)

and translational partition function

V= by >, 0Nt
grens = AZ; , (2.58)

respectively. As for binary systems, the canonical ensemble requires that the total particle

number N of each component is conserved:

dONFE=Y Z nsN;,

EcZzanl \7
O:W—lzzj\fi—l. (2.59)

The chemical equilibrium between clusters requires that the change in the free energy F
caused by an infinitesimal change in the cluster population N; is balanced by an equal

change caused by an infinitesimal change in the monomer populations N,:

OF - OF
N = > ni SN (2.60)

In an analogous number of steps as shown in Eqgs. (2.36)—(2.41) for binary systems, this
leads to an expression for the direct relationship between the cluster populations N; and

the monomer populations V..

N; = q; H (£> " : (2.61)

dc

Equation (2.61) allows the calculation of all cluster populations N; if the monomer popula-
tions N, are known. By insertion of Eq. (2.61) into Eq. (2.59), the generalized population

polynomial is obtained:

¢ N\
OZZZ#'H%(Z) ~1 (2.62)

C
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The number of unknown monomer populations N, is equal to the number of components
K in the system. Therefore, in order to solve Eq. 2.62 for its roots N., a set of K — 1
additional equations are required. It is this obstacle, that prevented the extension of
the QCE theory from binary to multi-component systems. To better illustrate this and
introduce step by step the changes made to the theory, we will first consider the case of a

neat system, i.e., a system of only one component (K = 1). In that case Eq. 2.62 reduces

to .
nd g (N\"
0=>)" Ao (—) ~1 (2.63)

p q1

and can be solved directly to find the root N;. In the case of binary systems (K = 2),
the emergence of two unknown variables N7 and Ns, i.e., the monomer populations of the

first and second component, prevents the direct solution:

a b
ng‘ + nf N1 K Ng K
0=>" N g (—) (—) ~1 (2.64)

p q1 q2

In the original formulation of the bQCE theory in 20114 and as shown in the previous

section, the conservation of mass was introduced as an additional condition:

MNP+ MyNg™ = " (nf My + nf M) N;,
nng + nfMg

0 — i
— My N1 + My N§**

1, (2.65)

which by insertion of Eq. (2.61) with K = 2 leads to the known mass polynomial:

a b
n? M + nlM, Ni\"™ [ Ny\™
0= - : cq; | — — — 1. 2.66
; MleOt + M2N§ot q ( Q1 q2 ( )

For binary systems, Egs. (2.64) and (2.66) form a non-linear system of equations and can
be solved numerically. Although Eq. (2.66) can easily be extended to ternary or general
multi-component systems, this approach requires additional conserved quantities to set
up a system of equations that matches the number of components K. One additional
conserved property might be found in the total cluster volume V.. As expressed by
Eq. (2.33), in the current bQCE theory all clusters occupy an impenetrable volume wv;.
These cluster volumes are assumed to be integer multiples of the monomer volumes v..
However, this assumption is due to computational efficiency rather than physical reality
and may be subject to change in future implementations. Indeed, a more realistic approach
that allows individual cluster volumes, thereby reducing Eq. (2.33) to its upper part and

making V., dependent on cluster populations (and, thus, temperature) rather than a
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constant value, is currently under research. An extension to ternary systems based on the
conservation of the total cluster volume is therefore not a long term solution.

The key to solving the generalized population polynomial as given by Eq. (2.62) lies in
the realization that Eq. (2.65), initially written down to define the conservation of mass,
can define the conservation of any general property P, regardless of its physical meaning.
Indeed, as long as the condition is fulfilled, that the total mass of all clusters in the system
is equal to the total mass of all monomers in the system, the exact values of M; and M,
and their proportion to each other do not affect the solution of the population polynomial.
However, the analytical proof for that (and for general systems) is out of the scope of this
chapter and will be documented in a future publication. Based on this insight, we can

formulate the conservation of a general property P in a multi-component system:
Y PNP =" niP.N, (2.67)
O:ZZLPC~N1~—1. (2.68)
‘ Z PCNtot

By insertion of Eq. 2.61 a new form of the population polynomial is obtained:

ZZZPNW qu< ) ~1. (2.69)

Since P, is not required to correspond to any real physical property, Eq. (2.69) can be
solved for any number of components K by simply creating a number of K sets of linearly
independent coefficients { Py, Ps, ..., Px}. This allows us to create the necessary number
of variations of Eq. (2.69) to set up a system of non-linear equations that can be solved
by a suitable method.

With a way to solve the generalized population polynomial, the remaining equations for
multi-component systems are derived analogously to the bQCE theory. The generalized

volume polynomial reads

0=—pV3+ <Z kT N; + phyy > chgot) &

+ Z Z 15 NG - byy Z v Nt (2.70)

and is solved iteratively in turn with the population polynomial until a convergence cri-

terion is met.
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2.4. Peacemaker 2

2.4 Peacemaker 2

The bQCE calculations presented throughout this thesis are performed with the Kirchner
group’s open source Peacemaker 2 code, which is freely available and published under the
GNU general Public License.®3%3 Tt is written in modern Fortran (2003+) and makes no
use of external libraries with the exception of Townsend’s varying string module, '®3 which
is published under the GNU Lesser General Public License. The code is designed following
procedural and modular programming principles® and easily extendable. Peacemaker 2
is currently the only publicly available QCE code and has been used in various studies

8,45 1410 (including Chapters 3 and 4) and

on aqueous mixtures, organic solvent mixtures
protic ionic liquids? (Chapter 5). It was used to study the ionic product of water® and
mole-fraction dependent dissociation of weak acids® (Chapter 7). Recently, it was also
employed in the prediction of vibrational circular dichroism spectra. 442

The general structure of the Peacemaker 2 code and the QCE procedure implemented
therein are illustrated in Fig. 2.1 and will be briefly expanded on. The quantum chemically
obtained cluster geometries, adiabatic binding energies, and vibrational frequencies are
compiled in a so-called cluster set. Environmental conditions such as the temperature
range and pressure are defined by the user, together with a general set of instructions,
in an input file that is parsed together with the cluster set as input to the Peacemaker 2
program. The empirical parameters a,,¢ and by, can either be predefined by the user or
optimized by stepwise sampling in a rectangular grid defined by the user. This parameter
sampling takes place in an outer loop encompassing the QCE main iteration (see Fig. 2.1).
Within the QCE main iteration the parameters stay constant. Such an iteration consists

of the following steps:

1. An initial estimate V9 for the phase volume V is calculated based on the ideal gas

law.

2. The cluster partition functions g; are calculated at the current phase volume V' and

temperature T for all clusters P;.
3. The cluster distribution {N;} are determined by solving the population polynomial.

4. Using the cluster distribution {N;}, a new phase volume V is obtained from the

volume polynomial.

5. The relative change in the Gibbs energy AG compared to the previous iteration is

used as convergence criterion. If AG > ¢4 the iteration returns to Step 2.

6. If multiple solutions [{ V; }, V] exist, the one with the lower Gibbs energy G is chosen.

This process is repeated for every temperature in the investigated temperature range,

with the change that instead of calculating a new volume estimate based on the ideal
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parse Input

QCE calculation

Y Y

gas phase iteration: liquid phase iteration:
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\ /
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populations {Np},
new volume V

A A

calculate relative volume
change
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energy change - instead:

AG=(G-G%)/G V= A-vod
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\; |AG| < eg iteration

Yes

choose solution that led to

smaller Gibbs energy write OUtpUt

Figure 2.1: Peacemaker 2 program structure, adapted with permission from Refs. 39 and 45.
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2.4. Peacemaker 2

gas law, the phase volume of the previous temperature is used as initial volume guess.
Furthermore, to prevent meta-stable solutions the QCE main iterations is repeated two
times at any given temperature.®> The so-called gas phase iteration uses the ideal gas
volume V¢ as initial volume guess and sets the mean-field parameter a, to 0, canceling
all inter-cluster interactions. It should be noted here, that this has little to no effect
on the gas phase solution as the mean-field contribution vanishes at large volumes (see
Eq. (2.32)), but prevents the gas phase iteration from converging towards a condensed
phase solution. The liquid phase iteration uses V° = V14/100 as initial volume guess and
makes no changes to ay¢. If both iterations converge, the solution with lower Gibbs energy
is chosen. This allows Peacemaker 2 to model realistic first order phase transitions. The
population polynomial is solved using the Newton-Raphson algorithm.®?

If the user provides experimental reference data, Peacemaker 2 will compare the QCE
results to the available reference. As experimental input Peacemaker 2 accepts an isobar
of the molar volume V', a density p at a specific temperature, a boiling point temperature
T}, or any combination thereof. Peacemaker 2 will calculate the deviation of the QCE

results from the experimental reference according to

B p— poP _ e T — T 2
EITor = Wy (W) + wVN Z ( Vexp ) +wr (W ) (271)

where w,, wy, and wr are weighting parameters for the individual errors of density, isobar,
and boiling point, respectively, and N is the number of volumes V; contained in the isobar.
These weighting parameters are 1 by default, but can be set by the user. It should be
noted that the error expression was changed during the last years and may be reported
differently in later chapters. Equation (C.3) describes the error as it is calculated in the
current implementation of Peacemaker 2. During parameter sampling, Peacemaker 2 will

use this error as criterion to determine the best pair of empirical parameters a,,; and by,.
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2.5 Cyclic Voltammetry

Cyclic voltammetry is an electrochemical measurement method to obtain insights into the
different (electro-)chemical processes happening at the electrode—electrolyte interface.!84
In cyclic voltammetry a linearly increasing (or decreasing) potential is applied to the
working electrode until a set limit potential is reached and the applied potential decreases
(or increases) linearly into the opposite direction. These cycles may be repeated several
times to observe changes in the chemical environment of the electrode over time. In
the presence of an electrochemically active species, their oxidation or reduction reaction
can be observed as a signal in the cyclic voltammogram (CV), which depicts the current
measured at the working electrode against the applied potential (see Fig. 2.2). These
signals will appear at distinct, substance-specific potentials and can reveal information
about the presence of certain species and the electrochemical reactions they participate
in. Here, only a very brief overview of the basics of cyclic voltammetry will be provided.
A more detailed description may be found in Ref. 184.

If reducible species are present and their reduction potential is within the scanned poten-
tial range, the increasingly reducing potential will lead to an initial increase in the cathodic
(negative by convention) current during the cathodic scan (from the upper to the lower
limit potential), as the reducible species accept electrons (e.g., Fe*™ + e~ — Fe?") from
the working electrode. As the concentration of reducible species close to the electrode
depletes, the cathodic current will reach its peak ( jlrfd in Fig. 2.2) and decrease. During
the anodic scan (from the lower to the upper limit potential) an increasingly oxidizing
potential is applied to the working electrode. If the redox couple formed by the reducible
species and its reduction product is reversible, the re-oxidation of the previously reduced
species (e.g., Fe?t — Fe® +¢7) will generate an anodic current that will be visible in the
CV. In an ideal system of a completely reversible redox couple, the peaks observed during

the cathodic and anodic scan will be similar in size and shape (Fig. 2.2a). In the case of

a) Reversible b) Quasi-reversible . c) Irreversible
J

jpox 7]

Figure 2.2: Comparison of CV shapes for reversible (a), quasi-reversible (b), and irreversible
processes (c¢). The anodic and cathodic scan directions are indicated by blue and red arrows,
respectively. Adapted with permission from Ref. 185.
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2.5. Cyclic Voltammetry

limited reversibility, the peak currents j}ﬁed and jo* observed in the cathodic and anodic
scan, respectively, will be recorded at distant potentials and vary in shape and size (see
Fig. 2.2b). If the electrochemical reactions observed in either scan are irreversible, e.g.,
because the reaction product takes part in further reactions, the opposing current signal
will be missing during the reverse scan (see Fig. 2.2c). It should be noted, however, that
the experimental setup, the scan rate, the electrolyte composition and other factors may
also affect the recorded CVs.

Besides the redox reactions of electrochemically active species, the CVs may record addi-
tional processes such as reductive or oxidative decomposition reactions of the electrolyte.
Such processes are usually irreversible and will often form insulating layers on the elec-
trode surface. The limited accessibility of the electrode will lead to reduced currents

recorded in the following cycles.
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Modeling Organic Solvent Mixtures
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Summary of Part |

The QCE method presents a highly efficient approach to model liquid thermodynamics
based on small, quantum chemically accessible molecular clusters. It has been established
as an effective method for a wide variety of substances. In 2011, it was fundamentally ex-
tended to binary systems (bQCE), allowing its application to mixtures.*3 However, since
its conception the bQCE method had only been applied to three well-mixing aqueous mix-
tures of polar solvents.?3 4 These studies continued the trend of polar hydrogen-bonded
liquids that were the main focus of QCE studies in the past. Although they showed
promising results and could reproduce the thermodynamics of mixing of the studied sys-
tems with reasonable accuracy, more case studies are required to establish the ability of
the bQCE method to model binary mixtures. In addition, a wider variety of substance
classes including non-polar and aprotic polar solvents could potentially open the bQCE
method to a multitude of new applications.

This part of the thesis presents two studies which apply the bQCE method to a range
of binary mixtures of common solvents, including for the first time non-polar solvents.
As a secondary goal, these studies aim to minimize the computational effort by choos-
ing highly efficient quantum chemical methods, limiting the cluster size, and optimiz-
ing the cluster generation method. An earlier study*® on the binary mixture of water
and N-methylformamide found no significant differences between the high-level
CCSD(T)(F12*) /cc-pVDZ-F12 method and DFT results obtained at the B3LYP/def2-
TZVPP level of theory, as the mean-field parameter a,¢ could compensate for systematic
energy differences. Based on this insight, although the original motivation of the QCE
model was the possibility to apply high-level computational methods to a liquid model,
here, the low-cost PBEh-3¢!8¢ composite method and the semi-empirical GFN-xTB®"
are used. Another insight of that study was that the thermodynamics of mixing could be
reproduced qualitatively with only small clusters of a maximum size of three molecules
to represent mixed interactions.

In Chapter 3, the bQCE method is applied to four binary mixtures of common solvents.
These comprise the well-mixing acetonitrile-acetone, benzene—acetone, and water—acetone
systems and the hardly miscible water—benzene system. In an effort to reduce computa-
tional cost, the PBEh3-c functional is chosen as quantum chemical method. Additionally,
the cluster size is restricted to a maximum of three molecules. The Gibbs energy of the
neat liquids can be calculated in good agreement with the experimental reference. How-
ever, this is partly due to error cancellation as the enthalpy and entropy show greater
deviations. By performing QCE calculations at different mole fractions over the whole
mixing range, the Gibbs energy of mixing A,,;xG can be calculated. Despite the consider-
able restrictions on the quantum chemical method and cluster size, the experimental ther-

modynamics of mixing are reproduced within a reasonable accuracy of 0.25kJ/mol for the
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two non-aqueous mixtures. Phase separation is correctly predicted for the water—benzene
system at all investigated compositions. However, the description of the acetone—water
mixture breaks down in the water-rich composition range, for which the bQCE method
wrongly predicts phase separation. This is explained by the more complicated dynam-
ics compared to the non-aqueous systems. Larger clusters are required to capture the
hydrophobic effect 188 introduced by the interactions of water with the methyl groups of
acetone. By interpolating the empirical parameters a,,¢ and b,, between their neat liquid
values, an attempt is made to predict the miscibility without any experimental input from
the mixed phase. The mixing behavior of all four mixtures can be correctly predicted with
the exception of the water-rich benzene—water mixture, for which miscibility is wrongly
predicted. The population analysis allows insight into the inner structure of the mixtures
in well agreement with experimental observations. Same-species interactions are preferred
over mixed interactions in all mixing systems. Unexpectedly, however, the water—benzene
mixture shows a high population of mixed clusters. The water—benzene dimer is found
necessary to correctly predict phase separation in this system.

Chapter 4 introduces a cluster approach to calculate activity coefficients in binary mix-
tures based on the bQCE method. Compared to the previous chapter, the maximum
cluster size is increased to six molecules. By employing the semi-empirical GFN-xTB
method, the computational effort is still reduced drastically, allowing the inclusion of a
much greater number of cluster motifs. The excess Gibbs energy of mixing is calculated
for an exemplary set of three diverse binary systems. These comprise the acetonitrile—
benzene and acetone—chloroform mixtures, which exhibit positive and negative deviations
from Raoult’s law, respectively, and the near ideal methanol-ethanol mixture. All three
mixtures show good to reasonable agreement with the experimental reference with a max-
imum deviation of about 0.3kJ/mol. While the strong association between acetone and
chloroform, which leads to a negative A,,;xG°, is reproduced correctly in the equimolar
mixing range, both the acetone-rich and chloroform-rich regions show the wrong behavior.
By fitting the calculated data to Redlich-Kister-type polynomials,® an algebraic expres-
sion for A;xG® can be obtained. Derivation of this expression by the particle number
allows the calculation of activity coefficients. The obtained results are generally in good
agreement with the experimental activity coefficients but the error increases in the more
dilute regions.

Furthermore, the vaporization enthalpies Ay, i of the neat systems are calculated. With
the exception of benzene, all systems are in excellent to good agreement with the exper-
imental references with errors of <4kJ/mol. For benzene, the approach breaks down as
the calculated value of 17.1kJ/mol significantly underestimates the experimental refer-
ence value of 33.9kJ/mol. This is possibly due to a systematic underbinding of w-stacked
systems inherent to the GFN-xTB method'®” and may be resolved by a higher order

quantum chemical method.
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3. Predicting Miscibility From Small Cluster QCE Calculations

Abstract The quantum cluster equilibrium method is applied to model binary systems of
molecular solvents. We minimize the computational effort as well as the experimental in-
put and present the results obtained for the completely miscible acetonitrile/acetone, ben-
zene/acetone, and water /acetone systems, as well as for the hardly miscible water /benzene
system. Only clusters of sizes up to n = 3 are applied and these are optimized employing
the low-cost functional PBEh-3c. The thermodynamic functions of the pure liquids are
in reasonable agreement with experiments. For both non-water containing binary sys-
tems, the Gibbs energy of mixing can be reproduced with an accuracy of ~0.25kJ/mol.
Water containing systems are not sufficiently described by small clusters. The empirical
mean-field parameter a,s and exclusion volume scaling parameter by, which depend on
the experimental input are approximated by linear interpolation between their neat lig-
uids’ reference values. This makes the approach independent from the experimental data
of the binary system. Despite the roughness of the approximation as well as the small
size of the cluster sets, the approach is able to correctly predict the mixing behavior of
all acetone systems. The benzene/water system is correctly predicted to be non-miscible
at most mole fractions. A small range at high benzene concentrations (z > 0.8) is falsely

predicted to be miscible.

3.1 Introduction

The thermodynamics of mixtures is a vast subject that has been extensively investigated
by experimental and theoretical means.'? In order to conduct a chemical process in the
solution and, for example, to achieve a sufficient yield of reaction products and process
rates, the understanding of and control over process parameters and hence solvent proper-

191 Since binary mixtures often exhibit markedly different physico-chemical

ties are needed.
properties than their neat components, they are of particular importance as solvents in the
chemical industry and in laboratories. Many models have been developed to describe lig-
uid phase equilibrium thermodynamics of pure substances and multi-component systems.
Relevant examples are the quantum chemistry based COSMO-RS model (conductor like
screening model for real solvents)!¥? and the group contribution method UNIFAC (uni-
versal quasichemical functional-group activity coefficients). !9

In 1998 Frank Weinhold published the theory about his quantum cluster equilibrium
(QCE) method?®® which since then has been used in widespread applications to neat
liquids. 38:52:53,55-58,60-72,75-79,81,82,194-196 T ater this method was extended by us and success-
fully applied to binary systems.4**® The QCE method employs statistical mechanics to
quantum chemically calculated clusters and molecular properties in order to achieve a
thermodynamic description of the liquid and vapor phases using partition functions. A
strong benefit of the QCE approach is that it provides equilibrium populations of the

different clusters included at each phase point. Applied to binary systems this allows
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3.2. Model and Methods

insight into the structural composition of the liquid phase and the importance of different
cluster motifs and their dependence on the temperature and compound. It also provides
access to thermodynamic excess quantities. One important quantity is the (excess) Gibbs
free energy of mixing as it is a measure of phase stability and serves as a criterion for
whether a system of a certain composition will spontaneously form a mixture or phase
separation will occur. In a recent study,* it has been shown that the QCE approach can
provide results for the Gibbs free energy of mixing that lie quantitatively within the cor-
rect order of magnitude of experimentally measured results, even when the mixed cluster
set comprises small clusters of sizes n < 3 only, indicating that a complete cluster set
may not be necessary, if the employed cluster set is balanced.*® Thus, if combined with a
computationally cheap quantum chemical method, QCE could provide a fast, qualitative
test for whether two substances mix or not, tremendously facilitating design calculations
of solvent mixtures. It is the purpose of this study to investigate this possibility.

As test cases, four binary mixtures of standard solvents are investigated, namely, the well-
mixing systems acetonitrile-acetone, benzene-acetone, and water-acetone and the hardly
miscible system benzene-water.'%” These systems cover a range from weakly and non-
associating to strongly associating liquids, as well as near ideal mixing behavior to phase
separation. In an attempt to reduce the computational effort to a minimum and to
further investigate the QCE model’s capabilities at small cluster sizes, only clusters of sizes
n < 3 were quantum chemically optimized in density functional theory (DFT) calculations
using the low-cost functional PBEh-3¢ by Grimme et al.'®® This way a computationally
inexpensive description of the liquid phase is achieved that is partly ab initio in principle.
Furthermore, an attempt is made, to limit the experimental input, that is needed in QCE
calculations, to that of the pure substances only, by approximating parameters of the
mixed systems. The central quantity of interest in this study is the Gibbs free energy of

mixing. Thus the main goal is the correct prediction of miscibility for the model systems.

3.2 Model and Methods

3.2.1 The QCE Method

Detailed derivations of the QCE theory have been described in several earlier works36:3%

4345 and the implementation of

as have the extension of the model to binary systems
the Peacemaker program package.3*#345 Hence, this section shall provide only a short
overview of the QCE theory. The QCE model describes liquid phases as a gas consisting of
weakly interacting, distinct particles, so-called clusters, built up from one (neat substance)

or two (binary mixture) monomers. The cluster gas is assumed to be in thermodynamic
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equilibrium; hence, the QCE cluster equilibrium reaction mechanism for a binary system

can be written as

i(9)C1 + j(p)Ca = C, (3.1)

where i(p) and j(p) denote the number of monomers of each component C; and C, that
build up the cluster p. From Eq. (3.1) the QCE model for a pure substance is recovered
when j(p) = 0. The overall goal in the QCE approach is to find the set of particle numbers
{N,} for each cluster p that minimizes the free energy A at a given volume V', temperature
T, and total number of monomers N*' = Nj°t + Ni°*. To calculate thermodynamic
quantities like the free energy A from these particle numbers, the partition function Q"

is needed,

A({Np}, V. T) = —kpT'ln QtOt({Np}> V. T)v (32)

which is given by

N
O 1 O N,
Q' ({Np}, V,T) = Z N [gt (v, 1)), (3.3)
p:
where ¢;**(V,T) is a single particle partition function, which is given by
a5 (V. T) = ¢ (T)ay " (T) g™ (V, T)gg*(T). (3.4)

Here, ¢7*(T), q;jb(T), and gg**(V,T) are the rotational, vibrational, and translational
partition functions, calculated from standard equations for the rigid rotor, harmonic os-
cillator, and particle in a box, respectively. Together with the electronic cluster partition
function qgeC(V, T) they represent the different degrees of freedom for each particle .
A correction needs to be made for the volume V in the translational partition function,
accounting for non-punctiform particles with volume v,,. The exclusion volume V., which

is subtracted from the phase volume V| is given by

N
Vex = byy Z vap' (35)
p=1

The proportionality constant by, is an empirical parameter ensuring appropriate volume

scaling, since cluster volumes v,, are often sensitive to the choice of atomic radii.®® The

elec
©

of the electronic system and extended by a term accounting for interactions between

electronic cluster partition function ¢2°(V,T') is calculated from the ground state energy

6elec
2
clusters in the form of a volume and cluster size dependent mean-field-type attractive

energy. It is given by

(3.6)

C]geolec(V, T) = exp {_egec —[ile) + iV } :

kT
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where kg represents the Boltzmann constant, and the mean-field parameter a,,¢ is the sec-
ond empirical correction parameter incorporated into the QCE model. Both parameters
are chosen in a way so as to minimize the deviation of the QCE results from experimental
data such as densities and temperatures of phase transition. From the partition function
Q*°t, all thermodynamic properties can be calculated. However, all independent variables
({N,},V,T) need to be known. At a given temperature, the particle numbers {N,} and
the volume V' are obtained in an iterative process where the difference in free energy |AA]
is used as a convergence criterion. The volume V' is restricted by the requirement to be

in accordance with an externally applied pressure
81 tot
p=ksT <ﬂ> . (3.7)
oV ) ey

If several combinations of V' and {N,} exist that fulfill this condition, then the solution

with the lowest Gibbs energy,

81 tot
G = —kpTIn Q" + VkyT (%) (3.8)
TN}

= A+pV,

is chosen, which is the central thermodynamic quantity of interest in this work.

3.2.2 Quantum Chemical Method

Geometry optimizations and frequency analyses were performed on all structures using
DFT with the ORCA program package.®® All calculations were performed employing the
low-cost PBEh-3c functional by Grimme!® which uses a modified def2-SV(P) basis set
termed as def2-mSV(P). The method, which was newly implemented in ORCA, involves

9 in order to deal with the intermolecular

a geometrical counterpoise (gCP) correction !
as well as intramolecular basis set superposition error (BSSE). Furthermore, the London
dispersion energy is accounted for by Grimme’s empirical dispersion correction D3.87:200
Tight SCF convergence criteria were applied in each geometry optimization. Harmonic
frequencies were calculated as analytical derivatives of the energy gradient.

QCE calculations were performed with the Peacemaker 2.4 program package®® which has
successfully been used to describe binary mixtures previously.**#® All calculations were
performed at a fixed pressure of 101.325kPa and temperature ranging from 273.15 to
400 K. Cluster volumes were calculated employing GEPOL93’s solvent excluding surface

algorithm?°! with van der Waals radii taken from Bondi’s compilation.2%?
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3.2.3 Parameter Optimization and Approximation

The empirical parameters ay,r and by, were sampled on a rectangular grid evenly dis-
tributed between 0.0 and 2.0. Note that the mean-field parameter a,,; has the dimension
energy and volume and is specified in Jm?/mol and the exclusion volume scaling parame-
ter by, is dimensionless. In the sampling process, using the boiling point T}, of the resulting
isobar and the density p at a specified temperature, the pair of parameters is determined,

that minimizes the deviation from the respective experimental values according to

T, =T, |p— p™P|

3.9
Tbexp peXp ( )

When treating binary systems, experimental data of the mixture, which is often rare, are
needed over the whole composition range for the purpose of parameter sampling. There-
fore, it is of particular interest to test the QCE model’s predictive capabilities with little
experimental input. Whereas mixtures of even simple solvents are often sparsely investi-
gated, physical properties of pure substances are readily available in most cases. Thus, it
would be convenient if thermodynamic quantities of mixtures could be predicted, using
the QCE method, from an experimentally backed up description of the pure substances
only. The empirical parameters ay¢ and by, must then be guessed over the whole com-
position range where no data are available. As a first approximation, in this work both
parameters are chosen by linear interpolation between their values for the pure substances

with the aid of the mole fraction =,
() = T - ame(1) + ame(2) - (1 — ). (3.10)

The exclusion volume scaling parameter by, is chosen in an analogous way. Combining
Egs. (3.6) and (3.10), the cluster interaction part of Eq. (3.6) can be written as

X2

0= (100 (V3 +7(0) i)

1

. X .
HilD) - i D2 + 509 (DT} ). (3.11)
The obtained data from this approach are compared to results from fully sampled QCE
calculations and to experimental data in Sec. 3.3.2. It is noteworthy that in Ref. 36
Weinhold proposes a different way to treat binary systems without experimental data from

the mixture by approximating the empirical parameters. While b,, is chosen according
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to Eq. (3.10), ans is varied within the calculation. The cluster interaction in Weinhold’s

approach is calculated as
x .
mt ZZ’L ame(1,7) Vj' (3.12)

where z; is the mole fraction of component C; and aw¢(Z, j) are additional “off-diagonal”
parameters for each pair of components C; and C;, which are evaluated as the geometric

mean of the pure component parameters an(i,17),

amf(im]) [amf(l Z)“mf(] ])]1/2 (313)

In a binary system Eq. (3.12) dissolves to

ot == (1) a1 )5+ 7(6) - ane(2.2) 2
+ o120 2 300 1)) (3.14)

Equations (3.10)—(3.14) reduce properly to the corresponding one-component equations
in the limit #; = 1. In Weinhold’s proposed approach, the interaction between mixed
clusters is treated differently from those between neat ones (note the difference in the
latter parts of Egs. (3.11) and (3.14)). However, the approach is not implemented yet and

will not be a part of the recent study.

3.2.4 Cluster Sets

As has been demonstrated before,??#3 the construction of the cluster set is a crucial
step in the application of the QCE model. It has been shown?*%> that a cluster set
does not necessarily need to be large but should include important structural motifs that
characterize the investigated system. In this work, cluster sets were constructed by only
using small clusters of sizes up to n = 3.

Starting structures for the geometry optimizations were taken from the literature, if the
system had been previously investigated or constructed by chemical intuition and the
motivation to describe different structure motifs. Additional structures were obtained
by running a global energy minimization for each cluster size with the aid of a genetic
structure optimization at a classical force field level of theory. For this purpose the
OGOLEM framework, 168169 the AMBER 2016 molecular dynamics package,?*® and the
generalized AMBER force field (GAFF),'™ implemented therein, were used, using default
settings. Of course, there is no guarantee that the global minimum obtained at the
force field level corresponds to the global minimum of the DFT potential energy surface.

Furthermore, in the present approach the importance of energetically more unfavorable
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Figure 3.1: All neat and mixed clusters used in the QCE calculations of this work. Their

geometries can be obtained upon request.
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Table 3.1: Binding energies ApingF in kJ/mol at the PBEh-3¢/def2-mSV (P) level of theory for
all clusters used in the QCE calculations.

Acetone Acetonitrile Benzene Water
al 0.0 nl 0.0 bl 0.0 wl 0.0
a2-1 —26.7 n2-1 —26.2 b2-1 —12.2 w2 —25.2
a2-2 —17.7 n2-2 —13.9 b2-2 —11.2 w3-1 —78.3
a3-1 —52.6 n3-1 —49.0 b3-1 —37.1 w3-2 —-71.8
a3-2 —51.4 n3-2 —51.5 b3-2 —23.7
Water / Acetonitrile / Benzene / Benzene /
Acetone Acetone Acetone Water
wlal-1 —27.4 nlal-1 —24.8 blal-1 —18.3 blwl —18.3
wlal-2 —21.5 nlal-2 —20.1 blal-2 —-13.9 blw2-1 —55.7
wla2 —63.7 nlal-3 —13.7 bla2-1 —47.6 blw2-2 —34.3
w2al-1 —68.4 nla2-1 —53.6 bla2-2 —37.5 blw2-3 —55.7
w2al-2 —52.8 nla2-2 —49.2 b2al-1 —40.9 b2wl —41.9
n2al-1 —51.8 b2al-2 —36.1
n2al-2 —50.8

structures was not investigated. The structures obtained in this way should thus be
considered as a more refined educated guess. All estimates of the cluster structure were
subsequently optimized at the PBEh-3c level of theory. Their optimized geometries are
depicted in Fig. 3.1, and the respective binding energies ApiqF are listed in Table 3.1.

Note that all cluster geometries may be found in the supplementary material.

Water / Acetone

Water (w) as a pure substance has been excessively studied using the QCE method. 383%52

From the previously constructed cluster sets for pure water four clusters were chosen,
namely, the monomer (wl), the dimer (w2), and the cyclic water trimer in its unsym-
metrical (w3-a) and its symmetrical, less stable form (w3-b). No other pure water dimer
or trimer structures (e.g., linear configurations) were found to be stable clusters.

The pure acetone (a) clusters include the monomer (al) and an anti-parallel dimer struc-
ture (a2-1) as well as a less stable planar one (a2-2), both of which have been found to
be consistent with experimental data from infrared spectroscopy.?°42% A cyclic acetone
trimer (a3-1) and a stacked one (a3-1) were found to be nearly equally stable with a
difference in the binding energy of 1.12kJ/mol.

Five mixed clusters were included in the water/acetone system cluster set. These include
two water acetone dimer structures where the water molecule either forms a hydrogen

206,207 o1 forms a stacked conformation with the

bond to the carbonyl oxygen (wlal-1)
acetone molecule (wlal-2). The trimers include a stacked acetone dimer which is per-

turbed by a hydrogen-bonded water molecule (wla2), a cluster where a water molecule is
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3. Predicting Miscibility From Small Cluster QCE Calculations

hydrogen bonded to an acetone and another water molecule (w2al-1), and lastly a sym-
metrical cluster in which the carbonyl oxygen is hydrogen bonded to two water (w2al-2)
molecules. The clusters wlal-1 and wlal-2 have been discussed in Ref. 206 in the
experimental context regarding the blue shift of the n — 7* band in the acetone/water
system, where it was found that the acetone molecule is more likely to form only one
hydrogen bond, as in wlal-1. A later theoretical investigation?*® suggests that in the

liquid system there is a higher tendency to form w2al-2.

Acetonitrile / Acetone

Several acetonitrile (n) clusters were constructed and found to be in accordance with the
literature. 209212 These include the monomer (n1), an anti-parallel dimer (n2-1), a linear
head-to-tail coordinated dimer (n2-2), and an anti-parallel stacked trimer (n3-1), all of
which have been experimentally verified to contribute to the structural network of the
liquid acetonitrile system.?!213 Also included is a cyclic trimer (n3-2) that is found to
be the global minimum structure.?!

The mixed acetonitrile/acetone clusters include three dimers, one “anti-parallel” (n1lal-1)
and two planar (nlal-2, nlal-3), resembling the dipole arrangement of several acetoni-
trile and acetone dimers. Trimers include two structures that resemble the stacked dimer
with a second acetone molecule coordinating at different positions, in an anti-parallel
configuration (nla2-2) and an “on-side” one (nla2-1). A stacked trimer (n2al-1) and

a cyclic trimer (n2al-2) are included as well.

Benzene / Acetone

214218 and exper-

Small benzene (b) clusters have been extensively studied theoretically
imentally.?!% 222 The pure benzene cluster set consists of the monomer (bl), the well
known T-shaped dimer (b2-1), the parallel-displaced graphite like dimer (b2-2), the Cs
symmetrical trimer (b3-1), and a doubly t-shaped trimer (b3-2).

The mixed benzene/acetone clusters include a stacked near parallel dimer (blal-1) and
one with a perpendicular conformation to the benzene plane (blal-2). All trimers (bla2-
1, bla2-2, b2al-1, b2al-2) resemble combinations of the presented neat and mixed

dimer structures.

Benzene / Water

223-225 226

Mixed benzene/water clusters include the theoretically and experimentally “*® well
described benzene-water dimer (b1w1), in which water forms a weak hydrogen bond to the
m-electron system of the benzene ring, two trimers where a water molecule interacts with

the benzene ring and accepts a hydrogen bond from a second water molecule (b1w2-1,
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blw2-3), a trimer that is constructed by mirroring the blwl dimer on itself (b1w2-
2), and a trimer with a V-shaped benzene configuration (b2w1-1). The clusters b1wl,
blw2-3, and b2w1 have been described in the literature.??® In Ref. 227 it is suggested

that in diluted mixtures benzene is coordinated as in b1w2-2.

3.3 Results and Discussion

3.3.1 Pure Components

In order to calculate properties of mixed systems, it is essential to ensure a sufficient
description of the pure components by the QCE model. The Gibbs energy of mixing A,ixG
is a measure of the energetic difference between a mixed phase of several components and
their reference systems, in the case of a binary system the neat liquids (see Eq. (3.15)).
Hence, the Gibbs energy of the reference systems must be well described. Experimental
Gibbs energies can only be obtained as differences to an arbitrarily chosen reference point.
Peacemaker potentials are absolute quantities and conveniently a reference temperature
can be freely chosen. In Fig. 3.2 plots of the temperature dependent thermodynamic
functions AG, AH, and —TAS are shown for all investigated systems. The reference
temperature in these graphs was set to 273.15 K. Figure 3.2 shows a very good agreement
between QCE results and experimental data for the neat acetone system. The temperature
of phase transition from the liquid to the gaseous state is very well reproduced, noticeable
by the change in the slope of AG at 329.28 K. The thermodynamic functions of the neat
benzene and water systems are also well reproduced, although with less accuracy than the
acetone system. AH and —AT'S exhibit a less steep growth with temperature than the
respective experimental functions for both benzene and water. This leads consequently to
an error cancellation for the Gibbs energy. Compared to the experimental data AG shows
a steeper progression with temperature, possibly indicating a slight over-stabilization of
the neat systems by the QCE model. Since no experimental values could be obtained
for the acetonitrile system, no comparison is possible. Nonetheless, the QCE results are

shown in Fig. 3.2.

3.3.2 Thermodynamics of Mixing

The critical quantity that determines if a multi-component system of a certain composition
will mix or form multiple liquid phases is the Gibbs energy of mixing A, G. From the
QCE model thermodynamic data are available over a wide range of temperatures and

system compositions. The Gibbs energy of mixing for a binary system is calculated as

AnixG(r) =G(z) —z-G(1) — (1 —xz) - G(2) (3.15)
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Figure 3.2: Thermodynamic functions AG, AH and —ATS for the neat (a) acetone, (b)
benzene, (c) water, and (d) acetonitrile at standard pressure. The reference energies AE%gg’ref
in kJ/mol for AG, AH, and —AT'S, respectively, are (a) 156.82, 211.51, and —54.69, (b) 208.64,
265.71, and —57.06, (c) 6.20, 28.48, and —22.28, (d) 63.55, 111.70, and —48.15. Experimental

data from Refs. 228 and 229 (a), Ref. 197 (b), and Ref. 46 (c).
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where G(1) and G(2) are the absolute Gibbs energies of the neat substances. As was
demonstrated before,*® the QCE model is able to qualitatively reproduce the Gibbs en-
ergy of mixing even with only small clusters describing the mixed phase. This result is
further investigated in this work in that pure and mixed clusters are all of the size n < 3.
In this regard, the goal of this work is not a quantitatively correct description of the
systems but rather a qualitative prediction of their mixing behavior. Figures 3.3a—d show
experimental and calculated results for A,,;,G obtained from calculations with fully opti-
mized parameters and with approximated linear interpolation paramet