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## Introduction

The traditional economic view about human behavior, often referred to as the concept of homo economicus, relies upon the premise that individuals make rational choices. It assumes that they correctly process all the information available and have a deep understanding of their actions' consequences. Because the analysis of the homo economicus provides crucial insights about rational behavior in economic environments, economists do not disregard the included assumptions lightly.

However, psychologists and experimental economists have documented numerous departures from fully rational behavior. These observations have rendered the concept of the homo economicus as too optimistic regarding humans' cognitive abilities. Consequently, acknowledging that some economic actors do not behave fully rational, behavioral economists replaced the traditional concept. By combining psychology and economics, they have started to investigate the consequences of such behavior for individual decision-making and strategic interactions. Behavioral Economic Theory provides the toolbox for modeling departures from rational behavior. Therefore, it allows economists to make predictions about whether the existence of non-rational behavior changes the allocation of scarce resources, the distribution of economic welfare, and the impact of policy measures that aim to improve efficiency or redistribute welfare.

In the four chapters of this dissertation, I contribute to this line of research by analyzing the consequences of well-established departures from rationality and their remedies in strategic interactions. More precisely, I investigate credulity, reduced sensitivity to partitioned prices, and correlation neglect in models of democratic elections, imperfect competition, and contracting under hidden action. Moreover,
to facilitate the analysis of other departures from rationality and their impact on economic well-being, I define a solution concept for games between players with dual-selves and discuss its relations to existing equilibrium concepts in Behavioral Economic Theory.

The first chapter of this dissertation, Chapter 1, lays down how information manipulation during a democratic election, e.g., via spreading fake news, affects the quality of candidate selection and the polarization of political attitudes in the electorate. In the model, the electorate observes signals that political candidates potentially distort. Manipulation matters in equilibrium because a fraction of the electorate naively takes signals at face value. The results show that information manipulation increases the polarization of political attitudes. However, its effect on candidate selection is more subtle: information manipulation will be detrimental to candidate selection only if one of the candidates is substantially more capable of manipulating information. Otherwise, it will improve candidate selection. Finally, it is shown under what conditions policies that aim to equalize candidates' access to the media can help to attenuate detrimental effects of information manipulation in democratic elections. In the model, equalizing the access to the media can be interpreted as equalizing the cost to manipulate information between the candidates. If costs are relatively heterogeneous, decreasing their heterogeneity improves candidate selection and reduces the polarization of political attitudes. However, when costs are already relatively homogeneous, making costs even more homogeneous might impair candidate selection while the polarization of political attitudes still decreases. In the second case, whether leveling the playing field between the two candidates by equalizing their access to the media increases or decreases welfare depends on the weight of political polarization in the welfare function.

Shifting the focus from political institutions to markets for products, Chapter 2 discusses the impact of departures from rationality and their potential remedies in product markets. More precisely, it studies how partitioned pricing, i.e., the practice to split a good's price into a headline and an additional price, and its regulation affects consumer surplus and welfare. Because additional prices are less transparent than headline prices in this model, consumers react less sensitive to price changes
in the additional prices than to changes in the headline prices. Exploiting the consumers' naivety, firms use partitioned pricing to sell higher quantities and charge higher prices. Consequently, partitioned pricing benefits firms on the costs of consumers. The model allows us to analyze the impact of two measures of consumer protection that aim at reducing the exploitative nature of partitioned pricing: increasing the transparency of additional prices and regulating additional prices by determining a maximal value that additional prices may not exceed. Independent of the considered measure, the model shows that in markets with imperfect competition, a fundamental trade-off between consumer protection and efficiency arises. Full consumer protection, i.e., making prices fully transparent or prohibiting partitioned pricing, maximizes consumer surplus but leads to inefficiently low demand. Therefore, it is never welfare optimal in markets with imperfect competition. However, in markets with imperfect competition and unrestricted headline prices, any upper bound on the additional price increases welfare and consumer surplus compared to an unregulated additional price. In markets with non-negative headline prices, capping additional prices at the firms' costs is welfare neutral and increases consumer surplus. The chapter concludes by analyzing the interplay between the welfare-optimal degree of price transparency and regulation of additional prices.

Chapter 3 studies the effect of correlation neglect on a contracting problem between a principal and an agent when the principal wants to induce the agent to exert effort but cannot observe the agent's effort choice directly (hidden action). Therefore, it analyzes the welfare consequences if the agent neglects the correlation between performance measures in the linear Holmström-Milgrom model. It shows that the results on material welfare, the principal's expected profit, and the agent's expected utility are ambiguous. Whenever the true correlation and the perceived correlation between the performance measures are sufficiently low, the principal can impose a higher risk on the agent. Therefore, correlation neglect enhances material welfare and the principal's expected profit in this case. Conversely, when the perceived correlation between the performance measures is high, material welfare goes down, and the agent benefits from correlation neglect due to higher insurance.

While the first three chapters discuss the consequences of behavioral biases in specific applications, Chapter 4 considers a general class of games in which two selves with potentially different objectives govern each player's beliefs and actions. As human decision-making often seems to be determined by intrapersonal conflict resolution, the chapter conceptualizes the analysis of decisions governed by such dual-self processes in individual decision contexts and strategic interactions. For this purpose, it defines the solution concept Dual-Selves equilibrium and derives sufficient conditions for the existence of such equilibria. It shows that this result also helps to study the strategic interaction between players that have only one self but are not fully rational. In particular, the results extend several equilibrium existence results in Behavioral Game Theory and provide simple sufficient conditions for equilibrium existence in games between single-self players that are not fully rational.

## Chapter 1

# Welfare Effects of Information Manipulation in Political Elections* 

Joint with Andreas Grunewald and Matthias Kräkel

### 1.1 Introduction

Representative democracy builds upon the premise that voters elect suitable political candidates to make decisions on their behalf. Voters' ability to screen politicians crucially depends on the quality of the available information. The recent spread of social media, however, came along with an increase of false information in political campaigns due to faked statistics, interferences of foreign countries, and false stories (Allcott and Gentzkow, 2017; Lazer, Baum, Benkler, Berinsky, Greenhill, et al., 2018). If a fraction of the electorate has limited capacity to identify pieces of false information, these voters' beliefs about the candidates' competences will be manipulated so that the selection of suitable candidates for office may be severely impeded. At the same time, heterogeneity in the ability to process information can also lead to a polarization of political attitudes, which may be detrimental for society as it may increase political gridlock (Binder, 1999; Jones, 2001), decrease the provision of public goods (Alesina, Baqir, and Easterly, 1999) and aggravate the intensity of social conflict (Esteban and Ray, 1999, 2011). In order to deepen our understanding

[^0]of how information manipulation affects our political system, this paper addresses three main questions: (i) To what extent does information manipulation by political actors impede the electorate's capability to select suitable candidates for office?
(ii) How is the polarization of political attitudes in the electorate affected by false information during political campaigns? (iii) Under which conditions can policy measures that equalize the access of political candidates to the media prevent potentially detrimental effects of information manipulation?

When studying the effects of information manipulation on welfare, it is necessary to take a stance on why false stories have the power to systematically shift voting outcomes, i.e., why incorrect information is not, at least in the aggregate, entirely discounted by the electorate. In this paper, we adopt the notion that a fraction of the electorate is not fully sophisticated when processing information. In particular, we assume that these voters believe that public signals correctly represent the competence of candidates for holding office, i.e., the voters take public signals at face value. Our assumption of such naive voters captures in reduced form the common observation that individuals believe in newly arriving information even if political candidates or particular interest groups have clear incentives to manipulate them (Oliver and Wood, 2014; Allcott and Gentzkow, 2017). ${ }^{1}$

To explore the welfare effects of information manipulation during political elections, we set up a model that combines signal jamming (e.g., Holmström, 1999) with probabilistic voting (e.g., Enelow and Hinich, 1982; Ledyard, 1984; Lindbeck and Weibull, 1987): We consider two political candidates that compete for one term in office. The candidates are heterogeneous in their competence to be successful in office. While the exact competences of the candidates are unknown, the electorate and the candidates hold common priors about them. Voters receive public signals about the candidates' competences, which summarize their information from various sources such as television shows, radio, and social media. We assume that candidates can

[^1]manipulate the signals by taking costly actions. For example, candidates could hire a blogger, who posts favorable stories about them on social media websites, they could discredit their opponent based on faked evidence, or hire experts to support their point of view in the media. The associated costs of spreading such false information comprise not only monetary costs but also potential future losses of reputation or even legal prosecution. While candidates' actions will distort the signals observed by the electorate, we assume, that manipulation itself is a hidden action. After having observed the public signals, voters cast their ballot. When deciding on their vote, the electorate is heterogeneous in two respects. First, voters differ in their political ideologies in the sense that every voter has a personal preference for one candidate. Second, some voters are naive as they take the observed signals at face value.

To address question (i), we compare the quality of candidate selection in equilibrium with a situation in which candidates cannot engage in manipulating voters' information. Although public signals are not manipulated in the latter situation, naive voters will nevertheless infer wrong posteriors from the available information. In particular, naive voters ignore their prior information and take signals at face value. This mistake will give an unwarranted advantage to the initially trailing candidate (i.e., the candidate with the lower prior expected competence), implying that his likelihood of winning the election is too high from a welfare perspective. Whether information manipulation further deteriorates the quality of candidate selection, depends on which candidate invests more in manipulation. We show that, if candidates receive utility from their legacy to the public, e.g., because of a higher likelihood being reelected, the disadvantaged candidate (i.e., the one with the higher prior expected competence) will invest more in information manipulation than his opponent. This result arises because it will be a particularly strong signal about his competence if he wins the election despite his handicap. The opportunity to generate such a strong competence signal creates an additional incentive for him to manipulate information. Hence, our analysis reveals a natural argument for why information manipulation can lead to a better quality of candidate selection.

This argument crucially relies on the assumption that candidates have homogeneous costs for spreading false information. It is, however, frequently the case that
one of the candidates has privileged access to the media because he is the incumbent and can influence part of the media, or he even owns a media station himself. We show that in situations in which one of the candidates has a sufficiently strong cost advantage in creating false information, this candidate will engage in substantially more intense manipulation than his opponent. Consequently, information manipulation can be detrimental to the quality of candidate selection. The tension between the legacy motive and the costs will also inform our discussion on policy measures to counteract the potentially adverse effect of information manipulation on welfare.

Concerning question (ii), we find that information manipulation unambiguously increases the polarization of political attitudes, which in turn harms welfare. Even without manipulation, the electorate is polarized as the beliefs of naive voters and those that correctly account for false information about candidates' competences diverge in expectation. If information manipulation becomes feasible, candidates generically choose different manipulation intensities. The additional heterogeneity leads to an aggravation of polarization in the electorate. This negative effect will be more severe the larger the difference between the candidates' manipulation intensities in equilibrium. To sum up, the welfare effect of information manipulation is positive if two requirements are fulfilled: First, candidates' costs to spread false information are similar so that the strong legacy motive of the initially more promising candidate is decisive for the candidates' manipulation incentives and, second, the quality of candidate selection is sufficiently important for welfare relative to political polarization. Otherwise, information manipulation is detrimental to welfare.

Question (iii) refers to the regulation of candidates' media access during political campaigning. Our model shows under which conditions policy measures that equalize the access of political candidates to the media are welfare enhancing in the presence of information manipulation. While in some elections politicians seem to have an almost identical media presence, in others one politician enjoys a more favorable or extensive media coverage. E.g., one of the candidates might own a media
station, can control part of the media, because he is the incumbent, ${ }^{2}$ or has easier access to funds for his campaign. To what extent candidates are heterogeneous in their media access is often at the discretion of institutions that can restrict ownership of media companies or ensure equal funding of candidates. In our model, the media access of candidates is reflected in their costs of manipulating voters' information.

Our equilibrium results speak to the usefulness of such institutions by discussing how changes in the heterogeneity of candidates' costs of manipulating information affect welfare. A reduction in cost heterogeneity attenuates differences in manipulation intensities. Therefore, the polarization of political attitudes decreases, which enhances welfare. However, more homogeneous manipulation intensities might reduce the potential of false information to counteract the unwarranted advantage of the initially trailing candidate when voters cast their ballot. We show that, whenever costs are sufficiently homogeneous to start with, a reduction in cost heterogeneity triggers a trade-off between the quality of candidate selection and the polarization of political attitudes. The net effect of aligning candidates' media access then depends on whether welfare is mainly determined by the electorate's need for a suitable politician in office or by political polarization. However, this tradeoff disappears whenever costs are sufficiently heterogeneous to start with. In other words, if one of the candidates initially has a sufficiently strong advantage in media coverage, more cost homogeneity will unambiguously increase welfare.

## Related Literature

Our paper complements the literature on propaganda originated from dictators to sustain their power (see Little, 2012; Gehlbach and Simpser, 2015; Little, 2017) by studying the impact of false information on democratic elections and welfare. We adopt two critical assumptions from this literature. First, politicians can jam voters' signals in their favor by choosing unobservable actions. Second, a fraction
2. Based on field data from Hungary, Szeidl and Szucs (2017) find media capture by the government through favor exchange. The government supports specific media outlets via advertising expenditures by state-owned firms. In return, incumbent politicians receive favorable coverage by these media outlets.
of voters takes all public signals at face value. The literature on propaganda has shown that authoritarian regimes might manipulate election outcomes to secure the ongoing support of their bureaucrats (Gehlbach and Simpser, 2015) and that coordination motives within a society can induce voters to behave as if they believed the propaganda even if they do not (Little, 2017). Our model involves two politicians that simultaneously decide on information manipulation. ${ }^{3}$ This setup enables us to study the effect of false information during a democratic election. In particular, we can meaningfully analyze how the manipulation of voters' information affects the quality of candidate selection and the degree of political polarization in this context.

In models of propaganda, the information distortions originate from the political actor himself. A related area of research considers how politicians choose their platforms to cater to special interest groups which then spread or influence the information in the politicians' favor (Baron, 1994; Grossman and Helpman, 1996; Bardhan and Mookherjee, 2000; Grossman and Helpman, 2001; Prat, 2002; Bardhan and Mookherjee, 2005; Medina, 2019). As in our setting these papers typically allow for a fraction of voters to be credulous in the sense that they are responsive to lobbying expenditures. ${ }^{4}$ Politicians then have an incentive to cater to the special interest groups that raise funds for their campaigns and, thereby, distort the selection of candidates. If the fraction of credulous voters is sufficiently large, the urge to raise funds may even lead to a polarization of political platforms (Baron, 1994). We contribute to this insight by showing that false information can polarize not only political platforms but also political attitudes. Moreover, we show that the existence of special interest groups is not necessary for political polarization or the distortion of candidate selection by information manipulation.

The interplay of information manipulation, in the form of fake news, and political polarization is addressed empirically by Allcott and Gentzkow (2017) and
3. We share the assumption that two players can simultaneously distort information with Grunewald and Kräkel (2018). Their paper, however, does not study probabilistic voting and assumes that individuals correctly anticipate the amounts of false information chosen in equilibrium. A meaningful analysis of how false information affects welfare within a democratic election process is thus not possible in their framework.
4. A notable exception is Medina (2019) which assumes fully rational voters.

Lazer et al. (2018). Both papers conjecture a positive relationship between polarization and the spreading of fake news. They argue that voters with polarized beliefs are prone to believe in and disseminate positive news about their favorite political candidate while believing in negative news about political opponents. Thus, higher polarization may lead to more spreading of fake news through social media. Our model suggests that there may also be a causal relationship in the reversed direction: fake news induces political polarization. While evidence on the direction of causality is still scarce, Allcott, Braghieri, Eichmeyer, and Gentzkow (2020) show that a reduction in the usage of social media also reduces political polarization. Given our conjecture, political polarization and the spreading of fake news may reinforce each other, potentially leading to a downward spiral that can threaten social cohesion.

An important prerequisite for our analysis is that information spread through the media, correct or incorrect, affects voters' beliefs and their political attitudes. There is an ongoing discussion to what extent media affect preferences. Gerber, Karlan, and Bergan (2009) and Gentzkow, Shapiro, and Sinkinson (2011) show that biased reports in newspapers do not seem to influence political opinions. In contrast, those studies that deal with biased reports that are circulated via modern mass media have documented an impact on voter preferences in US presidential and gubernatorial elections (DellaVigna and Kaplan, 2007; Gerber, Gimper, Green, and Shaw, 2011), the Weimar Republic (Adena, Enikolopov, Petrova, Santarosa, and Zhuravskaya, 2015), and parliamentary as well as presidential elections in the Ukraine (Peisakhin and Rozenas, 2018). These findings, in turn, have immediate implications for the policy tools that we analyze. In particular, we show that the detrimental effects of information manipulation on welfare may be attenuated if no candidate enjoys favorable access to the media. Combining this result with the existing insights suggests that homogeneous access to media is particularly important for mass media like television, radio, and social media rather than for print media.

Most closely related to our analysis is the paper by Grossman and Helpman (2019) on the effect of information manipulation in electoral competitions. They also make use of a probabilistic voting model but build upon the premise that information manipulation by politicians is costless. In this setup, they focus on the
polarization of party platforms and show that information manipulation can lead to more polarization therein. We complement their results by analyzing candidate selection and the polarization of political attitudes in the electorate. While their model predicts that less information manipulation reduces polarization on the party level, we show that less information manipulation may induce a trade-off between worse candidate selection and reduced polarization of political attitudes. Given this tradeoff, we can discuss to what extent policy measures that equalize candidates' access to the media can help to counteract the adverse effects of information manipulation.

### 1.2 Model

In this section, we propose a model to analyze how information manipulation in electoral competitions affects voters' behavior and welfare. For this purpose, we study an electoral setting with a continuum of heterogeneous voters and two candidates, who can manipulate voters' beliefs to boost their chances of winning the election.

## The Candidates

There are two candidates, $A$ and $B$, who have unknown competences for being successful in office. ${ }^{5}$ We denote candidate $j$ 's $(j=A, B)$ competence by $q_{j}$. While the exact competence of each candidate is unknown to candidates and voters ex ante, their distributions $q_{j} \sim N\left(\bar{q}_{j 0}, \sigma_{0}^{2}\right)$ with $\bar{q}_{j 0} \geq 0$ for $j \in\{A, B\}$ are common knowledge. ${ }^{6}$ For example, we can imagine that there is common uncertainty about the future and that neither the heterogeneous candidates nor the electorate know which candidate can better cope with the challenges of the upcoming political term. ${ }^{7}$ We assume that candidate $B$ is ex ante associated with a higher expected competence, i.e., $\bar{q}_{B 0}>\bar{q}_{A 0}$.

[^2]Before the election, voters receive a public and informative signal for each candidate (e.g., from newspapers, television shows, and online forums). While we assume these two signals to reveal some information on the true underlying competences, candidates can also manipulate them. Candidate $j$ could, for example, spread deliberate misinformation via social media or traditional print. Let $m_{j} \in[0, \bar{m}]$, with $\bar{m}>0$ being finite, denote the manipulation intensity chosen by candidate $j$. Crucially, these intensities are hidden actions, and the manipulation of signals can neither be directly recognized nor eliminated by a candidate's opponent or the voters. ${ }^{8}$

Manipulating information comes at some costs to political candidates such as monetary costs of hiring bloggers or agencies, a potentially increased likelihood of legal prosecution, and potential compensation payments after the election. We represent the respective costs by the functions $c_{j}\left(m_{j}\right)=\kappa_{j} \cdot c\left(m_{j}\right)$ with $\kappa_{j}>0(j=A, B)$, $c(0)=c^{\prime}(0)=0, c^{\prime}\left(m_{j}\right), c^{\prime \prime}\left(m_{j}\right)>0$ for $m_{j}>0$, and $\lim _{m \rightarrow \infty} c^{\prime}(m)=\infty(j=A, B)$. Moreover, we assume that $c^{\prime \prime}(m)$ is bounded from below with $c^{\prime \prime}(m) \geq \underline{c}$. Candidates' cost parameters $\kappa_{j}$ capture potential differences in their ability of manipulating beliefs. Such heterogeneity might stem from differences in available campaigning budgets as well as differences in candidates' ability to manipulate media content if, e.g., one of the candidates owns a media company and can implement media censorship.

Given manipulation intensities and the candidates' competences, the public signals that are observed by the electorate take the following form: ${ }^{9}$

$$
\begin{equation*}
s_{j}=q_{j}+m_{j}+\epsilon_{j} \quad(j=A, B) \tag{1.1}
\end{equation*}
$$

where the noise terms $\epsilon_{j}$ follow a standard normal distribution also comprise the influence of exogenous misinformation, which is not deliberately spread by the two

[^3]candidates (for examples see Allcott and Gentzkow, 2017). We assume that all random variables are stochastically independent.

Candidates are motivated to enter office for two reasons: First, as is commonly assumed in the literature, they receive personal benefits, which we denote by $b$. Second, we follow Maskin and Tirole (2004) and assume that politicians wish to leave a legacy, i.e., they want to be remembered for having done great things while in office. Since the legacy motive is crucial for the results to come, it deserves some more discussion. ${ }^{10}$ A legacy motive cannot only arise if politicians are interested in the quality of the policies that they implement but also if they care about how the public perceives their competence. Suppose, for example, each politician cares about being reelected, and the electorate will receive an informative signal about her competence during her term. In this case, politicians with a higher competence expect the signal to be more favorable than politicians with a lower competence. If voters base their future voting decisions on this signal, politicians' utilities of holding office increase with their actual competence - they have a legacy motive. We conceptualize these motives by assuming that a candidates' utilities is given by: ${ }^{11}$

$$
v_{j}\left(m_{j}\right)= \begin{cases}b+q_{j}-c_{j}\left(m_{j}\right) & \text { if } j \text { wins the election } \\ -c_{j}\left(m_{j}\right) & \text { otherwise. }\end{cases}
$$

We assume candidates to be sophisticated in the sense that they form rational beliefs about their opponent's behavior and the behavior of all voters.

## The Electorate

There is a unit mass of risk-neutral heterogeneous voters who determine the winner of the election by simple majority rule. Before voters cast their ballot, they make inferences from the received public signals on the candidates' competences. To model
10. In a model in which candidates are not motivated by their legacy, it turns out that the equilibrium is symmetric in the sense that both candidates choose the same manipulation intensity. As voters care only about the relative competence of candidates, in a symmetric equilibrium the outcome of the election is not affected by information manipulation.
11. To keep the model simple, we assume legacy and office motive to be additively separable. All results also transfer to a setting in which utility in case of wining is given by $b q_{j}-c_{j}\left(m_{j}\right)$, or $b\left(q_{j}-\right.$ $\left.c_{j}\left(m_{j}\right)\right)$.
the impact of information manipulation in the political process, we embrace the notion that manipulation is effective because a fraction $\alpha$ of voters is naive. These voters hold the belief that public signals correctly represent the quality of candidates, i.e., they take the public signals at face value. ${ }^{12}$ Their posterior expectation about the quality of candidate $j$ is thus given by $s_{j}$ for $j \in\{A, B\}$. Importantly, such voters are not able to account for potential distortions in the signals due to information manipulation by the candidates. This assumption captures in reduced form the common observation that individuals believe in newly arriving information even if this information seems obviously false or is generated by groups with particular interests (Oliver and Wood, 2014; Allcott and Gentzkow, 2017). ${ }^{13}$ The remaining fraction $1-\alpha$ of the electorate is sophisticated. These voters anticipate that politicians can manipulate signals, and update their priors correctly.

Every voter cares about the politician in office for two reasons. First, a more competent politician will increase the overall surplus for the electorate. Second, following the literature on probabilistic voting, ${ }^{14}$ voters have idiosyncratic preferences over candidates. We will refer to these preferences as the voters' ideology. Ideologies are driven by individual characteristics of the candidates that are not connected to their competence, like their party membership, their public behavior, and their outward appearance. The idiosyncratic parameter $\theta$ measures by how much a voter prefers candidate $A$ over candidate $B$ because of his ideology. It is commonly known that ideologies in the electorate are distributed according to $G_{\theta}$, where the corresponding density $g_{\theta}$ is symmetric with a unique mode at zero and has full support over $\mathbb{R}$. The variance of $\theta$ is denoted by $\sigma_{\theta}^{2}$. Overall, the utility of a voter with ideology $\theta$ from the outcome of the election is given by

$$
u_{\theta}= \begin{cases}\theta+q_{A} & \text { if } A \text { wins the election } \\ q_{B} & \text { if } B \text { wins the election. }\end{cases}
$$

12. We share this assumption with Grossman and Helpman (2019).
13. While this assumption simplifies the analysis, our results do not hinge on the exact specification of voter naivety. In the conclusions, we discuss alternative forms of voter naivety under which our qualitative results also hold.
14. See, e.g., Enelow and Hinich (1982), Ledyard (1984) and Lindbeck and Weibull (1987).

As voters are heterogeneous in their sophistication and their ideologies, they will hold different views on the candidates' qualifications to hold office. We define the political attitude of a voter with ideology $\theta$ and sophistication type $i \in\{S, N\}$ by

$$
\begin{equation*}
\Delta u_{\theta}^{i}:=\theta+\bar{q}_{A 1}^{i}-\bar{q}_{B 1}^{i}, \tag{1.2}
\end{equation*}
$$

where $\bar{q}_{j 1}^{i}$ with $i \in\{S, N\}$ denotes a voter's posterior expectation about candidate $j$ 's competence, and the superscripts " $S$ " and " $N$ " indicate a sophisticated and a naive voter, respectively. His political attitude is hence described by how much he favors candidate $A$ over candidate $B$ after the realization of signals.

In sum, the game evolves according to the following three steps. First, candidate $j \in\{A, B\}$ chooses manipulation intensity $m_{j}$ and incurs costs $c_{j}\left(m_{j}\right)$. Second, public signals realize, and voters update their prior beliefs. Third, voters cast their ballot, and the winner of the election is chosen via simple majority rule.

## Solution Concept

We apply a slightly modified version of pure-strategy Bayesian Nash Equilibrium to account for the fact that some voters are naive. Moreover, we assume that voters vote sincerely, i.e., they decide based on their perceived posterior expectation about the candidates' competences and their ideology. ${ }^{15}$ An equilibrium of the game then consists of a pure-strategy profile incorporating pure strategies of both candidates and all voters, as well as a belief system such that the following two statements hold. First, both candidates play mutually best responses conditional on voters voting sincerely. Second, a fraction $\alpha$ of voters is naive and believes that signals correspond to true underlying qualities, whereas sophisticated voters correctly anticipate manipulation intensities along the equilibrium path. ${ }^{16}$

[^4]
### 1.3 Equilibrium Analysis

We solve for the equilibrium of the game by first analyzing the voters' beliefs and behavior. Afterward, we derive the candidates' optimal manipulation intensities. Making use of the insights on updating of normally distributed beliefs by DeGroot (2005) immediately leads to the following results: If sophisticated voters hold a degenerate belief, $\hat{m}_{j}$, about candidate $j$ 's hidden manipulation intensity, their posterior mean of candidate $j$ 's competence $(j=A, B)$ will be given by

$$
\begin{equation*}
\bar{q}_{j 1}^{S}=\bar{q}_{j 0}+\Sigma \cdot\left(s_{j}-\bar{q}_{j 0}-\hat{m}_{j}\right), \text { with } \Sigma:=\frac{\sigma_{0}^{2}}{\sigma_{0}^{2}+1} . \tag{1.3}
\end{equation*}
$$

According to equation (1.3), a sophisticated voter will improve his opinion about candidate $j$ only if the acquired information on that candidate is favorable in light of the anticipated amount of manipulation $\left(s_{j}>\bar{q}_{j 0}+\hat{m}_{j}\right)$. The term $\Sigma$ denotes the weight that voters place on newly arriving information compared to their prior expectations. ${ }^{17}$ The higher the initial uncertainty about the candidate's competence (i.e., $\sigma_{0}^{2}$ is large), the more the sophisticated voters will rely on new information. In contrast, naive voters' posterior mean of candidate $j$ 's competence will be given by

$$
\begin{equation*}
\bar{q}_{j 1}^{N}=s_{j} . \tag{1.4}
\end{equation*}
$$

Naive voters will, therefore, be systematically fooled about the actual competence of candidates in equilibrium because they do not account for the amount of manipulation chosen by politicians. ${ }^{18}$

Given the voters' updating behavior, the political attitude of a sophisticated voter with ideology $\theta$ is

$$
\begin{equation*}
\Delta u_{\theta}^{S}=\theta+(1-\Sigma)\left(\bar{q}_{A 0}-\bar{q}_{B 0}\right)-\Sigma\left(m_{B}-\hat{m}_{B}-m_{A}+\hat{m}_{A}+\gamma\right), \tag{1.5}
\end{equation*}
$$

ulation does not exist. Note, however, that candidates in our setting have a continuous action space, whereas all players in Esponda and Pouzo (2016) have finite action spaces such that we cannot immediately apply their existence result.
17. Our statement only specifies the updating process for degenerate beliefs about the candidates' hidden manipulation intensities. As we consider equilibria in pure strategies and sophisticates form correct beliefs in equilibrium, this characterization will suffice for our later analysis.
18. A qualitatively equivalent approach would be to follow Little (2019), and to assume that naive voters choose their beliefs to balance the tension between plausible conclusions from the signals and those beliefs that they wish to hold.
and the political attitude of a naive voter with ideology $\theta$ is

$$
\begin{equation*}
\Delta u_{\theta}^{N}=\theta-\left(m_{B}-m_{A}\right)-\gamma \tag{1.6}
\end{equation*}
$$

with $\gamma:=q_{B}-q_{A}+\epsilon_{B}-\epsilon_{A}$. The random variable $\gamma$ summarizes all stochastic elements that are relevant for the behavior of voters. The composed random variable is larger the more favorable the acquired information about candidate $B$ is relative to that about candidate $A$. We denote the cdf of the random variable $\gamma$ by $G_{\gamma}$ and the corresponding density by $g_{\gamma}$. As can be seen from its definition, $\gamma$ is normally distributed with mean $\mu_{\gamma}=\bar{q}_{B 0}-\bar{q}_{A 0}>0$. Recall that a voter's political attitude measures how much he prefers candidate $A$ over candidate $B$. As $\gamma$ will increase if signals contain more favorable information about candidate $B$ compared to candidate $A$, a voter's political attitude is a decreasing function of the realization of $\gamma$.

Political attitudes determine whom the voters cast their ballot for. Since we assumed sincere voting, a voter with ideology $\theta$ and sophistication type $i \in\{S, N\}$ will cast his ballot for candidate $A$ if and only if $\Delta u_{\theta}^{i}>0$. As the political attitude of any voter decreases in the realization of $\gamma$, the fraction of voters that vote for candidate $A$ increases if the realization of $\gamma$ decreases. Consequently, there exists a cutoff $\tilde{\gamma}$ such that each candidate receives exactly 50 percent of the votes if and only if $\gamma=\tilde{\gamma}$, being implicitly defined by

$$
\begin{align*}
\frac{1}{2}= & \alpha \cdot G_{\theta}\left(m_{B}-m_{A}+\tilde{\gamma}\right) \\
& +(1-\alpha) \cdot G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma\left(m_{B}-\hat{m}_{B}-m_{A}+\hat{m}_{A}\right)+\Sigma \tilde{\gamma}\right) . \tag{1.7}
\end{align*}
$$

As candidate $A$ is sophisticated and will win the election if and only if $\gamma \leq \tilde{\gamma}$, his objective function is

$$
G_{\gamma}(\tilde{\gamma}) \cdot E\left[b+\bar{q}_{A 1}^{S} \mid \gamma \leq \tilde{\gamma}\right]-c_{A}\left(m_{A}\right),
$$

and candidate $B$ 's objective function is

$$
\left(1-G_{\gamma}(\tilde{\gamma})\right) \cdot E\left[b+\bar{q}_{B 1}^{S} \mid \gamma>\tilde{\gamma}\right]-c_{B}\left(m_{B}\right) .
$$

Conditional on being elected, each candidate benefits from a high utility of holding office, $b$, and his legacy. As candidates update correctly, their expectations about
their competence will equal those of sophisticated voters. The first line of equation (1.7) shows that, ex ante, the presence of naive voters reduces the winning chances of the initially leading candidate $B$ - the naifs ignore his prior lead, $\mu_{\gamma}$, and, therefore, tend to vote for the trailing candidate too often (compare the arguments of $G_{\theta}(\cdot)$ in the first and the second line of equation (1.7)). Consequently candidate $B$ has to pass a higher cutoff $\tilde{\gamma}$ for winning the election compared to a situation without naive voters. Concerning the candidates' objective functions, this handicap boosts candidate $B$ 's manipulation incentives: Because of his handicap, candidate B's posterior expected legacy conditional on winning the election will be particularly large. We obtain the following equilibrium result: ${ }^{19}$

Proposition 1.1. If $\underline{c}$ and $\bar{m}$ are sufficiently large, there will exist an equilibrium in pure strategies. The equilibrium is interior and candidates' manipulation intensities are described by

$$
\begin{equation*}
g_{\gamma}\left(\tilde{\gamma}^{*}\right) b+g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left(\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)=c_{A}^{\prime}\left(m_{A}^{*}\right) \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{\gamma}\left(\tilde{\gamma}^{*}\right) b+g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left(\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)=c_{B}^{\prime}\left(m_{B}^{*}\right) \tag{1.9}
\end{equation*}
$$

with $\tilde{\gamma}^{*}=\tilde{\gamma}\left(m_{A}^{*}, m_{B}^{*}\right)$ satisfying

$$
\begin{equation*}
\frac{1}{2}=\alpha \cdot G_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right)+(1-\alpha) \cdot G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right) . \tag{1.10}
\end{equation*}
$$

The proposition characterizes the candidates' equilibrium behavior. Equations (1.8) - (1.10) show how the cutoff $\tilde{\gamma}^{*}$ and the candidates' manipulation intensities interact in equilibrium. Equation (1.10) reveals that equilibrium cutoff $\tilde{\gamma}^{*}$ crucially depends on the difference in manipulation intensities, $m_{B}^{*}-m_{A}^{*}$. Compared to a situation in which both candidates choose the same amount of manipulation, the equilibrium cutoff will be higher if $m_{A}^{*}>m_{B}^{*}$ and lower if $m_{A}^{*}<m_{B}^{*}$.

The two equations (1.8) and (1.9) describe the incentives to manipulate information in equilibrium. The first term on the left-hand sides of (1.8) and (1.9)

[^5]depicts a candidate's incentives in anticipation of the potential office benefit $b$. It is identical for both candidates.

The second term describes the incentives of a candidate to manipulate information in anticipation of his legacy to the public. It is determined by the product of the marginal winning probability and the expected legacy of the candidate, when the random variable $\gamma$ coincides with the equilibrium cutoff $\tilde{\gamma}^{*}$. To build up an intuition for this effect, consider a marginal increase in manipulation as a unilateral deviation by one candidate. This increase raises the candidate's probability of winning the election, as he will convince some voters to cast their ballot in his favor. As the candidate now wins an election that would have been a tie without this deviation, his additional utility is given by the marginal gain in his winning probability, $g_{\gamma}\left(\tilde{\gamma}^{*}\right)$, times his legacy in the event of a tie, i.e. when $\gamma=\tilde{\gamma}^{*}$. In equilibrium, these considerations generically lead to heterogeneous incentives for the candidates, because they might expect different legacies conditional on a tied election.

### 1.4 Welfare

In our analysis, we consider ex-ante expected welfare, i.e., welfare before signals and candidates' competences are realized. We build on the premise that candidate selection and the polarization of political attitudes in the electorate are integral parts of welfare. Therefore, our welfare measure consists of two components. First, every voter receives utility from the elected candidate's administration, which depends on the politician's competence and the voter's ideology. Second, welfare decreases with the polarization of political attitudes within the electorate. Such polarization can be detrimental for society as it may increase political gridlock (Binder, 1999; Jones, 2001), aggravate the intensity of social conflict (Esteban and Ray, 1999, 2011), and lead to less public good provision (Alesina, Baqir, and Easterly, 1999). Following DiMaggio, Evans, and Bryson (1996), we consider the ex-ante expected variance of political attitudes as our measure of polarization. In Appendix 1.B, we derive a micro foundation for why polarization can be detrimental to welfare. For this purpose, we build upon the idea that differences in political attitudes may aggravate social
conflict. In line with that idea our micro foundation is based on a variation of the models established by Esteban and Ray (1999) and Esteban and Ray (2011).

Let $h^{i}\left(\Delta u_{\theta}^{i} \mid \gamma\right)$ denote the density of political attitudes for voters of type $i \in$ $\{N, S\}$ given the realization of $\gamma$. Then we can define the density of political attitude $\Delta u$ in the electorate as $h(\Delta u \mid \gamma)$ by

$$
h(\Delta u \mid \gamma)=\alpha h^{N}(\Delta u \mid \gamma)+(1-\alpha) h^{S}(\Delta u \mid \gamma) .
$$

As we take an ex ante perspective, $\Delta u$ is a random variable whose realizations depend on $q_{j}$ and $\epsilon_{j}$ with $j \in\{A, B\}$. Let $\sigma_{\Delta u}^{2}$ denote the variance of $\Delta u$. Then, we can define our welfare measure as follows:

Definition 1.1. Welfare $\mathscr{W}$ is defined as

$$
\begin{equation*}
\mathscr{W}:=E\left[u_{\theta}\right]-\beta \cdot E\left[\sigma_{\Delta u}^{2}\right], \tag{1.11}
\end{equation*}
$$

where $\beta \geq 0$ determines the importance of political polarization relative to candidate selection. The expectation operator $E[\cdot]$ is taken with respect to $q_{A}, q_{B}$, and the random variables $\epsilon_{A}, \epsilon_{B}$.

In our welfare measure, $E\left[u_{\theta}\right]$ and $\beta E\left[\sigma_{\Delta u}^{2}\right]$ reflect how welfare is affected by candidate selection and political polarization, respectively. The parameter $\beta$ allows for an arbitrary weighting of the two components. It measures how strong societal well-being is impaired by political gridlock, social conflict and missing cooperation in providing public goods. Given our insights from the previous section, we can derive the following characterization of welfare:

Proposition 1.2. In equilibrium, welfare $\mathscr{W}$ amounts to

$$
\begin{equation*}
\mathscr{W}^{*}=\mathscr{E}\left(\tilde{\gamma}^{*}\right)-\beta \cdot \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) \tag{1.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathscr{E}\left(\tilde{\gamma}^{*}\right):=E\left[q_{A} \mid \gamma<\tilde{\gamma}^{*}\right] \cdot G_{\gamma}\left(\tilde{\gamma}^{*}\right)+E\left[q_{B} \mid \gamma \geq \tilde{\gamma}^{*}\right] \cdot\left(1-G_{\gamma}\left(\tilde{\gamma}^{*}\right)\right) \tag{1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right):=\sigma_{\theta}^{2}+\alpha(1-\alpha)\left[\left(m_{A}^{*}-m_{B}^{*}\right)^{2}+(1-\Sigma)^{2} \sigma_{\gamma}^{2}\right] . \tag{1.14}
\end{equation*}
$$

The first part of welfare, $\mathscr{E}\left(\tilde{\gamma}^{*}\right)$, reflects the expected utility that a random voter receives from the elected candidate's administration in equilibrium. Recall that a random voter in our setting is ideologically unbiased. Hence, his expected utility from the administration is identical to the candidate's expected competence conditional on winning the election, which yields expression (1.13). This component of welfare is pinned down by the location of the equilibrium cutoff $\tilde{\gamma}^{*}$.

The second part of welfare, $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)$, is determined by the variance in political attitudes across the population. Whether or not political attitudes will be similar in expectations does not only depend on the distribution of ideologies but also on the distribution of voters' beliefs about the competences of political candidates. A fundamental force that is driving polarization in our model is thus the divergence of political attitudes of naive and sophisticated voters due to the manipulation of information by the candidates during their campaigns. Finally, polarization is also influenced by the group sizes of the two types of voters.

Equation (1.14) implies immediately that the manipulation of information e.g., via fake news - (weakly) increases political polarization. This result is an important complement to earlier arguments. Allcott and Gentzkow (2017) and Lazer et al. (2018) argue that polarization can be the perfect breeding ground for the spreading of fake news because polarized voters are keen on hearing positive news about their favorite candidate and negative news about their favorite's opponent. Therefore, higher polarization leads to more fake news. Our findings support the idea that the direction of causality may also be reversed, i.e., fake news exacerbates political polarization. Jointly, both views imply that fake news and political polarization might aggravate each other leading to a downward spiral with detrimental consequences for social cohesion.

## Benchmark

As a benchmark case for our welfare analysis, we consider a situation in which there is no manipulation of voters' information (NM). In this situation, the cutoff $\tilde{\gamma}^{N M}$ can be derived from (1.7) by acknowledging that $m_{j}=\hat{m}_{j}=0(j=A, B)$. Therefore, it is given by

$$
\begin{equation*}
\frac{1}{2}=\alpha \cdot G_{\theta}\left(\tilde{\gamma}^{N M}\right)+(1-\alpha) \cdot G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}\right) \tag{1.15}
\end{equation*}
$$

If politicians cannot engage in information manipulation, the amount of political polarization can be derived from (1.14) and is given by

$$
\begin{equation*}
\mathscr{P}^{N M}:=\sigma_{\theta}^{2}+\alpha(1-\alpha)(1-\Sigma)^{2} \sigma_{\gamma}^{2} . \tag{1.16}
\end{equation*}
$$

As illustrated by Equation (1.16), political polarization is present even in this benchmark case and emerges from two sources. First, voters differ in their ideology $\theta$. Second, voters also differ in how they form their posterior expectations about candidates' competences. As naive voters take public signals at face value, they will disagree with sophisticates about the quality of the political candidates. Overall, welfare for the case without information manipulation amounts to

$$
\begin{equation*}
\mathscr{W}^{N M}:=\mathscr{E}\left(\tilde{\gamma}^{N M}\right)-\beta \cdot\left(\sigma_{\theta}^{2}+\alpha(1-\alpha)(1-\Sigma)^{2} \sigma_{\gamma}^{2}\right) . \tag{1.17}
\end{equation*}
$$

In the following, we will compare the welfare that arises in equilibrium, $\mathscr{W}^{*}$, with our benchmark welfare, $\mathscr{W}^{N M}$.

### 1.5 Welfare Effects of Information Manipulation

As naive voters take signals at face value, even in the absence of information manipulation they are excessively responsive to newly arriving information compared to sophisticated voters. Such excessive responsiveness favors the candidate that is initially trailing because differences in prior competence beliefs are ignored by the naifs and, hence, become less predictive for the election outcome. If information manipulation is not feasible, the electoral outcome will, therefore, be distorted in favor of candidate $A$, whose prior expected competence is lower ( $\bar{q}_{B 0}>\bar{q}_{A 0}$ ). More formally, the no-manipulation cutoff, $\tilde{\gamma}^{N M}$, will be higher than the cutoff that would arise if all voters were sophisticated. As the average sophisticate is ideologically unbiased, an electorate that only consists of sophisticated voters elects the welfare maximizing candidate. The corresponding sophisticated-voting cutoff, $\tilde{\gamma}^{S V}$, can be derived by setting $\alpha=0$ and $m_{j}=\hat{m}_{j}(j=A, B)$ in (1.7):

$$
\begin{equation*}
\frac{1}{2}=G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{S V}\right) \Leftrightarrow \tilde{\gamma}^{S V}=-\frac{1-\Sigma}{\Sigma} \mu_{\gamma} \tag{1.18}
\end{equation*}
$$

Comparing the no-manipulation cutoff with the sophisticated-voting cutoff leads to the following result:

Lemma 1.1. $\tilde{\gamma}^{N M}>\tilde{\gamma}^{S V}$, implying $\mathscr{E}\left(\tilde{\gamma}^{N M}\right)<\mathscr{E}\left(\tilde{\gamma}^{S V}\right)$ with $\partial \mathscr{E}\left(\tilde{\gamma}^{N M}\right) / \partial \alpha<0$.
Thus, compared to $\tilde{\gamma}^{S V}$, the composed random variable $\gamma$ has to pass a higher cutoff $\tilde{\gamma}^{N M}$ for candidate $B$ to win the election. In other words, according to Lemma 1.1, the election outcome will be distorted in favor of candidate $A$ if a subgroup of voters suffers from naivety and information manipulation is not feasible. This deterioration of candidate selection will be reinforced by a larger fraction of naive voters in the electorate. As naivety also drives apart the political attitudes of naive and sophisticated voters (see (1.16)), polarization increases by the amount $\alpha(1-\alpha)(1-\Sigma)^{2} \sigma_{\gamma}^{2}$ compared to a situation without naivety (i.e., $\alpha=0$ ). This increase in polarization will be larger the more equal the shares of naive and sophisticated voters. Overall, naivety will thus unambiguously reduce welfare in the absence of information manipulation. In the following, we analyze whether the welfare decreasing effect of naivety will be aggravated if the candidates can additionally manipulate the voters' information. We first consider the case of homogeneous costs. Proposition 1.3. If $\kappa_{A}=\kappa_{B}$, then $m_{B}^{*}>m_{A}^{*}$, and $\exists \beta^{*}>0$ such that $\mathscr{W}^{*} \geq \mathscr{W}^{N M}$ if $\beta \leq \beta^{*}$ and $\mathscr{W}^{*}<\mathscr{W}^{N M}$ if $\beta>\beta^{*}$.

If costs are homogeneous across candidates, candidate $B$ will more intensely manipulate information than candidate $A$. This result originates from the diverging strengths of both candidates' legacy motives. Recall that naivety favors the initially trailing candidate $A$. If in this situation candidate $B$ wins the election, it is a particularly strong signal about $B$ 's competence. Consequently candidate $B$ 's legacy motive will be stronger than $A$ 's, which induces candidate $B$ to choose a higher manipulation intensity. Therefore, a part of A's unwarranted advantage due to naivety is eliminated: Information manipulation serves as a debiasing device, and the election outcome improves relative to the situation with no manipulation $\left(\mathscr{E}\left(\tilde{\gamma}^{*}\right)>\mathscr{E}\left(\tilde{\gamma}^{N M}\right)\right.$ ).

However, this debiasing effect of information manipulation comes at a price. As the candidates choose different manipulation intensities in equilibrium, the degree of polarization increases by $\alpha(1-\alpha)\left(m_{A}^{*}-m_{B}^{*}\right)^{2}$ compared to the situation
without manipulation (cp. equation (1.14)). In particular, the asymmetric choice of manipulation intensities additionally disperses political attitudes and, hence, aggravates polarization, which reduces welfare. All in all, information manipulation triggers a trade-off between aggravating polarization and improving election outcomes. Whether the net welfare effect of information manipulation is positive or not is thus determined by the magnitude of $\beta$ in (1.12).

At first glance, it is surprising that the welfare effect of information manipulation depends on the value of $\beta$. In particular, the debiasing effect of information manipulation seemingly aligns the beliefs of naive and sophisticated voters. Consequently, one would expect a decrease in polarization whenever candidate selection improves. Crucially, however, information manipulation is only pivotal for the electoral outcome if the realization of $\gamma$ implies that candidate $A$ would win the election by a small margin if there were no manipulation of information. In these situations, information manipulation counteracts the mistakes of naive voters. In contrast, for other realizations of $\gamma$ information manipulation is not pivotal for the electoral outcome but drives apart political attitudes of sophisticated and naive voters. In expectation, it is, therefore, detrimental to welfare via increasing polarization in the electorate even if it improves candidate selection.

While the trade-off between an increase in polarization and a better candidate selection is particularly apparent in the case of homogeneous costs, it is not specific to this case. The manipulation of information may improve welfare even under heterogeneous costs. Let $\Delta \kappa:=\left(\left|\kappa_{A}-\kappa_{B}\right|\right) /\left(\kappa_{A}+\kappa_{B}\right)$. Then the following proposition shows a sufficient condition for the trade-off to arise if costs are heterogeneous.

Proposition 1.4. Suppose that $\kappa_{B}<\kappa_{A}$. If $\alpha \geq \frac{1}{2}$ and

$$
\begin{equation*}
\bar{q}_{B 0}\left(\frac{1-\Sigma}{1+\Sigma}-\Delta \kappa\right)-\bar{q}_{A 0}\left(\frac{1-\Sigma}{1+\Sigma}+\Delta \kappa\right) \geq 2 b \cdot \Delta \kappa \tag{1.19}
\end{equation*}
$$

then $\exists \beta^{* *}>0$ such that $\mathscr{W}^{*} \geq \mathscr{W}^{N M}$ if $\beta \leq \beta^{* *}$ and $\mathscr{W}^{*}<\mathscr{W}^{N M}$ if $\beta>\beta^{* *}$.
Proposition 1.4 shows that, in general, two conditions have to be met for information manipulation to improve candidate selection. First, it is crucial that candidate $B$ has a cost advantage so that he manipulates more than $A$. This condition
ensures that information manipulation counteracts the advantage that candidate $A$ enjoys due to naivety. Second, the distortions induced by the naive voters' neglect of their prior information about the candidates' competences need to be large relative to those that are induced by information manipulation. Otherwise, information manipulation may eliminate the naifs' initial distortions but at the same time creates distortions that outweigh the eliminated ones. This presumption is jointly ensured by inequality (1.19) and $\alpha \geq \frac{1}{2}$ : The distortions stemming from naivety will be large if the share of naive voters, $\alpha$, is large, if the initial lead of candidate $B, \bar{q}_{B 0}-\bar{q}_{A 0}$, which is ignored by the naifs, is large, and if prior information is sufficiently important relative to new information (i.e., $\Sigma$ is small). At the same time, the distortions generated by a higher manipulation intensity of candidate $B$ are moderate if office motivation $b$ and $B$ 's cost advantage, $\kappa_{A}-\kappa_{B}$, are small. If the two presumptions are met, the existence of information manipulation induces the same trade-off between an aggravation of polarization and an improvement of candidate selection as in the case of homogeneous costs.

While the manipulation of information may function as a debiasing device under the parameter constellations discussed above, it can clearly also be the case that such manipulation is detrimental to the quality of candidate selection. The following Proposition derives parameter constellations under which this holds.

Proposition 1.5. Suppose that $\kappa_{B}>\kappa_{A}$. If

$$
\begin{equation*}
\bar{q}_{B 0}(1-\Sigma-\Delta \kappa)-\bar{q}_{A 0}(1-\Sigma+\Delta \kappa)<2 b \cdot \Delta \kappa, \tag{1.20}
\end{equation*}
$$

then $\mathscr{W}^{*}<\mathscr{W}^{N M}$ for all $\beta$.

Proposition 1.5 shows that there exist constellations in which the manipulation of information is unambiguously detrimental for welfare. Now, candidate $A$ has a cost advantage over candidate $B$ so that distortions caused by information manipulation and naivety may aggravate each other. This will be the case if candidate $A$ invests more in information manipulation than candidate $B$, which holds true if the cost advantage of $A$ is sufficiently strong so that candidate $B$ 's high incentive to manipulate information due to his higher legacy motive is overruled. Condition (1.20)
shows, which parameter constellations satisfy this requirement: The condition will be satisfied if $\kappa_{B}-\kappa_{A}$ as well as office motivation $b$ are sufficiently large, candidate $B$ 's initial lead is small ( $\bar{q}_{A 0} \approx \bar{q}_{B 0}$ ), and prior information is rather unimportant relative to new information (i.e., $\Sigma$ is large). In particular, condition (1.20) holds whenever $\Delta \kappa>1-\Sigma$. As information manipulation always increases polarization, it then has a detrimental impact on welfare for all $\beta$.

Our results suggest that information manipulation during political campaigns is particularly detrimental for voters' welfare if the candidates' costs to spread misinformation differ substantially. Then, information manipulation not only increases political polarization but also impedes candidate selection. If costs are similar across candidates, however, information manipulation improves candidate selection while aggravating polarization of political attitudes. In the next section, we build upon this idea and analyze to what extent institutions that equalize candidates' media access can help to overcome adverse effects of information manipulation in elections.

### 1.6 Equalizing Candidates' Media Access

In our setup, the marginal costs of candidates reflect their capacity to manipulate information and to avoid future prosecution. In particular, candidates that can directly influence media coverage because they own media stations might have a high capacity to manipulate voters' information. To address how policies that equalize candidates' media access affect welfare, we will next provide comparative statics results on candidates' marginal costs. The implicit function theorem ensures that the manipulation intensities of both candidates are locally continuously differentiable in every equilibrium. Therefore, the comparative statics are well defined for all equilibria. Moreover, our results show that even if there exist multiple equilibria, the comparative statics have the same sign for every equilibrium. ${ }^{20}$ The following
20. Proposition 1.7 in the appendix additionally provides sufficient conditions on the candidates' cost function under which the equilibrium is unique.
proposition shows under which conditions it is welfare improving to equalize candidates' access to the media. ${ }^{21}$

Proposition 1.6. For every $\kappa_{i}$ with $i \in\{A, B\}$, there exist unique $\kappa_{j}\left(\kappa_{i}\right)$ and $\bar{\kappa}_{j}\left(\kappa_{i}\right)$ with $j \in\{A, B\}, j \neq i$ and $\underline{\kappa}_{j}\left(\kappa_{i}\right)<\kappa_{i}<\bar{\kappa}_{j}\left(\kappa_{i}\right)$, such that the following statements hold:
(i) If $\kappa_{j} \notin\left[\underline{\kappa}_{j}\left(\kappa_{i}\right), \bar{\kappa}_{j}\left(\kappa_{i}\right)\right]$, then $\mathscr{W}^{*}$ will increase for all $\beta$ if $\kappa_{j}$ moves towards $\kappa_{i}$.
(ii) If $\kappa_{j} \in\left(\underline{\kappa}_{j}\left(\kappa_{i}\right), \bar{\kappa}_{j}\left(\kappa_{i}\right)\right)$, then $\partial \mathscr{W}^{*} / \partial \kappa_{j}>0$ if $j=A$ and $\beta$ is sufficiently small, or if $j=B$ and $\beta$ is sufficiently large.

Case (i) of Proposition 1.6 deals with parameter constellations where cost heterogeneity is large. In such situations, a decrease in heterogeneity will reduce polarization and increase the quality of candidate selection so that welfare clearly increases. Intuitively, a large cost heterogeneity implies that the candidate with lower costs will invest substantially more in information manipulation than his counterpart with higher costs. Consequently, he will increase his chances to win the election compared to a situation in which all voters are sophisticated. A reduction in cost heterogeneity will diminish the difference in manipulation intensities and, thereby, the unwarranted advantage that the low-cost candidate receives. Therefore, candidate selection improves. At the same time, the reduced difference in manipulation intensities also decreases polarization. Overall, political institutions should, therefore, ensure that candidates access to the media and, thus, their capacity to directly influence media coverage is either generally limited ${ }^{22}$ or not too unequal.

Case (ii) of Proposition 1.6 shows that both welfare components $-\mathscr{E}\left(\tilde{\gamma}^{*}\right)$ as well as $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)$ - will be differently affected if cost heterogeneity is small. If costs are similar, candidate $B$ will manipulate more than candidate $A$ due to his

[^6]higher expected legacy. An increase in candidate $B$ 's or a decrease in candidate $A$ 's cost parameter then reduces the difference in manipulation intensities and, therefore, decreases polarization. Concerning the quality of candidate selection, the effect is reversed though. As discussed at the beginning of this section, naivety yields an advantage for the initially trailing candidate $A$, because naive voters excessively respond to newly arriving information. If costs are similar across candidates, $A$ will, therefore, benefit from a higher likelihood to win the election compared to a situation in which all voters are sophisticated $\left(\tilde{\gamma}^{*}>\tilde{\gamma}^{S V}\right)$. An increase in candidate $B$ 's cost parameter or a decrease in candidate $A$ 's cost parameter will reinforce $A$ 's advantage and impair candidate selection. Consequently changes in cost heterogeneity induce a trade-off between the quality of candidate selection and polarization.

Policy implications concerning the media access of candidates thus crucially depend on candidates' heterogeneity in costs. If candidates' costs to manipulate information differ substantially, institutions granting that no candidate has excessive power to influence or control media stations when campaigning are unambiguously welfare improving. If candidates resemble each other, however, the overall effect of a reduction in cost heterogeneity on welfare depends on the relative importance of preventing polarization and improving candidate selection for societal well-being.

### 1.7 Conclusions

In this paper, we have studied the welfare effects of information manipulation during democratic elections. We derive three main results. First, information manipulation will aggravate the polarization of political attitudes in a society. Second, information manipulation can improve candidate selection if the candidates' heterogeneity in terms of their costs to manipulate information is small. In this case, the welfare consequences depend on the relative importance of candidate selection and political polarization. If, however, candidates substantially differ in their costs, information manipulation will harm welfare in two ways - by impeding candidate selection and by aggravating political polarization. Third, we characterize conditions under which it is welfare improving to ensure an equal access to the media for both candidates.

A crucial assumption in our model is that some voters are naive when incorporating new information into their priors - they take public information at face value. While this assumption simplifies the analysis, it is also restrictive. However, our results do not rely on the exact specification of the bias, but rather on the idea that two phenomena are prevalent in an electorate. First, some voters trust information even if it is seemingly obvious that it is manipulated. Second, some voters overreact to new information compared to their prior. These characteristics are shared by several biases that have been discussed in the literature in various contexts. For example, individuals that receive new information from third parties are often described to be credulous (as for example in Baron, 1994; Grossman and Helpman, 1996; Ottaviani and Squintani, 2006; Kartik, Ottaviani, and Squintani, 2007; Inderst and Ottaviani, 2013; Little, 2017), overconfident (as in Ortoleva and Snowberg, 2015; Ogden, 2019), or to suffer from correlation or base-rate neglect (Enke and Zimmermann, 2017; Benjamin, Bodoh-Creed, and Rabin, 2019). Qualitatively our results should therefore transfer to settings in which a fraction of the electorate behaves in line with biases of these kinds.

Our results add to a lively debate about the impact of information manipulation in recent elections. In particular, they suggest that two recent phenomena - the increase of false information in political campaigns via social media and the polarization of political attitudes - are not independent. Instead, the polarization of political attitudes may have come about precisely because it became much less troublesome to spread incorrect information to large groups of individuals in an unfiltered way. For a better understanding of the reasons for political polarization, it should be of direct interest to test this assertion. Importantly, as argued by Allcott and Gentzkow (2017) and Lazer et al. (2018) there may also be a causal relation in the reversed direction - political polarization may be a perfect breeding ground for information manipulation. If both views are correct, information manipulation and political polarization might aggravate each other with detrimental consequences for social cohesion.

The interrelationship between polarization and the spreading of false information may also be influenced by further players in the political process. While
our model embraces the notion that political candidates at least indirectly spread false information, it may also originate from lobbies (Grossman and Helpman, 1996, 2001; Medina, 2019) or media stations (Gentzkow, Shapiro, and Stone, 2015). To what extent the information distortions caused by these different originators of biased information aggravate or attenuate each other is, however, hardly understood at all. Our signal-jamming approach with normally distributed beliefs to model information manipulation is tractable and, therefore, lends itself to add additional (strategic) players. This simplicity of the model could also be leveraged to study how various kinds of failures to account for the information structure affect voter behavior and polarization. For example, the model provides a natural framework to capture the idea that voters update selectively, i.e., they only update their beliefs about politicians if they receive news that confirms their political views.

## Appendix 1.A Proofs

Proof of Proposition 1.1. The proof will proceed as follows: First, we derive the candidates' optimal manipulation intensities given that an interior equilibrium exists. Second, we show that there will exist an interior equilibrium in pure strategies if $\underline{c}$ and $\bar{m}$ are sufficiently large.

Suppose there exists an interior equilibrium. Then candidate $B$ maximizes

$$
\begin{equation*}
\left(1-G_{\gamma}(\tilde{\gamma})\right) \cdot E\left[b+(1-\Sigma) \bar{q}_{B 0}+\Sigma \cdot\left(q_{B}+\epsilon_{B}\right) \mid \gamma>\tilde{\gamma}\right]-c_{B}\left(m_{B}\right) \tag{1.A.1}
\end{equation*}
$$

Define $X:=q_{B}+\epsilon_{B} \sim N\left(\mu_{X}, \sigma^{2}\right)$ with $\mu_{X}:=\bar{q}_{B 0}$ and $\sigma^{2}:=\sigma_{0}^{2}+1$. Moreover, define $Y:=q_{A}+\epsilon_{A} \sim N\left(\mu_{Y}, \sigma^{2}\right)$ with $\mu_{Y}:=\bar{q}_{A 0}$ and $\sigma^{2}:=\sigma_{0}^{2}+1$. Thus,

$$
\begin{equation*}
\gamma=X-Y \sim N\left(\mu_{\gamma}, \sigma_{\gamma}^{2}\right)=N\left(\mu_{X}-\mu_{Y}, 2 \sigma^{2}\right) \tag{1.A.2}
\end{equation*}
$$

Let $f_{i}$ denote the density and $F_{i}$ the cdf of $i \in\{X, Y\}$. Then, we can compute the following conditional cdf:

$$
\begin{aligned}
F_{X \mid X-Y>\tilde{\gamma}}(x): & =\frac{P(X<x \cap X-Y>\tilde{\gamma})}{P(X-Y>\tilde{\gamma})} \\
& =\frac{1}{P(X-Y>\tilde{\gamma})} \int_{-\infty}^{x} f_{X}(u) \cdot F_{Y}(u-\tilde{\gamma}) d u \\
& =\frac{1}{1-G_{\gamma}(\tilde{\gamma})} \int_{-\infty}^{x} f_{X}(u) \cdot F_{Y}(u-\tilde{\gamma}) d u
\end{aligned}
$$

The corresponding density is given by

$$
f_{X \mid X-Y>\tilde{\gamma}}(x)=\frac{1}{1-G_{\gamma}(\tilde{\gamma})} \cdot f_{X}(x) \cdot F_{Y}(x-\tilde{\gamma})
$$

so that

$$
\begin{aligned}
E\left[\Sigma\left(q_{B}+\epsilon_{B}\right) \mid \gamma>\tilde{\gamma}\right] & =\Sigma E[X \mid X-Y>\tilde{\gamma}] \\
& =\frac{\Sigma}{1-G_{\gamma}(\tilde{\gamma})} \int_{-\infty}^{\infty} x \cdot f_{X}(x) \cdot F_{Y}(x-\tilde{\gamma}) d x
\end{aligned}
$$

Therefore, candidate $B$ 's objective function (1.A.1) can be rewritten as

$$
\left(1-G_{\gamma}(\tilde{\gamma})\right)\left[b+(1-\Sigma) \bar{q}_{B 0}\right]+\Sigma \int_{-\infty}^{\infty} x \cdot f_{X}(x) \cdot F_{Y}(x-\tilde{\gamma}) d x-c_{B}\left(m_{B}\right)
$$

The first-order condition for $m_{B}$ yields

$$
\begin{equation*}
-g_{\gamma}(\tilde{\gamma}) \frac{\partial \tilde{\gamma}}{\partial m_{B}}\left[b+(1-\Sigma) \bar{q}_{B 0}\right]-\frac{\partial \tilde{\gamma}}{\partial m_{B}} \Sigma \int_{-\infty}^{\infty} x \cdot f_{X}(x) \cdot f_{Y}(x-\tilde{\gamma}) d x=c_{B}^{\prime}\left(m_{B}\right) \tag{1.A.3}
\end{equation*}
$$

The integral can be computed as follows:

$$
\begin{align*}
& \int_{-\infty}^{\infty} x \cdot f_{X}(x) \cdot f_{Y}(x-\tilde{\gamma}) d x  \tag{1.A.4}\\
= & \int_{-\infty}^{\infty} \frac{x}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{\left(x-\mu_{X}\right)^{2}}{2 \sigma^{2}}\right\} \frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{\left(x-\left(\tilde{\gamma}+\mu_{Y}\right)\right)^{2}}{2 \sigma^{2}}\right\} d x \\
= & \int_{-\infty}^{\infty} \frac{x}{\sqrt{\pi \sigma^{2}}} \cdot g_{\gamma}(\tilde{\gamma}) \cdot \exp \left\{-\frac{\left(2 x-\tilde{\gamma}-\mu_{X}-\mu_{Y}\right)^{2}}{4 \sigma^{2}}\right\} d x \\
= & g_{\gamma}(\tilde{\gamma}) \cdot \int_{-\infty}^{\infty} x \cdot \frac{1}{\sqrt{\pi \sigma^{2}}} \exp \left\{-\frac{\left(x-\frac{\tilde{\gamma}+\mu_{X}+\mu_{Y}}{2}\right)^{2}}{\sigma^{2}}\right\} d x \\
= & g_{\gamma}(\tilde{\gamma}) \cdot \frac{\tilde{\gamma}+\mu_{X}+\mu_{Y}}{2} .
\end{align*}
$$

Therefore, the first-order condition (1.A.3) can be rewritten as

$$
\begin{aligned}
&-g_{\gamma}(\tilde{\gamma}) \frac{\partial \tilde{\gamma}}{\partial m_{B}}\left(b+(1-\Sigma) \bar{q}_{B 0}+\Sigma \frac{\mu_{X}+\left(\tilde{\gamma}+\mu_{Y}\right)}{2}\right) \\
& \Leftrightarrow \quad-g_{\gamma}(\tilde{\gamma}) \frac{\partial \tilde{\gamma}}{\partial m_{B}}\left(b+\bar{q}_{B 0}+\frac{\tilde{\gamma} \Sigma}{2}+\frac{\Sigma\left(m_{B}\right)}{2}-\bar{q}_{B 0}\right) \\
& \Leftrightarrow \quad=c_{B}^{\prime}\left(m_{B}\right),
\end{aligned}
$$

which is identical to (1.9) as $\partial \tilde{\gamma} / \partial m_{B}=-1$ and $\mu_{\gamma}=\bar{q}_{B 0}-\bar{q}_{A O}$.
Candidate $A$ maximizes

$$
\begin{equation*}
G_{\gamma}(\tilde{\gamma}) \cdot E\left[b+(1-\Sigma) \bar{q}_{A 0}+\Sigma \cdot\left(q_{A}+\epsilon_{A}\right) \mid \gamma<\tilde{\gamma}\right]-c_{A}\left(m_{A}\right) \tag{1.A.5}
\end{equation*}
$$

We can construct the following conditional cdf:

$$
\begin{aligned}
F_{Y \mid X-Y<\tilde{\gamma}}(y): & =\frac{P(Y<y \cap X-Y<\tilde{\gamma})}{P(X-Y<\tilde{\gamma})} \\
& =\frac{1}{P(X-Y<\tilde{\gamma})} \int_{-\infty}^{y} f_{Y}(v) \cdot F_{X}(v+\tilde{\gamma}) d v
\end{aligned}
$$
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$$
=\frac{1}{G_{\gamma}(\tilde{\gamma})} \int_{-\infty}^{y} f_{Y}(v) \cdot F_{X}(v+\tilde{\gamma}) d v
$$

which has the density

$$
f_{Y \mid X-Y<\tilde{\gamma}}(y)=\frac{1}{G_{\gamma}(\tilde{\gamma})} f_{Y}(y) \cdot F_{X}(y+\tilde{\gamma})
$$

Hence,

$$
E[Y \mid X-Y<\tilde{\gamma}]=\frac{1}{G_{\gamma}(\tilde{\gamma})} \int_{-\infty}^{\infty} y \cdot f_{Y}(y) \cdot F_{X}(y+\tilde{\gamma}) d y
$$

so that candidate $A$ 's objective function (1.A.5) can be rewritten as

$$
G_{\gamma}(\tilde{\gamma}) \cdot\left[b+(1-\Sigma) \bar{q}_{A 0}\right]+\Sigma \cdot \int_{-\infty}^{\infty} y \cdot f_{Y}(y) \cdot F_{X}(y+\tilde{\gamma}) d y-c_{A}\left(m_{A}\right)
$$

As first-order condition for $m_{A}$, we obtain

$$
\begin{equation*}
g_{\gamma}(\tilde{\gamma}) \frac{\partial \tilde{\gamma}}{\partial m_{A}} \cdot\left[b+(1-\Sigma) \bar{q}_{A 0}\right]+\Sigma \frac{\partial \tilde{\gamma}}{\partial m_{A}} \cdot \int_{-\infty}^{\infty} y \cdot f_{Y}(y) \cdot f_{X}(y+\tilde{\gamma}) d y=c_{A}^{\prime}\left(m_{A}\right) \tag{1.A.6}
\end{equation*}
$$

In analogy to (1.A.4), the integral can be computed as

$$
\int_{-\infty}^{\infty} y \cdot f_{Y}(y) \cdot f_{X}(y+\tilde{\gamma}) d y=g_{\gamma}(\tilde{\gamma}) \cdot \frac{-\tilde{\gamma}+\mu_{X}+\mu_{Y}}{2}
$$

so that the first-order condition (1.A.6) can be rewritten as

$$
\begin{aligned}
g_{\gamma}(\tilde{\gamma}) \frac{\partial \tilde{\gamma}}{\partial m_{A}}\left(b+(1-\Sigma) \bar{q}_{A 0}+\Sigma \frac{-\tilde{\gamma}+\mu_{X}+\mu_{Y}}{2}\right) & =c_{A}^{\prime}\left(m_{A}\right) \\
\Leftrightarrow \quad g_{\gamma}(\tilde{\gamma}) \frac{\partial \tilde{\gamma}}{\partial m_{A}}\left(b+\mu_{Y}-\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right) & =c_{A}^{\prime}\left(m_{A}\right)
\end{aligned}
$$

which is identical to (1.8) as $\partial \tilde{\gamma} / \partial m_{A}=1$. The equilibrium cutoff (1.10) is obtained from equation (1.7) together with the fact that sophisticated voters correctly form beliefs about the two candidates' equilibrium manipulation intensities, i.e., $\hat{m}_{j}=m_{j}^{*}$ $(j=A, B)$.

To prove existence of an interior equilibrium in pure strategies, we proceed in two steps. In step 1, we prove that there exists a pure-strategy equilibrium if $\underline{c}$ is
sufficiently large. In step 2 , we show that this equilibrium will be interior if $\bar{m}$ is sufficiently large.

Step 1: To prove existence, we consider a two-stage auxiliary game. At the second stage, nature determines the realization of the random variable $\gamma$. At the first stage, three players, $\hat{A}, \hat{B}$ and $\hat{S}$, simultaneously choose their actions. The objective functions of players $\hat{A}$ and $\hat{B}$ are given by (1.A.1) and (1.A.5), and their action spaces by $[0, \bar{m}]$. Hence, they have the same objective functions and the same action spaces as the respective candidates in the original game. Player $\hat{S}$ chooses $\hat{m}_{A}, \hat{m}_{B} \in[0, \bar{m}]$ and has the objective function ${ }^{23}$

$$
\begin{equation*}
\max _{\hat{m}_{A}, \hat{m}_{B}}-\left(m_{A}-\hat{m}_{A}\right)^{2}-\left(m_{B}-\hat{m}_{B}\right)^{2} . \tag{1.A.7}
\end{equation*}
$$

We first argue that any strategy profile $\left(m_{A}, m_{B}\right)$ that is part of a Nash equilibrium in the auxiliary game also constitutes an equilibrium in the original game. By the definition of the equilibrium, the following conditions have to hold:
(1) Both candidates play mutually best responses given that voters vote sincerely.
(2) Naive voters believe that candidates do not invest in manipulation of beliefs whereas sophisticated voters correctly anticipate manipulation intensities along the equilibrium path.

Equation (1.A.7) implies that the best response of $\hat{S}$ is given by $\left(m_{A}, m_{B}\right)$ such that $\hat{m}_{j}^{*}=m_{j}^{*}$ holds for $j \in\{A, B\}$ in any Nash equilibrium of the auxiliary game. Moreover, the payoffs in the auxiliary game are identical to the ones that arise in the original game if voters vote sincerely, sophisticated voters hold correct beliefs about manipulation intensities, and naive voters believe manipulation intensities to be zero. Consequently any strategy profile $\left(m_{A}, m_{B}\right)$ that is part of a Nash equilibrium in the auxiliary game constitutes an equilibrium in the original game.

We now provide sufficient conditions for the existence of a pure-strategy Nash equilibrium in the auxiliary game. The objective function of player $\hat{S}$ is concave in his

[^7]own actions and continuous in his own and the other players' actions. Furthermore, his strategy space is a compact and convex subset of an Euclidean space. Additionally, consider the second derivative of the candidates' objective functions in the original game:
$$
-g_{\gamma}^{\prime}(\tilde{\gamma})\left(b+\bar{q}_{B O}+\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)-\frac{\Sigma}{2} g_{\gamma}(\tilde{\gamma})-\kappa_{B} c^{\prime \prime}\left(m_{B}\right)
$$
and
$$
g_{\gamma}^{\prime}(\tilde{\gamma})\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)-\frac{\Sigma}{2} g_{\gamma}(\tilde{\gamma})-\kappa_{A} c^{\prime \prime}\left(m_{A}\right)
$$

Thus, $\mathrm{if}^{24}$

$$
\begin{equation*}
\sup _{x}\left\{\left|g_{\gamma}^{\prime}(x)\right|\left(b+\bar{q}_{j 0}+\frac{\Sigma}{2}\left|x-\mu_{\gamma}\right|\right)-\frac{\Sigma}{2} g_{\gamma}(x)\right\}<\kappa_{j} \cdot \underline{c} \tag{1.A.8}
\end{equation*}
$$

for $j=A, B$, then the candidates' objective function is concave such that we can apply the Debreu-Glicksberg-Fan Existence Theorem (Debreu, 1952; Fan, 1952; Glicksberg, 1952) for infinite games to obtain the existence of a pure-strategy Nash equilibrium in the auxiliary game. The subsequent results are based on condition (1.A.8) being satisfied, implying concave objective functions of both candidates.

Step 2: We show that the equilibrium is interior if $\bar{m}$ is sufficiently large. According to (1.8) and (1.9), the first derivatives of the candidates' objective functions in equilibrium are

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left[b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right]-\kappa_{A} c^{\prime}\left(m_{A}^{*}\right)
$$

and

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left[b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right]-\kappa_{B} c^{\prime}\left(m_{B}^{*}\right)
$$

Consider $m_{A}^{*}=m_{B}^{*}=0$, first. In this case, it has to hold that

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)-c_{A}^{\prime}(0) \leq 0
$$

[^8]and
$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left(b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)-c_{B}^{\prime}(0) \leq 0 .
$$

As, by assumption, $c_{A}^{\prime}(0)=c_{B}^{\prime}(0)=0$, this yields

$$
b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right) \leq 0
$$

and

$$
b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right) \leq 0 .
$$

Adding up both sides of the inequalities yields

$$
2 b+\bar{q}_{A 0}+\bar{q}_{B 0} \leq 0,
$$

which is never fulfilled.
For the other cases, it will be helpful to rewrite the first derivatives of the objective functions in equilibrium to

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}+\frac{1-\Sigma}{\Sigma} \mu_{\gamma}\right)\right]-\kappa_{A} c^{\prime}\left(m_{A}^{*}\right)
$$

and

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}+\frac{1-\Sigma}{\Sigma} \mu_{\gamma}\right)\right]-\kappa_{B} c^{\prime}\left(m_{B}^{*}\right) .
$$

Consider $m_{A}^{*}>0$ and $m_{B}^{*}=0$, now. Then it has to hold that

$$
\begin{aligned}
& g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}+\frac{1-\Sigma}{\Sigma} \mu_{\gamma}\right)\right]-\kappa_{B} c^{\prime}(0) \leq 0 \\
\Rightarrow & \frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}+\frac{1-\Sigma}{\Sigma} \mu_{\gamma}\right) \leq 0 \\
\Leftrightarrow & \tilde{\gamma}^{*}+\frac{1-\Sigma}{\Sigma} \mu_{\gamma} \leq-\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{\Sigma},
\end{aligned}
$$

because otherwise there exists a profitable deviation for candidate $B$. Because $-\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{\Sigma}<0$ we obtain

$$
\tilde{\gamma}^{*}<-\frac{1-\Sigma}{\Sigma} \mu_{\gamma}<0,
$$

which implies

$$
(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}<0
$$

Since $G_{\theta}(\cdot)$ is a strictly increasing function we can deduce that

$$
G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right)<G_{\theta}(0)=\frac{1}{2},
$$

where the last equality stems from the assumption, that $g_{\theta}$ is symmetric with a unique mode at zero. As (1.7) holds in any equilibrium, this implies that

$$
G_{\theta}\left(\tilde{\gamma}^{*}-m_{A}^{*}\right)>\frac{1}{2} \Leftrightarrow \tilde{\gamma}^{*}-m_{A}^{*}>0 \Rightarrow \tilde{\gamma}^{*}>0
$$

because $m_{A}^{*}>0$, which yields a contradiction.
Consider the case $m_{B}^{*}>0$ and $m_{A}^{*}=0$, now. In this case, it has to hold that

$$
\begin{aligned}
& g_{\gamma}\left(\tilde{r}^{*}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}+\frac{1-\Sigma}{\Sigma} \mu_{\gamma}\right)\right]-\kappa_{A} c^{\prime}(0) \leq 0 \\
\Leftrightarrow & b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2} \leq \frac{\Sigma}{2}\left(\tilde{\gamma}^{*}+\frac{1-\Sigma}{\Sigma} \mu_{\gamma}\right) \\
\Leftrightarrow & b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}-\frac{(1-\Sigma) \mu_{\gamma}}{2} \leq \frac{\Sigma}{2} \tilde{\gamma}^{*}
\end{aligned}
$$

because otherwise candidate $A$ has a profitable deviation. As $\bar{q}_{A 0}+\bar{q}_{B 0}>(1-\Sigma) \mu_{\gamma}$, we can conclude that $\tilde{\gamma}^{*} \geq 0$.

This implies

$$
\begin{aligned}
& (1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}>0 \\
\Leftrightarrow & G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right)>\frac{1}{2}=G_{\theta}(0),
\end{aligned}
$$

where the last equality stems from the assumption, that $g_{\theta}$ is symmetric with a unique mode at zero. As (1.7) holds in every equilibrium, this implies that

$$
G_{\theta}\left(\tilde{\gamma}^{*}+m_{B}^{*}\right)<\frac{1}{2} \Leftrightarrow \tilde{\gamma}^{*}+m_{B}^{*}<0 \Leftrightarrow \tilde{\gamma}^{*}<-m_{B}^{*}<0
$$

a contradiction.
Note that we have shown that either manipulation intensities are interior or at their upper bound. Consequently, we can conclude that

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left[b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right] \geq \kappa_{A} c^{\prime}\left(m_{A}^{*}\right)
$$

and

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left[b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right] \geq \kappa_{B} c^{\prime}\left(m_{B}^{*}\right) .
$$

Summing up the two sides of the inequalities yields

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left(2 b+\bar{q}_{A 0}+\bar{q}_{B 0}\right) \geq \kappa_{A} c^{\prime}\left(m_{A}^{*}\right)+\kappa_{B} c^{\prime}\left(m_{B}^{*}\right) .
$$

Since $g_{\gamma}$ is the density of a normally distributed random variable with mean $\mu_{\gamma}$, it attains its maximum at $\mu_{\gamma}$. Consequently,

$$
g_{\gamma}\left(\mu_{\gamma}\right)\left(2 b+\bar{q}_{A 0}+\bar{q}_{B 0}\right) \geq \kappa_{A} c^{\prime}\left(m_{A}^{*}\right)+\kappa_{B} c^{\prime}\left(m_{B}^{*}\right)
$$

because

$$
g_{\gamma}\left(\mu_{\gamma}\right)\left(2 b+\bar{q}_{A 0}+\bar{q}_{B 0}\right) \geq g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left(2 b+\bar{q}_{A 0}+\bar{q}_{B 0}\right)
$$

As $\lim _{m \rightarrow \infty} c^{\prime}(m)=\infty(j=A, B)$ and $g_{\gamma}\left(\mu_{\gamma}\right)\left(2 b+\bar{q}_{A 0}+\bar{q}_{B 0}\right)$ is finite, we can always find a sufficiently large but finite $\bar{m}$ such that

$$
g_{\gamma}\left(\mu_{\gamma}\right)\left(2 b+\bar{q}_{A 0}+\bar{q}_{B 0}\right)<\kappa_{A} c^{\prime}(\bar{m})
$$

and

$$
g_{\gamma}\left(\mu_{\gamma}\right)\left(2 b+\bar{q}_{A 0}+\bar{q}_{B 0}\right)<\kappa_{B} c^{\prime}(\bar{m}),
$$

which implies that the equilibrium will be interior if $\bar{m}$ is sufficiently large.
Proof of Proposition 1.2. It remains to derive the equilibrium expression for political polarization, $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)$. The mean of $\Delta u$ is given by

$$
\begin{aligned}
\mu_{\Delta u} & =\int_{-\infty}^{\infty} x h(x \mid \gamma) d x=\int_{-\infty}^{\infty} x\left(\alpha h^{N}(x \mid \gamma)+(1-\alpha) h^{S}(x \mid \gamma)\right) d x \\
& =\alpha\left(\bar{q}_{A 1}^{N}-\bar{q}_{B 1}^{N}\right)+(1-\alpha)\left(\bar{q}_{A 1}^{S}-\bar{q}_{B 1}^{S}\right),
\end{aligned}
$$

where the last equality follows from the fact that the density $h^{i}(\cdot \mid \gamma)$ has mean $\bar{q}_{A 1}^{i}-$ $\bar{q}_{B 1}^{i}$. The variance of $\Delta u$ can be computed as follows:

$$
\begin{aligned}
\sigma_{\Delta u}^{2} & =\int_{-\infty}^{\infty} x^{2} h(x \mid \gamma) d x-\mu_{\Delta u}^{2} \\
& =\alpha \int_{-\infty}^{\infty} x^{2} h^{N}(x \mid \gamma) d x+(1-\alpha) \int_{-\infty}^{\infty} x^{2} h^{S}(x \mid \gamma) d x-\mu_{\Delta u}^{2} \\
& =\alpha\left[\left(\bar{q}_{A 1}^{N}-\bar{q}_{B 1}^{N}\right)^{2}+\sigma_{\theta}^{2}\right]+(1-\alpha)\left[\left(\bar{q}_{A 1}^{S}-\bar{q}_{B 1}^{S}\right)^{2}+\sigma_{\theta}^{2}\right]-\mu_{\Delta u}^{2}
\end{aligned}
$$
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$$
=\sigma_{\theta}^{2}+\alpha(1-\alpha)\left[\left(\bar{q}_{A 1}^{N}-\bar{q}_{B 1}^{N}\right)-\left(\bar{q}_{A 1}^{S}-\bar{q}_{B 1}^{S}\right)\right]^{2}
$$

As $\bar{q}_{A 1}^{N}-\bar{q}_{B 1}^{N}=m_{A}^{*}-m_{B}^{*}-\gamma$ and $\bar{q}_{A 1}^{S}-\bar{q}_{B 1}^{S}=-(1-\Sigma) \mu_{\gamma}-\Sigma \gamma$, we obtain

$$
\begin{equation*}
\sigma_{\Delta u}^{2}=\sigma_{\theta}^{2}+\alpha(1-\alpha)\left(m_{A}^{*}-m_{B}^{*}+(1-\Sigma)\left(\mu_{\gamma}-\gamma\right)\right)^{2} \tag{1.A.9}
\end{equation*}
$$

Taking the expectation with respect to $\gamma$ yields

$$
\begin{aligned}
\mathbb{E}_{\gamma}\left[\sigma_{\Delta u}^{2}\right] & =\mathbb{E}_{\gamma}\left[\sigma_{\theta}^{2}+\alpha(1-\alpha)\left(m_{A}^{*}-m_{B}^{*}+(1-\Sigma)\left(\mu_{\gamma}-\gamma\right)\right)^{2}\right] \\
& =\mathbb{E}_{\gamma}\left[\sigma_{\theta}^{2}+\alpha(1-\alpha)\left[\left(m_{A}^{*}-m_{B}^{*}\right)^{2}+(1-\Sigma)^{2}\left(\mu_{\gamma}-\gamma\right)^{2}\right]\right] \\
& =\sigma_{\theta}^{2}+\alpha(1-\alpha)\left[\left(m_{A}^{*}-m_{B}^{*}\right)^{2}+(1-\Sigma)^{2} \sigma_{\gamma}^{2}\right]
\end{aligned}
$$

Proof of Lemma 1.1. We first introduce another lemma that is useful for proving Lemma 1.1 and the subsequent propositions:

Lemma 1.2. Consider $\tilde{\gamma}^{\prime}$ and $\tilde{\gamma}^{\prime \prime}$. If $\tilde{\gamma}^{S V}<\tilde{\gamma}^{\prime}<\tilde{\gamma}^{\prime \prime}$ or $\tilde{\gamma}^{\prime \prime}<\tilde{\gamma}^{\prime}<\tilde{\gamma}^{S V}$, then $\mathscr{E}\left(\tilde{\gamma}^{\prime}\right)>$ $\mathscr{E}\left(\tilde{\gamma}^{\prime \prime}\right)$.

Proof of Lemma 1.2. According to Definition (1.13), $\mathscr{E}(\tilde{\gamma})$ is given by

$$
E\left[q_{A} \mid \gamma<\tilde{\gamma}\right] \cdot G_{\gamma}(\tilde{\gamma})+E\left[q_{B} \mid \gamma \geq \tilde{\gamma}\right] \cdot\left(1-G_{\gamma}(\tilde{\gamma})\right)
$$

To prove the lemma suppose to the contrary that $\mathscr{E}\left(\tilde{\gamma}^{\prime}\right) \leq \mathscr{E}\left(\tilde{\gamma}^{\prime \prime}\right)$. Therefore,

$$
\begin{aligned}
& E\left[q_{A} \mid \gamma<\tilde{\gamma}^{\prime}\right] \cdot G_{\gamma}\left(\tilde{\gamma}^{\prime}\right)+E\left[q_{B} \mid \tilde{\gamma}^{\prime} \leq \gamma\right] \cdot\left(1-G_{\gamma}\left(\tilde{\gamma}^{\prime}\right)\right) \\
\leq & E\left[q_{A} \mid \gamma<\tilde{\gamma}^{\prime \prime}\right] \cdot G_{\gamma}\left(\tilde{\gamma}^{\prime \prime}\right)+E\left[q_{B} \mid \tilde{\gamma}^{\prime \prime} \leq \gamma\right] \cdot\left(1-G_{\gamma}\left(\tilde{\gamma}^{\prime \prime}\right)\right)
\end{aligned}
$$

This inequality can be rewritten as

$$
\begin{aligned}
& \int_{-\infty}^{\tilde{r}^{\prime}} E\left[q_{A} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma+\int_{\tilde{\gamma}^{\prime}}^{\infty} E\left[q_{B} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma \\
\leq & \int_{-\infty}^{\infty} E\left[q_{A} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma+\int_{\tilde{\gamma}^{\prime \prime}}^{\infty} E\left[q_{B} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma
\end{aligned}
$$

$$
\begin{equation*}
\Leftrightarrow \quad \int_{\tilde{r}^{\prime}}^{\tilde{r}^{\prime \prime}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma \leq 0 \tag{1.A.10}
\end{equation*}
$$

As (e.g., by DeGroot (2005))

$$
\begin{equation*}
E\left[q_{B}-q_{A} \mid \gamma\right]=E\left[q_{B}-q_{A}\right]+\frac{\operatorname{Var}\left[q_{B}-q_{A}\right]}{\operatorname{Var}[\gamma]} \cdot(\gamma-E[\gamma]) \tag{1.A.11}
\end{equation*}
$$

with $E\left[q_{B}-q_{A}\right]=E[\gamma]=\mu_{\gamma}$ and $\operatorname{Var}\left[q_{B}-q_{A}\right]=2 \sigma_{0}^{2}$ and $\operatorname{Var}[\gamma]$ being displayed in (1.A.2) so that $\operatorname{Var}\left[q_{B}-q_{A}\right] / \operatorname{Var}[\gamma]=\Sigma$, inequality (1.A.10) can be rewritten as

$$
\int_{\tilde{\gamma}^{\prime}}^{\tilde{r}^{\prime \prime}}\left((1-\Sigma) \mu_{\gamma}+\Sigma \gamma\right) g_{\gamma}(\gamma) \mathrm{d} \gamma \leq 0
$$

If $\tilde{\gamma}^{S V}<\tilde{\gamma}^{\prime}<\tilde{\gamma}^{\prime \prime}$, this inequality can only be fulfilled if $(1-\Sigma) \mu_{\gamma}+\Sigma \gamma$ adopts negative values for some $\gamma$ such that $\tilde{\gamma}^{\prime} \leq \gamma \leq \tilde{\gamma}^{\prime \prime}$. This is the case if and only if

$$
\gamma<-\frac{1-\Sigma}{\Sigma} \mu_{\gamma}=\tilde{\gamma}^{S V}<\tilde{\gamma}^{\prime},
$$

which is never fulfilled.
If on the other hand $\tilde{\gamma}^{\prime \prime}<\tilde{\gamma}^{\prime}<\tilde{\gamma}^{S V}$, this inequality can only be fulfilled if $(1-\Sigma) \mu_{\gamma}+\Sigma \gamma$ adopts positive values for some $\gamma$ such that $\tilde{\gamma}^{\prime \prime} \leq \gamma \leq \tilde{\gamma}^{\prime}$. This is the case if and only if

$$
\gamma>-\frac{1-\Sigma}{\Sigma} \mu_{\gamma}=\tilde{\gamma}^{S V}>\tilde{\gamma}^{\prime},
$$

which is also never fulfilled.
Now, we can prove Lemma 1.1. Suppose, to the contrary, $\tilde{\gamma}^{N M} \leq \tilde{\gamma}^{S V}<0$. This implies

$$
(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M} \leq(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{S V}=0
$$

where the last equality follows from (1.18). However, by (1.15),

$$
\tilde{\gamma}^{N M} \geq 0
$$

which yields a contradiction. Hence, $\tilde{\gamma}^{N M}>\tilde{\gamma}^{S V}$. The claim $\mathscr{E}\left(\tilde{\gamma}^{N M}\right)<\mathscr{E}\left(\tilde{\gamma}^{S V}\right)$ then directly follows from $\tilde{\gamma}^{N M} \neq \tilde{\gamma}^{S V}$.

Implicit differentiation of (1.15) yields

$$
\frac{\partial \tilde{\gamma}^{N M}}{\partial \alpha}=\frac{G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}\right)-G_{\theta}\left(\tilde{\gamma}^{N M}\right)}{(1-\alpha) g_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}\right) \cdot \Sigma+\alpha g_{\theta}\left(\tilde{\gamma}^{N M}\right)}
$$

Thus, $\frac{\partial \tilde{\gamma}^{N M}}{\partial \alpha}>0$ if

$$
G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}\right)>G_{\theta}\left(\tilde{\gamma}^{N M}\right)
$$

$\tilde{\gamma}^{N M}>\tilde{\gamma}^{S V}$ together with equation (1.18) implies that $G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}\right)>\frac{1}{2}$. By (1.15) this implies $G_{\theta}\left(\tilde{\gamma}^{N M}\right)<\frac{1}{2}$ so that $\frac{\partial \tilde{\gamma}^{N M}}{\partial \alpha}>0$ holds. Thus, according to Lemma 1.2, $\partial \mathscr{E}\left(\tilde{\gamma}^{N M}\right) / \partial \alpha<0$.

Proof of Proposition 1.3. First, we state two lemmas that are useful for proving this Proposition.

Lemma 1.3. Let $\kappa_{A}=\kappa_{B}$. Then $m_{B}^{*} \gtreqless m_{A}^{*}$ if and only if $\tilde{\gamma}^{*} \gtreqless \tilde{\gamma}^{S V}$.
Proof. Given $\kappa_{B}=\kappa_{A}$, Proposition 1.1 shows that $m_{B}^{*} \gtreqless m_{A}^{*}$ if and only if

$$
\begin{aligned}
& b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right) \gtreqless b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right) \\
\Leftrightarrow & \bar{q}_{B 0}+\Sigma\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right) \gtreqless \bar{q}_{A 0} \\
\Leftrightarrow & \tilde{\gamma}^{*} \gtreqless-\frac{1-\Sigma}{\Sigma} \mu_{\gamma}=\tilde{\gamma}^{S V}
\end{aligned}
$$

Lemma 1.4. $m_{B}^{*} \gtreqless m_{A}^{*}$ if and only if $\tilde{\gamma}^{*} \lesseqgtr \tilde{\gamma}^{N M}$.
Proof. We prove the lemma by proving the following statement, as it immediately implies the other direction of the lemma's claim: If $m_{B}^{*} \gtreqless m_{A}^{*}$, then $\tilde{\gamma}^{*} \lesseqgtr \tilde{\gamma}^{N M}$. Consider $m_{B}^{*}>m_{A}^{*}$ and suppose, to the contrary, $\tilde{\gamma}^{*} \geq \tilde{\gamma}^{N M}$, which implies

$$
(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*} \geq(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}
$$

and, due to (1.10) and (1.15),

$$
\tilde{\gamma}^{N M} \geq \tilde{\gamma}^{*}-\left(m_{A}^{*}-m_{B}^{*}\right)
$$

As, by assumption, $\tilde{\gamma}^{*} \geq \tilde{\gamma}^{N M}$, we must have that $m_{A}^{*} \geq m_{B}^{*}$, which contradicts the assumption that $m_{B}^{*}>m_{A}^{*}$.

In strict analogy, we can show that $m_{B}^{*}<m_{A}^{*}$ implies $\tilde{\gamma}^{*}>\tilde{\gamma}^{N M}$, as - due to (1.10) and (1.15) $-\tilde{\gamma}^{*}<\tilde{\gamma}^{N M}$ would contradict the assumption $m_{B}^{*}<m_{A}^{*}$. For the remaining case of $m_{B}^{*}=m_{A}^{*}, \tilde{\gamma}^{*}=\tilde{\gamma}^{N M}$ follows directly from the cutoff conditions.

We now proceed to the proof of Proposition 1.3. We first show that, if $\kappa_{A}=\kappa_{B}$, then $\tilde{\gamma}^{*}>\tilde{\gamma}^{S V}$. Suppose, to the contrary, $\tilde{\gamma}^{*} \leq \tilde{\gamma}^{S V}$. By Lemma 1.1 this implies $\tilde{\gamma}^{*}<$ $\tilde{\gamma}^{N M}$. Therefore,

$$
(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}<(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}
$$

By the cutoff conditions (1.10) and (1.15) this implies

$$
\tilde{\gamma}^{*}+\left(m_{B}^{*}-m_{A}^{*}\right)>\tilde{\gamma}^{N M} .
$$

By Lemma 1.3, $\tilde{\gamma}^{*} \leq \tilde{\gamma}^{S V}$ implies $m_{B}^{*} \leq m_{A}^{*}$. Consequently

$$
\tilde{\gamma}^{*}>\tilde{\gamma}^{N M}
$$

which contradicts $\tilde{\gamma}^{*}<\tilde{\gamma}^{N M}$. Hence, $\tilde{\gamma}^{*}>\tilde{\gamma}^{S V}$ must hold. Due to Lemma 1.3, we get that $m_{B}^{*}>m_{A}^{*}$, which implies by Lemma 1.4 that $\tilde{\gamma}^{*}<\tilde{\gamma}^{N M}$. To sum up, we have $\tilde{\gamma}^{S V}<\tilde{\gamma}^{*}<\tilde{\gamma}^{N M}$ and, therefore, $\mathscr{E}\left(\tilde{\gamma}^{*}\right)>\mathscr{E}\left(\tilde{\gamma}^{N M}\right)$ according to Lemma 1.2. However, $m_{B}^{*} \neq m_{A}^{*}$ implies $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)>\mathscr{P}^{N M}$. Hence, there exists a critical value $\beta=\beta^{*}$ such that $\mathscr{W}^{*}=\mathscr{W}^{N M}$, and $\mathscr{W}^{*} \gtrless \mathscr{W}^{N M}$ if $\beta \lessgtr \beta^{*}$.

Proof of Proposition 1.4. We start by proving two lemmas.

Lemma 1.5. If $\kappa_{A}>\kappa_{B}$, then $m_{B}^{*}>m_{A}^{*}$.
Proof. Suppose to the contrary $m_{A}^{*} \geq m_{B}^{*}$. Subtracting (1.9) from (1.8) yields

$$
-g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right)=\kappa_{A} c^{\prime}\left(m_{A}^{*}\right)-\kappa_{B} c^{\prime}\left(m_{B}^{*}\right) .
$$

From our assumptions we conclude $\kappa_{A} c^{\prime}\left(m_{A}^{*}\right)-\kappa_{B} c^{\prime}\left(m_{B}^{*}\right)>0$ and, thus,

$$
(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}<0
$$

We obtain that $\tilde{\gamma}^{*}<\tilde{\gamma}^{S V}$, because $(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{S V}=0$. The cutoff condition (1.10) yields that

$$
\tilde{\gamma}^{*}-\left(m_{A}^{*}-m_{B}^{*}\right)>0 \Leftrightarrow m_{A}^{*}-m_{B}^{*}<\tilde{\gamma}^{*},
$$

which is a contradiction as $\tilde{\gamma}^{*}<\tilde{\gamma}^{S V}=-\frac{1-\Sigma}{\Sigma} \mu_{\gamma}<0$.
Lemma 1.6. $\tilde{\gamma}^{N M}<0$.

Proof. By Lemma 1.1 we can infer that

$$
(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}>(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{S V}=0
$$

By (1.15) we can conclude that $\tilde{\gamma}^{N M}<0$.

We now turn to the proof of the claim in the Proposition. Lemmas 1.1, 1.4 and 1.5 imply that we can focus on the following equilibrium cutoff constellations
(a) $\tilde{\gamma}^{S V}<\tilde{\gamma}^{*}<\tilde{\gamma}^{N M}$
and
(b) $\tilde{\gamma}^{*}<\tilde{\gamma}^{S V}<\tilde{\gamma}^{N M}$.

Lemma 1.2 directly implies the claim for constellation (a). Hence, consider constellation (b). Suppose $\mathscr{E}\left(\tilde{\gamma}^{*}\right) \leq \mathscr{E}\left(\tilde{\gamma}^{N M}\right)$. We infer from the steps in the proof of Lemma 1.2 that

$$
\begin{aligned}
& \int_{\tilde{\gamma}^{*}}^{\tilde{r}^{N M}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma \leq 0 \\
\Leftrightarrow & \int_{\tilde{\gamma}^{S V}}^{\tilde{\gamma}^{N M}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma \leq-\int_{\tilde{\tilde{r}}^{*}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma \leq 0
\end{aligned}
$$

From the proof of Lemma 1.2 we know that $E\left[q_{B}-q_{A} \mid \gamma\right] \geq 0$ for all $\gamma$ such that $\tilde{\gamma}^{S V} \leq$ $\gamma \leq \tilde{\gamma}^{N M}$, and $E\left[q_{B}-q_{A} \mid \gamma\right] \leq 0$ for all $\gamma$ such that $\tilde{\gamma}^{*} \leq \gamma \leq \tilde{\gamma}^{S V}$. Additionally, Lemma 1.6 implies that $\tilde{\gamma}^{N M}<\mu_{\gamma}$, and $\gamma$ is normally distributed with mean $\mu_{\gamma}$. Therefore, $g_{\gamma}(\gamma)$ is strictly increasing on the interval $\left[\tilde{\gamma}^{*}, \tilde{\gamma}^{N M}\right]$ and, hence,

$$
\int_{\tilde{\gamma}^{S V}}^{\tilde{\gamma}^{N M}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}\left(\tilde{\gamma}^{S V}\right) \mathrm{d} \gamma<\int_{\tilde{\gamma}^{S V}}^{\tilde{\gamma}^{N M}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma
$$

and

$$
-\int_{\tilde{\gamma}^{*}}^{\tilde{r}^{S V}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}(\gamma) \mathrm{d} \gamma<-\int_{\tilde{\gamma}^{*}}^{\tilde{r}^{S V}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}\left(\tilde{\gamma}^{S V}\right) \mathrm{d} \gamma .
$$

Consequently, if $\mathscr{E}\left(\tilde{\gamma}^{*}\right) \leq \mathscr{E}\left(\tilde{\gamma}^{N M}\right)$, then

$$
\begin{aligned}
& \int_{\tilde{\gamma}^{S V}}^{\tilde{\gamma}^{N M}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}\left(\tilde{\gamma}^{S V}\right) \mathrm{d} \gamma<-\int_{\tilde{\gamma}^{*}}^{\tilde{\gamma}^{S V}} E\left[q_{B}-q_{A} \mid \gamma\right] g_{\gamma}\left(\tilde{\gamma}^{S V}\right) \mathrm{d} \gamma \\
\Leftrightarrow & \int_{\tilde{\gamma}^{*}}^{\tilde{r}^{N M}} E\left[q_{B}-q_{A} \mid \gamma\right] \mathrm{d} \gamma<0 \\
\Leftrightarrow & \int_{\tilde{\gamma}^{*}}^{\tilde{\gamma}^{N M}}\left((1-\Sigma) \mu_{\gamma}+\Sigma \gamma\right) \mathrm{d} \gamma<0,
\end{aligned}
$$

where the last step follows from the steps in the proof of Lemma 1.2. Solving the integral leads to

$$
\begin{aligned}
& \left(\tilde{\gamma}^{N M}-\tilde{\gamma}^{*}\right) \cdot(1-\Sigma) \mu_{\gamma}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{N M}-\tilde{\gamma}^{*}\right)\left(\tilde{\gamma}^{N M}+\tilde{\gamma}^{*}\right)<0 \\
\Leftrightarrow & \tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}<\tilde{\gamma}^{S V}-\tilde{\gamma}^{*} .
\end{aligned}
$$

A sufficient condition for $\mathscr{E}\left(\tilde{\gamma}^{*}\right)>\mathscr{E}\left(\tilde{\gamma}^{N M}\right)$ is, hence, given by

$$
\tilde{\gamma}^{S V}-\tilde{\gamma}^{*} \leq \tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}
$$

The rest of the proof will provide a sufficient condition for this inequality to hold. We start with the case of $\alpha=\frac{1}{2}$, where we can solve for $\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}$ explicitly. Then, we derive an upper bound for $\tilde{\gamma}^{S V}-\tilde{\gamma}^{*}$. Next, we provide conditions under which $\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}$ exceeds this upper bound. In a final step, we will show that $\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}$ increases in $\alpha$, but the upper bound of $\tilde{\gamma}^{S V}-\tilde{\gamma}^{*}$ is independent of $\alpha$.

If $\alpha=\frac{1}{2}$, then (1.15) will reduce to

$$
\begin{aligned}
\frac{1}{2} & =\frac{1}{2} \cdot G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}\right)+\frac{1}{2} \cdot G_{\theta}\left(\tilde{\gamma}^{N M}\right) \\
\Leftrightarrow G_{\theta}\left(\tilde{\gamma}^{N M}\right) & =1-G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{N M}\right) .
\end{aligned}
$$
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Because $G_{\theta}$ is symmetric around 0 and $g_{\theta}$ has full support, we can infer

$$
\begin{aligned}
G_{\theta}\left(\tilde{\gamma}^{N M}\right) & =G_{\theta}\left(-(1-\Sigma) \mu_{\gamma}-\Sigma \tilde{\gamma}^{N M}\right) \\
\Leftrightarrow \quad \tilde{\gamma}^{N M} & =-\frac{1-\Sigma}{1+\Sigma} \mu_{\gamma} .
\end{aligned}
$$

As $\tilde{\gamma}^{S V}=-\frac{1-\Sigma}{\Sigma} \mu_{\gamma}$ we can compute $\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}$ as

$$
\begin{equation*}
\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}=\frac{1-\Sigma}{(1+\Sigma) \Sigma} \mu_{\gamma} \tag{1.A.12}
\end{equation*}
$$

By Lemma 1.5, the assumptions of the Proposition imply $m_{B}^{*}>m_{A}^{*}$. Therefore, since $c^{\prime \prime}(\cdot)>0$,

$$
c^{\prime}\left(m_{B}^{*}\right)-c^{\prime}\left(m_{A}^{*}\right)>0
$$

The first-order conditions for the equilibrium manipulation intensities can be rewritten as follows:

$$
\begin{equation*}
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\tilde{\gamma}^{S V}\right)\right]=\kappa_{A} c^{\prime}\left(m_{A}^{*}\right) \tag{1.A.13}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\tilde{\gamma}^{S V}\right)\right]=\kappa_{B} c^{\prime}\left(m_{B}^{*}\right) \tag{1.A.14}
\end{equation*}
$$

We can solve (1.A.13) and (1.A.14) for $c^{\prime}\left(m_{B}^{*}\right)$ and $c^{\prime}\left(m_{A}^{*}\right)$, respectively, such that

$$
\begin{aligned}
& \frac{g_{\gamma}\left(\tilde{\gamma}^{*}\right)}{\kappa_{B}}\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\tilde{\gamma}^{S V}\right)\right] \\
> & \frac{g_{\gamma}\left(\tilde{\gamma}^{*}\right)}{\kappa_{A}}\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\tilde{\gamma}^{S V}\right)\right] \\
\Leftrightarrow & \frac{\kappa_{A}-\kappa_{B}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}\left[2 b+\bar{q}_{B 0}+\bar{q}_{A 0}\right]>\tilde{\gamma}^{S V}-\tilde{\gamma}^{*} .
\end{aligned}
$$

Hence, a sufficient condition for

$$
\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}>\tilde{\gamma}^{S V}-\tilde{\gamma}^{*}
$$

is given by

$$
\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V} \geq \frac{\kappa_{A}-\kappa_{B}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}\left[2 b+\bar{q}_{B 0}+\bar{q}_{A 0}\right]
$$

By using (1.A.12), this yields

$$
\frac{1-\Sigma}{(1+\Sigma) \Sigma} \mu_{\gamma} \geq \frac{\kappa_{A}-\kappa_{B}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}\left[2 b+\bar{q}_{B 0}+\bar{q}_{A 0}\right]
$$

Plugging in for $\mu_{\gamma}$ and collecting all $\bar{q}_{B 0}$ and $\bar{q}_{A 0}$ on the left-hand side, gives

$$
\bar{q}_{B 0}\left(\frac{1-\Sigma}{1+\Sigma}-\frac{\kappa_{A}-\kappa_{B}}{\kappa_{A}+\kappa_{B}}\right)-\bar{q}_{A 0}\left(\frac{1-\Sigma}{1+\Sigma}+\frac{\kappa_{A}-\kappa_{B}}{\kappa_{A}+\kappa_{B}}\right) \geq 2 b \frac{\kappa_{A}-\kappa_{B}}{\kappa_{A}+\kappa_{B}}
$$

which is condition (1.19) of Proposition 1.4.
Note that the upper bound of $\tilde{\gamma}^{S V}-\tilde{\gamma}^{*}$ is independent of $\alpha$, but $\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}$ depends on $\alpha$, because $\tilde{\gamma}^{N M}$ depends on $\alpha$. From the proof of Lemma 1.1, we know that $\frac{\partial \tilde{\gamma}^{N M}}{\partial \alpha}>0$, which concludes the proof that $\mathscr{E}\left(\tilde{\gamma}^{*}\right)>\mathscr{E}\left(\tilde{\gamma}^{N M}\right)$ under the conditions of Proposition 1.4.

To sum up, we have $\mathscr{E}\left(\tilde{\gamma}^{*}\right)>\mathscr{E}\left(\tilde{\gamma}^{N M}\right)$. However, $m_{B}^{*} \neq m_{A}^{*}$ implies $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)>$ $\mathscr{P}^{N M}$. Hence, there exists a critical value $\beta=\beta^{* *}$ such that $\mathscr{W}^{*}=\mathscr{W}^{N M}$, and $\mathscr{W}^{*} \gtrless$ $\mathscr{W}^{N M}$ if $\beta \lessgtr \beta^{* *}$.

Proof of Proposition 1.5. In the following, we show that, under the conditions of the Proposition, the cutoff ranking

$$
\tilde{\gamma}^{S V}<\tilde{\gamma}^{N M}<\tilde{\gamma}^{*}
$$

holds. By Lemmas 1.1 and 1.4, it suffices to show that condition (1.20) implies $m_{A}^{*}>$ $m_{B}^{*}$. We begin the proof by finding a necessary condition for $m_{A}^{*} \leq m_{B}^{*}$. According to (1.A.13) and (1.A.14), the condition $m_{A}^{*} \leq m_{B}^{*}$ will hold if and only if

$$
\begin{aligned}
& \frac{g_{\gamma}\left(\tilde{\gamma}^{*}\right)}{\kappa_{A}}\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\tilde{\gamma}^{S V}\right)\right] \\
\leq & \frac{g_{\gamma}\left(\tilde{\gamma}^{*}\right)}{\kappa_{B}}\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\tilde{\gamma}^{S V}\right)\right] \\
\Leftrightarrow \quad & 2 b \frac{\kappa_{B}-\kappa_{A}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}+\frac{\kappa_{B}-\kappa_{A}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}\left(\bar{q}_{A 0}+\bar{q}_{B 0}\right) \leq \tilde{\gamma}^{*}-\tilde{\gamma}^{S V} .
\end{aligned}
$$

By Lemma 1.4, we can conclude that

$$
2 b \frac{\kappa_{B}-\kappa_{A}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}+\frac{\kappa_{B}-\kappa_{A}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}\left(\bar{q}_{A 0}+\bar{q}_{B 0}\right) \leq \tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}
$$

is a necessary condition. It follows that if

$$
\begin{equation*}
2 b \frac{\kappa_{B}-\kappa_{A}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}+\frac{\kappa_{B}-\kappa_{A}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}\left(\bar{q}_{A 0}+\bar{q}_{B 0}\right)>\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}, \tag{1.A.15}
\end{equation*}
$$

then $m_{A}^{*}>m_{B}^{*}$. Recall that we proved $\frac{\partial \tilde{\gamma}^{N M}}{\partial \alpha}>0$ in the proof of Lemma 1.1. Additionally, note that the left-hand side of (1.A.15) and $\tilde{\gamma}^{S V}$ are independent of $\alpha$. Therefore, it suffices to show that (1.A.15) is fulfilled for $\alpha=1$. If $\alpha=1$, then $\tilde{\gamma}^{N M}=0$ by (1.15) and, hence, $\tilde{\gamma}^{N M}-\tilde{\gamma}^{S V}=(1-\Sigma) \mu_{\gamma} / \Sigma$. Plugging this into (1.A.15), yields

$$
2 b \frac{\kappa_{B}-\kappa_{A}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}+\frac{\kappa_{B}-\kappa_{A}}{\Sigma\left(\kappa_{A}+\kappa_{B}\right)}\left(\bar{q}_{A 0}+\bar{q}_{B 0}\right)>\frac{1-\Sigma}{\Sigma}\left(\bar{q}_{B 0}-\bar{q}_{A 0}\right),
$$

which can be rewritten to (1.20).
To sum up, the cutoff ranking $\tilde{\gamma}^{S V}<\tilde{\gamma}^{N M}<\tilde{\gamma}^{*}$ implies $\mathscr{E}\left(\tilde{\gamma}^{*}\right)<\mathscr{E}\left(\tilde{\gamma}^{N M}\right)$ according to Lemma 1.2. As $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)>\mathscr{P}^{N M}$ holds because of $m_{B}^{*} \neq m_{A}^{*}$, we obtain $\mathscr{W}^{*}<\mathscr{W}^{N M}$ for all $\beta$.

Proof of Proposition 1.6. The proof of the Proposition is based on the results of the following lemma:

Lemma 1.7. The following comparative statics hold:
(i) $\partial \tilde{\gamma}^{*} / \partial \kappa_{A}<0$ and $\partial \tilde{\gamma}^{*} / \partial \kappa_{B}>0$.
(ii) If $m_{A}^{*}>m_{B}^{*}$, then $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{A}<0$ and $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{B}>0$.
(iii) If $m_{A}^{*}<m_{B}^{*}$, then $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{A}>0$ and $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{B}<0$.

Proof of Lemma 1.7. (i) We first have to compute the determinant of the Jacobian that corresponds to the set of implicit functions

$$
\begin{align*}
& F_{A}:=g_{\gamma}(\tilde{\gamma})\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)-c_{A}^{\prime}\left(m_{A}\right),  \tag{1.A.16}\\
& F_{B}:=g_{\gamma}(\tilde{\gamma})\left(b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)-c_{B}^{\prime}\left(m_{B}\right), \\
& F_{\tilde{\gamma}}:=\alpha \cdot G_{\theta}\left(m_{B}-m_{A}+\tilde{\gamma}\right)+(1-\alpha) \cdot G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}\right)-\frac{1}{2},
\end{align*}
$$

which follow from (1.8)-(1.10). The Jacobian

$$
J:=\left(\begin{array}{lll}
\frac{\partial F_{A}}{\partial m_{A}} & \frac{\partial F_{A}}{\partial m_{B}} & \frac{\partial F_{A}}{\partial \tilde{r}_{i}}  \tag{1.A.17}\\
\frac{\partial F_{B}}{\partial m_{A}} & \frac{\partial F_{B}}{\partial m_{B}} & \frac{\partial F_{B}}{\partial \dot{r}} \\
\frac{\partial F_{F}}{\partial m_{A}} & \frac{\partial F_{Y}}{\partial m_{B}} & \frac{\partial F_{\tilde{Y}}}{\partial \tilde{\gamma}}
\end{array}\right)
$$

has the determinant

$$
\begin{align*}
|J|= & c_{A}^{\prime \prime}\left(m_{A}\right) c_{B}^{\prime \prime}\left(m_{B}\right) \Sigma(1-\alpha) g_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}\right) \\
& +\alpha g_{\theta}\left(m_{B}-m_{A}+\tilde{\gamma}\right) \times \\
& \left(-c_{A}^{\prime \prime}\left(m_{A}\right)\left\{-g_{\gamma}^{\prime}(\tilde{\gamma})\left(b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)-\frac{\Sigma}{2} g_{\gamma}(\tilde{\gamma})-c_{B}^{\prime \prime}\left(m_{B}\right)\right\}\right. \\
& \left.+c_{B}^{\prime \prime}\left(m_{B}\right)\left[\frac{\Sigma}{2} g_{\gamma}(\tilde{\gamma})-g_{\gamma}^{\prime}(\tilde{\gamma})\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)\right]\right)  \tag{1.A.18}\\
= & c_{A}^{\prime \prime}\left(m_{A}\right) c_{B}^{\prime \prime}\left(m_{B}\right) \Sigma(1-\alpha) g_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}\right) \\
& +\alpha g_{\theta}\left(m_{B}-m_{A}+\tilde{\gamma}\right) \times \\
& \left(-c_{B}^{\prime \prime}\left(m_{B}\right)\left\{g_{\gamma}^{\prime} \tilde{\gamma}\right)\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)-\frac{\Sigma}{2} g_{\gamma}(\tilde{\gamma})-c_{A}^{\prime \prime}\left(m_{A}\right)\right\} \\
& \left.+c_{A}^{\prime \prime}\left(m_{A}\right)\left[g_{\gamma}^{\prime}(\tilde{\gamma})\left(b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)+\frac{\Sigma}{2} g_{\gamma}(\tilde{\gamma})\right]\right) . \tag{1.A.19}
\end{align*}
$$

As, by assumption, the candidates have strictly concave objective functions, the second-order conditions

$$
\begin{equation*}
-g_{\gamma}^{\prime}(\tilde{\gamma})\left(b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)-\frac{\Sigma}{2} g_{\gamma}(\tilde{\gamma})-c_{B}^{\prime \prime}\left(m_{B}\right)<0 \tag{1.A.20}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{\gamma}^{\prime}(\tilde{\gamma})\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}-\mu_{\gamma}\right)\right)-\frac{\Sigma}{2} g_{\gamma}(\tilde{\gamma})-c_{A}^{\prime \prime}\left(m_{A}\right)<0 \tag{1.A.21}
\end{equation*}
$$

must hold. The expression in (1.A.18) is clearly positive if $g_{\gamma}^{\prime}(\tilde{\gamma})=0$. If $g_{\gamma}^{\prime}(\tilde{\gamma})<0$ it directly follows from (1.A.18) and (1.A.20) that $|J|>0$. If, however, $g_{\gamma}^{\prime}(\tilde{\gamma})>0$ it directly follows from (1.A.19) and (1.A.21) that $|J|>0$ such that we conclude that the determinant of the Jacobian is strictly positive.

Applying the implicit-function theorem, by Cramer's rule we obtain

$$
\begin{aligned}
\frac{\partial \tilde{\gamma}^{*}}{\partial \kappa_{A}} & =\frac{1}{|J|} \cdot\left|\begin{array}{lll}
\frac{\partial F_{A}}{\partial m_{A}} & \frac{\partial F_{A}}{\partial m_{B}} & -\frac{\partial F_{A}}{\partial A_{A}} \\
\frac{\partial F_{B}}{\partial m_{A}} & \frac{\partial F_{B}}{\partial m_{B}} & -\frac{\partial \partial_{F}}{\partial k_{A}} \\
\frac{\partial F_{\tilde{F}}}{\partial m_{A}} & \frac{\partial F_{\tilde{F}}}{\partial m_{B}} & -\frac{\partial F_{\tilde{F}}}{\partial \kappa_{A}}
\end{array}\right|_{\left(m_{A}, m_{B}, \tilde{\gamma}\right)=\left(m_{A}^{*}, m_{B}^{*}, \tilde{\gamma}^{*}\right)} \\
& =-\frac{c_{B}^{\prime \prime}\left(m_{B}^{*}\right) c^{\prime}\left(m_{A}^{*}\right)}{|J|} \cdot \alpha g_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right)<0
\end{aligned}
$$

In analogy, we can compute how the equilibrium cutoff reacts to an increase of $\kappa_{B}$ :

$$
\begin{equation*}
\frac{\partial \tilde{\gamma}^{*}}{\partial \kappa_{B}}=\frac{c_{A}^{\prime \prime}\left(m_{A}^{*}\right) c^{\prime}\left(m_{B}^{*}\right)}{|J|} \cdot \alpha g_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right)>0 . \tag{1.A.22}
\end{equation*}
$$
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(ii)-(iii) Implicit differentiation of the equilibrium manipulation intensity $m_{A}^{*}$ with respect to the cost parameter $\kappa_{B}$ yields

$$
\begin{aligned}
\frac{\partial m_{A}^{*}}{\partial \kappa_{B}}= & \frac{c^{\prime}\left(m_{B}^{*}\right) \alpha g_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right)}{|J|} \times \\
& {\left[g_{\gamma}^{\prime}\left(\tilde{\gamma}^{*}\right)\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)-\frac{\Sigma}{2} g_{\gamma}\left(\tilde{\gamma}^{*}\right)\right] }
\end{aligned}
$$

In addition,

$$
\begin{aligned}
\frac{\partial m_{B}^{*}}{\partial \kappa_{B}}= & \frac{c^{\prime}\left(m_{B}^{*}\right)}{|J|} \cdot\left\{\alpha g_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right) \times\right. \\
& {\left[g_{\gamma}^{\prime}\left(\tilde{\gamma}^{*}\right)\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)-\frac{\Sigma}{2} g_{\gamma}\left(\tilde{\gamma}^{*}\right)-c_{A}^{\prime \prime}\left(m_{A}^{*}\right)\right] } \\
& \left.-c_{A}^{\prime \prime}\left(m_{A}^{*}\right) \cdot \Sigma(1-\alpha) g_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right)\right\}
\end{aligned}
$$

which is negative as the expression in square brackets is negative according to (1.A.21). Intuitively, the lower a candidate's cost parameter, the higher will be his equilibrium manipulation intensity. Thus, as the net effect of $\kappa_{B}$ on $\partial m_{A}^{*} / \partial \kappa_{B}-$ $\partial m_{B}^{*} / \kappa_{B}$ we obtain

$$
\begin{aligned}
\frac{\partial m_{A}^{*}}{\partial \kappa_{B}}-\frac{\partial m_{B}^{*}}{\partial \kappa_{B}}=\frac{c^{\prime}\left(m_{B}^{*}\right) c_{A}^{\prime \prime}\left(m_{A}^{*}\right)}{|J|} & {\left[\alpha g_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right)\right.} \\
& \left.+\Sigma(1-\alpha) g_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right)\right]
\end{aligned}
$$

which is strictly positive. In analogy, one can compute

$$
\begin{aligned}
\frac{\partial m_{A}^{*}}{\partial \kappa_{A}}= & \frac{c^{\prime}\left(m_{A}^{*}\right)}{|J|} \cdot\left\{\alpha g_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right) \times\right. \\
& {\left[-g_{\gamma}^{\prime}\left(\tilde{\gamma}^{*}\right)\left(b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)-\frac{\Sigma}{2} g_{\gamma}\left(\tilde{\gamma}^{*}\right)-c_{B}^{\prime \prime}\left(m_{B}^{*}\right)\right] } \\
& \left.-c_{B}^{\prime \prime}\left(m_{B}^{*}\right) \cdot \Sigma(1-\alpha) g_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\partial m_{B}^{*}}{\partial \kappa_{A}}= & \frac{-c^{\prime}\left(m_{A}^{*}\right) \alpha g_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right)}{|J|} \times \\
& {\left[g_{\gamma}^{\prime}\left(\tilde{\gamma}^{*}\right)\left(b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)+\frac{\Sigma}{2} g_{\gamma}\left(\tilde{\gamma}^{*}\right)\right] }
\end{aligned}
$$

leading to

$$
\frac{\partial m_{A}^{*}}{\partial \kappa_{A}}-\frac{\partial m_{B}^{*}}{\partial \kappa_{A}}=-\frac{c^{\prime}\left(m_{A}^{*}\right) c_{B}^{\prime \prime}\left(m_{B}^{*}\right)}{|J|}\left[\alpha g_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right)\right.
$$

$$
\left.+\Sigma(1-\alpha) g_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right)\right]<0
$$

Hence, we get that $m_{A}^{*}-m_{B}^{*}$ is increasing in $\kappa_{B}$ and decreasing in $\kappa_{A}$. As $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)$ is increasing in $\left(m_{A}^{*}-m_{B}^{*}\right)^{2}$ this insight completes the proof.

The proof of the Proposition consists of two steps, leading to the observations that are summarized in Figure 1.A.1. As a first step, we will show that for every $\kappa_{A}$ there exists an unique $\underline{\kappa}_{B}\left(\kappa_{A}\right)$ with $\underline{\kappa}_{B}\left(\kappa_{A}\right)<\kappa_{A}$ such that $\tilde{\gamma}^{*}=\tilde{\gamma}^{S V}$ if $\kappa_{B}=\underline{\kappa}_{B}\left(\kappa_{A}\right)$. At the same time, we show a similar claim for $\kappa_{B}$ : For every $\kappa_{B}$ there exists an unique $\bar{\kappa}_{A}\left(\kappa_{B}\right)$ with $\bar{\kappa}_{A}\left(\kappa_{B}\right)>\kappa_{B}$ such that $\tilde{\gamma}^{*}=\tilde{\gamma}^{S V}$ if $\kappa_{A}=\bar{\kappa}_{A}\left(\kappa_{B}\right)$. Consider the equilibrium cutoff candidate $\tilde{\gamma}^{S V}$. It will be part of an equilibrium if and only if the equilibrium conditions as defined in Proposition 1.1 are fulfilled, i.e., if and only if there exist $m_{i}^{S V}$ and $m_{j}^{S V}$ with $i, j \in\{A, B\}$ and $i \neq j$ such that

$$
\begin{align*}
& g_{\gamma}\left(\tilde{\gamma}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}\right]=\kappa_{i} c^{\prime}\left(m_{i}^{S V}\right)  \tag{1.A.23}\\
& g_{\gamma}\left(\tilde{\gamma}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}\right]=\kappa_{j} c^{\prime}\left(m_{j}^{S V}\right) \\
& \frac{1}{2}=\alpha \cdot G_{\theta}\left(m_{B}^{S V}-m_{A}^{S V}+\tilde{\gamma}^{S V}\right)+(1-\alpha) \cdot G_{\theta}(0) . \tag{1.A.24}
\end{align*}
$$

For every $\kappa_{i}$, the manipulation intensity $m_{i}^{S V}$ is uniquely defined by (1.A.23). Furthermore, (1.A.24) implies

$$
m_{B}^{S V}-m_{A}^{S V}+\tilde{\gamma}^{S V}=0 \quad \Leftrightarrow \quad m_{B}^{S V}=\frac{1-\Sigma}{\Sigma} \mu_{\gamma}+m_{A}^{S V} .
$$

Consider $i=A$ first. Consequently, $\tilde{\gamma}^{S V}$ will be an equilibrium cutoff if and only if

$$
g_{\gamma}\left(\tilde{\gamma}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B O}}{2}\right]=\kappa_{B} c^{\prime}\left(\frac{1-\Sigma}{\Sigma} \mu_{\gamma}+m_{A}^{S V}\right) .
$$

The argument of the marginal cost function is independent of $\kappa_{B}$. Hence, for

$$
\kappa_{B}=\underline{\kappa}_{B}\left(\kappa_{A}\right):=\frac{g_{\gamma}\left(\tilde{r}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}\right]}{c^{\prime}\left(\frac{1-\Sigma}{\Sigma} \mu_{\gamma}+m_{A}^{S V}\right)}>0
$$
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(a) The interplay between the individual cost parameter of candidate $A\left(\kappa_{A}\right)$ and the equilibrium cutoff $\left(\tau^{*}\right)$.

(b) The interplay between the individual cost parameter of candidate $B\left(\kappa_{B}\right)$ and the equilibrium cutoff $\left(\tilde{\gamma}^{*}\right)$.

Figure 1.A.1. The interplay between the candidates' individual cost parameters ( $\kappa_{A}, \kappa_{B}$ ) and the equilibrium cutoff ( $\tilde{\gamma}^{*}$ ).
the equilibrium cutoff equals the sophisticated-voting cutoff. Note that $\underline{\kappa}_{B}\left(\kappa_{A}\right)$ is unique due to Lemma 1.7(i). We have claimed that $\kappa_{A}>\underline{\kappa}_{B}\left(\kappa_{A}\right)$. This holds true if and only if

$$
\frac{g_{\gamma}\left(\tilde{\gamma}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}\right]}{c^{\prime}\left(m_{A}^{S V}\right)}>\frac{g_{\gamma}\left(\tilde{\gamma}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}\right]}{c^{\prime}\left(\frac{1-\Sigma}{\Sigma} \mu_{\gamma}+m_{A}^{S V}\right)}
$$

which is satisfied as $(1-\Sigma) \mu_{\gamma} / \Sigma>0$.
Consider $i=$ B. $\tilde{\gamma}^{S V}$ will be an equilibrium cutoff if and only if

$$
g_{\gamma}\left(\tilde{\gamma}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}\right]=\kappa_{A} c^{\prime}\left(m_{B}^{S V}-\frac{1-\Sigma}{\Sigma} \mu_{\gamma}\right) .
$$

The argument of the marginal cost function is independent of $\kappa_{A}$. Hence, for

$$
\kappa_{A}=\bar{\kappa}_{A}\left(\kappa_{B}\right):=\frac{g_{\gamma}\left(\tilde{\gamma}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}\right]}{c^{\prime}\left(m_{B}^{S V}-\frac{1-\Sigma}{\Sigma} \mu_{\gamma}\right)}>0
$$

the equilibrium cutoff equals the sophisticated-voting cutoff. Note that $\bar{\kappa}_{A}$ is unique due to Lemma 1.7(i). We have claimed that $\kappa_{B}<\bar{\kappa}_{A}\left(\kappa_{B}\right)$. This holds true if and only if

$$
\frac{g_{\gamma}\left(\tilde{\gamma}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}\right]}{c^{\prime}\left(m_{B}^{S V}\right)}<\frac{g_{\gamma}\left(\tilde{\gamma}^{S V}\right)\left[b+\frac{\bar{q}_{A 0}+\bar{q}_{B 0}}{2}\right]}{c^{\prime}\left(m_{B}^{S V}-\frac{1-\Sigma}{\Sigma} \mu_{\gamma}\right)}
$$

which is satisfied as $(1-\Sigma) \mu_{\gamma} / \Sigma>0$.
As a second step, we will derive the two thresholds $\bar{\kappa}_{B}\left(\kappa_{A}\right)$ and $\underline{\kappa}_{A}\left(\kappa_{B}\right)$, and prove the two results of Proposition 1.6. We start with result (ii):
(ii) Fix $\kappa_{A}$. If $\kappa_{B}>\underline{\kappa}_{B}\left(\kappa_{A}\right)$, Lemma 1.7(i) and the result from our first step together imply $\tilde{\gamma}^{*}>\tilde{\gamma}^{S V}$. Therefore, Lemma 1.7(i) and Lemma 1.2 lead to $\partial \mathscr{E}\left(\tilde{\gamma}^{*}\right) / \partial \kappa_{B}<0$. By Lemma 1.7(i), Proposition 1.3, the proof of Proposition 1.5, and the continuity of the equilibrium conditions, there exists a threshold which fulfills $\bar{\kappa}_{B}\left(\kappa_{A}\right)>\kappa_{A}$ such that $\tilde{\gamma}^{*}<\tilde{\gamma}^{N M}$ if and only if $\kappa_{B}<\bar{\kappa}_{B}\left(\kappa_{A}\right)$. By Lemma 1.4 we can infer that $m_{A}^{*}<m_{B}^{*}$ as long as $\kappa_{B}<\bar{\kappa}_{B}\left(\kappa_{A}\right)$ and, therefore, $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{B}<$ 0 by Lemma 1.7 (iii). Thus, $\partial \mathscr{W}^{*} / \partial \kappa_{B}>0$ if $\beta$ is sufficiently large.

Fix $\kappa_{B}$, now. If $\kappa_{A}<\bar{\kappa}_{A}\left(\kappa_{B}\right)$, the result from our first step and Lemma 1.7(i) together imply $\tilde{\gamma}^{*}>\tilde{\gamma}^{S V}$. Therefore, Lemma 1.7(i) and Lemma 1.2 lead to $\partial \mathscr{E}\left(\tilde{\gamma}^{*}\right) / \partial \kappa_{A}>0$. By Lemma 1.7(i), Proposition 1.3, Proposition 1.5, and the continuity of the equilibrium conditions, there exists a threshold $\underline{\kappa}_{A}\left(\kappa_{B}\right)<\kappa_{B}$ such that $\tilde{\gamma}^{*}<\tilde{\gamma}^{N M}$ if and only if $\kappa_{A}>\underline{\kappa}_{A}\left(\kappa_{B}\right)$. By Lemma 1.4 we can infer that $m_{A}^{*}<m_{B}^{*}$ as long as $\kappa_{A}>\underline{\kappa}_{A}\left(\kappa_{B}\right)$ and, therefore, $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{A}>0$ by Lemma 1.7(iii). Hence, $\partial \mathscr{W}^{*} / \partial \kappa_{A}>0$ if $\beta$ is sufficiently small.

We divide the proof of result (i) in two parts: (ia) Fix $\kappa_{A}$. From the first step we know that $\tilde{\gamma}^{*}=\tilde{\gamma}^{S V}$ for $\kappa_{B}=\underline{\kappa}_{B}\left(\kappa_{A}\right)$ with $\underline{\kappa}_{B}\left(\kappa_{A}\right)<\kappa_{A}$. Lemma 1.7(i) implies that for all $\kappa_{B}<\underline{\kappa}_{B}\left(\kappa_{A}\right)$ we have $\tilde{\gamma}^{*}<\tilde{\gamma}^{S V}$ and, therefore, $\partial \mathscr{E}\left(\tilde{\gamma}^{*}\right) / \partial \kappa_{B}>0$ for all $\kappa_{B}<$ $\underline{\kappa}_{B}\left(\kappa_{A}\right)$ by Lemma 1.2. Furthermore, by Lemma 1.4, $m_{A}^{*}<m_{B}^{*}$ because $\tilde{\gamma}^{*}<\tilde{\gamma}^{S V}$ implies $\tilde{\gamma}^{*}<\tilde{\gamma}^{N M}$ by Lemma 1.1. Then, Lemma 1.7(iii) implies $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{B}<$ 0 . As $\kappa_{B}<\underline{\kappa}_{B}\left(\kappa_{A}\right)<\kappa_{A}, \kappa_{B}$ increases if it moves towards $\kappa_{A}$ and, therefore, $\mathscr{E}\left(\tilde{\gamma}^{*}\right)$ increases and $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)$ decreases if $\kappa_{B}$ moves towards $\kappa_{A}$.

Note that $\kappa_{B}=\bar{\kappa}_{B}\left(\kappa_{A}\right)$ implies $\tilde{\gamma}^{*}=\tilde{\gamma}^{N M}$. If $\kappa_{B}>\bar{\kappa}_{B}\left(\kappa_{A}\right)$, the cutoff ranking $\tilde{\gamma}^{S V}<\tilde{\gamma}^{N M}<\tilde{\gamma}^{*}$ will hold such that Lemma 1.7(i) and Lemma 1.2 lead to $\partial \mathscr{E}\left(\tilde{\gamma}^{*}\right) / \partial \kappa_{B}<0$. Additionally, $m_{A}^{*}>m_{B}^{*}$ by Lemma 1.4. By Lemma 1.7(ii), this implies $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{B}>0$. As $\kappa_{B}>\bar{\kappa}_{B}\left(\kappa_{A}\right)>\kappa_{A}, \kappa_{B}$ decreases if it moves towards $\kappa_{A}$ and, therefore, $\mathscr{E}\left(\tilde{\gamma}^{*}\right)$ increases and $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)$ decreases if $\kappa_{B}$ moves towards $\kappa_{A}$.
(ib) Fix $\kappa_{B}$ now. From the first step we know that $\tilde{\gamma}^{*}=\tilde{\gamma}^{S V}$ for $\kappa_{A}=\bar{\kappa}_{A}\left(\kappa_{B}\right)$ with $\bar{\kappa}_{A}\left(\kappa_{B}\right)>\kappa_{B}$. Lemma 1.7 (i) implies that for all $\kappa_{A}>\bar{\kappa}_{A}\left(\kappa_{B}\right)$ we have $\tilde{\gamma}^{*}<\tilde{\gamma}^{S V}$ and, therefore, $\partial \mathscr{E}\left(\tilde{\gamma}^{*}\right) / \partial \kappa_{A}<0$ for all $\kappa_{A}>\bar{\kappa}_{A}\left(\kappa_{B}\right)$ by Lemma 1.2. Furthermore, by Lemma 1.4, $m_{A}^{*}<m_{B}^{*}$ because $\tilde{\gamma}^{*}<\tilde{\gamma}^{S V}$ implies $\tilde{\gamma}^{*}<\tilde{\gamma}^{N M}$ by Lemma 1.1. Then,

Lemma 1.7(iii) implies $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{A}>0$. As $\kappa_{A}>\bar{\kappa}_{A}\left(\kappa_{B}\right)>\kappa_{B}, \kappa_{A}$ decreases if it moves towards $\kappa_{B}$ and, therefore, $\mathscr{E}\left(\tilde{\gamma}^{*}\right)$ increases and $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)$ decreases if $\kappa_{A}$ moves towards $\kappa_{B}$.

Note that $\kappa_{A}=\underline{\kappa}_{A}\left(\kappa_{B}\right)$ implies $\tilde{\gamma}^{*}=\tilde{\gamma}^{N M}$. If $\kappa_{A}<\underline{\kappa}_{A}\left(\kappa_{B}\right)$, the cutoff ranking $\tilde{\gamma}^{S V}<\tilde{\gamma}^{N M}<\tilde{\gamma}^{*}$ will hold such that Lemma 1.7 (i) and Lemma 1.2 lead to $\partial \mathscr{E}\left(\tilde{\gamma}^{*}\right) / \partial \kappa_{A}>0$. Additionally, $m_{A}^{*}>m_{B}^{*}$ by Lemma 1.4. By Lemma 1.7(ii), this implies $\partial \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right) / \partial \kappa_{A}<0$. As $\kappa_{A}<\underline{\kappa}_{A}\left(\kappa_{B}\right)<\kappa_{B}, \kappa_{A}$ increases if it moves towards $\kappa_{B}$ and, therefore, $\mathscr{E}\left(\tilde{\gamma}^{*}\right)$ increases and $\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)$ decreases if $\kappa_{A}$ moves towards $\kappa_{B}$. To conclude, $\mathscr{W}^{*}$ will increase for all $\beta$ if cost heterogeneity becomes smaller.

Proposition 1.7. There exists a unique equilibrium if $c^{\prime}\left(m_{1}\right) / c^{\prime}\left(m_{2}\right) \geq c^{\prime}\left(m_{3}\right) / c^{\prime}\left(m_{4}\right)$ whenever $m_{1}, m_{2}, m_{3}, m_{4} \geq 0$ and $m_{1}-m_{2}>m_{3}-m_{4}$.

Proof. First assume that there exist two equilibria with the same cutoff $\tilde{\gamma}^{*}=\tilde{\gamma}^{* *}$, but different manipulation intensities. As we have shown in Proposition 1.1 that all equilibria are interior, the equilibrium manipulation intensities are described by the first-order conditions given by (1.8) and (1.9). As $c_{j}^{\prime}(\cdot)$ is strictly increasing for all $j \in\{A, B\}$ we get $m_{A}^{*}=m_{A}^{* *}$ and $m_{B}^{*}=m_{B}^{* *}$ and, hence, both equilibria are identical.

Now, suppose that there exist two equilibria with heterogeneous cutoffs, and, without loss of generality, assume $\tilde{\gamma}^{*}<\tilde{\gamma}^{* *}$. Note that if both cutoffs are part of an equilibrium, (1.7) will hold for both such that

$$
\begin{aligned}
\frac{1}{2} & =\alpha \cdot G_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right)+(1-\alpha) \cdot G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right) \\
& =\alpha \cdot G_{\theta}\left(m_{B}^{* *}-m_{A}^{* *}+\tilde{\gamma}^{* *}\right)+(1-\alpha) \cdot G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{* *}\right)
\end{aligned}
$$

Since $\tilde{\gamma}^{*}<\tilde{\gamma}^{* *}$ implies

$$
\begin{aligned}
& (1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}<(1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{* *} \\
\Leftrightarrow & G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{*}\right)<G_{\theta}\left((1-\Sigma) \mu_{\gamma}+\Sigma \tilde{\gamma}^{* *}\right),
\end{aligned}
$$

they can only be part of two equilibria at the same time if

$$
\begin{aligned}
& G_{\theta}\left(m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}\right)>G_{\theta}\left(m_{B}^{* *}-m_{A}^{* *}+\tilde{\gamma}^{* *}\right) \\
\Leftrightarrow & m_{B}^{*}-m_{A}^{*}+\tilde{\gamma}^{*}>m_{B}^{* *}-m_{A}^{* *}+\tilde{\gamma}^{* *}
\end{aligned}
$$

$$
\begin{aligned}
& \Leftrightarrow\left(m_{B}^{*}-m_{A}^{*}\right)-\left(m_{B}^{* *}-m_{A}^{* *}\right)>\tilde{\gamma}^{* *}-\tilde{\gamma}^{*}>0 \\
& \Rightarrow m_{B}^{*}-m_{A}^{*}>m_{B}^{* *}-m_{A}^{* *} .
\end{aligned}
$$

By Proposition 1.1 all equilibria are interior. Therefore, (1.8) and (1.9) have to hold in both equilibria such that

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)=c_{A}^{\prime}\left(m_{A}^{*}\right)
$$

as well as

$$
g_{\gamma}\left(\tilde{\gamma}^{*}\right)\left(b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\mu_{\gamma}\right)\right)=c_{B}^{\prime}\left(m_{B}^{*}\right),
$$

and

$$
g_{\gamma}\left(\tilde{\gamma}^{* *}\right)\left(b+\bar{q}_{A 0}-\frac{\Sigma}{2}\left(\tilde{\gamma}^{* *}-\mu_{\gamma}\right)\right)=c_{A}^{\prime}\left(m_{A}^{* *}\right)
$$

as well as

$$
g_{\gamma}\left(\tilde{\gamma}^{* *}\right)\left(b+\bar{q}_{B 0}+\frac{\Sigma}{2}\left(\tilde{\gamma}^{* *}-\mu_{\gamma}\right)\right)=c_{B}^{\prime}\left(m_{B}^{* *}\right) .
$$

Dividing the first-order conditions for candidate $A$ by $g_{\gamma}\left(\tilde{\gamma}^{*}\right)$ and $g_{\gamma}\left(\tilde{\gamma}^{* *}\right)$, respectively, and subtracting one from the other yields

$$
\frac{\kappa_{A} c^{\prime}\left(m_{A}^{*}\right)}{g_{\gamma}\left(\tilde{\gamma}^{*}\right)}-\frac{\kappa_{A} c^{\prime}\left(m_{A}^{* *}\right)}{g_{\gamma}\left(\tilde{\gamma}^{* *}\right)}=\frac{\Sigma}{2}\left(\tilde{\gamma}^{* *}-\tilde{\gamma}^{*}\right)>0,
$$

such that

$$
\frac{c^{\prime}\left(m_{A}^{*}\right)}{c^{\prime}\left(m_{A}^{* *}\right)}>\frac{g_{\gamma}\left(\tilde{\gamma}^{*}\right)}{g_{\gamma}\left(\tilde{\gamma}^{* *}\right)} .
$$

Analogous steps for candidate $B$ yield

$$
\frac{\kappa_{B} c^{\prime}\left(m_{B}^{*}\right)}{g_{\gamma}\left(\tilde{\gamma}^{*}\right)}-\frac{\kappa_{B} c^{\prime}\left(m_{B}^{* *}\right)}{g_{\gamma}\left(\tilde{\gamma}^{* *}\right)}=\frac{\Sigma}{2}\left(\tilde{\gamma}^{*}-\tilde{\gamma}^{* *}\right)<0,
$$

such that

$$
\frac{c^{\prime}\left(m_{B}^{*}\right)}{c^{\prime}\left(m_{B}^{* *}\right)}<\frac{g_{\gamma}\left(\tilde{\gamma}^{*}\right)}{g_{\gamma}\left(\tilde{\gamma}^{* *}\right)} .
$$

Taking both inequalities together we get

$$
\frac{c^{\prime}\left(m_{B}^{*}\right)}{c^{\prime}\left(m_{B}^{* *}\right)}<\frac{c^{\prime}\left(m_{A}^{*}\right)}{c^{\prime}\left(m_{A}^{* *}\right)} \Leftrightarrow \frac{c^{\prime}\left(m_{B}^{*}\right)}{c^{\prime}\left(m_{A}^{*}\right)}<\frac{c^{\prime}\left(m_{B}^{* *}\right)}{c^{\prime}\left(m_{A}^{* *}\right)} .
$$
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However, by the assumption about the cost function stated in the Proposition, it holds for all $m_{B}^{*}, m_{A}^{*}, m_{B}^{* *}, m_{A}^{* *}$ with $m_{B}^{*}-m_{A}^{*}>m_{B}^{* *}-m_{A}^{* *}$ that

$$
\frac{c^{\prime}\left(m_{B}^{*}\right)}{c^{\prime}\left(m_{A}^{*}\right)} \geq \frac{c^{\prime}\left(m_{B}^{* *}\right)}{c^{\prime}\left(m_{A}^{* *}\right)},
$$

which yields a contradiction and concludes the proof of the Proposition.
The Proposition derives a condition on the cost function such that uniqueness is ensured. This restriction holds, for example, for every member of the class of exponential cost functions $c(m)=a^{\lambda m}-1$ with $a, \lambda>0$ and $a \neq 1$. Assuming exponential cost functions is common in the literature; see, e.g., Tadelis (2002), Olson and Roy (2008), Gershkov and Perry (2009), Picard and Tabuchi (2010), DellaVigna and Pope (2017), and DellaVigna (2018).

## Appendix 1.B Micro-Foundation for the Welfare Loss from Political Polarization

In this section, we depart from the basic model and consider a modified game that evolves according to the following four steps. First, candidate $j \in\{A, B\}$ chooses manipulation intensity $m_{j}$ and incurs costs $c_{j}\left(m_{j}\right)$. Second, public signals realize, and sophisticated voters update their prior beliefs, whereas naive voters take the two signals at face value. Third, voters cast their ballot according to sincere voting, and the winner of the election is chosen via simple majority rule. Fourth, voters engage in political disputes. As the first three steps are identical with the basic model, in the following we will focus on step four, where $2 n$ voters interact in $n$ social conflicts with $n$ being arbitrarily large. After having solved for the equilibrium at the conflict stage, we will adapt the welfare measure to our modified game and offer a micro-foundation for the welfare loss from political polarization that is based on social conflict.

Suppose that, after the election, voters interact in their daily life (e.g., as colleagues, neighbors, or gym members). During these interactions, they become involved in political disputes wherein they can spend resources to bring forward their line of argument and to defend their opinion. Depending on the extent to which voters are willing to engage in such disputes, resource spending can range from investing time in pleasant conversations, over quarreling and heated debates, up to the usage of physical violence or even committing hate crime. To model such interactions, we draw on a modified version of the contest models that have been employed to study social conflict (see, among others, Esteban and Ray, 1999, 2011). After the election, $n \in \mathbb{N}$ groups of voters are formed. Each group consists of two randomly drawn voters from the electorate. Within their group, the two voters observe the political attitude of their opponent and quarrel over the competence of the two candidates. We assume that giving in (prevailing) in a political dispute against an opponent is more distressing (joyful), the more the political attitudes of the group members differ. More specifically, giving in in a group consisting of the voters 1 and 2 with ideologies $\theta_{1}, \theta_{2} \in \mathbb{R}$, and sophistication types $i_{1}, i_{2} \in\{S, N\}$ leads to a utility loss of
$-\left(\Delta u_{\theta_{1}}^{i_{1}}-\Delta u_{\theta_{2}}^{i_{2}}\right)^{2}$, whereas prevailing induces a utility gain of $\left(\Delta u_{\theta_{1}}^{i_{1}}-\Delta u_{\theta_{2}}^{i_{2}}\right)^{2} .{ }^{25} \mathrm{To}$ stir the dispute in his favored direction each voter spends resources $r>0$ that come at cost $k(r)>0$, which is assumed to be an increasing function and homogeneous of degree $K \geq 1$. The probability that voter 1 wins the dispute if he spends resources $r_{1}$ and his opponent resources $r_{2}$ is given by $r_{1} /\left(r_{1}+r_{2}\right)$.

We know from the basic model that there exists an equilibrium at the election stage such that candidates' manipulation intensities are given by $m_{A}^{*}$ and $m_{B}^{*}$, sophisticated voters form correct beliefs, naive voters take the received signals at face value, and all voters vote sincerely. Then the resulting political attitudes of a sophisticated and a naive voter with ideology $\theta$, after $\gamma$ has been realized, are given by (1.5) and (1.6) with $m_{A}=m_{A}^{*}, m_{B}=m_{B}^{*}, \hat{m}_{A}=m_{A}^{*}$ and $\hat{m}_{B}=m_{B}^{*}$ such that

$$
\Delta u_{\theta}^{S *}=\theta+\bar{q}_{A 1}^{S *}-\bar{q}_{B 1}^{S *}=\theta-(1-\Sigma) \mu_{\gamma}-\Sigma \gamma
$$

and

$$
\Delta u_{\theta}^{N^{*}}=\theta+\bar{q}_{A 1}^{N *}-\bar{q}_{B 1}^{N *}=\theta-m_{B}^{*}+m_{A}^{*}-\gamma
$$

Hence, in any interior equilibrium the two exemplary voters 1 and 2 with ideologies $\theta_{1}$ and $\theta_{2}$, and sophistication types $i_{1}$ and $i_{2}$ simultaneously choose their resource expenditures $r_{1}$ and $r_{2}$ to maximize their objective functions

$$
\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2} \cdot \frac{r_{1}}{r_{1}+r_{2}}-\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2} \cdot \frac{r_{2}}{r_{1}+r_{2}}-k\left(r_{1}\right)
$$

for voter 1 , and

$$
\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2} \cdot \frac{r_{2}}{r_{1}+r_{2}}-\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2} \cdot \frac{r_{1}}{r_{1}+r_{2}}-k\left(r_{2}\right)
$$

for voter 2. As both functions are strictly concave, optimal resource expenditures, $r_{1}^{*}$ and $r_{2}^{*}$, are described by the respective first-order conditions, leading to

$$
\frac{2\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2}}{\left(r_{1}^{*}+r_{2}^{*}\right)^{2}}=\frac{k^{\prime}\left(r_{1}^{*}\right)}{r_{2}^{*}}=\frac{k^{\prime}\left(r_{2}^{*}\right)}{r_{1}^{*}}
$$

[^9]The equation $r_{1}^{*} k^{\prime}\left(r_{1}^{*}\right)=r_{2}^{*} k^{\prime}\left(r_{2}^{*}\right)$ implies a unique symmetric equilibrium with $r_{1}^{*}=$ $r_{2}^{*}=r^{*}$ being implicitly described by

$$
\begin{equation*}
r^{*} k^{\prime}\left(r^{*}\right)=\frac{\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2}{ }^{*}}\right)^{2}}{2} \tag{1.B.1}
\end{equation*}
$$

Next, we consider the ex-ante expected utilitarian welfare in our modified game. To avoid technical issues due to the existence of infinitely many voters, we analyze welfare of the (potentially large) random subgroup of $2 n$ voters that quarrel over political issues:

$$
\mathscr{W}:=2 n E\left[u_{\theta}\right]+\beta E\left[-\sum_{l=1}^{2 n} k\left(r_{l}\right)\right] .
$$

Again, welfare consists of two components. As in the basic model, every voter receives utility from the elected candidate's administration, which describes the first component. The second component, however, differs from that in the basic model. Now, voters on average incur disutility from social conflicts. While the returns from the conflict sum up to zero in each group, both players spend costly resources during the conflict. The corresponding expected costs are reflected in the second part of welfare, $E\left[-\sum_{l=1}^{2 n} k\left(r_{l}\right)\right]$.

Above, we have shown that the conflict game between two randomly selected voters 1 and 2 has a symmetric equilibrium $r_{1}^{*}=r_{2}^{*}=r^{*}$ being described by (1.B.1). Thus, at the conflict stage, each voter's expected utility in equilibrium amounts to $-k\left(r^{*}\right)$. As the cost function $k(\cdot)$ is homogeneous of degree $K \geq 1$, the costs for spending resources $r^{*}$ directly follow from (1.B.1): ${ }^{26}$

$$
r^{*} k^{\prime}\left(r^{*}\right)=\frac{\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2}{ }^{*}}\right)^{2}}{2} \Leftrightarrow k\left(r^{*}\right)=\frac{\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2}}{2 K} .
$$

The part $E\left[-\sum_{l=1}^{2 n} k\left(r_{l}\right)\right]$ of the welfare function can, thus, be computed as

$$
-\frac{n}{K} \cdot E\left[\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2}\right],
$$

26. Homogeneity of degree $K$ means that $k\left(t r_{i}\right)=t^{K} k\left(r_{i}\right)$ for all $t>0$. Thus, we have $k\left(r_{i}\right)=$ $r_{i}^{K} k(1)$ so that $k^{\prime}\left(r_{i}\right)=K r_{i}^{K-1} k(1)$ and $r^{*} k^{\prime}\left(r^{*}\right)=r^{*} K \cdot\left(r^{*}\right)^{K-1} k(1)=K \cdot k\left(r^{*}\right)$.
where the expectation operator refers to the two independent random draws $\Delta u_{\theta_{1}}^{i_{1}} *$ and $\Delta u_{\theta_{2}}^{i_{2}{ }^{*}}$, and the composed random variable $\gamma$. Let $h(\Delta u \mid \gamma)$ denote the density of political attitudes given the realization of $\gamma$, with corresponding mean $\mu_{\Delta u}$ and variance $\sigma_{\Delta u}^{2}$. As $\Delta u_{\theta_{1}}^{i_{1} * *}$ and $\Delta u_{\theta_{2}}^{i_{2} *}$ are independently drawn from the whole electorate, $E\left[\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2} *} 2^{2^{*}}\right]\right.$ can be computed as follows:

$$
\begin{aligned}
& E\left[\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2}}\right)^{*}\right] \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\Delta u_{\theta_{1}}^{i_{1} *}-\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2} h\left(\Delta u_{\theta_{1}}^{i_{1} *} \mid \gamma\right) h\left(\Delta u_{\theta_{2}}^{i_{2}} \mid \gamma\right) g_{\gamma}(\gamma) \mathrm{d} \Delta u_{\theta_{1}}^{i_{1} *} \mathrm{~d} \Delta u_{\theta_{2}}^{i_{2} *} \mathrm{~d} \gamma \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\left(\Delta u_{\theta_{1}}^{i_{1} *}\right)^{2}-2 \Delta u_{\theta_{1}}^{i_{1} *} \Delta u_{\theta_{2}}^{i_{2} *}+\left(\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2}\right] \\
& \cdot h\left(\Delta u_{\theta_{1}}^{i_{1}{ }^{*}} \mid \gamma\right) h\left(\Delta u_{\theta_{2}}^{i_{2}} \mid \gamma\right) g_{\gamma}(\gamma) \mathrm{d} \Delta u_{\theta_{1}}^{i_{1} *} \mathrm{~d} \Delta u_{\theta_{2}}^{i_{2} *} \mathrm{~d} \gamma \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\left(\Delta u_{\theta_{1}}^{i_{1} *}\right)^{2}-2 \Delta u_{\theta_{1}}^{i_{1} *} \mu_{\Delta u}+2 \Delta u_{\theta_{1}}^{i_{1} *} \mu_{\Delta u}+\mu_{\Delta u}^{2}-\mu_{\Delta u}^{2}+\left(\Delta u_{\theta_{2}}^{i_{2} *}\right)^{2}\right. \\
& \left.-2 \Delta u_{\theta_{2}}^{i_{2} *} \mu_{\Delta u}+2 \Delta u_{\theta_{2}}^{i_{2} *} \mu_{\Delta u}+\mu_{\Delta u}^{2}-\mu_{\Delta u}^{2}-2 \Delta u_{\theta_{1}}^{i_{1} *} \Delta u_{\theta_{2}}^{i_{2} *}\right] \\
& \cdot h\left(\Delta u_{\theta_{1}}^{i_{1} *} \mid \gamma\right) h\left(\Delta u_{\theta_{2}}^{i_{2} *} \mid \gamma\right) g_{\gamma}(\gamma) \mathrm{d} \Delta u_{\theta_{1}}^{i_{1}}{ }^{*} \mathrm{~d} \Delta u_{\theta_{2}}^{i_{2} *} \mathrm{~d} \gamma \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\left(\Delta u_{\theta_{1}}^{i_{1} *}-\mu_{\Delta u}\right)^{2}+\left(\Delta u_{\theta_{2}}^{i_{2} *}-\mu_{\Delta u}\right)^{2}+2 \Delta u_{\theta_{1}}^{i_{1} *} \mu_{\Delta u}+2 \Delta u_{\theta_{2}}^{i_{2} *} \mu_{\Delta u}\right. \\
& \left.-\mu_{\Delta u}^{2}-\mu_{\Delta u}^{2}-2 \Delta u_{\theta_{1}}^{i_{1} *} \Delta u_{\theta_{2}}^{i_{2}{ }^{*}}\right] \\
& \cdot h\left(\Delta u_{\theta_{1}}^{i_{1} *} \mid \gamma\right) h\left(\Delta u_{\theta_{2}}^{i_{2} *} \mid \gamma\right) g_{\gamma}(\gamma) \mathrm{d} \Delta u_{\theta_{1}}^{i_{1}}{ }^{*} \mathrm{~d} \Delta u_{\theta_{2}}^{i_{2} *} \mathrm{~d} \gamma \\
& =2 \int_{-\infty}^{\infty} \sigma_{\Delta u}^{2} g_{\gamma}(\gamma) \mathrm{d} \gamma .
\end{aligned}
$$

Let $h^{i}\left(\Delta u_{\theta}^{i}{ }^{*} \mid \gamma\right)$ denote the density of political attitudes for voters of type $i$ given the realization of $\gamma$. Thus,

$$
h(\Delta u \mid \gamma)=\alpha h^{N}(\Delta u \mid \gamma)+(1-\alpha) h^{S}(\Delta u \mid \gamma),
$$

so that we can write the variance $\sigma_{\Delta u}^{2}$ as follows:

$$
\sigma_{\Delta u}^{2}=\int_{-\infty}^{\infty} x^{2} h(x \mid \gamma) d x-\mu_{\Delta u}^{2}
$$

$$
\begin{align*}
& =\alpha \int_{-\infty}^{\infty} x^{2} h^{N}(x \mid \gamma) d x+(1-\alpha) \int_{-\infty}^{\infty} x^{2} h^{S}(x \mid \gamma) d x-\mu_{\Delta u}^{2} \\
& \left.=\alpha\left[\left(\bar{q}_{A 1}^{N *}-\bar{q}_{B 1}^{N}\right)^{*}\right)^{2}+\sigma_{\theta}^{2}\right]+(1-\alpha)\left[\left(\bar{q}_{A 1}^{S *}-\bar{q}_{B 1}^{S}{ }^{*}\right)^{2}+\sigma_{\theta}^{2}\right]-\mu_{\Delta u}^{2} . \tag{1.B.2}
\end{align*}
$$

The mean $\mu_{\Delta u}$ is given by

$$
\begin{aligned}
\mu_{\Delta u} & =\int_{-\infty}^{\infty} x h(x \mid \gamma) d x=\int_{-\infty}^{\infty} x\left(\alpha h^{N}(x \mid \gamma)+(1-\alpha) h^{S}(x \mid \gamma)\right) d x \\
& =\alpha\left(\bar{q}_{A 1}^{N *}-\bar{q}_{B 1}^{N}{ }^{*}\right)+(1-\alpha)\left(\bar{q}_{A 1}^{S *}-\bar{q}_{B 1}^{S *}\right),
\end{aligned}
$$

where the last equality follows from the fact that the density $h^{i}(\cdot \mid \gamma)$ has the mean $\bar{q}_{A 1}^{i}{ }^{*}-\bar{q}_{B 1}^{i}{ }^{*}$. Inserting for $\mu_{\Delta u}$ in (1.B.2) leads to

$$
\sigma_{\Delta u}^{2}=\sigma_{\theta}^{2}+\alpha(1-\alpha)\left[\left(\bar{q}_{A 1}^{N *}-\bar{q}_{B 1}^{N *}\right)-\left(\bar{q}_{A 1}^{S *}-\bar{q}_{B 1}^{S}{ }^{*}\right)\right]^{2}
$$

As $\bar{q}_{A 1}^{N}{ }^{*}-\bar{q}_{B 1}^{N}{ }^{*}=-m_{B}^{*}+m_{A}^{*}-\gamma$ and $\bar{q}_{A 1}^{S}{ }^{*}-\bar{q}_{B 1}^{S}{ }^{*}=-(1-\Sigma) \mu_{\gamma}-\Sigma \gamma$, we obtain

$$
\sigma_{\Delta u}^{2}=\sigma_{\theta}^{2}+\alpha(1-\alpha)\left[m_{A}^{*}-m_{B}^{*}+(1-\Sigma)\left(\mu_{\gamma}-\gamma\right)\right]^{2} .
$$

Computing its expectation yields

$$
E\left[\sigma_{\Delta u}^{2}\right]=\mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)=\sigma_{\theta}^{2}+\alpha(1-\alpha)\left[\left(m_{A}^{*}-m_{B}^{*}\right)^{2}+(1-\Sigma)^{2} \sigma_{\gamma}^{2}\right]
$$

To sum up, in our modified game, equilibrium welfare amounts to

$$
\mathscr{W}^{*}=2 n\left[\mathscr{E}\left(\tilde{\gamma}^{*}\right)-\frac{\beta}{2 K} \cdot \mathscr{P}\left(m_{A}^{*}, m_{B}^{*}\right)\right]
$$

with $\mathscr{E}\left(\tilde{\gamma}^{*}\right)$ being the same ex-ante expected utility from candidate selection as in the basic model.
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## Chapter 2

# Consumer Protection or Efficiency? The Case of Partitioned Pricing* 

Joint with Simon Dato and Fabian Schmitz

### 2.1 Introduction

Partitioned pricing refers to a firm's practice to split the price of a good or service into two or more components (Morwitz, Greenleaf, and Johnson, 1998). ${ }^{1}$ Amplified by the increased prevalence of e-commerce, it seems to be the norm nowadays that consumers face substantial additional charges for shipping, handling, or payment methods (Mohammed, 2019). Empirical evidence documents that consumers underestimate the total price when being confronted with multiple prices (Greenleaf, Johnson, Morwitz, and Shalev, 2016; Voester, Ivens, and Leischnig, 2017), such that partitioned pricing is likely to deceive consumers into overbuying. Consequently, it has come under increased scrutiny: evaluating several possible price frames, the UK Office of Fair Trading concluded that partitioned pricing has the greatest potential to cause harm for consumers (Office of Fair Trading, 2010). Furthermore, competi-

[^10]tion authorities have penalized firms from several industries for having engaged in partitioned or drip pricing. ${ }^{2}$

For partitioned pricing to exploit consumers by affecting their purchasing decisions, it needs to hold that (i) firms are allowed to partition prices and (ii) consumers mistakenly undervalue the total price. Accordingly, authorities can and actually do engage in two types of policies that address each requirement to protect consumers. Regarding the first type, they have invoked policies that regulate extra fees or additional prices, even up to a ban of partitioned pricing. In recent legislation, consumer protection agencies have either banned (UK, USA ${ }^{3}$, EU ${ }^{4}$ ) or limited (Australia ${ }^{5}$ ) payment surcharges for the use of credit or debit cards. In Australia, agencies have ruled that surcharges must not be excessive, i.e., above the transaction's actual costs to the merchant. Similarly, while many countries have banned fuel-surcharges in the airline industry, Japan still allows airlines to add a fuel-surcharge to their price. However, the surcharge is tied to the actual costs of fuel two months before the flight. ${ }^{6}$ In a similar vein, several lawsuits dealing with excessively high interest rates for car loans bought at a car dealer combined with a car were settled by capping the mark-up a dealer can add to the actual interest rate (Cohen, 2012). As this first type of policy limits the firms' choice set, i.e., the set of prices to choose from, it can be labeled as a hard intervention (Heidhues and Kőszegi, 2018).

The second type of policy does not regulate or ban partitioned pricing. Instead, it aims to lower the degree to which consumers underestimate additional prices by increasing either (i) consumers' awareness or (ii) the degree of the additional prices' transparency. One possibility to increase price transparency is to restrict firms' ability to hide additional prices. The Australian Competition and Consumer Commission (ACCC), for instance, requires that whenever firms advertise prices, the total price
2. The Australian Competition and Consumer Commission imposed sanctions on the two largest airlines (https://cutt.ly/shLcMbb). Likewise, the Canadian Competition Bureau fined rental car agencies for charging hidden fees (https://cutt.ly/ohLvtl1).
3. For the UK and the USA, see https://cutt.ly/jhLilo7.
4. See, the Directive (EU) $2015 / 2366$ of the European Parliament and of the Council https://cutt.ly/ehLiQby.
5. See, https://cutt.ly/xhLiYxm.
6. See, https://cutt.ly/AxNexGQ.
must be at least as visible as prices that do not include additional fees and charges. ${ }^{7}$ However, the second type of policy does not necessarily intervene on the firms' side but may also educate consumers to reduce the impact of deceptive pricing strategies. For example, in 2003, the US Congress passed the Fair and Accurate Credit Transactions Act (FACTA), which provided better consumer financial literacy. It brought forth the Financial Literacy and Education Commission (FLEC), which is concerned with setting a national strategy to increase consumer awareness of credit scores and their impact on their financial decisions (Cohen, 2012). Contrary to the first type of policy, the second type of policy does not affect the set of feasible prices firms may offer. In line with the terminology used by Heidhues and Kőszegi (2018), it can be labeled as a soft intervention.

This paper analyzes the consequences of hard and soft interventions that aim at limiting the impact of partitioned pricing on consumer surplus and welfare. Since the first is arguably the measure that is mostly applied by competition authorities when designing policies, with Canada as a notable exception (Heyer, 2006), one might argue that our results on the first measure might be most relevant for practitioners. However, analyzing the effects of policy interventions on both measures is particularly relevant in light of a longstanding debate among antitrust scholars whether consumer surplus or welfare should be considered by regulators when intervening in markets. It goes back at least to Bork (1978) and was recently addressed in Wilson (2019). In particular, critics argue that using consumer surplus as a measure to evaluate policy interventions "must therefore be counted as 'distributive' to the extent that it produces outcomes that shift wealth or resources in favor of consumers even though an alternative outcome would produce greater total wealth." (Hovenkamp, 2012, p. 2472). To account for these arguments, we study the effects of policies on both measures and identify circumstances under which they lead to identical or very different policy implications.

For this purpose, we incorporate partitioned pricing and consumer naivety into the framework of Singh and Vives (1984) with differentiated products. Con-

[^11]sequently, we allow firms to partition their prices into a headline price and an additional price. Moreover, to account for the mounting evidence that consumers underestimate partitioned prices, we assume that they are naive and underestimate the additional prices, as in, e.g., Gabaix and Laibson (2006), Chetty (2009) or Heidhues, Kőszegi, and Murooka (2016b). We model a hard intervention as imposing an upper bound on the additional price and a soft intervention as an increase in price transparency, i.e., a decrease in the degree to which consumers underestimate a given additional price. Comparative static in these parameters allows us to evaluate each policy's consequences on consumer surplus and welfare.

Our analysis reveals that firms have an incentive to charge high additional and low headline prices in markets with naive consumers and the possibility to partition prices. The reason is that naive consumers react less sensitive to additional prices than to headline prices. If the upper bound on the additional price is very high, equilibrium headline prices tend to become overly low. While very low or even negative headline prices might be feasible in some markets, they might not work well in others. For example, consumers might become suspicious and abstain from buying at all if deals look too good to be true. Likewise, in markets in which firms charge the additional price for an unavoidable add-on, arbitrage traders might force firms to charge positive prices (Heidhues, Kőszegi, and Murooka, 2016a,b). To account for both situations, we analyze two different scenarios. First, we analyze markets in which firms can freely choose their headline prices. Second, we analyze markets in which firms are restricted to charge non-negative headline prices.

Our first main result demonstrates that there exists a fundamental trade-off between consumer protection and efficiency: Independent of whether the headline price is restricted or not, the strongest possible consumer protection policy maximizes consumer surplus but is never welfare-optimal. Consumer protection is maximized with the strongest possible hard intervention, i.e., a ban of partitioned pricing, or the strongest possible soft intervention, i.e., making additional prices fully transparent. In both cases, firms' pricing strategies cannot be deceptive, and consumers can make fully informed choices. Due to the imperfect competition between firms
arising from imperfect substitutability of products, it directly follows that equilibrium demand is inefficiently low.

In contrast, allowing firms to engage in partitioned pricing and leaving consumers with some positive degree of naivety renders consumer protection imperfect. In equilibrium, consumers perceive total prices to be lower than they actually are and, therefore, demand higher quantities. Via this channel, imperfect consumer protection boosts demand and brings equilibrium quantities closer to efficiency. Accordingly, maximizing welfare calls for imperfect consumer protection.

Although the trade-off between consumer protection and efficiency arises with hard and soft interventions and the presence and the absence of a price floor on the headline price, the strength of the welfare-maximizing intervention and the resulting welfare level strongly depend on the scenario and the type of intervention considered. First, regarding soft interventions, it holds that the welfare-maximizing degree of price transparency induces efficient demand and, hence, achieves first-best welfare only if the regulation of the additional price is sufficiently weak. However, under a rather strict additional price regulation, firms need to set comparably high headline prices to attain sufficient revenues per unit sold. Accordingly, even if prices are fully intransparent and firms can offer negative headline prices, firms do not find it optimal to offer such low prices. Hence, irrespective of whether the headline price is restricted, it is impossible to reach efficient demand if the additional price regulation is strict.

Whether it is possible to induce efficient demand with a hard intervention, i.e., a regulation of additional prices, may crucially depend on the scenario analyzed. If headline prices are unrestricted, the welfare-maximizing upper bound on the additional price induces first-best. Intuitively, the less regulated the additional price is, the stronger firms can trick consumers into overbuying by increasing the additional price and, at the same time, decreasing the headline price. It is then always possible to relax the regulation of additional prices just as much as necessary to increase demand up to efficiency. Furthermore, our results reveal that not to regulate partitioned pricing is the worst possible option: every bound on the additional price leads to an improvement in both welfare and consumer surplus.

If the headline price is restricted to be non-negative, it is not always possible to counteract an increase in the additional price with a decrease in the headline price as the price floor starts to be binding. If consumers are sufficiently sophisticated and, hence, per se do not strongly fall victim to overbuying, the binding price floor prevents equilibrium demand from strictly increasing with the upper bound on the additional price. Accordingly, even with unregulated partitioned pricing, equilibrium demand is inefficiently low. We also show that compared to an unregulated additional price, capping the additional price at the firms' marginal costs is welfare neutral but leads to a higher consumer surplus. This result is robust to all parameter constellations of the model. In the case of doubt, this policy is a safe course of action.

Moreover, our results allow us to shed light on the interplay between hard and soft interventions. It turns out that the strategic dependence of the two types of interventions is strongly affected by market characteristics, i.e., whether a floor for the headline price exists or not. With unrestricted headline prices, consumer protection via (i) increased price transparency and (ii) stronger price regulations are strategic substitutes with respect to welfare: an increase in the degree of price transparency calls for weaker price regulations. The negative effect of an increase in price transparency on demand has to be offset by a less strict regulation of additional prices, allowing firms to maintain high demand. However, in markets with restricted headline prices, the two types of interventions may also constitute strategic complements. If the price floor for the headline price is binding, equilibrium demand decreases in the upper bound on the additional price: contrary to the case of a non-binding price floor, consumers correctly assess that total prices are increasing in the upper bound. Accordingly, the demand-decreasing effect of an increase in price transparency needs to be offset by stronger regulations of partitioned pricing.

We contribute to a strand of the literature that discusses the effects of consumers' misperceptions of prices or products on market outcomes (for instance, Gabaix and Laibson, 2006; Chetty, 2009; Heidhues, Kőszegi, and Murooka, 2016b). In particular, this paper relates to those studies that analyze the effects of hard interventions (e.g., Heidhues, Kőszegi, and Murooka, 2016a; Heidhues, Johnen, and Kőszegi, 2020), soft interventions (e.g., Glaeser and Ujhelyi, 2010; de Meza and

Reyniers, 2012; Kosfeld and Schüwer, 2016), or both (Armstrong and Vickers, 2012) on consumer surplus or welfare.

Heidhues, Johnen, and Kőszegi (2020) compare the effects of two hard interventions, regulating total prices and regulating additional prices in which consumers can choose between browsing and studying. In this model, consumers have limited attention such that they can only examine a few products in detail, including their additional prices, and have to browse other products superficially. If additional prices are constrained, consumers can engage in more browsing and, hence, compare more options. However, when total prices are regulated, the consumer is tempted to search less, which might leave him worse off. In our model, we adopt the notion that consumers are naive, as in Heidhues, Kőszegi, and Murooka (2016b). More precisely, even if they observe all prices, they still underestimate the total price as long as prices are partitioned.

In models of additional prices and hidden fees, more similar to our approach, Armstrong and Vickers (2012) and Kosfeld and Schüwer (2016) find that transparency-enhancing innovations in the form of consumer education might decrease welfare. These studies differentiate between sophisticated and naive consumers and endow sophisticates with the possibility to avoid a product's additional price at some cost. As (i) this cost is assumed to be socially wasteful, and (ii) sophisticated consumers make use of this option in equilibrium, educating naifs to sophisticates might be welfare-decreasing. Moreover, Armstrong and Vickers (2012) show that in contrast to a transparency-enhancing intervention, regulation of additional prices is at least weakly welfare increasing. Because sophisticated consumers only exert socially wasteful effort if additional prices are sufficiently high, tight regulation of additional prices avoids socially wasteful effort and welfare increases. However, Heidhues, Kőszegi, and Murooka (2016a) show that this might lead to higher innovation incentives on new types of hidden charges, which then lowers the policy's welfare effect. While these studies focus on inefficiencies that arise due to costs that sophisticated consumers bear to avoid additional charges, welfare effects, in our model, are solely driven by inefficiently low or high demand.

Glaeser and Ujhelyi (2010) analyze a model of Cournot competition with positive profits and inefficiently low demand in equilibrium. They show that consumers' underestimation of future health costs caused by consumption is detrimental to consumer surplus but leads to a more efficient demand. Accordingly, the mechanism at work is similar to the channel through which the negative effect of price transparency on welfare emerges in our paper. However, in their model, consumers perceive prices correctly and only underestimate the cost they have to bear. Thus, they remain silent about potential hard interventions.

Most closely related to our analysis is de Meza and Reyniers (2012). They show that when consumers underestimate additional prices in a Cournot model with constant elasticity of demand, consumer surplus and, with it, welfare might decrease in transparency. Full transparency leads to an increased and, hence, more inefficient total price. However, while full transparency also leads to an inefficiently high total price in our model, their result crucially hinges on the assumption of isoelastic demand and competition in quantities. We complement their study by discussing partitioned pricing and consumer naivety in the classical framework by Singh and Vives (1984). Moreover, we discuss the effects of hard and soft interventions, their interplay, and identify a trade-off between consumer surplus and efficiency.

The paper is organized as follows. Section 2.2 introduces the model. In Section 2.3, we solve for the equilibrium and do the comparative statics analysis for the case of unrestricted headline prices (2.3.1) and when non-negative headline prices are not feasible (2.3.2). Finally, Section 2.4 concludes.

### 2.2 Model

We adopt the differentiated duopoly framework by Singh and Vives (1984), in which each of the two firms $i \in\{1,2\}$ produce quantity $q_{i}$ of good $i$ at constant marginal cost $c$. There is a continuum of consumers with mass one who derive utility from consuming quantities $q=\left(q_{1}, q_{2}\right)$ via

$$
U(q)=\omega \sum_{i=1}^{2} q_{i}-0.5\left(\sum_{i=1}^{2} q_{i}^{2}+2 \gamma q_{i} q_{j}\right) \text { for } i \in\{1,2\} \text { and } j \neq i \text {, }
$$

where $q_{i}$ denotes the quantity purchased at firm $i, \omega>0$ is a measure of product quality, and $\gamma \in(-1,1)$ measures the degree of substitutability between the two products. The higher the value of $\gamma$, the more alike the products are.

Firms compete via prices to attract consumers. We extend the original framework by incorporating partitioned pricing and consumer naivety. First, we allow firms to partition prices, i.e., we assume that the total price of good $i$ is given by the sum of a headline price $p_{i}$ and an additional price $\hat{p}_{i}$. Among others, we follow Gabaix and Laibson (2006) in assuming bounded additional prices, i.e. $\hat{p}_{i} \leq \bar{p}$. Essentially, the assumption limits firms' ability to exploit naive consumers as they cannot be tricked into buying an infinite amount of a good. In our model, we treat $\bar{p}$ as a policy measure that can be influenced by policymakers. ${ }^{8}$ We label the two extreme cases $\bar{p}=0$ and $\bar{p} \rightarrow \infty$ as a ban of partitioned pricing and unregulated additional prices, respectively.

Second, consumer base their buying decision on a perceived price $p_{i}+\beta \cdot \hat{p}_{i}$ with $\beta \in[0,1]$ instead of the actual total price $p_{i}+\hat{p}_{i}$. Note that $\beta$ measures the degree of sophistication of the consumers in our model, i.e., the higher $\beta$, the closer is the consumers' perceived price to the actual price $p_{i}+\hat{p}_{i}$. Therefore, we can interpret $\beta$ as a policy parameter that influences firms' ability to charge intransparent additional prices, e.g., a minimum font size of an additional mandatory fee on a price comparison website. We refer to the extreme cases $\beta=1$ and $\beta=0$ as fully transparent and fully intransparent prices, respectively.

Since consumers underestimate the total price if firms engage in partitioned pricing they maximize their perceived net-utility function

$$
\tilde{V}(q, p, \hat{p})=U(q)-\sum_{i=1}^{2} q_{i}\left(p_{i}+\beta \hat{p}_{i}\right) .
$$

with $p=\left(p_{i}, p_{j}\right)$, and $\hat{p}=\left(\hat{p}_{i}, \hat{p}_{j}\right)$, when making their buying decisions. Consumer behavior is defined by the first-order conditions ${ }^{9}$ given by
8. Although we treat $\bar{p}$ as a policy variable, such an upper bound could also be imposed by other players in the market. For example, car loan companies allow car dealers to mark-up loans up to some percentage points but not above (Grunewald, Lanning, Low, and Salz, 2020).
9. Since $\frac{\partial^{2} \tilde{v}(q, p, \hat{p})}{\partial q_{i}^{2}}=\frac{\partial^{2} \tilde{v}(q, p, \hat{p})}{\partial q_{j}^{2}}=-1, \frac{\partial^{2} \tilde{v}(q, p, \hat{p})}{\partial q_{j} \partial q_{i}}=-\gamma$, and $\operatorname{det}(H)=1-\gamma^{2}>0$, where $\operatorname{det}(H)$ denotes the Hessian matrix, the consumers' perceived utility is a strictly concave function.
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$$
\frac{\partial \tilde{V}(q, p, \hat{p})}{\partial q_{i}}=\omega-q_{i}-\gamma q_{j}-p_{i}-\beta \hat{p}_{i} \stackrel{!}{=} 0 \quad \forall i \in\{1,2\} .
$$

The resulting symmetric demand functions are given by

$$
q_{i}(p, \hat{p})=\frac{1}{1-\gamma^{2}}\left[(1-\gamma) \omega-\left(p_{i}+\beta \hat{p}_{i}\right)+\gamma\left(p_{j}+\beta \hat{p}_{j}\right)\right] \quad i \neq j, i, j \in\{1,2\}
$$

Firm profits are, therefore, given by

$$
\begin{equation*}
\pi_{i}(p, \hat{p})=q_{i}(p, \hat{p}) \cdot\left(p_{i}+\hat{p}_{i}-c\right) \quad \forall i \in\{1,2\} \tag{2.1}
\end{equation*}
$$

We follow the usual definition of producer surplus as the sum of profits, i.e.

$$
\begin{equation*}
\mathscr{P} \mathscr{S}=\sum_{i=1}^{2} \pi_{i}(p, \hat{p}) . \tag{2.2}
\end{equation*}
$$

While the definition of producer surplus is standard in our model, we need to take a stance on how consumer surplus is measured because they are naive. Consumers base their buying decision on the perceived total price. As they end up, however, paying the actual total price, we follow Glaeser and Ujhelyi (2010) and measure consumer surplus as the experienced net-utility, i.e.,

$$
\mathscr{C} \mathscr{S}=U(q)-\sum_{i=1}^{2} q_{i}\left(p_{i}+\hat{p}_{i}\right) .
$$

Welfare is defined as the sum of producer and consumer surplus such that

$$
\mathscr{W}=\omega \sum_{i=1}^{2} q_{i}-0.5\left(\sum_{i=1}^{2}\left(q_{i}\right)^{2}+2 \gamma q_{i} q_{j}\right)-\sum_{i=1}^{2} q_{i} \cdot c .
$$

Maximizing welfare ${ }^{10}$ over quantities yields the first-best quantities, given by $q_{i}^{F B}=$ $\frac{\omega-c}{1+\gamma}, \forall i \in\{1,2\}$, which will serve as a benchmark in the following analysis.

As argued in the introduction, authorities have mainly engaged in two policy measures to protect consumers from being deceived: increasing price transparency (increasing $\beta$ ) and decreasing additional prices (decreasing $\bar{p}$ ). These policies aim at reducing the wedge between the perceived and the actual prices and, thereby,
10. Note that welfare is a strictly concave function since $\frac{\partial^{2} \mathscr{W}}{\partial q_{i}^{2}}=\frac{\partial^{2} \mathscr{W}}{\partial q_{j}^{2}}=-1, \frac{\partial^{2} \mathscr{W}}{\partial q_{j} q_{i}}=-\gamma$, and $\operatorname{det}(H)=1-\gamma^{2}>0$, where $\operatorname{det}(H)$ denotes the determinant of the Hessian matrix.
allow consumers to make more informed choices. In line with the rationale behind these policies, we think of consumer protection as a measure inversely related to the differences between the perceived and the actual prices, $(1-\beta) \hat{p}_{i} .{ }^{11}$ Intuitively, the higher the level of consumer protection, the closer are the perceived prices to the actual prices. Full consumer protection refers to the case when the perceived prices equal the actual prices, which occurs under full price transparency ( $\beta=1$ ) or a ban of partitioned pricing ( $\bar{p}=0$ ).

### 2.3 Policy Analysis

To analyze the welfare consequences of changing the regulatory requirements for additional prices and price transparency, we first analyze markets in which firms can partition prices and face no restriction on headline prices. We derive optimal policies for consumers, producers, and welfare in these types of markets. Afterward, we consider markets where headline prices are restricted to be non-negative and perform the same analysis. Our results hinge on crucial similarities and differences between consumer optimal and welfare optimal policies in both types of markets.

### 2.3.1 Unrestricted Headline Prices

In markets in which firms can freely choose their headline prices, firms only take the restriction on the additional price into account when choosing their prices. Therefore, anticipating the demand of its consumers, firm $i$ chooses its prices to solve

$$
\max _{p_{i}, \hat{p}_{i}} \pi_{i}(p, \hat{p})=q_{i}(p, \hat{p}) \cdot\left(p_{i}+\hat{p}_{i}-c\right) \text { s.t. } \hat{p}_{i} \leq \bar{p} .
$$

Since consumers are less sensitive to an increase in the additional price than to a corresponding decrease in the headline price, firms will always choose the highest possible additional price, i.e., in any equilibrium $\hat{p}_{i}^{*}=\bar{p}$. To see this, note that for any combination of prices ( $p_{i}, \hat{p}_{i}$ ) of firm $i$ with $\hat{p}_{i}<\bar{p}$, there exists a feasible combination of prices ( $p_{i}^{\prime}, \hat{p}_{i}^{\prime}$ ) with $\bar{p} \geq \hat{p}_{i}^{\prime}>\hat{p}_{i}$ and $p_{i}^{\prime}=p_{i}+\hat{p}_{i}-\hat{p}_{i}^{\prime}$ that leads to a strictly

[^12]higher profit: revenue per unit sold remains constant but demand strictly increases. Consequently, firm i's maximization problem reduces to
$$
\max _{p_{i}} q_{i}(p, \hat{p}) \cdot\left(p_{i}+\bar{p}-c\right) .
$$

The best-response function of firm $i \in\{1,2\}$ is then given by

$$
p_{i}=\frac{(1-\gamma) \omega}{2}+\frac{\gamma}{2} \cdot p_{j}+\frac{c-[1+(1-\gamma) \beta] \bar{p}}{2}
$$

for $i \in\{1,2\}$ and $j \neq i$. Calculating the equilibrium prices leads to

$$
\begin{equation*}
p_{i}^{*}=p_{j}^{*}=\frac{(1-\gamma) \omega+c-[1+(1-\gamma) \beta] \bar{p}}{2-\gamma} \tag{2.3}
\end{equation*}
$$

which yields the following proposition:
Proposition 2.1. The unique equilibrium is symmetric with $\hat{p}^{*}=\bar{p}$,

$$
\begin{equation*}
p^{*}=\frac{(1-\gamma)(\omega-\beta \bar{p})+c-\bar{p}}{2-\gamma} \text {, and } q^{*}=\frac{\omega-c+(1-\beta) \bar{p}}{(1+\gamma)(2-\gamma)} \text {. } \tag{2.4}
\end{equation*}
$$

Proposition 2.1 implies that an increase in the upper bound on the additional price $\bar{p}$ leads to lower headline prices $p^{*}$, higher additional prices $\hat{p}^{*}$, and a higher quantity $q^{*}$. As we have already shown, firms always charge the highest possible additional price. Accordingly, relaxing the upper bound, $\bar{p}$, leads to higher additional prices, which puts higher competitive pressure on the headline prices. Intuitively, the higher the additional price, the more profit can be extracted from naive consumers. Consequently, attracting consumers with low headline prices becomes more valuable, and headline prices decrease. However, as we consider differentiated products, the competitive pressure is not strong enough to fully compete away these additional profits. Accordingly, the decrease in the headline prices is smaller than the increase in the additional prices such that an increase in $\bar{p}$ leads to higher total prices $p^{*}+\hat{p}^{*}$. Consumers correctly take into account the decrease in the headline price but undervalue the increase in the additional price. It turns out that the decrease in the headline price outweighs the consumers' perceived increase in the additional price such that the perceived total price $p^{*}+\beta \hat{p}^{*}$ decreases. Hence, consumers demand
higher quantities, which explains the counter-intuitive result that equilibrium quantities and total prices increase as a response to an increase in $\bar{p}$.

A higher degree of transparency, i.e., an increase in $\beta$, does not affect the additional price but leads to lower headline prices and a lower quantity. Clearly, the additional price remains constant as it depends only on the upper bound. Higher transparency makes consumers more sensitive to a change in the additional prices. Hence, competitive forces become fiercer and lead to lower headline prices. As an increase in $\beta$ only leads to a lower headline price, the total price decreases such that one would expect demand to increase. Due to higher transparency of prices, however, consumers take the additional price more strongly into account and, via this channel, perceive the good to become more expensive. This demand-decreasing effect dominates the demand-increasing effect of a lower headline price such that the perceived total price increases. Although an increase in transparency leads to lower actual prices, equilibrium quantities decrease as well.

We will continue by analyzing the effects of (i) a hard intervention via tighter regulation of additional prices (i.e., a decrease in $\bar{p}$ ) and (ii) a transparencyenhancing soft intervention (i.e., an increase in $\beta$ ). The effects of an increase in the degree of transparency given by $\beta$ and of a decrease in the upper bound, $\bar{p}$ can be summarized as an increase in consumer protection: although the total price decreases, consumers perceive the good to be more expensive such that they demand lower quantities in equilibrium. Thus, both effects lead to a decrease in the wedge between actual and perceived prices, $(1-\beta) \bar{p}$. The following proposition summarizes its effects on consumer surplus, producer surplus, and welfare. We denote the welfare-maximizing degree of price transparency by $\beta^{S B}(\bar{p})$ and, correspondingly, the welfare-maximizing upper bound on the additional price by $\bar{p}^{S B}(\beta) .{ }^{12}$

Proposition 2.2. Full consumer protection maximizes consumer surplus, while no consumer protection maximizes producer surplus. Full consumer protection is not welfaremaximizing. For every $\beta<1, \bar{p}^{S B}(\beta)$ induces first-best welfare. First-best can be achieved via $\beta^{S B}(\bar{p}) \in(0,1)$ if and only if $\bar{p}>(1-\gamma)(\omega-c)$. Otherwise, $\beta^{S B}(\bar{p})=0$.

[^13]Confirming intuition, consumer surplus is globally increasing in the degree of consumer protection. Decreasing the wedge between actual and perceived additional prices by either decreasing $\bar{p}$ or increasing $\beta$ allows consumers to make more informed choices. Therefore, they benefit from stronger consumer protection. Likewise, producer surplus is globally decreasing in the degree of consumer protection. Consumer protection mitigates the extent to which consumers underestimate the additional price, limiting the firms' possibility to exploit consumers profitably, and, hence, decreases their profits.

Importantly, Proposition 2.2 demonstrates a fundamental trade-off between consumer protection and efficiency. Protecting consumers completely from being exploited - either by banning additional prices or by eliminating price intransparency maximizes consumer surplus. However, at the same time, such a policy renders welfare inefficiently low. In the absence of possible consumer exploitation, imperfect substitutability between the firms' products implies imperfect competition, which leads to inefficiently high equilibrium prices and eventually to inefficiently low demand. A marginal increase in $\bar{p}$ or a marginal decrease in $\beta$ renders consumer protection imperfect and allows firms to take advantage of consumer naivety. Although the actual total price increases, consumers mistakenly perceive the product to become less expensive and demand higher quantities. Via this channel, imperfect consumer protection boosts demand and is strictly welfare-increasing as it mitigates the inefficiency arising from imperfect competition.

Although the effects of changes in the upper bound on the additional price and changes in the degree of price transparency are similar, an important distinction between the two policies has to be made: Whereas for every $\beta$ the upper bound $\bar{p}$ can be adjusted to induce first-best welfare, the reverse is not true. For any degree of price transparency, $\beta \in[0,1)$, equilibrium demand is increasing in $\bar{p}$. Firms react to a decrease in consumer protection by adapting equilibrium prices such that consumers mistakenly perceive the total price to decrease and demand higher quantities. Hence, relaxing the upper bound on the additional price leads to an increase in equilibrium quantities. In particular, it is always possible to select $\bar{p}$ large enough to induce exactly the demand that leads to first-best welfare.

However, the same logic does not apply regarding the impact of a change in price transparency for a given upper bound on the additional price. Even if consumers completely neglect the additional price, i.e., $\beta=0$, extractable profits per unit via the additional price are bounded by $\bar{p}$. Accordingly, in equilibrium, firms are not willing to offer arbitrarily low headline prices. The perceived total price is bounded from below, and the consumers' demand is, therefore, bounded from above. If $\bar{p}$ is sufficiently large, the upper bound on demand exceeds efficient demand, and the welfare-maximizing degree of price transparency $\beta^{S B}(\bar{p}) \in(0,1)$ induces firstbest. However, with a strongly regulated additional price it might not be possible to adjust the degree of price transparency to achieve the first-best welfare. In equilibrium, firms can charge only low additional prices such that they need to charge comparably high headline prices. Accordingly, even with minimal price transparency, the perceived total price is so high that equilibrium demand is inefficiently low. The trade-off between consumer surplus and efficiency then globally holds as every policy designed to increase price transparency leads to an increase in consumer surplus but is detrimental to welfare. Complementing Proposition 2.2, the following lemma characterizes the welfare-maximizing regulations.

Lemma 2.1. If $\beta<1$, then the equilibrium welfare-maximizing upper bound on the additional price is given by $\bar{p}^{S B}(\beta)=\frac{(1-\gamma)(\omega-c)}{1-\beta}$. Similarly, if $\bar{p}>0$, then $\beta^{S B}(\bar{p})=$ $\max \left\{0,1-\frac{(1-\gamma)(\omega-c)}{\bar{p}}\right\}$ denotes the welfare-maximizing degree of price transparency.

The equation for $\bar{p}^{S B}(\beta)$ reveals that if prices are rather intransparent, i.e., $\beta$ is low, only moderate additional prices should be allowed to induce first-best: consumers perceive total prices to be low and demand relatively high quantities per se such that a high upper bound on the additional price would result in excessive demand. Ceteris paribus, the more transparent prices are, the lower the quantities consumers demand. Accordingly, the more transparent prices are, the less regulated additional prices should be because an increase in $\bar{p}$ leads to lower perceived total prices, which offsets the decrease in demand caused by higher price transparency. Therefore, $\bar{p}^{S B}(\beta)$ is increasing in the degree of price transparency. In analogy, the welfare-maximizing degree of price transparency $\beta^{S B}(\bar{p})$ is increasing in $\bar{p}$. The re-


Figure 2.1. The equilibrium welfare-maximizing degree of price transparency $\left(\beta^{S B}\right)$ as a function of the upper bound on the additional price ( $\bar{p}$ ) in markets with unrestricted headline prices.
lationship is strict for $\bar{p}$ being sufficiently large. However, if the upper bound on the additional price is so low that first-best welfare is infeasible, the welfare-maximizing degree of transparency is zero and, hence, independent of $\bar{p}$.

Interestingly, our model predicts that in markets with fiercer competition via a higher degree of substitutability between the products (higher $\gamma$ ), ensuring welfaremaximizing demand requires stricter regulations regarding the additional price or price transparency. Fiercer competition leads to lower prices, higher quantities, and, thus, higher welfare even in the absence of strict regulations. Consequently, equilibrium quantities are close to being efficient, and strong consumer protection policies are needed to prevent excessive demand. When the degree of substitutability between the products and the degree of competition is low, ensuring efficient demand requires some leeway for firms regarding deceptive pricing practices and calls for a weaker consumer protection policy to ensure efficiency. An immediate implication of these observations is that the trade-off between consumer surplus and welfare is less severe in more competitive markets. In these markets, agencies should always regulate additional prices strongly independent of which standard they apply.

### 2.3.2 Non-Negative Headline Prices

A crucial feature of the equilibrium described in Proposition 2.1 is that a higher degree of price transparency or a weaker upper bound on the additional price leads to a lower headline price. Accordingly, with very weak or non-existing regulations of the additional prices, the equilibrium headline price can be arbitrarily low. While this might be possible in some markets, in others, negative headline prices might prove infeasible. For example, in the case in which firms' pricing strategy involves a base product and an unavoidable add-on product, Heidhues, Kőszegi, and Murooka (2016a,b) argue that arbitrage traders, i.e., consumers that only buy the base good, can prevent firms from charging negative headline prices. They also argue that customers might become suspicious and abstain from buying a product when confronted with overly low headline prices. Moreover, an effective price floor may also arise as a consequence of legal restrictions, e.g., a ban of below-cost pricing, antidumping duties, or anti-dilution clauses for mutual funds. ${ }^{13}$

To account for these restrictions, we will extend the model analyzed in section 2.3.1 and follow Armstrong and Vickers (2012), Grubb (2014), and Heidhues, Kőszegi, and Murooka (2016a,b) by assuming that headline prices have to be nonnegative, i.e., $p_{i} \geq 0$ for all $i$. As the firms' ability to sell higher quantities with higher total prices crucially depends on the possibility of decreasing headline prices while increasing additional prices, one might be tempted to conclude that imposing a floor on the headline price changes our results from the previous sections. While the results in the following section will prove the robustness of our main insights, as the fundamental trade-off between consumer surplus and welfare prevails, a price floor has important implications for welfare-optimal policies. For example, the price floor's existence sometimes renders the implementation of first-best welfare with a suitable upper bound on the additional price infeasible and may drastically affect the design of a regulatory intervention that maximizes equilibrium welfare. Therefore, it proves necessary for regulators to distinguish between markets in which firms

[^14]face a lower price bound for headline prices and markets in which headline prices are essentially unrestricted when designing welfare-optimal policies.

Deriving equilibrium prices is more subtle in this variant of the model because it is not immediately clear that firms choose to price at the same bounds of the prices. However, as in the previous section, firms never find it optimal to set two interior prices. Hence, the best-response function of firm $i$ either involves the highest possible additional price, the lowest possible headline price, or both. The following proposition characterizes the equilibrium with a lower bound for the headline price.

Proposition 2.3. Let $\bar{p}_{L}=\frac{(1-\gamma) \omega+c}{1+(1-\gamma) \beta}$ and $\bar{p}_{H}=\frac{(1-\gamma) \omega+\beta c}{\beta(2-\gamma)}$ for $\beta>0$. Then the unique equilibrium is symmetric and given by
(i) $p^{*}=\frac{(1-\gamma) \omega+c-(1+(1-\gamma) \beta) \bar{p}}{2-\gamma}, \hat{p}^{*}=\bar{p}$, and $q^{*}=\frac{\omega-c+(1-\beta) \bar{p}}{(1+\gamma)(2-\gamma)}$ if $\bar{p}<\bar{p}_{L}$,
(ii) $p^{*}=0, \hat{p}^{*}=\bar{p}$, and $q^{*}=\frac{\omega-\beta \bar{p}}{1+\gamma}$ if $\bar{p} \in\left[\bar{p}_{L}, \bar{p}_{H}\right]$,
(iii) and $p^{*}=0, \hat{p}^{*}=\frac{(1-\gamma) \omega+\beta c}{(2-\gamma) \beta}$, and $q^{*}=\frac{\omega-\beta c}{(1+\gamma)(2-\gamma)}$ if $\beta>0$ and $\bar{p}_{H}<\bar{p}$.

The proposition reveals that we have to distinguish between three different equilibrium outcomes depending on the upper price bound. If the upper bound on the additional price is sufficiently low, the equilibrium is identical to the case with unrestricted headline prices: the additional price is at its upper bound, and the headline price is positive and decreasing in $\bar{p}$. However, if the upper bound exceeds $\bar{p}_{L}$, the optimal unrestricted headline price is negative such that the lower bound on the headline price starts to be binding. It is then optimal to charge both prices at their respective bounds. In analogy to the previous analysis, further relaxing the upper bound on the additional price leads to higher additional prices in equilibrium. In this case, contrary to the equilibrium described in Proposition 2.2, an increase in the additional price is no longer accompanied by a decrease in the headline price. Consequently, the actual total prices and the perceived total prices increase, which implies that equilibrium quantities decrease. The less-regulated the additional prices are, the lower quantities consumers then demand. If the additional price regulation is sufficiently weak, i.e., $\bar{p}>\bar{p}_{H}$, the additional revenues per unit sold associated with a higher additional price can no longer compensate for the negative effect on

(a) $\omega=2, \bar{c}=1, \gamma=0.5$, and $\beta=0.3$

(b) $\omega=2, \bar{c}=1, \gamma=0.5$, and $\bar{p}=1.7$

Figure 2.2. The actual total equilibrium prices $\left(p^{*}+\hat{p}^{*}\right)$ and the perceived total equilibrium prices $\left(p^{*}+\beta \hat{p}^{*}\right)$ as functions of the upper bound on the additional price (2.2a) and price transparency (2.2b) in markets with restricted headline prices.
profits via lower demand. Firms prefer not to charge the maximum additional price anymore. The equilibrium is then not affected by further relaxing the upper bound on the additional price. The following proposition summarizes the implications for the effects of consumer protection on consumer surplus, producer surplus, and welfare.

Proposition 2.4. Full consumer protection maximizes consumer surplus, while no consumer protection maximizes producer surplus. Full consumer protection is never welfare-maximizing. $\bar{p}^{S B}(\beta)>0$ induces first-best if and only if $\beta \leq \frac{c}{(1-\gamma) \omega+\gamma c}$. $\beta^{S B}(\bar{p}) \in(0,1)$ induces first-best if and only if $\bar{p}>(1-\gamma)(\omega-c)$.

Imposing a lower bound on the headline price does not change our results from the previous section regarding consumer protection's impact on consumer and producer surplus. Protecting consumers via increased price transparency or stronger regulation of additional prices reduces the extent to which they misperceive prices and allows them to demand quantities closer to actual utility-maximizing demand. Clearly, firms suffer from consumer protection as it narrows their ability to trick consumers into overbuying profitably.

Even with a regulated headline price, it holds that full consumer protection is never welfare-maximizing. In contrast to the set-up with unrestricted headline prices, however, there does not always exist an upper bound on the additional price that leads to first-best welfare. The crucial effect of a lower bound on the headline price is that it prevents equilibrium demand from increasing monotonically with $\bar{p}$. If $\bar{p} \geq \bar{p}_{L}$, equilibrium demand is (weakly) decreasing in $\bar{p}$ as the headline price is at its lower bound. Accordingly, equilibrium demand is maximized with $\bar{p}=\bar{p}_{L}$, the lowest upper bound on the additional price that leads to a zero headline price. If imposing this upper bound leads to inefficiently low demand, achieving first-best welfare is not possible. Perversely, this is true if and only if prices are sufficiently transparent and consumers' demand is determined by rather sophisticated decision-making. This result demonstrates an essential interaction between the two policies analyzed: the higher the degree of price transparency, the less likely it is that additional prices can be regulated in a way that induces first-best welfare.

A closer look at the welfare-optimal policies facilitates our understanding of the interaction between the two policy variables. It turns out that whether a suitablychosen degree of price transparency can achieve first-best welfare is not affected by a lower bound on the headline price. It is still valid that first-best welfare can only be achieved if the upper bound on the additional price is sufficiently large. Otherwise, demand is inefficiently low even with fully intransparent prices. In that case, the already described global trade-off between consumer surplus and welfare arises. Although the restriction on the headline price does not affect if it is possible to achieve first-best, it strongly affects how it is achieved as the critical value of $\beta$

(a) $\bar{p}^{\prime}>2 c$ with $\omega=3, \bar{c}=1$, and $y=0.3$

(b) $\bar{p}^{\prime}<2 c$ with $\omega=3, \bar{c}=1$, and $\gamma=0.6$

Figure 2.3. The equilibrium welfare-maximizing degree of price transparency $\left(\beta^{S B}\right)$ as a function of the upper bound on the additional price ( $\bar{p}$ ) for $\bar{p}^{\prime}>2 c(2.3 a)$ and $\bar{p}^{\prime}<2 c(2.3 b)$ in markets with restricted headline prices.
that induces first-best, changes and differently depends on the upper bound on the additional price. The next lemma summarizes these insights.

Lemma 2.2. Let $\bar{p}^{\prime} \equiv(1-\gamma) \omega+\gamma c$.
(i) $\beta^{S B}(\bar{p})$ is unique for all $\bar{p}>0$.
(ii) If $0<\bar{p} \leq \bar{p}^{\prime}$ then $\beta^{S B}(\bar{p})$, increases in $\bar{p}$. The relation is strict if $\bar{p}^{\prime}-c<\bar{p}$.
(iii) If $\bar{p}>\bar{p}^{\prime}, \beta^{S B}(\bar{p})$ decreases in $\bar{p}$. The relation is strict unless $\bar{p}^{\prime}<2 c$ and $\bar{p}>\frac{c^{2}}{2 c-\bar{p}^{\prime}}$.

As for any $\bar{p}>0$ the equilibrium quantities are monotonically decreasing in $\beta$ and does not affect the first-best quantity the equilibrium welfare-maximizing de-
gree of price transparency is unique. The two panels of Figure 2.3 illustrate how $\beta^{S B}(\bar{p})$ depends on $\bar{p}$. The left panel depicts $\beta^{S B}(\bar{p})$ for $\bar{p}^{\prime}>2 c$, whereas the right panel depicts it for the opposite case. The dotted lines $\beta_{L}(\bar{p})$ and $\beta_{H}(\bar{p})$ delineate the different cases described in Proposition 2.3. Firms play the equilibrium (i) described in Proposition 2.3 if $\beta<\beta_{L}(\bar{p})$, equilibrium (ii) if $\beta_{L}(\bar{p}) \leq \beta \leq \beta_{H}(\bar{p})$, and equilibrium (iii) if $\beta>\beta_{H}(\bar{p})$.

First, if regulation of the additional price is sufficiently strong, i.e., $\bar{p} \leq \bar{p}^{\prime}$, the results are identical to the case with unrestricted headline price. As $\beta^{S B}(\bar{p})$ is below $\beta_{L}(\bar{p})$, equilibrium prices are identical to the case with unrestricted headline prices. With a very low bound on the additional price, $\bar{p} \leq \bar{p}^{\prime}-c$, equilibrium demand is inefficiently low irrespective of the exact degree of price transparency. Accordingly, welfare is maximized with fully intransparent prices, i.e., $\beta^{S B}(\bar{p})=0$. With a moderate bound on the additional price, $\bar{p}^{\prime}-c<\bar{p} \leq \bar{p}^{\prime}$, it is possible to induce first-best welfare with $\beta^{S B} \in(0,1)$. If the degree of transparency is set so as to maximize welfare, the perceived total equilibrium price is decreasing in $\bar{p}$. To offset increase in demand associated with an increase in $\bar{p}$, transparency needs to be increased to maintain first-best welfare. Accordingly, $\beta^{S B}(\bar{p})$ is strictly increasing in $\bar{p}$.

However, contrary to the case with unrestricted headline prices the welfaremaximizing degree of transparency is not monotonically increasing in $\bar{p}$. If $\bar{p}>\bar{p}^{\prime}$, then $\beta^{S B}(\bar{p})>\beta_{L}(\bar{p})$. Under the welfare-maximizing degree of price transparency, firms then choose a headline price at the lower bound in equilibrium. Consumers correctly anticipate that the total equilibrium price increases with $\bar{p}$. Then, equilibrium demand is decreasing in the upper bound, and price transparency needs to be reduced to maintain the demand that induces first-best welfare. The welfaremaximizing degree of price transparency, $\beta^{S B}$, is then decreasing in $\bar{p}$.

It remains to analyze the limit case, i.e., how $\beta^{S B}$ evolves if $\bar{p} \rightarrow \infty$. One might be tempted to conclude that there needs to exist a critical value of $\bar{p}$ from which on $\beta^{S B}$ is constant and does not change with a further relaxation of the additional prices' regulation because the third case of Proposition 2.3 is reached. This scenario is depicted in the right panel of Figure 2.3: for $\bar{p}^{\prime} \leq 2 c, \beta^{S B}(\bar{p})>\beta_{H}(\bar{p})$ if $\bar{p}>\frac{c^{2}}{2 c-\bar{p}^{\prime}}$. The intuition is that with a restricted headline price, firms are not willing to offer
arbitrarily high additional prices. If $\bar{p}$ is sufficiently large, firms play equilibrium (iii) described in Proposition 2.3. Accordingly, they prefer to offer an interior additional price such that the regulation of additional prices is ineffective. A further increase then does not change equilibrium prices and, hence, also the welfare-maximizing degree of price transparency, $\beta^{S B}$, does not depend on $\bar{p}$.

For $\bar{p}^{\prime}>2 c$, however, $\beta^{S B}$ is strictly decreasing in $\bar{p}$ even for very high values of $\bar{p}$. Contrary to the previously described case, $\beta^{S B}(\bar{p})<\beta_{H}(\bar{p})$ for all values of $\bar{p}$. Even with a very large bound on the additional price, the degree of price transparency that induces first best welfare is so low that firms charge maximum additional prices in this equilibrium. It then clearly holds that $\beta^{S B}$ is strictly decreasing in $\bar{p}$ and approaches zero as $\bar{p} \rightarrow \infty$.

The crucial difference is that only if $\bar{p}^{\prime}<2 c$, the first-best quantity is low enough such that it can be reached in equilibrium in case (iii) of Proposition 2.3. Note that for any given $\bar{p}$ the equilibrium quantity is strictly decreasing in $\beta$, because higher price transparency makes consumers more aware of additional prices and, hence, decreases their demand. As case (iii) of Proposition 2.3 is only reached if $\beta>\beta_{H}(\bar{p})$, the equilibrium quantity is rather low in this equilibrium. Consequently, first-best welfare can only be achieved in this case if the first-best quantity is sufficiently low. As $\bar{p}^{\prime}<2 c$ is more likely to be fulfilled if the gains from trade, $\omega-c$, are low, and the degree of substitutability, $\gamma$, is high, the inequality ensures that the first-best quantities are low enough such that they are reached in case (iii) of Proposition 2.3.

Overall, it becomes evident that the welfare-maximizing degree of price transparency strongly depends on whether headline prices are restricted or not. With unrestricted headline prices and a large bound on the additional price, a regulator needs to implement (almost) fully transparent prices to induce efficient demand. This is not the case if headline prices are restricted. Instead, quite the opposite might be true as we have shown that inducing efficient demand calls for (nearly) fully intransparent additional prices if $\bar{p}^{\prime}>2 c$.

We will now analyze how the welfare-optimal upper bound on the additional price, $\bar{p}^{S B}(\beta)$, depends on the degree of price transparency. Note that $\bar{p}^{S B}(\beta)$ is not


Figure 2.4. The equilibrium welfare-maximizing upper bounds on the additional price ( $\bar{p}{ }^{S B}, \bar{p}_{c}^{S B}$, and $\bar{p}_{p}^{S B}$ ) as functions of price transparency $(\beta)$ in markets with restricted headline prices.
necessarily unique. Whenever the welfare maximizing upper bound is not unique, we will, in a slight abuse of notation, refer to the set of welfare-maximizing upper bounds as $\bar{p}^{S B}(\beta)$ as well. To see that there might exist several welfare maximizing upper bounds recall that equilibrium demand is increasing in $\bar{p}$ only if $\bar{p} \leq \bar{p}_{L}$ and decreasing otherwise. This implies that if some $\bar{p}$ below $\bar{p}_{L}$ maximizes welfare, there might exist at least one additional upper bound above this threshold that leads to the same demand and, accordingly, maximizes welfare as well. The following lemma characterizes the instances under which the welfare-optimal upper bound on the additional price is unique or not as well as the effects of a change in the degree of price transparency on the welfare-optimal upper bound.

Lemma 2.3. Let $\beta^{\prime} \equiv(2-\gamma)-(1-\gamma) \frac{\omega}{c}$ and $\beta^{\prime \prime} \equiv \frac{c}{(1-\gamma) \omega+\gamma c}$.
(i) If $\beta \geq \beta^{\prime \prime}$ then $\bar{p}^{S B}(\beta)$ is unique and decreasing in $\beta$.
(ii) If $\beta \in\left(\beta^{\prime}, \beta^{\prime \prime}\right)$ then $\bar{p}^{S B}(\beta)=\left\{\bar{p}_{c}^{S B}(\beta), \bar{p}_{p}^{S B}(\beta)\right\}$ and $\bar{p}_{c}^{S B}(\beta)<\bar{p}_{p}^{S B}(\beta)$, also $\bar{p}_{c}^{S B}(\beta)$ increases and $\bar{p}_{p}^{S B}(\beta)$ decreases in $\beta$.
(iii) If $\beta=\beta^{\prime}$ then $\bar{p}^{S B}(\beta)=\left\{\bar{p} \mid \bar{p}=\bar{p}_{c}^{S B}\left(\beta^{\prime}\right) \vee \bar{p} \geq \bar{p}_{H}\left(\beta^{\prime}\right)\right\}$.
(iv) If $\beta<\beta^{\prime}$ then $\bar{p}^{S B}(\beta)$ is unique and increasing in $\beta$.

Figure 2.4 and Lemma 2.3 show that the optimal upper price bound is nonmonotonic in $\beta$. To understand the intuition behind this result, note that by the
discussion after Proposition 2.3 the welfare-optimal upper bound on the additional price either achieves or falls short of the first-best quantity. If price transparency increases, the equilibrium quantities always decrease because consumers become more aware of the additional prices. Consequently, the welfare-optimal upper price bound has to adjust such that it counteracts the decrease in the equilibrium quantity due to an increase in price transparency. Whether an increase or a decrease of the upper bound leads to an increase in the equilibrium quantities depends on the question which of the three cases of Proposition 2.3 is at play.

Suppose first that the first-best quantities are not achievable in any of the three cases in Proposition 2.3, which is the case if $\beta>\beta^{\prime \prime}$. Intuitively, price transparency and first-best quantities are so high under these circumstances that firms cannot fool consumers into buying the first-best quantities because this would require negative headline prices in equilibrium. Therefore, the welfare optimal upper price bound is unique and given by $\bar{p}_{L}$ because the equilibrium quantities increase for $\bar{p}<\bar{p}_{L}$ and (weakly) decreases otherwise. Moreover, $\bar{p}_{L}$ decreases in $\beta$ such that the welfare optimal upper bound decreases for $\beta>\beta^{\prime \prime}$. The reason why $\bar{p}_{L}$ decreases in $\beta$ is that with higher price transparency, firms have to compensate consumers for higher additional prices via a stronger decrease in the headline prices such that the lower bound on the headline price is reached for lower values of $\bar{p}$.

Suppose that the first-best quantities are achievable in one of the three cases in Proposition 2.3 now, which is the case if $\beta \leq \beta^{\prime \prime}$. As argued above, the welfareoptimal upper bound is then not necessarily unique because the equilibrium quantity is a non-monotonic function of the upper bound on the additional price. When price transparency is in an intermediate range, i.e., $\beta \in\left(\beta^{\prime}, \beta^{\prime \prime}\right)$, then first-best quantities can be either achieved by a restrictive upper bound on the additional price, $\bar{p}_{c}^{S B}(\beta)$, or a less-restrictive upper bound on the additional price, $\overline{\bar{p}}_{p}^{S B}(\beta)$. While firms charge an additional price at the respective upper bound in each of the two cases, firms charge positive headline prices in the first case and headline prices at their lower bound in the second case. In the first case, firms can still counteract an increase in the additional price by decreasing the headline price, which leads consumers to increase their demand. However, this is not feasible in the second case, where firms already
charge headline prices at their lower bound such that demand decreases in the upper bound on the additional price. Consequently, the restrictive upper price bound that achieves first-best welfare increases with an increase in price transparency, while the less-restrictive upper price bound that achieves first-best welfare decreases with an increase in price transparency for intermediate degrees of price transparency.

However, if $\beta<\beta^{\prime}$, i.e. the price transparency is relatively low, then the optimal upper price bound is again unique. The reason is that price transparency is so low in this case that whenever firms would charge headline prices at their lower bound, equilibrium demand would exceed the first-best quantities. Therefore, only upperbounds that lead to positive headline prices may induce first-best welfare. Again, the logic for the restrictive upper-bound on the additional price described in the previous paragraph applies, and the welfare-optimal bound on the additional price increases in price transparency in this case.

In the knife-edge case, when $\beta=\beta^{\prime}$ Lemma 2.3 and Figure 2.4 show that there exist infinitely many upper price bounds that maximize equilibrium welfare. The reason for this result is that the equilibrium quantity is a constant function of the upper price bound on the additional price for $\bar{p}>\bar{p}_{H}\left(\beta^{\prime}\right)$. When $\beta=\beta^{\prime}$ the equilibrium quantity in case (iii) of Proposition 2.3 is equal to the first-best quantity and, therefore, achieves first-best welfare. However, because firms do not find it optimal to set an additional price at the upper price bound in this case, equilibrium quantities do not depend on the upper bound on the additional price. Hence, any upper-bound on the additional price that induces case (iii) of Proposition 2.3 maximizes welfare in this case. Moreover, as the equilibrium quantity is non-monotonic in $\bar{p}$, the same logic as in the case of two welfare-maximizing upper bounds applies. Hence, there also exist a restrictive upper bound, $\bar{p}_{c}^{S B}\left(\beta^{\prime}\right)$, that maximizes equilibrium welfare.

Note that whenever there exist two equilibrium-welfare maximizing upper price bounds on the additional price the different bounds lead to the same level but to a different distribution of welfare. While $\bar{p}_{c}^{S B}(\beta)$ is the consumer-optimal choice among the two, $\bar{p}_{p}^{S B}(\beta)>\bar{p}_{c}^{S B}(\beta)$ is producer-optimal. Intuitively, because demand is equal in both scenarios, perceived prices must be equal as well. However, actual total prices differ in the two cases. As actual total prices only redistribute
welfare from consumers to firms, firms profit from higher actual total prices, while consumers profit from lower actual total prices. From the discussion of Proposition 2.3 we now that actual total prices are strictly increasing in the upper bound on the additional prices such that firms get a larger share of the same surplus under $\bar{p}_{p}^{S B}(\beta)$ compared to $\bar{p}_{c}^{S B}(\beta)$. This observation is important for regulators who want to promote consumer surplus but do not want to sacrifice welfare. In the case of intermediate ranges of price transparency, they should aim at regulating firms more strictly by introducing the tighter upper bound $\bar{p}_{c}^{S B}(\beta)$ instead of $\bar{p}_{p}^{S B}(\beta)$.

We complete the analysis with another observation of strong practical relevance for consumer protection and competition authorities.

Proposition 2.5. If $\beta<1$, compared to effectively unregulated partitioned pricing ( $\bar{p} \geq \bar{p}_{H}$ ), an upper bound on the additional prices that equals the firms' marginal costs, i.e., $\bar{p}=c$, leaves welfare unaffected but yields a strictly higher consumer surplus.

The perceived prices, which determine the consumers' purchasing decision, are decreasing in $\bar{p}$ up to $\bar{p}=\bar{p}_{L}$, then increase with $\bar{p}$ and converge to $\frac{(1-\gamma) \omega+\beta c}{2-\gamma}$ as the upper bound on the additional prices becomes arbitrarily large, which is identical to the perceived price in the equilibrium with $\bar{p}=c$. Hence, consumers demand exactly the same quantity if $\bar{p}=c$ or $\bar{p} \geq \bar{p}_{H}$. Importantly, this result is independent of the degree of substitutability between products, the gains from trade, and the degree of price transparency. Note that the actual total prices are globally increasing in $\bar{p}$. Therefore, consumers strictly benefit from a regulation on the additional prices tied to the firm's actual cost. As the effect of such a regulation is independent of the exact parameter constellations and the regulation itself is easy to formulate and implement, we consider it to be a highly relevant regulatory intervention designed to protect consumers and not to harm welfare.

### 2.4 Concluding Remarks

We study the impact of consumer naivety and partitioned pricing in the differentiated duopoly framework of Singh and Vives (1984) and examine the interplay between hard and soft interventions and how they affect consumer surplus and wel-
fare. Full consumer protection maximizes consumer surplus but is never welfaremaximizing. This demonstrates a trade-off between consumer protection and efficiency, which is essential for evaluating regulatory interventions to increase transparency or regulate pricing strategies. We show that this trade-offs strength depends on the gains from trade and the degree of substitutability between the two goods.

However, our results show that any regulation on the additional price increases welfare and consumer surplus, compared to no regulation in the case of unrestricted headline prices. If headline prices are restricted to be non-negative, capping additional prices at the firms' marginal costs renders welfare unaffected but makes consumers better off. Moreover, we elucidate the interplay between the welfare-optimal degree of price transparency and additional price regulation. For unregulated headline prices, these policies are substitutes. If prices are relatively transparent, additional price regulation should be sufficiently loose to reach the first-best welfare level. On the contrary, when headline prices cannot be negative, whether these policies are substitutes or complements depends on whether the bound on the headline price binds in equilibrium or not.

Given our results, a natural question for policymakers arises: How should the trade-off between consumer surplus and welfare be resolved? The majority of antitrust agencies, with Canada as a notable exception (Heyer, 2006), have primarily focused on consumer surplus when evaluating potential interventions. However, this also implies that agencies only intervene when consumers' interests are at stake and do not intervene to increase efficiency. Scholars have argued that efficiency should play a more important role when agencies decide on suitable policy measures in a recent and ongoing debate (Wilson, 2019). We do not take a stance in this important discussion, but we think that our analysis is informative for both sides, as it identifies optimal policies from a consumer and from a welfare perspective. Moreover, whenever an agency decides to give weight to both principles, our results on policies that increase either both or increase consumer surplus and do not sacrifice welfare might be especially informative.

Incorporating partitioning of prices into the influential framework of Singh and Vives (1984) paves the way for several promising avenues of future research. For
example, how deceptive pricing strategies influence collusive behavior is an open question. A repeated version of our model could be used to analyze the stability of tacit collusion. Furthermore, as partitioned prices affect demand, it certainly influences firms' incentives to invest in innovation. This could be investigated by adding a preceding stage where firms may invest in, e.g., cost-reducing R\&D. We leave these important and interesting questions for future research.

## Appendix 2.A Proofs

Proof of Proposition 2.2. In equilibrium, using the first-order conditions of the firms which yield $\left(1-\gamma^{2}\right) q^{*}=\bar{p}+p^{*}-c$, producer surplus is given by $\mathscr{P} \mathscr{S}^{*}=2(1-$ $\left.\gamma^{2}\right) q^{* 2}$. Since $\frac{\partial q^{*}}{\partial \bar{p}}>0$ and $\frac{\partial q^{*}}{\partial \beta}<0$, we get that

$$
\frac{\partial \mathscr{P} \mathscr{S}^{*}}{\partial \bar{p}}=4\left(1-\gamma^{2}\right) q^{*} \frac{\partial q^{*}}{\partial \bar{p}}>0 \quad \text { and } \quad \frac{\partial \mathscr{P} \mathscr{S}^{*}}{\partial \beta}=4\left(1-\gamma^{2}\right) q^{*} \frac{\partial q^{*}}{\partial \beta}<0 .
$$

Accordingly, no consumer protection via (i) $\beta=0$ or (ii) $\bar{p} \rightarrow \infty$ maximizes producer surplus.

In equilibrium, again using the first-order conditions of the firms and plugging in equilibrium quantities, consumer surplus is given by $\mathscr{C} \mathscr{S}^{*}=2 \omega q^{*}-$ $(3-2 \gamma)(1+\gamma) q^{* 2}-2 q^{*} c$. Taking the derivatives with respect to $\bar{p}$ and $\beta$ yields

$$
\begin{aligned}
& \frac{\partial \mathscr{C} \mathscr{S}^{*}}{\partial \bar{p}}=2 \frac{\partial q^{*}}{\partial \bar{p}}\left(\omega-(3-2 \gamma)(1+\gamma) q^{*}-c\right) \text { and } \\
& \frac{\partial \mathscr{C} \mathscr{S}^{*}}{\partial \beta}=2 \frac{\partial q^{*}}{\partial \beta}\left(\omega-(3-2 \gamma)(1+\gamma) q^{*}-c\right) .
\end{aligned}
$$

Hence, $\frac{\partial \mathscr{C} \mathscr{S}^{*}}{\partial \bar{p}}<0$ and $\frac{\partial \mathscr{C} \mathscr{S}^{*}}{\partial \beta}>0$ if and only if $q^{*}>\frac{\omega-c}{(3-2 \gamma)(1+\gamma)}$, which always holds. Thus, full consumer protection via (i) $\beta=1$ or (ii) $\bar{p}=0$ maximizes consumer surplus.

Plugging in the equilibrium quantities into the welfare function yields equilibrium welfare. Note that equilibrium welfare is a strictly concave function in equilibrium quantities, which is maximized whenever $q^{*}=\frac{\omega-c}{1+\gamma}=q^{F B}$. Comparing first-best and equilibrium quantities reveals that

$$
q^{*}=q^{F B} \Leftrightarrow \bar{p}=\frac{(1-\gamma)(\omega-c)}{1-\beta} \Leftrightarrow \beta=1-\frac{(1-\gamma)(\omega-c)}{\bar{p}} .
$$

The welfare-maximizing upper bound $\bar{p}^{S B}=\frac{(1-\gamma)(\omega-c)}{1-\beta}$ induces first-best and is finite for every $\beta<1$. Regarding the welfare-maximizing degree of price transparency, $\beta^{S B}$, it holds that $1-\frac{(1-\gamma)(\omega-c)}{\bar{p}} \geq 0 \Leftrightarrow \bar{p} \geq(1-\gamma)(\omega-c)$. If, however, $\bar{p}<(1-$ $\gamma)(\omega-c)$, first-best is not feasible. It then holds that $q^{*}<q^{F B} \forall \beta \in[0,1]$. As welfare is concave in $q^{*}$ and $\frac{\partial q^{*}}{\partial \beta}<0$, welfare is maximized with $\beta=0$. It directly follows that $\beta^{S B}=\max \left\{0,1-\frac{(1-\gamma)(\omega-c)}{\bar{p}}\right\}$.

Proof of Proposition 2.3. The proof of the proposition evolves in four steps. First, we argue that in any equilibrium each firm charges at least one price at its bound. Second, we show that in any equilibrium firms will choose to charge at least one price at the same bound. Third, we derive the unique equilibrium candidates for any value of the upper bound $\bar{p}$. Lastly, we prove that these candidates indeed constitute an equilibrium.

Step 1: First, note that for every firm at least one price bound is binding in equilibrium. Suppose, to the contrary, that both constraints are slack, i.e., $p_{i}>0$ and $\hat{p}_{i}<\bar{p}$. It is possible to decrease $p_{i}$ by $\epsilon$ and increase $\hat{p}_{i}$ by $\epsilon$ so that both constraints remain slack. This leads to a strictly higher profit: revenue per unit sold remains constant, but demand increases strictly as consumers are less sensitive to an increase in the additional price than a corresponding decrease in the headline price. Accordingly, whenever both constraints are slack, there exists a profitable deviation. It follows that the best-response function of firm $i$ either involves the highest possible additional price, the lowest possible headline price, or both.

Step 2: (i) Suppose firm $i$ chooses the lowest headline price, i.e. $p_{i}=0$. The corresponding optimal additional price $\hat{p}_{i}^{*}\left(p_{j}, \hat{p}_{j}\right)$ solves the maximization problem

$$
\begin{equation*}
\max _{\hat{p}_{i}} \pi_{i}(p, \hat{p})=q_{i}(p, \hat{p}) \cdot\left(\hat{p}_{i}-c\right) \text { s.t. } \hat{p}_{i} \leq \bar{p} . \tag{2.A.1}
\end{equation*}
$$

The first-order condition is given by

$$
\begin{equation*}
\frac{-\beta}{1-\gamma^{2}}\left(\hat{p}_{i}-c\right)+\frac{1}{1-\gamma^{2}}\left[(1-\gamma) \omega-\left(p_{i}+\beta \hat{p}_{i}\right)+\gamma\left(p_{j}+\beta \hat{p}_{j}\right)\right]=0 . \tag{2.A.2}
\end{equation*}
$$

As $\pi_{i}$ is strictly concave in $\hat{p}_{i}$, it follows that

$$
\begin{equation*}
\hat{p}_{i}^{*}\left(p_{j}, \hat{p}_{j}\right)=\min \left\{\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \hat{p}_{j}+\frac{\gamma}{2 \beta} p_{j}+\frac{c}{2}, \bar{p}\right\} . \tag{2.A.3}
\end{equation*}
$$

(ii) Suppose firm $i$ chooses the highest possible additional price, i.e. $\hat{p}_{i}=\bar{p}$. The corresponding optimal headline price $p_{i}^{*}\left(p_{j}, \hat{p}_{j}\right)$ solves the maximization problem

$$
\begin{equation*}
\max _{p_{i}} \pi_{i}(p, \hat{p})=q_{i}(p, \hat{p}) \cdot\left(p_{i}+\bar{p}-c\right) \text { s.t. } p_{i} \geq 0 \tag{2.A.4}
\end{equation*}
$$
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The first-order condition is given by

$$
\begin{equation*}
-\frac{1}{1-\gamma^{2}}\left(p_{i}+\bar{p}-c\right)+\frac{1}{1-\gamma^{2}}\left[(1-\gamma) \omega-\left(p_{i}+\beta \hat{p}_{i}\right)+\gamma\left(p_{j}+\beta \hat{p}_{j}\right)\right]=0 . \tag{2.A.5}
\end{equation*}
$$

As $\pi_{i}$ is strictly concave in $p_{i}$, it follows that

$$
\begin{equation*}
p_{i}^{*}\left(p_{j}, \hat{p}_{j}\right)=\max \left\{0, \frac{(1-\gamma) \omega}{2}-\frac{1+\beta}{2} \bar{p}+\frac{\gamma}{2}\left(p_{j}+\beta \hat{p}_{j}\right)+\frac{c}{2}\right\} . \tag{2.A.6}
\end{equation*}
$$

Lemma 2.4. If $\bar{p}>\bar{p}_{L}$ then in any equilibrium either $p_{i}^{*}=p_{j}^{*}=0$ or $p_{i}^{*} ; p_{j}^{*}>0$.
Proof. Suppose to the contrary that $\bar{p}>\bar{p}_{L}$ and there exists an equilibrium with $p_{i}^{*}>$ 0 and $p_{j}^{*}=0$. This implies

$$
\begin{equation*}
p_{i}^{*}=\frac{(1-\gamma) \omega}{2}-\frac{1+\beta}{2} \bar{p}+\frac{\gamma}{2} \beta \hat{p}_{j}^{*}+\frac{c}{2} . \tag{2.A.7}
\end{equation*}
$$

As $\hat{p}_{j}^{*} \leq \bar{p}, p_{i}^{*} \leq \frac{(1-\gamma) \omega}{2}-\frac{1+\beta}{2} \bar{p}+\frac{\gamma}{2} \beta \bar{p}+\frac{c}{2}$. Accordingly, $p_{i}^{*}>0$ requires $\frac{(1-\gamma) \omega}{2}-$ $\frac{1+\beta}{2} \bar{p}+\frac{\gamma}{2} \beta \bar{p}+\frac{c}{2}>0 \Rightarrow \bar{p}<\bar{p}_{L}$, a contradiction.

Lemma 2.5. If $\bar{p} \leq \bar{p}_{L}$ then in any equilibrium either $\hat{p}_{i}^{*}=\hat{p}_{j}^{*}=\bar{p}$ or $\hat{p}_{i}^{*}, \hat{p}_{j}^{*}<\bar{p}$.
Proof. Suppose to the contrary that $\bar{p} \leq \bar{p}_{L}$ and there exists an equilibrium with $\hat{p}_{j}^{*}=$ $\bar{p}$ and $\hat{p}_{i}^{*}<\bar{p}$. It then needs to hold that

$$
\begin{equation*}
\hat{p}_{i}^{*}=\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \bar{p}+\frac{\gamma}{2 \beta} p_{j}^{*}+\frac{c}{2}<\bar{p} \tag{2.A.8}
\end{equation*}
$$

Accordingly, $\hat{p}_{i}^{*}<\bar{p}$ requires $\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \bar{p}+\frac{c}{2}<\bar{p} \Leftrightarrow \bar{p}>\frac{(1-\gamma) \omega+\beta c}{\beta(2-\gamma)}$. This, however, contradicts the assumption $\bar{p} \leq \bar{p}_{L}$, as $\frac{(1-\gamma) \omega+\beta c}{\beta(2-\gamma)}>\frac{(1-\gamma) \omega+c}{1+\beta(1-\gamma)} \Leftrightarrow \omega>\beta c$, which always holds.

Step 3: From the two lemmas and the observation that at least one bound is binding it directly follows that (i) $p_{i}^{*}=p_{j}^{*}=0$, (ii) $\hat{p}_{i}^{*}=\hat{p}_{j}^{*}=\bar{p}$, or (iii) both.
(i) Suppose $p_{i}^{*}=p_{j}^{*}=0$. Firm $i \in\{1,2\}$ solves the maximization problem in (2.A.1) given $p_{j}=0$, such that the best-response function of firm $i$ is given by

$$
\begin{equation*}
\hat{p}_{i}^{*}\left(\hat{p}_{j}\right)=\min \left\{\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \hat{p}_{j}+\frac{c}{2}, \bar{p}\right\} . \tag{2.A.9}
\end{equation*}
$$

Note that $\hat{p}_{i}^{*}=\bar{p}$ if and only if $\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \hat{p}_{j}^{*}+\frac{\gamma}{2 \beta} p_{j}^{*}+\frac{c}{2} \geq \bar{p}$. Now suppose $\hat{p}_{j}^{*}=\bar{p}$ and $\hat{p}_{i}^{*}<\bar{p}$. This implies that $\hat{p}_{i}^{*}=\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \bar{p}+\frac{c}{2}<\bar{p}$ and $\hat{p}_{j}^{*}=\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \hat{p}_{i}^{*}+\frac{c}{2}>\bar{p}$ such that $\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \hat{p}_{i}^{*}+\frac{c}{2}>\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \bar{p}+\frac{c}{2}$, which yields a contradiction. Hence, only symmetric combinations $\hat{p}_{1}^{*}=\hat{p}_{2}^{*}=\hat{p}^{*}$ can constitute mutual best responses. There exists exactly one such combination with $p^{*}=\bar{p}$ if and only if $\hat{p}_{i}^{*}(\bar{p})=\bar{p}$, i.e., $\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \bar{p}+\frac{c}{2} \geq \bar{p} \Leftrightarrow \bar{p} \leq \frac{(1-\gamma) \omega+\beta c}{(2-\gamma) \beta}=\bar{p}_{H}$. Otherwise, the intersection of the best-response functions is determined by $\hat{p}=\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \hat{p}+\frac{c}{2} \Leftrightarrow \hat{p}=\frac{(1-\gamma) \omega+\beta c}{(2-\gamma) \beta}$.
(ii) Now suppose $\hat{p}_{i}^{*}=\hat{p}_{j}^{*}=\bar{p}$. Firm $i \in\{1,2\}$ solves the maximization problem in (2.A.4) given $\hat{p}_{j}=\bar{p}$, such that the best-response function of firm $i$ is given by

$$
\begin{equation*}
p_{i}^{*}\left(p_{j}\right)=\max \left\{0, \frac{(1-\gamma) \omega}{2}-\frac{1+\beta}{2} \bar{p}+\frac{\gamma}{2}\left(p_{j}+\beta \bar{p}\right)+\frac{c}{2}\right\} . \tag{2.A.10}
\end{equation*}
$$

Note that $p_{i}^{*}=0$ if and only if $\frac{(1-\gamma) \omega}{2}-\frac{(1+\beta)}{2} \bar{p}+\frac{\gamma}{2}\left(p_{j}^{*}+\beta \hat{p}_{j}^{*}\right)+\frac{c}{2} \leq 0$. Now suppoes $p_{j}^{*}=0$ and $p_{i}^{*}>0$. This implies that $p_{i}^{*}=\frac{(1-\gamma) \omega}{2}-\frac{(1+\beta)}{2} \bar{p}+\frac{\gamma}{2} \beta \bar{p}+\frac{c}{2}>0$ and $p_{j}^{*}=$ $\frac{(1-\gamma) \omega}{2}-\frac{(1+\beta)}{2} \bar{p}+\frac{\gamma}{2}\left(p_{i}^{*}+\beta \bar{p}\right)+\frac{c}{2}<0$, such that $\frac{(1-\gamma) \omega}{2}-\frac{(1+\beta)}{2} \bar{p}+\frac{\gamma}{2}\left(p_{i}^{*}+\beta \bar{p}\right)+$ $\frac{c}{2}<\frac{(1-\gamma) \omega}{2}-\frac{(1+\beta)}{2} \bar{p}+\frac{\gamma}{2} \beta \bar{p}+\frac{c}{2}$, which yields a contradiction. Therefore, again, only symmetric combinations $p_{i}^{*}=p_{j}^{*}=p^{*}$ can constitute mutual best responses and there exists exactly one such combination with $p^{*}=0$ if and only if $p_{i}^{*}(0)=0$, i.e., $\frac{(1-\gamma) \omega}{2}-\frac{1+\beta}{2} \bar{p}+\frac{\gamma}{2} \beta \bar{p}+\frac{c}{2} \leq 0 \Leftrightarrow \bar{p} \geq \frac{(1-\gamma) \omega+c}{1+(1-\gamma) \beta}=\bar{p}_{L}$. Otherwise, the intersection of the best-response functions is determined by $p=\frac{(1-\gamma) \omega}{2}-\frac{1+\beta}{2} \bar{p}+\frac{\gamma}{2}(p+\beta \bar{p})+$ $\frac{c}{2} \Leftrightarrow p=\frac{(1-\gamma) \omega+c-[1+(1-\gamma) \beta] \bar{p}}{(2-\gamma)}$.

For $\bar{p}_{L} \leq \bar{p} \leq \bar{p}_{H}$, the equilibrium candidate is $(p, \hat{p})=(0, \bar{p})$ in case (i) as well as in case (ii) and, hence, unique. If $\bar{p}<\bar{p}_{L}$, the candidate ( $p, \hat{p}$ ) $=(0, \bar{p})$ in case (i) was feasible also in case (ii) but not selected. Accordingly, the candidate from case (ii), $(p, \hat{p})=\left(\frac{(1-\gamma) \omega+c-[1+(1-\gamma) \beta] \bar{p}}{(2-\gamma)}, \bar{p}\right)$, is the unique equilibrium candidate. Likewise, for $\bar{p}>\bar{p}_{H}$, the candidate $(p, \hat{p})=(0, \bar{p})$ in case (ii) was feasible also in case (i) but not selected. It follows that the candidate from case (i), $(p, \hat{p})=\left(0, \frac{(1-\gamma) \omega+\beta c}{(2-\gamma) \beta}\right)$, is the unique equilibrium candidate. Hence, for any $\bar{p}$ and each of the two cases (i) $p^{*}=0$ and (ii) $\hat{p}^{*}=\bar{p}$, we have derived the unique equilibrium candidate.

Step 4: Finally, we need to check that no profitable deviation from the equilibrium candidates exists. From Step 1, we know that the most profitable deviation ( $p_{i}^{d}, \hat{p}_{i}^{d}$ ) entails either $p_{i}^{d}=0$ or $\hat{p}_{i}^{d}=\bar{p}$.

If $\bar{p}<\bar{p}_{L}$, the equilibrium candidate $(p, \hat{p})=\left(\frac{(1-\gamma) \omega+c-[1+(1-\gamma) \beta] \bar{p}}{(2-\gamma)}, \bar{p}\right)$ was derived by maximizing $\pi_{i}$ over $p_{i}$ given that $\hat{p}_{i}=\bar{p}$. Accordingly, no profitable deviation with $\hat{p}_{i}^{d}=\bar{p}$ can exist. Therefore, a profitable deviation needs to entail $p_{i}^{d}=0$ with additional price being given by (2.A.3). As the equilibrium candidate entails $p_{j}>0$ and $\hat{p}_{j}=\bar{p}$, it holds that $\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \bar{p}+\frac{\gamma}{2 \beta} p_{j}+\frac{c}{2}>\frac{(1-\gamma) \omega}{2 \beta}+\frac{\gamma}{2} \bar{p}+\frac{c}{2}>\bar{p}$ if $\bar{p}<\bar{p}_{L}$, which implies $\hat{p}_{i}^{d}=\bar{p}$. As we have shown that no profitable deviation with $\hat{p}_{i}^{d}=\bar{p}$ exists, we can conclude that no profitable deviation exists.

If $\bar{p}_{L} \leq \bar{p} \leq \bar{p}_{H}$, the unique equilibrium candidate is given by ( $p, \hat{p}$ ) $=(0, \bar{p})$. The derivation has shown that no firm has an incentive to deviate (i) to an interior headline price given $\hat{p}=\bar{p}$ and (ii) to an interior additional price given $p=0$. Accordingly, no profitable deviation exists.

If $\bar{p}>\bar{p}_{H}$, the equilibrium candidate $(p, \hat{p})=\left(0, \frac{(1-\gamma) \omega+\beta c}{(2-\gamma) \beta}\right)$ was derived by maximizing $\pi_{i}$ over $\hat{p}_{i}$ given $p_{i}=0$. Accordingly, no profitable deviation with $p_{i}=0$ exists. Therefore, a profitable deviation needs to entail $\hat{p}_{i}^{d}=\bar{p}$ with the headline price being given by (2.A.6). As the equilibrium candidate entails $p_{j}=0$ and $\hat{p}_{j}<\bar{p}$, it holds that $\frac{(1-\gamma) \omega}{2}-\frac{1+\beta}{2} \bar{p}+\frac{\gamma}{2} \beta \hat{p}_{j}+\frac{c}{2}<\frac{(1-\gamma) \omega}{2}-\frac{1+\beta}{2} \bar{p}+\frac{\gamma}{2} \beta \bar{p}+\frac{c}{2}<0$ if $\bar{p}>\bar{p}_{H}$, which implies $p_{i}^{d}=0$. As we have shown that no profitable deviation with $p_{i}^{d}=0$ exists, we can conclude that no profitable deviation exists.

Proof of Proposition 2.4: First, we will show that full consumer protection maximizes consumer surplus. First, note that case (i), i.e. $\bar{p}<\bar{p}_{L}$ in Proposition 2.3 yields the same prices and quantities as Proposition 2.1. Therefore, the comparative statics remain unchanged such that $\frac{\partial \mathscr{C} \mathscr{S}^{*}}{\partial \beta}>0$ for $\bar{p}<\bar{p}_{L}$.

Second, consider case (ii), i.e. $\bar{p} \in\left[\bar{p}_{L}, \bar{p}_{H}\right]$, now. Plugging the equilibrium prices and quantities into the consumer surplus results in

$$
\mathscr{C} \mathscr{S}^{*}=2 \omega q^{*}-(1+\gamma) q^{* 2}-2 q^{*} \bar{p}=\frac{\omega^{2}-2 \omega \bar{p}+\beta(2-\beta) \bar{p}^{2}}{1+\gamma} .
$$

Taking the derivative with respect to $\beta$ yields $\frac{\mathscr{C} \mathscr{S}^{*}}{\partial \beta}=\frac{2(1-\beta) \bar{p}^{2}}{1+\gamma}>0$ such that $\frac{\mathscr{C} \mathscr{S}^{*}}{\partial \beta}>0$ for $\bar{p} \in\left[\bar{p}_{L}, \bar{p}_{H}\right]$.

Consider case (iii), i.e. $\bar{p}>\bar{p}_{H}$, now. Plugging equilibrium quantities into consumer surplus results in

$$
\mathscr{C} \mathscr{S}^{*}=2 \omega q^{*}-(1+\gamma) q^{* 2}-2 q^{*} \hat{p}^{*}=\frac{\omega^{2}-2 \omega \hat{p}^{*}+\beta(2-\beta) \hat{p}^{* 2}}{1+\gamma} .
$$

Taking the derivative with respect to $\beta$ yields

$$
\frac{\partial \mathscr{C} \mathscr{S}^{*}}{\partial \beta}=\frac{-2 \omega \frac{\partial \hat{p}^{*}}{\partial \beta}+2 \beta(2-\beta) \hat{p}^{*} \frac{\partial \hat{p}^{*}}{\partial \beta}+2(1-\beta) \hat{p}^{* 2}}{1+\gamma} .
$$

Inserting $\hat{p}^{*}$ and $\frac{\partial \hat{p}^{*}}{\partial \beta}$ into the derivative and rearranging terms yields $\frac{\partial \mathscr{G} \mathscr{S}^{*}}{\partial \beta}>$ $0 \Leftrightarrow(1-\gamma)\left(\omega^{2}-\beta^{2} \omega c\right)+(1-\beta) \beta^{2} c^{2}>0$, which is always the case since $c<\omega$. Therefore, we can conclude that $\frac{\partial \mathscr{C} \mathscr{S}^{*}}{\partial \beta}>0$ for $\bar{p}>\bar{p}_{H}$. We have shown that $\frac{\partial \mathscr{C} \mathscr{S}^{*}}{\partial \beta}>$ 0 in all three cases. As consumer surplus is a continuous function of $\beta$, we can conclude that it is monotonically increasing in $\beta$. It follows that for all values of $\bar{p}$, consumer surplus is maximized at $\beta=1$.

To show that consumer surplus is maximized with $\bar{p}=0$, we will derive the upper bound that maximizes consumer surplus in each of the cases in Proposition 2.3 , and then compare these candidates against each other.

Note that for $\bar{p}<\bar{p}_{L}$, i.e., case (i) of Proposition 2.3, equilibrium prices and quantities are equal to equilibrium prices and quantities in Proposition 2.1. Hence, it remains to hold that $\frac{\partial \mathscr{C} \mathscr{S}^{*}}{\partial \bar{p}}<0$ for $\bar{p}<\bar{p}_{L}$. Therefore, the only candidate for the consumer optimal upper bound on the interval $\left[0, \bar{p}_{L}\right]$ is given by $\bar{p}=0$.

Consider case (ii) now. In equilibrium consumer surplus for $\bar{p} \in\left[\bar{p}_{L}, \bar{p}_{H}\right]$ equals

$$
\mathscr{C} \mathscr{S}^{*}=2 \omega q^{*}-(1+\gamma) q^{* 2}-2 q^{*} \bar{p}=\frac{\omega^{2}-2 \omega \bar{p}+\beta(2-\beta) \bar{p}^{2}}{1+\gamma} .
$$

Taking the derivative with respect to $\bar{p}$ yields $\frac{\mathscr{C} \mathscr{S}^{*}}{\partial \bar{p}}=\frac{-2 \omega+2 \beta(2-\beta) \bar{p}}{1+\gamma}$ such that $\frac{\mathscr{C} \mathscr{S}^{*}}{\partial \bar{p}}<$ 0 if and only if $\bar{p}<\frac{\omega}{\beta(2-\beta)}$. Depending on parameter constellations, it may hold that $\bar{p}_{L}<\frac{\omega}{\beta(2-\beta)}<\bar{p}_{H}$. Consequently, $\bar{p}_{L}$ and $\bar{p}_{H}$ are the two potential candidates for the consumer surplus optimal upper bound in the interval $\left[\bar{p}_{L}, \bar{p}_{H}\right]$.

Lastly, consider case (iii). As neither equilibrium quantities nor prices are affected by a change in $\bar{p}$ in this case, equilibrium consumer surplus is not affected by a change in $\bar{p}$ either. Hence, the optimal upper bound from a consumer surplus perspective is given by $\bar{p}_{H}$.

As we have identified a unique candidate for each of the three cases, we may now compare the resulting consumer surplus $\mathscr{C} \mathscr{S}^{*}(\bar{p})$. As consumer surplus is a continuous function of $\bar{p}$ and strictly decreasing on the interval $\left[0, \bar{p}_{L}\right)$, $\mathscr{C} \mathscr{S}^{*}(0)>\mathscr{C} \mathscr{S}^{*}\left(\bar{p}_{L}\right)$ follows. To prove the claim of the proposition, it suffices to show $\mathscr{C} \mathscr{S}^{*}(0)>\mathscr{C} \mathscr{S}^{*}\left(\bar{p}_{H}\right)$. Note that $c<\bar{p}_{L}$ and $q^{*}(\bar{p}=c)=q^{*}\left(\bar{p}=\bar{p}_{H}\right)$. The perceived total prices are identical for these two upper bounds such that consumers demand identical quantities. From the facts that (i) perceived total prices $p^{*}+\beta \hat{p}^{*}$ are identical and (ii) the equilibrium additional price is strictly larger with $\bar{p}=\bar{p}_{H}$ than with $\bar{p}=c$, it follows that actual total prices $p^{*}+\hat{p}^{*}$ are higher with $\bar{p}=\bar{p}_{H}$ than with $\bar{p}=c$. To see this, consider two tuple of prices ( $p^{\prime}, \hat{p}^{\prime}$ ) and ( $p^{\prime \prime}, \hat{p}^{\prime \prime}$ ) with $p^{\prime}+\beta \hat{p}^{\prime}=p^{\prime \prime}+\beta \hat{p}^{\prime \prime}$ and $\hat{p}^{\prime}<\hat{p}^{\prime \prime}$. Then $p^{\prime}+\hat{p}^{\prime}=p^{\prime \prime}+\beta \hat{p}^{\prime \prime}+(1-\beta) \hat{p}^{\prime}<p^{\prime \prime}+\hat{p}^{\prime \prime}$. As consumers end up paying less for the same quantities with $\bar{p}=c$ than with $\bar{p}=\bar{p}_{H}$, it follows that $\mathscr{C} \mathscr{S}^{*}(0)>\mathscr{C} \mathscr{S}^{*}(c)>\mathscr{C} \mathscr{S}^{*}\left(\bar{p}_{H}\right)$. As we have shown that consumer surplus is maximized with $\beta=1$ as well as with $\bar{p}=0$, we can conclude that full consumer protection maximizes consumer surplus.

Next, we will show that no consumer protection maximizes producer surplus. First, by the same argument as before, the comparative statics result from Proposition 2.2 carry over for $\bar{p}<\bar{p}_{L}$ such that $\frac{\partial \mathscr{\mathscr { S }} \mathscr{S}^{*}}{\partial \beta}<0$.

Plugging equilibrium prices and quantities of case (ii) into the equation for producer surplus results in

$$
\mathscr{P} \mathscr{S}^{*}=2 \frac{\omega-\beta \bar{p}}{1+\gamma} \cdot(\bar{p}-c) .
$$

Taking the derivative with respect to $\beta$ yields $\frac{\partial \mathscr{\mathscr { C }} \mathscr{S}^{*}}{\partial \beta}=\frac{-2 \bar{p}(\bar{p}-c)}{1+\gamma}<0$ such that $\frac{\mathscr{P} \mathscr{S}^{*}}{\partial \beta}<$ 0 for $\bar{p} \in\left[\bar{p}_{L}, \bar{p}_{H}\right]$.

Using the firms' first-order conditions, producer surplus in case (iii) is given by

$$
\mathscr{P} \mathscr{S}^{*}=\sum_{i=1}^{2} \pi_{i}\left(p^{*}, \hat{p}^{*}\right)=\frac{2\left(1-\gamma^{2}\right)}{\beta} q^{* 2},
$$

From $\frac{\partial q^{*}}{\partial \beta}<0$ it follows that $\frac{\partial \mathscr{P} \mathscr{S}^{*}}{\partial \beta}=-\frac{2\left(1-\gamma^{2}\right)}{\beta^{2}} q^{* 2}+4 q^{*} \frac{\partial q^{*}}{\partial \beta} \frac{1-\gamma^{2}}{\beta}<0$. Therefore, we can conclude that $\frac{\partial \mathscr{P} \mathscr{P}^{*}}{\partial \beta}<0$ for $\bar{p}>\bar{p}_{H}$. As $\mathscr{P} \mathscr{S}^{*}$ is a continuous function of $\beta$, it follows that $\mathscr{P} \mathscr{S}^{*}$ is monotonically decreasing in $\beta$ and maximized with $\beta=0$.

Again, the comparative statics result from Proposition 2.2 carry over for $\bar{p}<\bar{p}_{L}$ such that $\frac{\partial \mathscr{P} \mathscr{S}^{*}}{\partial \bar{p}}>0$.

Plugging equilibrium prices and quantities of case (ii) into the equation for producer surplus results in

$$
\mathscr{P} \mathscr{S}^{*}=2 \frac{\omega-\beta \bar{p}}{1+\gamma} \cdot(\bar{p}-c)
$$

Taking the derivative with respect to $\bar{p}$ yields $\frac{\partial \mathscr{P} \mathscr{S}^{*}}{\partial \bar{p}}=2\left(\frac{\omega-2 \beta \bar{p}+\beta c}{1+\gamma}\right)>0 \Leftrightarrow \bar{p}<$ $\frac{\omega+\beta c}{2 \beta}$. Note that $\frac{\omega+\beta c}{2 \beta}>\bar{p}_{H}$, such that $\frac{\partial \mathscr{P} \mathscr{S}^{*}}{\partial \bar{p}}>0$ for all $\bar{p} \in\left[\bar{p}_{L}, \bar{p}_{H}\right]$.

Consider the third case now. Since prices and quantities are not affected by a change in the upper bound of additional prices, producer surplus is unaffected by an increase of $\bar{p}$ whenever $\bar{p}>\bar{p}_{H}$. As $\mathscr{P} \mathscr{S}^{*}$ is a continuous function of $\bar{p}$, it follows that $\mathscr{P} \mathscr{S}^{*}$ is monotonically increasing in $\bar{p}$ and maximized with $\bar{p} \rightarrow \infty$. As we have shown that producer surplus is maximized with $\beta=0$ as well as with $\bar{p} \rightarrow \infty$, we can conclude that no consumer protection maximizes producer surplus.

Finally, we will derive the welfare results. Equilibrium welfare $\mathscr{W}^{*}$ is continuous in $\beta$ as it is continuous in equilibrium quantities, which in turn are continuous in $\beta$. Regarding equilibrium quantities $q^{*}(\beta)$, it holds that $q^{*}(1)=\frac{\omega-c}{(1+\gamma)(2-\gamma)}<q^{F B}$. Note that $\frac{\partial q^{*}}{\partial \beta}<0$ for all $\bar{p}$ at which $q^{*}$ is differentiable. Hence, $q^{*}$ is a monotonically decreasing function in $\beta$ for $\beta \in[0,1]$. Accordingly, there exists a $\beta^{S B} \in$ $(0,1)$ such that $q^{*}\left(\beta^{S B}\right)=q^{F B}$ if and only if $q^{*}(0)>q^{F B}$. It holds that $q^{*}(0)=$ $\min \left\{\frac{\omega-c+\bar{p}}{(1+\gamma)(2-\gamma)}, \frac{\omega}{1+\gamma}\right\}>q^{F B} \Leftrightarrow \bar{p}>(1-\gamma)(\omega-c)$.

Equilibrium welfare $\mathscr{W}^{*}$ is continuous in $\bar{p}$ as it is continuous in equilibrium quantities, which in turn are continuous in $\bar{p}$. Regarding equilibrium quantities $q^{*}(\bar{p})$, it holds that $q^{*}(0)=\frac{\omega-c}{(1+\gamma)(2-\gamma)}<q^{F B}$. Furthermore $\frac{\partial q^{*}}{\partial \bar{p}}>0 \Leftrightarrow \bar{p}<\bar{p}_{L}$. Hence, there exists at least one $\bar{p}^{S B}>0$ with $q^{*}\left(\bar{p}^{S B}\right)=q^{F B}$ if and only if $q^{*}\left(\bar{p}_{L}\right) \geq q^{F B} \Leftrightarrow \beta \leq$ $\frac{c}{(1-\gamma) \omega+\gamma c}$.

Proof of Lemma 2.2. First note that by Proposition 2.4, regarding the equilibrium quantities $q^{*}(\beta)$ it holds that $q^{*}(0)<q^{F B} \Leftrightarrow \bar{p} \leq(1-\gamma)(\omega-c)$. As $q^{*}$ is monotonically decreasing in $\beta$ and equilibrium welfare is concave in quantities, it follows that $\beta^{S B}(\bar{p})=0$ if $\bar{p} \leq(1-\gamma)(\omega-c)$. Hence, $\frac{\partial \beta^{S B}(\bar{p})}{\partial \bar{p}}=0$ for $\bar{p} \leq(1-\gamma)(\omega-c)$.

Now, suppose $\bar{p}>(1-\gamma)(\omega-c)$. In this case, Proposition 2.4 reveals that there exists a unique welfare-maximizing degree of price transparency $\beta^{S B}(\bar{p})$ that induces first-best.

If $\bar{p}<\bar{p}_{L}$, or equivalently, $\beta<\frac{(1-\gamma) \omega+c-\bar{p}}{(1-\gamma) \bar{p}} \equiv \beta_{L}, \beta^{S B}(\bar{p})$ is implicitly defined by

$$
\frac{\omega-c}{1+\gamma}=\frac{\omega-c+\left(1-\beta_{I}^{S B}(\bar{p})\right) \bar{p}}{(1+\gamma)(2-\gamma)} \Leftrightarrow \beta_{I}^{S B}(\bar{p})=1-\frac{(1-\gamma)(\omega-c)}{\bar{p}}
$$

which is feasible if and only if $\beta_{I}^{S B}<\beta_{L} \Leftrightarrow \bar{p}<(1-\gamma) \omega+\gamma c$.
If $\bar{p}_{L} \leq \bar{p} \leq \bar{p}_{H}$, or equivalently, $\beta_{L} \leq \beta \leq \frac{(1-\gamma) \omega}{(2-\gamma) \bar{p}-c} \equiv \beta_{H}, \beta^{S B}(\bar{p})$ is implicitly defined by

$$
\frac{\omega-c}{1+\gamma}=\frac{\omega-\beta_{I I}^{S B}(\bar{p}) \bar{p}}{1+\gamma} \quad \Leftrightarrow \quad \beta_{I I}^{S B}(\bar{p})=\frac{c}{\bar{p}}
$$

It needs to hold that $\beta_{L} \leq \beta_{I I}^{S B}(\bar{p}) \leq \beta_{H}$, which is true if and only if $\bar{p} \geq(1-\gamma) \omega+\gamma c$ and $\bar{p}[(2-\gamma) c-(1-\gamma) \omega] \leq c^{2}$. Note that the last inequality holds if either $\frac{\omega}{c} \geq$ $\frac{2-\gamma}{1-\gamma}$ or $\frac{\omega}{c}<\frac{2-\gamma}{1-\gamma}$ and $\bar{p} \leq \frac{c^{2}}{(2-\gamma) c-(1-\gamma) \omega}$.

If $\bar{p}>\bar{p}_{H}$, or equivalently $\beta>\beta_{H}, \beta^{S B}(\bar{p})$ is implicitly defined by

$$
\frac{\omega-c}{1+\gamma}=\frac{\omega-\beta_{I I I}^{S B}(\bar{p}) c}{(1+\gamma)(2-\gamma)} \quad \Leftrightarrow \quad \beta_{I I I}^{S B}(\bar{p})=(2-\gamma)-(1-\gamma) \frac{\omega}{c}
$$

It needs to hold that $\beta_{I I I}^{S B}(\bar{p})>\beta_{H}$, which is true if and only if $\frac{\omega}{c}<\frac{2-\gamma}{1-\gamma}$ and $\bar{p}>$ $\frac{c^{2}}{(2-\gamma) c-(1-\gamma) \omega}$.

We have shown that $\beta^{S B}(\bar{p})=\beta_{I}^{S B}(\bar{p})$ such that $\frac{\partial \beta^{S B}(\bar{p})}{\partial \bar{p}}>0$ if $\bar{p}<(1-\gamma) \omega+$ $\gamma c$. Furthermore, $\beta^{S B}(\bar{p})=\beta_{I I}^{S B}(\bar{p})$ such that $\frac{\partial \beta^{S B}(\bar{p})}{\partial \bar{p}}<0$ if $\bar{p} \geq(1-\gamma) \omega+\gamma c$ and $\bar{p}[(2-\gamma) c-(1-\gamma) \omega] \leq c^{2}$. Finally, $\beta^{S B}(\bar{p})=\beta_{I I I}^{S B}(\bar{p})$ such that $\frac{\partial \beta^{S B}(\bar{p})}{\partial \bar{p}}=0$ if $\frac{\omega}{c}<$ $\frac{2-\gamma}{1-\gamma}$ and $\bar{p}>\frac{c^{2}}{(2-\gamma) c-(1-\gamma) \omega}$.

Proof of Lemma 2.3. The proof of Proposition 2.4 has revealed that $q^{*}(\bar{p})<q^{F B}$ for all values of $\bar{p}$ if $\beta>\frac{c}{(1-\gamma) \omega+\gamma c} \equiv \beta^{\prime \prime}$ and that equilibrium quantities are maximized
if $\bar{p}=\bar{p}_{L}$. As equilibrium welfare is concave in $q^{*}(\bar{p}), \bar{p}^{S B}(\beta)=\bar{p}_{L}$. Hence, $\frac{\partial \bar{p}^{S B}(\beta)}{\partial \beta}=$ $\frac{\partial \bar{p}_{L}}{\partial \beta}<0$ if $\beta \geq \beta^{\prime \prime}$.

If $\beta<\beta^{\prime \prime}$, it follows from the proof of Proposition 2.4 that there exists at least one $\bar{p}$ that induces first-best welfare.

The following four observations will help to prove the remaining claims of the lemma:
(i) $\frac{\partial q^{*}}{\partial \bar{p}}>0 \Leftrightarrow \bar{p}<\bar{p}_{L}, \frac{\partial q^{*}}{\partial \bar{p}}<0 \Leftrightarrow \bar{p}_{L}<\bar{p}<\bar{p}_{H}$, and $\frac{\partial q^{*}}{\partial \bar{p}}=0 \Leftrightarrow \bar{p}>\bar{p}_{H}$.
(ii) $q^{*}(\bar{p}=0)=\frac{\omega-c}{(1+\gamma)(2-\gamma)}<q^{F B}$.
(iii) $q^{*}$ strictly decreases in $\beta$ for $\bar{p}>0$.
(iv) $q^{*}(c)=q^{*}\left(\bar{p}_{H}\right) \forall \beta$.
(v) $q^{*}(c)=q^{F B} \Leftrightarrow \beta=(2-\gamma)-(1-\gamma) \frac{\omega}{c} \equiv \beta^{\prime}<\beta^{\prime \prime}$.

First, by observation (i) there exist either one, two, or infinitely many $\bar{p}^{S B}(\beta)$ that induce first-best welfare if $\beta<\beta^{\prime \prime}$, as equilibrium quantities have to be equal to the first-best quantities to induce first-best welfare.

Second, let $\beta \in\left[0, \beta^{\prime}\right.$ ). Due to observations (ii) and (v) we know that $q^{*}(0)<$ $q^{F B}<q^{*}(c)$ in this case. By observation (i) and the fact that $c<\bar{p}_{L}$ this implies that there can only be one intersection between the first-best quantities and the equilibrium quantities. The resulting unique welfare-maximizing upper bound is implicitly defined by

$$
\begin{equation*}
\frac{\omega-c+(1-\beta) \bar{p}^{S B}(\beta)}{(1+\gamma)(2-\gamma)}=\frac{\omega-c}{1+\gamma} \quad \Leftrightarrow \quad \bar{p}^{S B}(\beta)=\frac{(1-\gamma)(\omega-c)}{(1-\beta)} . \tag{2.A.11}
\end{equation*}
$$

Its derivative is given by

$$
\begin{equation*}
\frac{\partial \bar{p}^{S B}}{\partial \beta}=\frac{(1-\gamma)(\omega-c)}{(1-\beta)^{2}}>0 . \tag{2.A.12}
\end{equation*}
$$

Third, let $\beta \in\left(\beta^{\prime}, \beta^{\prime \prime}\right)$. Due to observations (iii), (iv), and (v) it holds that $q^{*}(c)<q^{F B}<q^{*}\left(\bar{p}_{L}\right)$ and, equivalently, $q^{*}\left(\bar{p}_{H}\right)<q^{F B}<q^{*}\left(\bar{p}_{L}\right)$. Then, observation (i) implies that there are exactly two welfare-maximizing upper bounds, one in case (i) and one in case (ii) of Proposition 2.3. Denote the welfare-maximizing upper
bound with the lower (higher) additional price as $\bar{p}_{c}^{S B}(\beta)\left(\bar{p}_{p}^{S B}(\beta)\right)$. Hence, $\bar{p}_{c}^{S B}(\beta)$ is implicitly defined by

$$
\begin{equation*}
\frac{\omega-c+(1-\beta) \bar{p}_{c}^{S B}(\beta)}{(1+\gamma)(2-\gamma)}=\frac{\omega-c}{1+\gamma} \quad \Leftrightarrow \quad \bar{p}_{c}^{S B}(\beta)=\frac{(1-\gamma)(\omega-c)}{(1-\beta)} \tag{2.A.13}
\end{equation*}
$$

such that

$$
\begin{equation*}
\frac{\partial \bar{p}_{c}^{S B}}{\partial \beta}=\frac{(1-\gamma)(\omega-c)}{(1-\beta)^{2}}>0 \tag{2.A.14}
\end{equation*}
$$

Similarly, $\bar{p}_{p}^{S B}(\beta)$ is implicitly defined by

$$
\begin{equation*}
\frac{\omega-\beta \bar{p}_{p}^{S B}(\beta)}{(1+\gamma)}=\frac{\omega-c}{1+\gamma} \quad \Leftrightarrow \quad \bar{p}_{p}^{S B}(\beta)=\frac{c}{\beta} \tag{2.A.15}
\end{equation*}
$$

Its derivative is given by

$$
\begin{equation*}
\frac{\partial \bar{p}^{S B}}{\partial \beta}=-\frac{c}{\beta^{2}}<0 \tag{2.A.16}
\end{equation*}
$$

Fourth, consider the knife-edge case $\beta=\beta^{\prime}$ now. Due to observation (v), it holds that $q^{F B}=q^{*}(c)$. We also have that $q^{*}(c)=q^{*}(\bar{p}) \forall \bar{p} \in\left[\bar{p}_{H}, \infty\right)$ due to observation (i) and (iv). This means that the welfare-optimal upper bounds are elements of the set $\left\{\bar{p} \mid \bar{p}=\bar{p}_{c}^{S B}\left(\beta^{\prime}\right) \vee \bar{p} \geq \bar{p}_{H}\left(\beta^{\prime}\right)\right\}$.

Proof of Proposition 2.5. It holds that $q^{*}(c)=\frac{\omega-\beta c}{(1+\gamma)(2-\gamma)}=q^{*}(\bar{p}) \forall \bar{p} \geq \bar{p}_{H}$. Accordingly, $\bar{p}=c$ leads to the same level of welfare as all upper bounds $\bar{p} \geq \bar{p}_{H}$. As perceived total prices are identical but $\bar{p}=c$ leads to an equilibrium with strictly lower additional prices than any $\bar{p} \geq \bar{p}_{H}$, the resulting total equilibrium prices are strictly lower and, hence, consumer surplus is strictly higher with $\bar{p}=c$ than with $\bar{p} \geq \bar{p}_{H}$.
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## Chapter 3

## Correlation Neglect, Incentives, and Welfare*

Joint with Matthias Kräkel

### 3.1 Introduction

In practice, a principal often has more than one performance signal about his agent's effort choice. Typically, the principal observes the realized output of the agent but also receives additional information on the agent's exerted effort. For example, a firm observes the realized sales of its sales agents, but also gets feedback from the customers about the agents' services. An industrial researcher produces output in the form of patents but also receives a performance appraisal by his laboratory head, who observes the researcher's daily work. Many managers do realize not only shortterm output but also long-term one, and their exerted effort influences both kinds of output (e.g., quarterly result and annual profit). The common ground of all these examples is that the different performance signals are positively correlated. For example, the sales agent with the highest realized sales is typically also the one with the best customer evaluations.

There exist several studies documenting that real decision makers underestimate the true positive correlation between informative signals, i.e., they suffer from

[^15]correlation neglect, e.g., Ortoleva and Snowberg (2015), Eyster and Weizsacker (2016), Enke and Zimmermann (2019), and Rees-Jones, Shorrer, and Tergiman (2020). Concerning our principal-agent framework, this means that an agent that suffers from correlation neglect underestimates the true correlation between the performance measures that are used by the principal to generate incentives. ${ }^{1}$

In this note, we modify the well-known model by Holmström and Milgrom (1987, 1990, 1991) to analyze how correlation neglect influences the principal's optimal incentive contract and material welfare. For this purpose, we assume that the principal can make use of two performance measures about the agent's effort choice and that the agent underestimates the positive correlation between the two measures. At first glance, one might conjecture that correlation neglect leads to higher implemented effort and, therefore, to a less inefficient outcome, because correlation neglect implies a lower perceived risk premium of the agent, which makes effort implementation less costly for the principal. However, our analysis shows that this intuition will only hold if the agent's perceived correlation coefficient is sufficiently small. Otherwise, the principal prefers to put a positive weight on the more precise performance measure and a negative weight on the other one. Such contract reduces incentives and is bad from a welfare perspective but optimal for the principal to generate a first-order advantage in form of better insurance.

### 3.2 The Model

We modify the principal-agent framework with linear contracts of Holmström and Milgrom (1987, 1990, 1991). The principal ( $P$ ) has to hire an agent ( $A$ ) to run a business. If $A$ is hired, he will produce output according to the production function $x=e+\varepsilon$ with $e \geq 0$ denoting effort chosen by $A$, and $\varepsilon$ denoting a normally distributed noise term with mean zero and variance $\sigma_{\varepsilon}^{2}$. Whereas $x$ is observable by $P$ and verifiable by a third party, neither $e$ nor $\varepsilon$ are observable by $P$, who thus faces a moral-hazard problem. Exerting effort leads to personal costs for $A$ that can be

[^16]described in monetary terms by the function $c(e)=k e^{2} / 2$ with $k>0$. We assume that $P$ can make use of a second performance measure, $s=e+\theta$, with $\theta$ denoting a normally distributed noise term with mean zero and variance $\sigma_{\theta}^{2}$. Analogously to $x$, the measure $s$ is observable by $P$ and verifiable by a third party, but $e$ and $\theta$ are unobservable. The lines between the two measures are clear and exogenously given. The noise terms are assumed to be positively correlated with $\rho \in(0,1)$ as correlation coefficient. We depart from the Holmström-Milgrom setting by assuming that $A$ suffers from correlation neglect. In our setting, this means that $A$ believes the correlation coefficient to be $\hat{\rho}$ with $\hat{\rho}<\rho$, whereas $P$ knows that the true correlation coefficient is $\rho$. As is standard in the literature on contracting with behavioral agents (e.g., Kőszegi (2014)), we assume that the parties "agree to disagree", i.e.. principal and agent do not update their beliefs over the course of the game.

Following Holmström and Milgrom, we restrict the class of incentive schemes for the agent to linear ones (see Holmström and Milgrom (1987) for a justification): $w(x, s)=\alpha+\beta \cdot x+\gamma \cdot s$ with $\alpha$ as fixed salary, and $\beta$ and $\gamma$ as piece rates. $P$ is assumed to be risk neutral, maximizing expected profits $E[x-w(x, s)]$. However, $A$ is assumed to be risk averse with utility function $1-\exp \{-r \cdot(w(x, s)-c(e))\}$. Here $r>0$ denotes the (constant) Arrow-Pratt measure of absolute risk aversion. A maximizes his perceived expected utility. As is well-known for the HolmströmMilgrom model, due to the normally distributed noise and the linearity assumptions, this is equivalent to maximizing the certainty equivalent

$$
\begin{equation*}
C E=\alpha+\beta \cdot e+\gamma \cdot e-\frac{k}{2} e^{2}-\frac{r}{2}\left(\beta^{2} \sigma_{\varepsilon}^{2}+\gamma^{2} \sigma_{\theta}^{2}+2 \hat{\rho} \sigma_{\varepsilon} \sigma_{\theta} \gamma \beta\right) . \tag{3.1}
\end{equation*}
$$

Due to correlation neglect, the risk premium of the certainty equivalent is based on A's perceived correlation coefficient, $\hat{\rho}$. W.l.o.g., A's reservation value is normalized to zero. The timing is the usual one: 1. $P$ offers $w(x, s)$ to $A ; 2$. $A$ accepts or rejects the offer; 3. A chooses $e$ in case of acceptance; 4. $x$ and $s$ are realized and payments are made. As a reference solution, we can consider the efficient or first-best outcome, which will be realized if $P$ perfectly observes effort $e$ and can write forcing contracts without any transaction costs. In that case, $P$ would implement $e^{F B}=1 / k$ to maximize the first-best material welfare $E[x]-c(e)$.

### 3.3 Solution to the Model

The game is solved by backward induction, starting with stage 3 in which $A$ chooses effort to maximize $C E$. As, according to (3.1), $C E$ is strictly concave, optimal effort is described by the first-order condition, leading to the incentive constraint $e^{*}:=$ $(\beta+\gamma) / k$. In stage $1, P$ offers an optimal contract that extracts all rents from $A .^{2}$ In other words, the participation constraint binds under the optimal contract so that $P$ chooses $w(x, s)$ to maximize the perceived second-best welfare that is based on $\hat{\rho}$ because $P$ only has to compensate $A$ for the perceived risk premium. Hence, $P$ solves

$$
\begin{equation*}
\max _{\beta, \gamma} \pi=\max _{\beta, \gamma}\left(e^{*}-\frac{k}{2} e^{* 2}-\frac{r}{2}\left(\beta^{2} \sigma_{\varepsilon}^{2}+\gamma^{2} \sigma_{\theta}^{2}+2 \hat{\rho} \sigma_{\varepsilon} \sigma_{\theta} \gamma \beta\right)\right)=: \pi^{*} . \tag{3.2}
\end{equation*}
$$

As the respective Hessian matrix is negative semi-definite, ${ }^{3}$ the optimal piece rates, $\beta^{*}(\hat{\rho})$ and $\gamma^{*}(\hat{\rho})$, are described by the first-order conditions:

$$
\begin{equation*}
\beta^{*}(\hat{\rho})=\left(\frac{\sigma_{\theta}}{\sigma_{\varepsilon}}-\hat{\rho}\right) \frac{\sigma_{\theta} \sigma_{\varepsilon}}{\Psi} \quad \text { and } \quad \gamma^{*}(\hat{\rho})=\left(\frac{\sigma_{\varepsilon}}{\sigma_{\theta}}-\hat{\rho}\right) \frac{\sigma_{\theta} \sigma_{\varepsilon}}{\Psi} \tag{3.3}
\end{equation*}
$$

with $\Psi:=\sigma_{\theta}^{2}+\sigma_{\varepsilon}^{2}-2 \hat{\rho} \sigma_{\theta} \sigma_{\varepsilon}+k r \sigma_{\theta}^{2} \sigma_{\varepsilon}^{2}\left(1-\hat{\rho}^{2}\right)>0$. The two expressions in (3.3) show that either both optimal piece rates are positive or one piece rate is positive, and the other one negative. For example, whenever the two performance measures are equally precise, i.e., if $1 / \sigma_{\theta}^{2}=1 / \sigma_{\varepsilon}^{2} \Leftrightarrow \sigma_{\theta}=\sigma_{\varepsilon}$, both optimal piece rates are positive. However, in all other cases, i.e., $\sigma_{\theta} \neq \sigma_{\varepsilon}$, the sign of the optimal piece rates depends on the perceived correlation $\hat{\rho}$. In particular, if $\hat{\rho}$ is sufficiently low, then $\beta^{*}(\hat{\rho}), \gamma^{*}(\hat{\rho})>0$. If, however, $\hat{\rho}$ is sufficiently high, the optimal piece rate that corresponds to the more precise performance measure will be positive and the other one negative (e.g., $\beta^{*}(\hat{\rho})<0$ and $\gamma^{*}(\hat{\rho})>0$ can only be possible if $\sigma_{\theta}<\sigma_{\varepsilon}$, i.e., if the precision $1 / \sigma_{\theta}^{2}$ is higher than the precision $1 / \sigma_{\varepsilon}^{2}$ ). The two possible cases are quite intuitive. Consider the perceived optimal risk premium, $\frac{r}{2}\left(\beta^{*}(\hat{\rho})^{2} \sigma_{\varepsilon}^{2}+\gamma^{*}(\hat{\rho})^{2} \sigma_{\theta}^{2}+2 \hat{\rho} \sigma_{\varepsilon} \sigma_{\theta} \gamma^{*}(\hat{\rho}) \beta^{*}(\hat{\rho})\right.$ ), which consists of two idiosyncratic parts, $\beta^{*}(\hat{\rho})^{2} \sigma_{\varepsilon}^{2}$ and $\gamma^{*}(\hat{\rho})^{2} \sigma_{\theta}^{2}$, and a joint part, $2 \hat{\rho} \sigma_{\varepsilon} \sigma_{\theta} \gamma^{*}(\hat{\rho}) \beta^{*}(\hat{\rho})$. The
2. This is due to the assumption of unlimited liability.
3. I.e., $\partial^{2} \pi / \partial \beta^{2}=-\left(k r \sigma_{\varepsilon}^{2}+1\right) / k<0, \partial^{2} \pi / \partial \gamma^{2}=-\left(k r \sigma_{\theta}^{2}+1\right) / k<0$ as well as $\partial^{2} \pi / \partial \beta^{2}$. $\partial^{2} \pi / \partial \gamma^{2}-\partial^{2} \pi / \partial \beta \partial \gamma=r\left[k r \sigma_{\theta}^{2} \sigma_{\varepsilon}^{2}\left(1-\rho^{2}\right)+\sigma_{\theta}^{2}+\sigma_{\varepsilon}^{2}-2 \rho \sigma_{\theta} \sigma_{\varepsilon}\right] / k>0$.
principal $P$ wants to implement a specific effort at minimum risk costs. If $\hat{\rho}$ is sufficiently small, the joint part of the risk premium will be less important than the idiosyncratic parts and $P$ chooses two positive values for the optimal piece rates to create incentives (note that $\beta^{*}(\hat{\rho})$ and $\gamma^{*}(\hat{\rho})$ are quadratic in the idiosyncratic parts so that negative piece rates do not make sense). If, however, the correlation $\hat{\rho}$ is sufficiently high, then the reduction of the risk premium should be mainly done via the joint part. Hence, $P$ optimally puts a negative weight on one of the two performance measures, so that $2 \hat{\rho} \sigma_{\varepsilon} \sigma_{\theta} \gamma \beta<0$, to reduce the overall risk premium. ${ }^{4}$ This effect is similar to the reduction of risk costs via relative performance evaluation of two agents whose tasks are subject to the same stochastic influences (e.g., two sales agents who sell the same kind of product).

Next, we analyze the welfare implications of correlation neglect. The implemented effort under the optimal contract for agents with correlation neglect, $e^{*}(\hat{\rho})$, can be computed by inserting the expressions for $\beta^{*}(\hat{\rho})$ and $\gamma^{*}(\hat{\rho})$ into the incentive constraint $e^{*}=(\beta+\gamma) / k$. Let $e^{*}(\rho)$ denote the respective effort for $\hat{\rho}=\rho$, i.e., the optimal effort that will be implemented by $P$ if $A$ does not suffer from correlation neglect. Both $e^{*}(\hat{\rho})$ and $e^{*}(\rho)$ are smaller than $e^{F B}$ because $e^{*}=(\beta+\gamma) / k$ and $\beta^{*}(\tau)+\gamma^{*}(\tau)<1$ for $\tau=\hat{\rho}, \rho$ (see (3.3)). Thus, due to the moral-hazard problem, $P$ does not implement the effort level that maximizes material welfare, irrespective of whether $A$ suffers from correlation neglect or not. The following proposition describes under which condition correlation neglect is welfare enhancing:

Proposition 3.1. The optimal effort implemented under correlation neglect, $e^{*}(\hat{\rho})$, will be larger than the optimal effort without correlation neglect, $e^{*}(\rho)$, if and only if

$$
\begin{equation*}
\frac{2 \sigma_{\theta} \sigma_{\varepsilon}}{\sigma_{\theta}^{2}+\sigma_{\varepsilon}^{2}}>\frac{\rho^{2}-\hat{\rho}^{2}}{\rho\left(1-\hat{\rho}^{2}\right)-\hat{\rho}\left(1-\rho^{2}\right)} \tag{3.4}
\end{equation*}
$$

Condition (3.4) shows that there exist feasible parameter constellations so that both relations $e^{*}(\hat{\rho})>e^{*}(\rho)$ and $e^{*}(\hat{\rho})<e^{*}(\rho)$ are possible. ${ }^{5}$ To get an intuition,

[^17]we start with the case of a high correlation between the two performance measures, i.e., $\rho$ is close to one. In this case, the optimal contract for rational agents will always implement a higher effort than the optimal contract for an agent who suffers from correlation neglect. The reason is that $P$ can provide high incentives and filter almost all the risk perceived by a rational agent with an appropriate combination of a positive and a negative piece rate, whereas this is not possible for an agent who suffers from correlation neglect. Consider the rational agent first. He correctly anticipates the high correlation between the two performance measures. Consequently, he treats a slightly negative piece rate as very effective in reducing the joint part of the risk premium. This allows $P$ to implement high effort because he can effectively reduce the perceived risk induced by a large positive piece rate via a negative piece rate for the other performance measure that is relatively small in absolute terms. In the extreme case, when $\rho \rightarrow 1$, the principal can even implement an effort level that is arbitrarily close to the first-best effort level.

However, an agent who suffers from correlation neglect considers a negative piece rate as less effective in reducing the perceived risk that is induced by a high positive piece rate. In the extreme case, when $\rho \rightarrow 1$, such that $P$ filters out almost all risk and provide high incentives for the rational agent, the agent who suffers from correlation neglect still believes that the contract is risky. Thus, $P$ implements lower effort by an agent who neglects correlation compared to a rational agent. While a high correlation of the two performance measures leads to a clear-cut comparison between the implemented efforts, the economic intuition for intermediate and low correlation is less clear and can best be interpreted by considering marginal changes in correlation neglect, i.e., a comparative-static analysis of $e^{*}(\hat{\rho})$ with respect to $\hat{\rho}$. We obtain

$$
\begin{aligned}
\frac{\partial e^{*}}{\partial \hat{\rho}} & =-2 r \sigma_{\theta}^{2} \sigma_{\varepsilon}^{2} \frac{\left(\sigma_{\varepsilon}-\hat{\rho} \sigma_{\theta}\right)\left(\sigma_{\theta}-\hat{\rho} \sigma_{\varepsilon}\right)}{\left(k r \sigma_{\theta}^{2} \sigma_{\varepsilon}^{2}\left(1-\hat{\rho}^{2}\right)+\sigma_{\theta}^{2}+\sigma_{\varepsilon}^{2}-2 \hat{\rho} \sigma_{\theta} \sigma_{\varepsilon}\right)^{2}} \\
& =-2 r \sigma_{\theta}^{2} \sigma_{\varepsilon}^{2} \cdot \beta^{*}(\hat{\rho}) \cdot \gamma^{*}(\hat{\rho}) .
\end{aligned}
$$

Thus, $\operatorname{sign}\left(\partial e^{*} / \partial \hat{\rho}\right)=-\operatorname{sign}\left(\beta^{*}(\hat{\rho}) \cdot \gamma^{*}(\hat{\rho})\right)$. Note that $\partial e^{*} / \partial \hat{\rho}$ denotes the effect of a marginal change in correlation neglect on optimal effort, as it describes the change of the optimal effort if the correlation coefficient marginally decreases.

First, consider the case of $\beta^{*}(\rho) \cdot \gamma^{*}(\rho)>0$ - both optimal piece rates are positive for rational agents - implying $\left.\frac{\partial e^{*}}{\partial \hat{\rho}}\right|_{\hat{\rho}=\rho}<0$. From the considerations above, we know that we are in a situation in which the perceived correlation coefficient, $\hat{\rho}$, is sufficiently small, and the joint part of the perceived risk premium is positive. If in such a situation, $\hat{\rho}$ further decreases, the joint part of the perceived risk premium goes down so that implementing higher effort becomes less costly for $P$. Consequently, $P$ will implement a higher effort level if $A$ suffers from correlation neglect. Second, consider the case of $\beta^{*}(\rho) \cdot \gamma^{*}(\rho)<0-$ one optimal piece rate is positive and the other one negative for rational agents - implying $\left.\frac{\partial e^{*}}{\partial \hat{\rho}}\right|_{\hat{\rho}=\rho}>0$. Now, $\hat{\rho}$ is sufficiently high so that $P$ prefers a negative weight for the joint part of the perceived risk premium to reduce overall risk costs. If in such a situation, the perceived correlation becomes lower, the reduction of the perceived risk premium via the joint part will become less effective. As a consequence, $P$ prefers to adjust incentives downwards and implements a lower effort level.

The scenario described in Proposition 1 is a little bit more subtle. Either we have one of the two previous cases so that $\rho$ and $\hat{\rho}$ are both low or both intermediate so that the arguments from the comparative-static analysis on marginal changes in correlation go through. Or the degree of correlation neglect, $\rho-\hat{\rho}$, is so large that we switch from the second case (intermediate correlation) to the first case (low correlation). However, as the right-hand side of (3.4) is monotonically increasing in $\hat{\rho}$, the stronger $A$ suffers from correlation neglect, the more condition (3.4) tends to hold, so that correlation neglect leads to the implementation of higher effort, whenever $\rho$ is not too large. Intuitively, a switch from the second case to the first case means that $P$ chooses two positive piece rates under correlation neglect, which both contribute to higher incentives, whereas $P$ prefers one positive and one negative piece rate without correlation neglect.

The left-hand side of (3.4) illustrates the influence of the precision of both performance measures on the implications of correlation neglect. If the precision of both measures is very similar (i.e., $\sigma_{\theta} \approx \sigma_{\varepsilon}$ ), the left-hand side of (3.4) attains its maximum 1 so that the condition is satisfied and correlation neglect leads to
higher effort implementation. ${ }^{6}$ This outcome corresponds to optimal piece rates that are both positive due to $\sigma_{\theta} \approx \sigma_{\varepsilon}$ (see (3.3)). If both performance measures have very different precisions (i.e., $\sigma_{\theta}$ and $\sigma_{\varepsilon}$ differ considerably), the left-hand side of (3.4) will become very small so that the condition tends to be violated. In that case, correlation neglect yields lower optimal effort. Similar to the observations above, sufficiently different values of $\sigma_{\theta}$ and $\sigma_{\varepsilon}$ imply that one of the optimal piece rates in (3.3) is negative and the other one positive.

Condition (3.4) has shown that the interplay of the precisions of the two performance measures, the magnitude of the true correlation, and the magnitude of correlation neglect determines whether material welfare becomes larger or smaller under correlation neglect. The following result states sufficient conditions for either outcome: ${ }^{7}$

Proposition 3.2. Define $\bar{\rho}:=\min \left\{\frac{\sigma_{\theta}}{\sigma_{\varepsilon}}, \frac{\sigma_{\varepsilon}}{\sigma_{\theta}}\right\}$. (i) $e^{*}(\rho)<e^{*}(\hat{\rho})<e^{F B}$ if $\rho \in(0, \bar{\rho}]$, and (ii) $e^{*}(\hat{\rho})<e^{*}(\rho)<e^{F B}$ if $\hat{\rho} \in[\bar{\rho}, 1)$.

The proposition shows that if the correlation is sufficiently low and, therefore, the perceived correlation is low as well, correlation neglect will be efficiencyenhancing. However, correlation neglect will lead to lower material welfare if the perceived correlation, and, hence, also the true correlation, is large. The economic intuition for these findings is the following. The discussion above has shown that we can differentiate between two cases for the perceived correlation coefficient. In case of low correlation, both performance measures are positive and, thus, used for incentivizing $A$, leading to high effort. In case of high correlation, only the more precise performance measure is used to incentivize $A$, whereas the other one purely serves insurance purposes at the cost of reducing incentives.

We conclude our analysis by considering the implications of correlation neglect on $P$ 's and $A$ 's expected utilities. We start with $P$ 's expected utility, which is given by his expected profit. Let $\pi^{*}\left(e^{*}(\hat{\rho})\right)$ denote the optimal expected profit under cor-
6. Whereas the left-hand side of (3.4) is equal or smaller than one, the right-hand side is strictly smaller than one.
7. All proofs are relegated to the appendix.
relation neglect, which can be computed by plugging the optimal values for $e^{*}(\hat{\rho})$, $\beta^{*}(\hat{\rho})$, and $\gamma^{*}(\hat{\rho})$ in (3.2). The optimal expected profit without correlation neglect, $\pi^{*}\left(e^{*}(\rho)\right)$, can be computed analogously. We obtain $\pi^{*}\left(e^{*}(\hat{\rho})\right)=e^{*}(\hat{\rho}) / 2$ and $\pi^{*}\left(e^{*}(\rho)\right)=e^{*}(\rho) / 2$, which leads to the following result:

Proposition 3.3. The optimal expected profit under correlation neglect, $\pi^{*}\left(e^{*}(\hat{\rho})\right)$, will be larger than the optimal expected profit without correlation neglect, $\pi^{*}\left(e^{*}(\rho)\right)$, if and only if condition (3.4) is satisfied.

Again, a comparative-static analysis is helpful in illustrating the economic intuition for our findings. Using $\pi^{*}$ described by (3.2), the envelope theorem immediately leads to $d \pi^{*} / d \hat{\rho}=\partial \pi^{*} / \partial \hat{\rho}=-r \sigma_{\varepsilon} \sigma_{\theta} \gamma^{*}(\hat{\rho}) \beta^{*}(\hat{\rho})$ so that $\operatorname{sign}\left(d \pi^{*} / d \hat{\rho}\right)=$ $-\operatorname{sign}\left(\beta^{*}(\hat{\rho}) \cdot \gamma^{*}(\hat{\rho})\right)$. In analogy to above, $d \pi^{*} / d \hat{\rho}$ can be interpreted as the marginal correlation neglect effect on optimal profit. Thus, we can again differentiate between the two cases considered above. First, suppose that $\beta^{*}(\hat{\rho}) \cdot \gamma^{*}(\hat{\rho})>0$ with $\hat{\rho}=\rho$, implying a positive joint part of the perceived risk premium. If in such a situation $A$ 's perceived correlation goes down, the overall perceived risk premium will go down as well so that the optimal expected profit increases due to the binding participation constraint. However, in case of $\beta^{*}(\hat{\rho}) \cdot \gamma^{*}(\hat{\rho})<0$ with $\hat{\rho}=\rho$ the joint part of the perceived risk premium is negative. Now, a perceived decrease of correlation increases the perceived risk premium, for which $A$ has to be compensated by $P$, so that $P$ 's optimal expected profit is reduced.

A's expected utility is expressed by his certainty equivalent (3.1). In our analysis, $P$ extracts all perceived rents from $A$. However, in line with De la Rosa (2011), in the following we consider two ways how $A$ could profit or suffer from correlation neglect. First, we may assume some bargaining power on the side of the agent. So far, we assumed that $P$ has all the bargaining power. Reversing this assumption by introducing Bertrand competition between several identical principals in the labor market would redistribute the complete surplus to $A$. Consequently, A profits from correlation neglect if condition (3.4) holds and suffers from his mistaken belief if (3.4) is violated. Obviously, this argument does hold whenever the market makes $P$
and $A$ share the surplus of the contract. Notably, under a given sharing rule, $P$ and $A$ will profit from correlation neglect at the same time if material welfare increases.

Second, de la Rosa (2011) uses the actual expected utility of the agent, i.e. his expected utility under the true distribution of outcomes, as a measure of the agent's well-being. This consideration leads to the following proposition:

Proposition 3.4. The actual expected utility of an agent with correlation neglect will be higher than the expected utility of a rational agent if and only if $\beta^{*}(\hat{\rho}) \cdot \gamma^{*}(\hat{\rho})<0$.

The proposition shows that agents with correlation neglect receive a positive rent whenever their contract exhibits a positive and a negative piece rate, and their expected utility is evaluated under the true distribution of the performance measures. The reason for this result is that correlation neglect works as a kind of commitment for the agent. More precisely, in the case of $\beta^{*}(\hat{\rho}) \cdot \gamma^{*}(\hat{\rho})<0$, which implies that $\beta^{*}(\rho) \cdot \gamma^{*}(\rho)<0$, agents with correlation neglect are committed to reject a contract when it only offers low insurance for the joint risk in the two performance measures. As the principal anticipates this behavior, the agent's commitment forces him to offer a contract with higher insurance for this risk. Under the true distribution, the insurance is even more valuable to the agents, because the joint risk is even higher. Consequently, rational agents would prefer the optimal contract offered to agents with correlation neglect to the contract offered to rational agents. ${ }^{8}$ Whenever the two piece rates are positive, the opposite argument holds. The insurance provided for the joint risk in the two performance measures is lower in an optimal contract for agents with correlation neglect than for rational agents such that correlation neglect makes agents worse off under the true distribution.

[^18]
## Appendix 3.A Proofs

Proof of Proposition 3.2. (i) From the discussion of Proposition 1, we know that $\partial e^{*}(\tilde{\rho}) / \partial \tilde{\rho}<0$ for all $\tilde{\rho} \in[\hat{\rho}, \rho)$ whenever $\beta^{*}(\rho) \cdot \gamma^{*}(\rho) \geq 0$. The inequality $\beta^{*}(\rho) \cdot \gamma^{*}(\rho) \geq 0$ will hold iff $\rho \leq \bar{\rho}=\min \left\{\frac{\sigma_{\theta}}{\sigma_{\varepsilon}}, \frac{\sigma_{\varepsilon}}{\sigma_{\theta}}\right\}$. (ii) Analogously, we also know that $\partial e^{*}(\tilde{\rho}) / \partial \tilde{\rho}>0$ for all $\tilde{\rho} \in(\hat{\rho}, \rho]$ whenever $\beta^{*}(\hat{\rho}) \cdot \gamma^{*}(\hat{\rho}) \leq 0$. The inequality $\beta^{*}(\hat{\rho}) \cdot \gamma^{*}(\hat{\rho}) \leq 0$ will hold iff $\hat{\rho} \geq \bar{\rho}=\min \left\{\frac{\sigma_{\theta}}{\sigma_{\varepsilon}}, \frac{\sigma_{\varepsilon}}{\sigma_{\theta}}\right\}$.

Proof of Proposition 3.4. Note that the certainty equivalent of a rational agent under the optimal contract is equal to zero. Calculating the certainty equivalent of an agent that neglects correlation under the true distribution of performance measures yields

$$
\begin{aligned}
& \alpha^{*}(\hat{\rho})+\left[\beta^{*}(\hat{\rho})+\gamma^{*}(\hat{\rho})\right] \cdot e^{*}(\hat{\rho})-\frac{k}{2} e^{*}(\hat{\rho})^{2} \\
- & \frac{r}{2}\left(\beta^{*}(\hat{\rho})^{2} \sigma_{\varepsilon}^{2}+\gamma^{*}(\hat{\rho})^{2} \sigma_{\theta}^{2}+2 \rho \sigma_{\varepsilon} \sigma_{\theta} \gamma^{*}(\hat{\rho}) \beta^{*}(\hat{\rho})\right),
\end{aligned}
$$

with $\alpha^{*}(\hat{\rho})$ denoting the agent's fixed salary under the optimal contract. As

$$
\begin{aligned}
& \alpha^{*}(\hat{\rho})+\left[\beta^{*}(\hat{\rho})+\gamma^{*}(\hat{\rho})\right] \cdot e^{*}(\hat{\rho})-\frac{k}{2} e^{*}(\hat{\rho})^{2} \\
& -\frac{r}{2}\left(\beta^{*}(\hat{\rho})^{2} \sigma_{\varepsilon}^{2}+\gamma^{*}(\hat{\rho})^{2} \sigma_{\theta}^{2}+2 \hat{\rho} \sigma_{\varepsilon} \sigma_{\theta} \gamma^{*}(\hat{\rho}) \beta^{*}(\hat{\rho})\right)=0,
\end{aligned}
$$

the certainty equivalent of a rational agent under the optimal contract will be smaller than the certainty equivalent of an agent with correlation neglect under the true distribution of the performance measures iff $-(\rho-\hat{\rho}) \gamma^{*}(\hat{\rho}) \beta^{*}(\hat{\rho})>0$.

## References

Babaioff, Moshe, Yannai A. Gonczarowski, and Assaf Romm. 2019. "Playing on a Level Field: Sincere and Sophisticated Players in the Boston Mechanism with a Coarse Priority Structure." Proceedings of the 2019 ACM Conference on Economics and Computation, (06): DOI: https:// doi.org/10.1145/3328526.3329596. [118]
de la Rosa, Leonidas Enrique. 2011. "Overconfidence and Moral Hazard." Games and Economic Behavior 73 (2): 429-51. DOI: https://doi.org/10.1016/j.geb.2011.04.001. [118]
Enke, Benjamin, and Florian Zimmermann. 2019. "Correlation Neglect in Belief Formation." Review of Economic Studies 86 (1): 313-32. DOI: https://doi.org/10.1093/restud/rdx081. [110]
Eyster, Erik, and Georg Weizsacker. 2016. "Correlation Neglect in Portfolio Choice: Lab Evidence." Discussion Paper, (10): DOI: https://doi.org/10.2139/ssrn.2914526. [110]
Holmström, Bengt, and Paul Milgrom. 1987. "Aggregation and Linearity in the Provision of Intertemporal Incentives." Econometrica 55(2): 303-28. DOI: https://doi.org/10.2307/ 1913238. [110, 111]

Holmström, Bengt, and Paul Milgrom. 1990. "Regulating Trade Among Agents." Journal of Institutional and Theoretical Economics (JITE) / Zeitschrift für die gesamte Staatswissenschaft 146(1): 85-105. DOI: https://doi.org/10.2307/40751306. [110]
Holmström, Bengt, and Paul Milgrom. 1991. "Multitask Principal-Agent Analyses: Incentive Contracts, Asset Ownership, and Job Design." Journal of Law, Economics, Organization 7: 24-52. DOI: https://doi.org/10.2307/764957. [110]
Kőszegi, Botond. 2014. "Behavioral Contract Theory." Journal of Economic Literature 52 (4): 1075118. DOI: https://doi.org/10.1257/jel.52.4.1075. [111]

Ortoleva, Pietro, and Erik Snowberg. 2015. "Overconfidence in Political Behavior." American Economic Review 105 (2): 504-35. DOI: https://doi.org/10.1257/aer.20130921. [110]
Rees-Jones, Alex, Ran Shorrer, and Chloe J. Tergiman. 2020. "Correlation Neglect in Student-toSchool Matching." Working Paper 26734. National Bureau of Economic Research. DOI: https: //doi.org/10.3386/w26734.[110]

## Chapter 4

## Games Between Players with Dual-Selves*

Joint with Simon Dato and Andreas Grunewald

### 4.1 Introduction

There is a growing consensus that dual-self processes are essential to human decision making. For example, individuals strategically manipulate their beliefs to improve their own subsequent behavior (Bénabou and Tirole, 2006a; Schwardmann, Tripodi, and Weele, 2019; Schwardmann and Weele, 2019), choose actions in order to boost their self-image (Brunnermeier and Parker, 2005; Bénabou and Tirole, 2011), and restrict their (beliefs about) possible future action sets to improve behavior in the short term (O’Donoghue and Rabin, 1999; Fudenberg and Levine, 2006; Brocas and Carrillo, 2008). Nevertheless, we still lack a thorough understanding of how such dual-self processes affect economic decision-making in individual decision environments and even more so in strategic interactions with other players with dual-selves.

This paper takes a step towards facilitating the analysis of decisions by individuals with dual-selves. For this purpose, we conceptualize decision processes in which beliefs and actions follow from different or even opposing objectives and do not necessarily constitute coherent consequences of each other. With dual-selves,

[^19]every decision process is inherently strategic because different selves may follow opposing objectives. Therefore, we study a class of games that allows to capture individual decision environments and enable the analysis of strategic situations. In our setup, each player consists of two selves that interact non-cooperatively, choosing a player's action and beliefs.

We first define the solution concept Dual-Selves equilibrium, which can be viewed as a generalization of Nash equilibrium to study Dual-Selves games. The key idea underlying this concept is that, in equilibrium, beliefs are optimally chosen according to the corresponding self's objectives and given all other selves' strategies in the game. Actions then constitute a best response to these beliefs. While our concept thus explicitly allows for multiple players, the definition of a Dual-Selves equilibrium is, in fact, also a necessary prerequisite for analyzing individual decisions if there is intra-personal conflict. Our main theorem shows that a Dual-Selves equilibrium exists under relatively mild conditions on the two selves' strategic interaction. Hence, no matter whether we consider decisions of only one individual or strategic interactions of several players, Dual-Selves equilibrium provides a coherent concept of how to think about decision making.

The conceptualization of decisions by individuals with dual-selves, the definition of a Dual-Selves equilibrium, and our existence result pave the way for the analysis of various applications where dual-self processes affect decision-making. Such applications can, for example, comprise effort decisions in promotion tournaments if self-esteem is important, the selection of political platforms if politicians manipulate their beliefs about the state of the world, bargaining situations in which individuals strategically manipulate their beliefs about outside options, and shopping decisions if consumers have self-control problems when facing the goods. The growing empirical evidence on the prevalence of such dual-self processes (see, for example Brocas and Carrillo, 2008; Alonso, Brocas, and Carrillo, 2013; Schwardmann, Tripodi, and Weele, 2019; Schwardmann and Weele, 2019) necessitates a concept that allows researchers to make additional theoretical predictions in individual decision-making and strategic interactions. For this purpose, the Dual-Selves equilibrium proposed in this paper serves as a useful concept.

The class of games that we study and the proposed equilibrium concept encompass a variety of applications. While our primary focus is on actual dual-self processes, our framework allows us also to analyze the strategic interaction of single-self players with limited cognitive capabilities or non-standard preferences. In this realm, several solution concepts have been proposed to relax the assumptions forming the basis of Nash equilibrium and its refinements. For instance, they allow players to have misspecified beliefs (Eyster and Rabin, 2005; Jehiel, 2005; Esponda and Pouzo, 2016) or players' utilities to directly depend on beliefs (Geanakoplos, Pearce, and Stacchetti, 1989; Dato, Grunewald, Müller, and Strack, 2017). ${ }^{1}$ These solution concepts have successfully explained evidence arising from strategic situations that is hard to reconcile with the notion of Nash equilibrium. We show that games between players with limited cognitive capabilities can be interpreted as Dual-Selves games and that the proposed equilibrium concepts are subcases of Dual-Selves equilibrium.

We further contribute to this literature in two ways. First, by analyzing potentially non-finite games, we extend the previously established existence results that are restricted to finite games (e.g., Geanakoplos, Pearce, and Stacchetti, 1989; Eyster and Rabin, 2005; Esponda and Pouzo, 2016; Dato et al., 2017). Showing existence in non-finite games allows us to analyze how limited cognitive capabilities affect strategic interactions in many economically relevant situations. For instance, noise and signals are often assumed to be distributed over a connected subset of the real numbers, which renders their support to be an infinite set. Similarly, players are often allowed to choose from an infinite set of pure strategies as, for example, in price or quantity competition, rank-order tournaments, and auctions.

Second, we provide a sufficient condition that allows deriving equilibrium existence in games between behavioral players with only one self. A large body of literature documents that people hold misspecified beliefs as they update in a nonBayesian way (Enke and Zimmermann, 2017; Benjamin, Bodoh-Creed, and Rabin, 2019), they are overconfident (de la Rosa, 2011) or misperceive the mechanism through which signals are generated (Rabin, 2002; Rabin and Vayanos, 2010). How-

[^20]ever, when analyzing strategic interactions between players, such deviations from standard rationality assumptions render equilibrium existence unclear. Our sufficient condition essentially requires that players' (incorrect) beliefs about the information structure and the strategy profile can be represented by a continuous mapping of the respective actual objects. As this condition is easily tested, it provides a ready to use toolbox for deriving equilibrium existence when studying the consequences of distorted beliefs or suboptimal decision making in strategic interaction.

To fix thoughts and illustrate our notation, Section 4.2 provides an example of a Dual-Selves game. We present the general model setup and state our main result in Section 4.3. Section 4.4, discusses how our existence result relates and contributes to Behavioral Game Theory. Section 4.5 concludes.

### 4.2 An Example of a Dual-Selves Game

This section works out a simple example of a Dual-Selves game that serves as an antidote to the abstractness of the following section, in which we define a general class of games between players with dual-selves. We consider a tournament in which each player consists of an action self that seeks to win the tournament and a belief self that values only self-esteem. Action selves are heterogeneous in ability and receive an informative signal about their ability before choosing effort in the tournament. Belief selves can manipulate how their corresponding action self interprets the ability signal to trigger effort decisions that improve future self-esteem. Hence, the two selves' objectives reflect the intra-personal conflict between trying to win the tournament and securing self-esteem. Jointly, they determine the player's behavior in the tournament.

Formally, there are two players, $i \in\{1,2\}$, each of which consists of an action self $i$ and a corresponding belief self $\hat{i}$. The action selves have ability, $a^{i} \in\left\{a_{L}^{i}, a_{H}^{i}\right\}$ and choose effort, $x^{i} \in[0,1]$ at $\operatorname{costs} c\left(x^{i}\right)$. With equal and independent probability, each action self is either of high ability, $a_{H}$, or low ability, $a_{L}$. For each action self, the tournament results in consequence, $y^{i} \in\{0,1\}$, where $i$ wins the tournament if and only if $y^{i}=1$. The consequence is determined by the action selves' abilities
and effort choices. Whenever an action self is of higher ability than his opponent, he wins the tournament. If abilities are identical, the action self with the higher effort wins the tournament. In the case of a tie in ability and effort, the realization of random variable $z$ with $z \in\{1,2\}$ determines the winner. The state of the world $\omega \in \Omega$ is given by the realization of abilities and $z$ such that $\omega=\left(a^{i}, a^{j}, z\right)$. To formalize the described relationship, we can construct a consequence function $f^{i}: \Omega \times[0,1] \times[0,1] \rightarrow\{0,1\}$ for each player that maps a state of the world and efforts into consequences. We assume that $i$ receives benefit $b$ if and only if he wins the tournament. As he also has to bear effort costs his payoff $\pi^{i}:[0,1] \times\{0,1\} \rightarrow \mathbb{R}$ depends on $x^{i}$ and $y^{i}$.

Before choosing effort, each action self receives an informative signal, $s^{i} \in\left\{s_{L}, s_{H}\right\}$, about his ability. The signals' objective precision is given by $\mathbb{P}\left[a^{i}=a_{H} \mid s^{i}=s_{H}\right]=\mathbb{P}\left[a^{i}=a_{L} \mid s^{i}=s_{L}\right]=q^{i}$. However, the action self has a subjective belief about the signal's precision given by $\tilde{q}^{i}$, which is the choice variable of the belief self. Formally, $\hat{i}$ chooses $\tilde{q}^{i} \in[0,1]$ to maximize self-esteem, i.e., the action self's expected posterior probability to be of high ability. We denote this probability by $\mathbb{E}^{i}\left[\mathbb{P}^{i}\left[a_{H} \mid \tilde{q}^{i}, \tilde{q}^{j}, x^{i}, x^{j}, y^{i}\right]\right]$, where $j \neq i$ and the expectation is taken over all selves' strategy profile. The action self's subjective expected payoff is then given by

$$
\begin{equation*}
\mathbb{E}^{i}\left[\mathbb{P}^{i}\left[y^{i}=1 \mid x^{i}, s^{i}, \tilde{q}^{i}\right] \cdot b-c\left(x^{i}\right)\right], \tag{4.1}
\end{equation*}
$$

where $\mathbb{P}^{i}\left[y^{i}=1 \mid x^{i}, s^{i}, \tilde{q}^{i}\right]$ denotes the subjective probability of winning the tournament, and the expectation is taken over the strategy profile of all selves.

Our paper will propose the Dual-Selves equilibrium as a solution concept for this type of strategic interaction with dual-selves. In a Dual-Selves equilibrium, action selves' effort choices maximize their expected utility given the subjective beliefs chosen by their respective belief self. Given these effort choices, the belief selves' distortions of the signal precision maximize each player's self-esteem.

This example is illustrative of the next sections in several ways. First, it shows how we can use standard notation to describe games with dual-selves. Second, it shows that in dual-selves games, beliefs and actions may influence each other in a non-trivial way. In particular, the players' self-esteem depends on the tournament's
outcome, his effort choice and how the belief self chooses the subjective belief about the signal structure of the game. In accordance, it is not immediately clear under what conditions an equilibrium in the dual self game exists.

### 4.3 A General Dual-Selves Game

This section describes a general model for games in which each player has a dual self-one self chooses actions, and one chooses beliefs. In order to capture a broad spectrum of objectives that belief selves may have, we explicitly model how actions and a state of the world determine consequences, which then determine payoffs. ${ }^{2}$ We study games with the following timing. First, a state and a profile of signals are drawn. Second, selves may privately observe signals. Third, all selves simultaneously make their choices. Fourth, the profile of actions in combination with the state of the world determine consequences, which, in turn, determine payoffs.

Throughout the paper, we denote the action self of a player by $i$ and the same player's belief self by $\hat{i}$. We assume that all selves interact non-cooperatively. A game between a finite number, $N$, of players whose behavior is defined by the decisions of her selves can be described by a tuple

$$
\tilde{\mathscr{G}}=\langle\tilde{I}, \tilde{\Omega}, \tilde{\mathbb{S}}, \tilde{p}, \tilde{\mathbb{X}}, \tilde{\mathbb{Y}}, \tilde{f}, \tilde{\pi}\rangle
$$

with $\tilde{I}$ as the finite set of selves. Let $I=\{1,2, \ldots, N\}$ denote the set of action selves and $\hat{I}=\{\hat{1}, \hat{2}, \ldots, \hat{N}\}$ the set of belief selves with $\tilde{I}=I \cup \hat{I}$. The complete and separable metric space $\tilde{\Omega}$ is the set of payoff-relevant states. Further, all action selves may privately observe a signal about the state of the world before taking actions. We collect the profiles of possible signals in the space $\tilde{\mathbb{S}}=\times_{i \in I} \mathbb{S}^{i}$, where $\mathbb{S}^{i}$ is the set of signals of self $i$. For all $i, \mathbb{S}^{i}$ is a complete and separable metric space.
2. Parts of this notation are borrowed from Esponda and Pouzo (2016). It allows us also to study situations in which belief selves do not only wish to manipulate beliefs about expected payoffs but also care about how payoffs come about, i.e., through which combination of strategies and state of the world. Such objectives may, for example, be relevant if belief selves try to anticipate a correct distribution over consequences, in line with the ideas in Esponda and Pouzo (2016).

The signal structure is represented by a probability measure $\tilde{p}$ over the Borel subsets ${ }^{3}$ of $\tilde{\Omega} \times \tilde{\mathbb{S}}$. For simplicity, it is assumed to have marginals over $\tilde{\Omega}$ and $\tilde{\mathbb{S}}$ with full support; $p_{\tilde{\Omega} \mid S^{i}}\left(\cdot \mid s^{i}\right)$ denotes a probability measure over the subsets of $\tilde{\Omega}$ given $S^{i}=s^{i}$, and $p_{s^{i}}$ denotes the marginal probability measure over the subsets of $\mathbb{S}^{i}$.

The action set of action self $i$ is denoted by a compact metric space $\mathbb{X}^{i}$. Hence, $\mathbb{X}=X_{i \in I} \mathbb{X}^{i}$ is the set of action profiles of all action selves. Each belief self chooses at least a part of the beliefs that the corresponding action self holds about the game's parameters or the strategies of her opponents. We denote the set of action profiles of the belief selves by $\hat{\mathbb{X}}=X_{\hat{i} \in \hat{I}} \mathbb{X}_{\hat{i}}^{\hat{i}}$, where $\mathbb{X}^{\hat{i}}$ is a compact metric space and contains the actions of belief self $\hat{i}$. Intuitively, the set $\mathbb{X}^{\hat{i}}$ thus contains those beliefs about the game of action self $i$, which can be influenced by belief self $\hat{i}$. If belief selves can manipulate an action selfs belief about his opponents' strategies, this set would contain the strategy set of all other action selves. As in the example from Section 4.2, this set can, however, also include a collection of possible signal precisions. $\tilde{\mathbb{X}}=\mathbb{X} \times \hat{\mathbb{X}}$ is then the set of action profiles of all selves in the game. As Milgrom and Weber (1985), we allow all selves to play distributional strategies. A strategy of action self $i$ is a probability measure $\sigma^{i}$ on the subsets of $\mathbb{S}^{i} \times \mathbb{X}^{i}$, for which the marginal distribution on $\mathbb{S}^{i}$ is $p_{s^{i}}$. Formally, this restriction on the marginal distribution is that for all $T \subset \mathbb{S}^{i}, \sigma^{i}\left(T \times \mathbb{X}^{i}\right)=p_{S^{i}}(T)$. Moreover, the behavioral strategy of action self $i$ is the conditional distribution denoted by $\sigma\left(\mathrm{d} x^{i} \mid s^{i}\right)$.

Let $\Sigma^{i}$ denote the space of distributional strategies of action self $i$ and $\Sigma=$ $\times_{i \in I} \Sigma^{i}$ the space of all strategy profiles of the action selves. A strategy profile of all action selves is a vector of strategies $\sigma=\left(\sigma^{i}\right)_{i \in I} \in \Sigma$. For the belief selves, a strategy of $\hat{i}$ is a probability measure $\mu^{\hat{i}} \in \mathscr{M}\left(\mathbb{X}^{\hat{i}}\right)$ over $\mathbb{X}^{\hat{i}}$. A strategy profile of all belief selves is a vector of strategies $\mu=\left(\mu^{\hat{i}}\right)_{\hat{i} \in \hat{i}}$.

Moreover, let the finite set $\mathbb{Y}^{j}$ denote the set of (observable) consequences for self $j \in \tilde{I}$, such that $\mathbb{Y}=X_{i \in I} \mathbb{Y}^{i}$ is the set of consequences for all action selves and $\hat{\mathbb{Y}}=X_{i \in \hat{I}} \mathbb{Y}^{i}$ the set of consequences for all belief selves. Accordingly, $\tilde{\mathbb{Y}}=\mathbb{Y} \times \hat{\mathbb{Y}}$.

For action self $i$, the consequence function $f^{i}: \mathbb{X}^{i} \times \mathbb{X}^{\hat{i}} \times \Omega \rightarrow \mathbb{Y}^{i}$ assigns a consequence to every combination of own action, the action of the associated belief self and the realized state of the world. ${ }^{4}$ Note that action self $i$ 's realized consequence depends on the choice of her belief self $\hat{i}$, but does not directly depend on the other action selves' choices. More specifically, which consequence the action self anticipates does not immediately follow from the true strategy profile that is being played in equilibrium but rather from the beliefs about that strategy profile, which, in turn, are chosen by the belief self. This feature allows us to represent applications in which a player disregards or at least mis-predicts the impact of other players' actions on consequences.

For a given action and signal of action self $i$, each action $x^{\hat{i}} \in \mathbb{X}^{\hat{i}}$ of the belief self induces a distribution over consequences $Q_{x^{i}}^{i}\left(\cdot \mid s^{i}, x^{i}\right)$, which is assumed to be continuous on $\mathbb{X}^{\hat{i}} \times \mathbb{S}^{i} \times \mathbb{X}^{i}$. Note that we allow the belief self $\hat{i}$ 's choice to affect the perceived distribution over outcomes directly. Accordingly, belief self $\hat{i}$ 's choice can not only distort action self $i$ 's perception about which actions are being played, but it might as well affect the likelihood with which action self $i$ expects a given consequence to occur given all opponents' actions. Such a situation arises, for example, in the set-up described in Section 4.2, where the belief self manipulates the action self's perception of the signal's precision. The bounded payoff function is given by $\pi^{i}: \mathbb{X}^{i} \times \mathbb{X}^{\hat{i}} \times \mathbb{Y}^{i} \rightarrow \mathbb{R}$, which is assumed to be continuous on $\mathbb{X}^{i} \times \mathbb{X}^{\hat{i}}$. Here, the dependence of $\pi^{i}$ on $x^{\hat{i}}$ allows to capture concepts in which beliefs directly enter the utility functions of players.

We allow the utilities of each belief self to depend on his own action and the strategies of all other action players. For example, an objective of a belief self may be to correctly anticipate the strategies of all action players or a distorted functional of these strategies (see Section 4.4 for details). Formally, each belief self $\hat{i}$ has the same consequence function given by $f^{\hat{i}}: \Sigma \rightarrow \Sigma$, with $f^{\hat{i}}(\sigma)=\sigma$. Hence, the observable

[^21]consequence for the belief player is the strategy profile that is being played by all action selves. The payoff function of $\hat{i}$ is given by $\pi^{\hat{i}}: \Sigma \times \mathbb{X}^{\hat{i}} \rightarrow \mathbb{R}$ with $\pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \leq 0$.

The described utility functions allow us to derive under which conditions a strategy is optimal for an action self and a belief self. A strategy of a belief self, $\mu^{\hat{i}}$ is optimal if and only if $\mu^{\hat{i}}\left(x^{\hat{i}}\right)>0$ implies

$$
x^{\hat{i}} \in \underset{\tilde{x}^{i} \in \hat{X^{\hat{i}}}}{\arg \max } \pi^{\hat{i}}\left(\sigma, \bar{x}^{\hat{i}}\right) .
$$

Similarly, a strategy $\sigma^{i}$ of action self $i$ is optimal if and only if $\sigma^{i}\left(x^{i}, s^{i}\right)>0$ implies

$$
x^{i} \in \underset{\bar{x}^{i} \in \mathbb{X}^{i}}{\arg \max } E_{\bar{Q}_{\mu^{i}}^{i}\left(\cdot \mid s^{i}, \bar{x}^{i}\right)}\left[\pi^{i}\left(\bar{x}^{i}, \hat{x}^{\hat{i}}, y^{i}\right)\right],
$$

where $\bar{Q}_{\mu^{i}}^{i}\left(\cdot \mid s^{i}, x^{i}\right)=\int_{\mathbb{X}^{i}} Q_{x^{i}}^{i}\left(\cdot \mid s^{i}, x^{i}\right) \mu^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right)$ is the distribution over consequences for action self $i$, conditional on $\left(s^{i}, x^{i}\right) \in \mathbb{S}^{i} \times \mathbb{X}^{i}$, induced by the strategy of the belief self $\mu^{\hat{i}}$. We define a Dual-Selves equilibrium as follows:

Definition 4.1. A strategy profile $\left(\sigma^{*}, \mu^{*}\right)$ is a Dual-Selves equilibrium of game $\tilde{\mathscr{G}}$ if and only if, (i) $\sigma^{i^{*}}$ is optimal given $\mu^{\hat{i}^{*}} \forall i$, and (ii) $\mu^{i^{*}}$ is optimal given $\sigma^{*} \forall \hat{i}$.

Our definition embraces the notion that in decision processes with dual-selves, each self optimizes his actions taken the other selves' behavior as given. This approach seems in line with evidence on the brain's functioning when resolving intrapersonal conflict (Brocas and Carrillo, 2008; Alonso, Brocas, and Carrillo, 2013). However, it also puts clear boundaries on which kind of processes we capture in our analysis. In particular, we exclude decision processes in which actions immediately affect beliefs. In such processes, individuals choose actions while being aware that these actions will immediately also change their beliefs about future outcomes (see for example Kőszegi and Rabin, 2007; Masatlioglu and Raymond, 2016).

The definition of a Dual-Selves equilibrium presumes that all action selves best respond to their beliefs and all belief selves play a best response to the equilibrium strategy profile. Note that the definition does not directly require all action selves to play mutually best responses. In particular, each belief self chooses what the corresponding action self believes about the strategy profile that is being played.

Therefore, action selves optimize their action, given their beliefs rather than the true equilibrium strategy profile.

However, given the definition of a Dual-Selves equilibrium, action selves bestrespond to their beliefs about other action selves' strategies. Hence, they bestrespond to the other action selves' actual strategies whenever belief selves choose the correct belief about these strategies on the equilibrium path. Consequently, the definition can also be viewed as a generalization of Nash equilibrium for games in which every player only has one self. Nevertheless, we do not capture all possible Dual-Selves games. For example, we do not allow belief selves to condition beliefs on the signals that action selves receive. We will prove the following claim:

Theorem 4.1. Suppose that $\int_{\mathbb{X}^{i}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right)$ is continuous on $\mathscr{M}\left(\mathbb{X}^{\hat{i}}\right) \times \Sigma \forall \hat{i}$. Then there exists a Dual-Selves equilibrium in $\tilde{\mathscr{G}}$.

We relegate the proof of the theorem to the appendix. In parts, the proof follows the arguments in Milgrom and Weber (1985). However, in Dual-Selves games, players do not interact immediately with each other but rather through the belief selves' choices. Therefore, we do not have to ensure continuity of all players' expected utilities in their opponents' strategies. Instead, we show under what conditions the action selves' expected utility is continuous in the corresponding belief selfs strategy.

We consider the assumptions we have imposed on the action selves' action sets and the signal generating mechanism as relatively innocuous as they resemble conditions that are often invoked to ensure the existence of a Nash-Equilibrium in Single-Self games (see also Milgrom and Weber, 1985). Instead, the crucial additional requirement that Dual-Selves games have to fulfill to ensure the existence of a Dual-Selves equilibrium is the continuity of the belief selves' objective functions. As the applications of Theorem 4.1 in Section 4.4 in the appendix show, these requirements restrict the classes of games captured by our existence result. However, the theorem also shows for which kind of Dual-Selves games equilibrium existence is less problematic: If, for example, the set of possible beliefs $\hat{\mathbb{X}}$ is finite or the objectives of belief selves is to match one particular belief according to a continuous scoring rule, the condition in Theorem 4.1 is ensured. While the theorem explicitly addresses
situations with many players, it is also directly applicable to an individual-decision problem with dual-selves. In this case, the decision problem is only well defined if an equilibrium between the two selves exists for which the continuity restriction is essential.

### 4.4 Relation to Behavioral Game Theory

This section illustrates how our setup and results contribute to the literature that studies games in which each player only has one self but may have misspecified beliefs or belief dependent utility. First, we show how Dual-Selves equilibria correspond to equilibria in Single-Self games with not fully rational players. Second, we discuss several existence results in the literature that we extend to non-finite games as corollaries of Theorem 4.1. Third, we derive a simple sufficient condition that can be applied to test equilibrium existence if behavioral players interact strategically.

### 4.4.1 Relation to Other Equilibrium Concepts

Theorem 4.1 proves the existence of Dual-Selves equilibria. Notably, many equilibrium concepts in Behavioral Game Theory that feature behavioral players with only one self are equivalent to a Dual-Selves equilibrium. To delineate this correspondence, consider the action space $\mathbb{X}^{\hat{i}}$ and the objective function $\pi^{\hat{i}}(\cdot)$ of the belief self. Essentially, $\mathbb{X}^{\hat{i}}$ determines which parts of the game the behavioral player may misperceive, whereas the specification of $\pi^{\hat{i}}(\cdot)$ determines how these parts are misperceived.

To clarify this point, we will start this section by showing how one specific equilibrium concept - Cursed Equilibrium by Eyster and Rabin (2005) - can be accommodated as a Dual-Selves equilibrium. Recall that cursed equilibrium assumes that each player correctly predicts all opponents' actions but may underestimate to what extent these actions are correlated with the privately observed signals. We will first use our notation to describe a game in which every player has only one self. In a second step, we then show the analogy.

For the first step, consider game $\tilde{\mathscr{G}}$ defined in Section 4.3. Let game $\mathscr{\mathscr { G }}_{0 \text { S }}$ be equivalent to game $\tilde{\mathscr{G}}$ except for the following two changes. First, assume that the set of belief selves $\hat{I}$ is empty. Second, adapt the consequence function of action self $i$ such that it is given by $f^{i}: \mathbb{X} \times \Omega \rightarrow \mathbb{Y}^{i}$. Hence, which consequence materializes depends on the state of the world and the actions of all opponents. Game $\mathscr{G}_{0 S}$ is, therefore, a standard game in which each player has only one self (see also Esponda and Pouzo, 2016).

According to Eyster and Rabin (2005) a Cursed Equilibrium of $\mathscr{G}_{\text {OS }}$ can be defined as follows. Let $\sigma^{-i}$ be the strategy profile of all opponents' strategies. Then a cursed player expects with probability $\mathscr{X} \in[0,1]$ that his opponents play

$$
\bar{\sigma}^{-i}\left(x^{-i} \mid s^{i}\right)=\int_{\mathbb{S}^{-i}} \prod_{j \neq i} \sigma^{j}\left(\mathrm{~d} x^{j} \mid s^{j}\right) \times \int_{\Omega} p_{\Omega \times \mathbb{S}^{-i} \mid s^{i}}\left(\mathrm{~d} \omega, \mathrm{~d} s^{-i} \mid s^{i}\right) .
$$

For player $i$ of type $s^{i}, \bar{\sigma}^{-i}\left(x^{-i} \mid s^{i}\right)$ denotes the average strategy of his opponents, where the average is taken over their types. The perceived probability distribution over outcomes of a cursed player might, therefore, be incorrect and is given by:

$$
\begin{aligned}
Q_{\bar{\sigma}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)= & \int_{\Omega \times \mathbb{X}^{-i} \times \mathbb{S}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}}\left[\mathscr{X} \bar{\sigma}^{-i}\left(\mathrm{~d} x^{-i} \mid s^{i}\right)\right. \\
& \left.\quad+(1-\mathscr{X}) \prod_{j \neq i} \sigma^{-i}\left(\mathrm{~d} x^{-i} \mid s^{-i}\right)\right] p_{\Omega \times \Omega^{-i} \mid S^{i}}\left(\mathrm{~d} \omega, \mathrm{~d} s^{-i} \mid s^{i}\right) .
\end{aligned}
$$

A cursed equilibrium of $\mathscr{G}_{0 S}$ is defined as follows:
Definition 4.2. A strategy profile $\sigma$ is a Cursed Equilibrium of game $\mathscr{G}_{0 S}$ if, for all players $i \in I$ and $s^{i} \in \mathbb{S}^{i}$, and any $x^{i}$ with $\sigma^{i}\left(x^{i} \mid s^{i}\right)>0$, we have

$$
x^{i} \in \operatorname{argmax}_{x^{i} \in \mathbb{X}^{i}} E_{Q_{\bar{\sigma}}^{i}\left(\cdot \mid s^{i}, x^{i}\right)}\left[\pi\left(x^{i}, y^{i}\right)\right] .
$$

To show that this concept is equivalent to a Dual-Selves equilibrium, consider game $\tilde{\mathscr{G}}_{O S}$. This game is identical to game $\mathscr{\mathscr { G }}_{O S}$ except for three changes. First, for every action self $i$, there exists a belief self $\hat{i}$. Second, the consequence that self $i$ anticipates depends on the action of his belief self instead of the strategies of his opponents. However, the action space of the belief self is given by $\Sigma$. Essentially,
the belief self, thus, selects what the player thinks about the strategy profile that is being played. More specifically, the consequence function is specified exactly as before but maps from the belief selfs choice and the state of the world to outcomes, $f^{i}: \mathbb{X}^{\hat{i}} \times \Omega \rightarrow \mathbb{Y}^{i}$. Third, let the objective of the belief self be given by: ${ }^{5}$

$$
\pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right)=-\sum_{y^{i} \in Y i}\left(Q_{\bar{\sigma}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)-Q_{x^{i}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)\right)^{2}
$$

By Theorem 4.1, we know that a Dual-Selves equilibrium in this game exists, whenever $\int_{\mathbb{X}^{\hat{i}}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right)$ is continuous. Corollary 4.2 , which we relegate to the appendix, derives sufficient conditions for this to be the case. In this Dual-Selves equilibrium, every belief self will play a best response to all action selves and all other belief selves. In equilibrium, each action self will, therefore, anticipate exactly the probability distribution over consequences that a cursed player would anticipate (see also Equation (4.A.2)). Accordingly, action self $i$ will play a best response given that his beliefs are cursed (cp. Equation (4.A.1)). Hence, the strategy profile played by the action selves in the Dual-Selves equilibrium of $\tilde{\mathscr{G}}_{\text {OS }}$ constitutes a cursed equilibrium in $\mathscr{\mathscr { O }}_{O S}$. We conclude that the concept of cursed equilibrium is identical to a DualSelves equilibrium with specific objective functions of the belief selves.

As implied by Definition 4.1, an important requirement to interpret a given equilibrium concept as a Dual-selves equilibrium is that actions and beliefs of a player can be considered to arise as a resolution of intra-personal conflict. Nevertheless, the correspondence between Dual-Selves equilibria and different equilibrium concepts in games with behavioral players is not restricted to Cursed Equilibrium. Many existing concepts can be reinterpreted in this way. There are four main classes of concepts that we can grasp. First, concepts in which behavioral payers systematically misperceive their opponents' strategies as, for example, in Jehiel (2005) and Eyster and Rabin (2005). Our setup allows us to capture such concepts by letting the
5. This objective function of the belief player illustrates that in the context of equilibrium concepts with misspecified beliefs, the belief player is to be interpreted as an as if construct, i.e., players behave in equilibrium as if a third party chose their beliefs according to the specified utility function. In other domains, the interpretation of dual-selves can be more explicit. For example, in the realm of image concerns, it makes sense to interpret the two selves indeed as parts of the individual's psychology.
belief self choose the expectation about the opponent's strategies. Hence, $\mathbb{X}^{\hat{i}}=\Sigma^{-i}$. Via an appropriate payoff function $\pi^{\hat{i}}$, the belief self is then incentivized to select the biased belief specified by the specific equilibrium concept.

Second, Dual-Selves equilibria also subsume concepts in which behavioral players hold fully rational beliefs in equilibrium, but their utility directly depends on beliefs as, for example, in Geanakoplos, Pearce, and Stacchetti (1989) or Dato et al. (2017). If $\pi^{\hat{i}}(\cdot)$ is specified such that $\sigma \in \mathbb{X}^{\hat{i}}(\sigma)$ holds in equilibrium, the DualSelves equilibrium choices of belief selves will, in fact, imply that each action self behaves as if he correctly anticipates the strategies played in equilibrium. As payoffs $\pi^{i}$ are, however, allowed to depend on beliefs in our setup, we can allow for the utility to be belief dependent (For a formal derivation, see Corollaries 4.3 and 4.4).

Third, our setup can incorporate concepts in which players correctly anticipate their opponents' behavior but may hold a wrong view about the fundamentals of the game. Such biases are prominently discussed and well documented in the domain of individual decision-making. One possible source for such misperceptions is if signals are processed in a non-Bayesian way (see for examples Phillips and Edwards, 1966; Kahneman and Tversky, 1973; Rabin and Schrag, 1999; Bénabou and Tirole, 2011; Benjamin, Rabin, and Raymond, 2016), or individuals believe in a wrong signal generating mechanism (see for examples Barberis, Shleifer, and Vishny, 1998; Rabin, 2002; Rabin and Vayanos, 2010). Strategic interaction between behavioral players that fall victim to such belief biases can be studied by using Dual-Selves equilibria. To capture such biases, each belief self not only chooses a player's belief about his opponent's strategies but also about primitives of the game (such as the signal generating mechanism as in our example from Section 4.2). This can easily be incorporated in the action set of belief selves, which is only restricted to be a metric space. Again, $\pi^{\hat{i}}(\cdot)$ then specifies according to which rule a belief self chooses the corresponding beliefs.

Fourth, we can also capture concepts that allow for misperceptions concerning both the strategy profile played in equilibrium and primitives of the game. Embracing the notion that both of these components may be misperceived typically implies
that beliefs about the game's strategies and primitives are jointly determined in equilibrium according to some optimality criterion as in Esponda and Pouzo (2016) or a consistency criterion as in Esponda (2008). This optimality criterion then corresponds to the belief selves' objectives (see also the proof of Corollary 4.5).

### 4.4.2 Generalization of Equilibrium Concepts

As argued in the previous section, various existing equilibrium concepts correspond to Dual-Self equilibria. Corollaries $4.2-4.5$ in the appendix show that Cursed Equilibrium by Eyster and Rabin (2005), Personal Nash Equilibrium by Dato et al. (2017), Psychological Equilibrium by Geanakoplos, Pearce, and Stacchetti (1989), and BerkNash Equilibrium by Esponda and Pouzo (2016), for example can be reinterpreted as Dual-Selves equilibria. A key virtue of Theorem 4.1 is that it derives equilibrium existence also for non-finite games. As all of the above contributions restrict themselves to show equilibrium existence in games with finite action and signal spaces, Theorem 4.1 together with Corollaries $4.2-4.5$, show how the corresponding equilibrium existence generalizes to non-finite games.

### 4.4.3 Sufficient Condition for Equilibrium Existence

When modeling individual decisions, many papers in behavioral economics have deviated from standard rationality assumptions that are also a necessary prerequisites to apply the prominent equilibrium existence results in game theory. This section derives a sufficient condition to extend these results to equilibrium concepts that feature behavioral players.

Suppose that there is some equilibrium concept $\mathscr{C}$ in which players are behavioral and a corresponding game $\mathscr{G}_{0 S}$ in which each player has one self (see also Section 4.4.1). Furthermore, collect the strategies and the distribution over types in the set $\Theta=\Sigma \times \mathscr{M}(\Omega \times S)$. Given the strategy profile $\sigma$ and the true signal structure $\tilde{p}$, equilibrium concept $\mathscr{C}$ describes for each player $i$ which (incorrect) beliefs he holds about these two objects. We assume that this process can be represented by a function $F_{\mathscr{C}}^{i}: \Theta \rightarrow \Theta$, which maps the true $\theta \in \Theta$ in a vector $\hat{\theta}^{i} \in \Theta$ which describes
what $i$ believes. ${ }^{6}$ More specifically, player $i$ anticipates the distribution over outcomes to be identical to $Q_{\hat{\theta} i}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ (cp. Section 4.3). We define a $\mathscr{C}$-equilibrium in game $\mathscr{G}_{O S}$ as follows:

Definition 4.3. A $\mathscr{C}$-equilibrium in $\mathscr{G}_{O S}$ is a strategy profile $\sigma$ such that:
(i) Every player i plays a best response given $\hat{\theta}^{i}$.
(ii) If $\mathscr{G}_{0 S}$ specifies $\tilde{p}$ and the players play strategy profile $\sigma$, then each player $i$ holds the belief $\hat{\theta}^{i}=F_{\mathscr{G}}^{i}(\sigma, \tilde{p})$.

To illustrate what kind of concepts this specification can grasp, note two points. First, recall that space $\Sigma$ is the space of profiles of distributional strategies. Hence, a misperception about opponents' strategies can be represented by some collection of $F_{\mathscr{C}}^{i}$ 's by assuming that the belief about the profile of distributional strategies is distorted. Second, other concepts may assume that players misperceive their own or other players' types or other parts of the information structure, which can be reflected if $F_{\mathscr{G}}^{i}$ specifies that a player holds a wrong belief about $\tilde{p}$.

Corollary 4.1. If $F_{\mathscr{C}}^{i}(\cdot)$ is continuous on $\Theta \forall$, there exists a $\mathscr{C}$-equilibrium in $\mathscr{G}_{0 S}$.
Due to its simplicity, the condition in Corollary 4.1 lends itself to be applied in various contexts if behavioral players interact strategically and equilibrium existence is not obvious. There are two common subcases of Corollary 4.1. First, equilibrium existence should rarely be an issue if all players have belief-dependent utility but correctly anticipate the distribution of types and the strategy profile. Such situations arise for example if players have image concerns as in Bénabou and Tirole (2006b) or anticipatory utility as in Caplin and Leahy (2001). In our notation, these concepts correspond to $F_{\mathscr{G}}^{i}$ being the identity for all players. ${ }^{7}$ Similarly, how

[^22]we oftentimes model non-Bayesian updating such as correlation neglect (Enke and Zimmermann, 2017), base rate neglect (Benjamin, Bodoh-Creed, and Rabin, 2019) or overconfidence (de la Rosa, 2011) relies on formulations in which individuals' beliefs correspond to a continuous distortion of their true signal or type. In these cases, it is obvious that also the corresponding $F_{\mathscr{G}}^{i}$ is going to be continuous, and a $\mathscr{C}$-equilibrium exist if players fall victim to such belief distortions in strategic situations.

While a continuous $F_{\mathscr{G}}^{i}$ can grasp many cases in the literature, the assumptions on $F_{\mathscr{C}}^{i}$ are not innocuous. First, we assume that the function maps into $\Theta$. This excludes every concept in which players expect types or strategies that, in fact, do not exist in the game. Second, we impose continuity of $F_{\mathscr{G}}^{i}$, which for example, excludes concepts in which players may only be partially attentive in the sense that they only realize that specific actions are played in equilibrium if their likelihood of being on the equilibrium path exceeds some threshold (Gabaix, 2012, 2014).

### 4.5 Conclusion

This paper conceptualizes the strategic interaction between players whose beliefs and actions follow from different or even opposing objectives and do not necessarily constitute coherent consequences of each other, i.e., players with dual-selves. To account for the fact that the players themselves and the dual selves of each player interact non-cooperatively, we have defined the solution concept Dual-Selves equilibrium, which can be viewed as a generalization of Nash equilibrium to study Dual-Selves games. Our main theorem shows that the continuity of the belief selves' objective functions ensures a Dual-Selves equilibrium.

While we explicitly allow (i) multiple players and (ii) the dual-selves of each player to interact at the same time, our results also provide useful insights to the analysis of settings in which there is only one individual with a dual self or in which there are multiple players with single-selves but cognitive limitations. First, DualSelves equilibrium can be applied to study decisions that arise as a resolution to the intra-personal conflict in individual decision-making. Even these decisions are inher-
ently strategic due to the opposing objectives of the selves. Second, we show that a variety of solution concepts proposed in Behavioral Game Theory, where players have only one self but are characterized by limited cognitive capabilities or nonstandard preferences (e.g., Geanakoplos, Pearce, and Stacchetti, 1989; Eyster and Rabin, 2005; Esponda and Pouzo, 2016; Dato et al., 2017), constitute subcases of Dual-Selves equilibrium. By proving the existence of Dual-Selves equilibrium in nonfinite games, we extend the previously established existence results, which are restricted to finite games. We further contribute to this strand of the literature by providing a simple sufficient condition that allows deriving equilibrium existence in games between behavioral players with only one self.

By formalizing the notion of a Dual-Selves game and a Dual-Selves equilibrium, we provide a well-defined framework to study the decisions of individuals with dual selves. We hope that this framework also motivates future empirical research. In various setups, there is mounting evidence that the resolution of intra-personal conflict governs choices. Applying our framework will allow researchers to derive additional theoretical hypotheses and to delineate situations in which dual-selves processes are an essential driver of economic choices from situations in which it is sufficient to think of decision-makers as one entity.

## Appendix 4.A Proofs

Proof of Theorem 4.1. To prove the claim, we show that $\mathscr{G}$ satisfies the requirements of the existence result by Glicksberg (1952). ${ }^{8}$

Step 1: Compactness and Convexity of Strategy Spaces.
(a): Action Selves. We will prove the existence of a Dual-Selves equilibrium in distributional strategies in $\mathscr{G}$. For this purpose, we start by arguing that the strategy spaces are compact and convex metric spaces in the weak topology. Note that $\tilde{p}$ is tight since it is a measure over complete separable metric spaces (see Parthasarathy (1967), Theorem 3.2, p.29). Additionally, action spaces are assumed to be compact, and, hence, they are also complete (see Theorem 8.16, p.96, in De la Fuente (2000)) such that also the Cartesian products $\mathbb{X}^{i} \times \mathbb{S}^{i}$ are complete. By Theorem 3.2 in Parthasarathy (1967), each action self's set of distributional strategies is then a tight set of probability measures ${ }^{9}$; also, since it is a set of measures over the Cartesian product of separable and complete metric spaces ${ }^{10}$, it is complete itself by Theorem 6.5 in Parthasarathy (1967) and, hence, closed in the weak topology. By Prohorov's Theorem ${ }^{11}$, it follows that the strategy sets are compact metric spaces in the weak topology. Furthermore, the set of distributional strategies is clearly convex.
(b): Belief Selves: By the same arguments as in Step 1a, the belief selves' strategy sets are compact metric spaces in the weak topology and the set of strategies is clearly convex.

Step 2: Continuity of the action selves' utility. Note, that the expected utility of an action self $i$ is given by

$$
U^{i}\left(\mu^{\hat{i}}, \sigma^{i}\right)=\int E_{\bar{Q}_{\mu^{i}}^{i}\left(\mid s^{i}, x^{i}\right)}\left[\pi^{i}\left(x^{i}, x^{\hat{i}}, y^{i}\right)\right] \sigma^{i}\left(\mathrm{~d} x^{i} \mid s^{i}\right) p_{\mathbb{S}^{i}}\left(\mathrm{~d} s^{i}\right)
$$

[^23]$$
=\int_{\mathbb{X} \times \mathbb{S}^{i} \times \mathbb{X} \mathbb{X}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} \pi^{i}\left(x^{i}, x^{\hat{i}}, y^{i}\right) Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \mathrm{d} \mu^{\hat{i}}\left(x^{\hat{i}}\right) \mathrm{d} \sigma^{i}\left(x^{i}, s^{i}\right),
$$
where we make use of Fubini's theorem. To prove continuity under the weak topology, we need to prove the following: For any sequence $\left(\mu_{n}^{\hat{i}}, \sigma_{n}^{i}\right)_{n}$ such that $\left(\mu_{n}^{\hat{i}}, \sigma_{n}^{i}\right) \Rightarrow\left(\mu^{\hat{i}}, \sigma^{i}\right)$ it has to hold that $\lim _{n \rightarrow \infty} U^{i}\left(\mu_{n}^{\hat{i}}, \sigma_{n}^{i}\right)=U^{i}\left(\mu^{\hat{i}}, \sigma^{i}\right)$. Define the probability measure $p_{n}^{i}\left(x^{i}, s^{i}, x^{i}\right)$ such that $\int g \mathrm{~d} \mu_{n}^{\hat{i}}\left(x^{\hat{i}}\right) \mathrm{d} \sigma_{n}^{i}\left(x^{i}, s^{i}\right)=$ $\int g d p_{n}^{i}\left(x^{i}, s^{i}, x^{\hat{i}}\right)$. By Theorem 1.1 in Feinberg, Kasyanov, and Zadoianchuk (2014), $\lim _{n \rightarrow \infty} \int g d p_{n}^{i}\left(x^{i}, s^{i}, x^{\hat{i}}\right)=\int g d p^{i}\left(x^{i}, s^{i}, x^{\hat{i}}\right)$ for all bounded and continuous real valued functions $g$ if $p_{n}^{i} \Rightarrow p^{i}$. Note that by the continuity and boundedness of payoffs and $Q_{x^{i}}$ also $\sum_{y^{i} \in \mathbb{Y}^{i}} \pi^{i}\left(x^{i}, y^{i}, x^{\hat{i}}\right) Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ is continuous and bounded implying that $\lim _{n \rightarrow \infty} U^{i}\left(\mu_{n}^{\hat{i}}, \sigma_{n}^{i}\right)=U^{i}\left(\mu^{\hat{i}}, \sigma^{i}\right)$ if $\left(\mu_{n}^{\hat{i}}, \sigma_{n}^{i}\right) \Rightarrow\left(\mu^{\hat{i}}, \sigma^{i}\right)$. Hence, $U^{i}$ is continuous. For later reference also note that $\sum_{y^{i} \in Y^{i}} \pi^{i}\left(x^{i}, y^{i}, x^{\hat{i}}\right) Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ is bounded, such that $U^{i}\left(\mu^{\hat{i}}, \sigma^{i}\right)$ is an affine function of $\sigma^{i}\left(x^{i}, s^{i}\right)$.

## Step 3: Existence of Nash-Equilibrium:

Since $U^{\hat{i}}\left(\sigma, \mu^{\hat{i}}\right)$ is an integral over a non-negative function, it is an affine function on the set of strategies of the belief self $\hat{i}$, and, hence, quasi-concave. In summary, the selves' strategy sets are compact, convex metric spaces and the payoff functions are continuous and affine. According to the version of Glicksberg's theorem that is also applied by Milgrom and Weber (1985) these properties guarantee the existence of a Bayes-Nash Equilibrium. In each Bayes' Nash Equilibrium, the selves play mutually best responses. Consequently $\sigma^{i}\left(x^{i}, s^{i}\right)>0$ only if

$$
\begin{equation*}
\left.x^{i} \in \arg \max _{\bar{x}^{i} \in \mathbb{X}} E_{\bar{Q}_{\mu^{i}}^{i}}\left(\cdot \mid s^{i}, \bar{x}^{i}\right)\right)\left[\pi^{i}\left(\bar{x}^{i}, x^{\hat{i}}, y^{i}\right)\right] . \tag{4.A.1}
\end{equation*}
$$

Similarly, $\mu^{\hat{i}}\left(x^{\hat{i}}\right)>0$ only if

$$
\begin{equation*}
x^{\hat{i}} \in \mathbb{X}^{\hat{i}}(\sigma) \equiv \underset{x^{i} \in \mathbb{X}^{\hat{i}}}{\arg \max } \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) . \tag{4.A.2}
\end{equation*}
$$

Proof of Corollary 4.1. Take game $\mathscr{\mathscr { G }}_{0 S}$ and transfer it to a game $\tilde{\mathscr{G}}_{O S}$ in which each player has two selves a long the lines laid out in Section 4.4.1. In particular, the
action self corresponds to the player in $\mathscr{G}_{O S}$. The belief self $\hat{i}$ receives no signal, has strategy space $\mathbb{X}^{\hat{i}}=\Theta$ and objective

$$
\pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right)=-\sum_{y^{i} \in Y^{i}}\left[Q_{F_{6}^{i}\left(\sigma, p_{\Omega}\right)}\left(y^{i} \mid x^{i}, s^{i}\right)-Q_{x^{i}}\left(y^{i} \mid x^{i}, s^{i}\right)\right]^{2} .
$$

As $\pi^{\hat{i}}$ is continuous due to the continuity of $F_{\mathscr{G}}^{i}$, according to Theorem 4.1, there exist a Dual-Selves equilibrium in $\tilde{\mathscr{G}}_{O S}$. This Dual-Selves equilibrium corresponds to a $\mathscr{C}$-equilibrium in $\mathscr{G}_{O S}$.

## Appendix 4.B Applications

In this section, we are going to highlight the usefulness of Theorem 1 by extending a number of existence results for finite games to non-finite games. In particular, we extend cursed equilibrium by Eyster and Rabin (2005) (Section 4.B.1), Personal Nash Equilibrium by Dato et al. (2017) (Section 4.B.2), Psychological Equilibrium by Geanakoplos, Pearce, and Stacchetti (1989) (Section 4.B.3), and Berk-Nash Equilibrium by Esponda and Pouzo (2016) (Section 4.B.4). The game in which each player only has one self $\mathscr{G}_{O S}$ constitutes the starting point for this analysis. In any Nash-Equilibrium of $\mathscr{G}_{O S}$, action selves form correct beliefs according to the true distribution over consequences, which is given by

$$
Q_{\sigma}\left(y^{i} \mid s^{i}, x^{i}\right)=\int_{\Omega \times \mathbb{X}^{-i} \times \mathbb{S}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} \prod_{j \neq i} \sigma^{-i}\left(\mathrm{~d} x^{-i} \mid s^{-i}\right) \times p_{\Omega \times S^{-i} \mid S^{i}}\left(\mathrm{~d} \omega, \mathrm{~d} s^{-i} \mid s^{i}\right) .
$$

Following Esponda and Pouzo (2016) we refer to this distribution as the objective distribution over consequences throughout this section. Moreover, we make the following additional assumptions about game $\mathscr{\varphi}_{0 S}$ :

Assumption 4.1. For all $i \in I, p_{\Omega \times \mathbb{S}-i \mid \$ i}$ is absolutely continuous with respect to the product measure $p_{\Omega} \times p_{\mathbb{S}^{1}} \times \ldots p_{\mathbb{S}^{i}-1} \times p_{\mathbb{S}^{i+1}} \cdots \times p_{\mathbb{S}^{N}}$.

Assumption 4.1 is reminiscent of the first requirement in Milgrom and Weber (1985). However, it requires absolute continuity of conditional probability measures instead of unconditional probability measures. We consider this assumption to be a rather mild restriction on feasible distributions of states and signals: it is trivially
fulfilled if for all players (i) $\Omega$ and $\mathbb{S}^{i}$ are finite, (ii) states and the players' signals are independent, or (iii) $p_{\Omega \times \mathbb{S}^{-} i \mid S^{i} i}$ has no mass points (see also Milgrom and Weber, 1985). Assumption 4.1 allows us to simplify the expression for the objective distribution of outcomes such that

$$
\begin{aligned}
Q_{\sigma}\left(y^{i} \mid s^{i}, x^{i}\right) & =\int_{\Omega \times \mathbb{X}^{-i \times \mathbb{S}^{-i}}} \mathbb{1}_{\left\{{ }_{f i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} g_{i}\left(\omega, s^{-i} \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right) \\
& =\int_{\mathbb{X}-i \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid x, s\right) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right),
\end{aligned}
$$

where $g_{i}\left(\omega, x^{-i} \mid s^{i}\right)$ is the Radon-Nikodym derivative. Furthermore, we assume this probability to be a continuous function.

Assumption 4.2. Prop $(\cdot \mid x, s)$ is a continuous function on $\mathbb{X} \times \mathbb{S}$.
Assumptions 4.1 and 4.2 together ensure that as a corollary of Theorem 4.1 there exist a Nash-Equilibrium in the game $\mathscr{G}_{O S}$, i.e. an equilibrium, when all players form correct beliefs.

## 4.B. 1 Existence of Cursed Equilibrium

Consider a Cursed equilibrium as defined in Section 4.4.1. We make the following assumptions on the game $\mathscr{G}_{O S}$ to be able to transfer the notion of a Cursed Equilibrium to our setting, where $g_{i}\left(s^{-i} \mid s^{i}\right)=\int_{\Omega} g_{i}\left(\omega, x^{-i} \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega)$ and $g_{i}\left(\omega \mid s^{i}\right)=$ $\int_{\mathbb{S}^{-} i} g_{i}\left(\omega, x^{-i} \mid s^{i}\right) p_{S^{-i} \mid S^{i}}\left(d s^{-i}\right)$.

Assumption 4.3. $\int_{\Omega} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} g_{i}\left(s^{-i} \mid s^{i}\right) \times g_{i}\left(\omega \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega)$ is bounded and continuous on $\mathbb{X} \times \mathbb{S}$.

The following corollary extends the existence result in Eyster and Rabin (2005) to non-finite games.

Corollary 4.2. Suppose that Assumptions 4.1-4.3 hold for game $\mathscr{G}_{0 S}$. Then a Cursed Equilibrium exists.

Proof. Take $Q_{\bar{\sigma}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ as defined in Section 4.4.1. First note that because of Assumptions 4.1-4.3, we can write

$$
\begin{aligned}
& Q_{\bar{\sigma}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \\
& =\mathscr{X} \int_{\Omega \times \mathbb{X}^{-i} \times \mathbb{S}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} \bar{\sigma}^{-i}\left(\mathrm{~d} x^{-i} \mid s^{i}\right) \times p_{\Omega \times S^{-i} \mid s^{i}}\left(\mathrm{~d} \omega, \mathrm{~d} s^{-i} \mid s^{i}\right) \\
& +(1-\mathscr{X}) \int_{\Omega \times \mathbb{X}^{-i} \times \mathbb{S}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} \prod_{j \neq i} \sigma^{-i}\left(\mathrm{~d} x^{-i} \mid s^{-i}\right) \times p_{\Omega \times S^{-i} \mid S^{i}}\left(\mathrm{~d} \omega, \mathrm{ds} s^{-i} \mid s^{i}\right) \\
& =\mathscr{X} \int_{\Omega \times \mathbb{X}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} \bar{\sigma}^{-i}\left(\mathrm{~d} x^{-i} \mid s^{i}\right) \times \int_{\mathbb{S}^{-i}} p_{\Omega \times S^{-i} \mid S^{i}}\left(\mathrm{~d} \omega, \mathrm{~d} s^{-i} \mid s^{i}\right) \\
& +(1-\mathscr{X}) \int_{\Omega \times \mathbb{X}^{-i} \times \mathbb{S}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} \prod_{j \neq i} \sigma^{-i}\left(\mathrm{~d} x^{-i} \mid s^{-i}\right) \times p_{\Omega \times S^{-i} \mid S^{i}}\left(\mathrm{~d} \omega, \mathrm{ds} s^{-i} \mid s^{i}\right) \\
& =\mathscr{X} \int_{\Omega \times \mathbb{X}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} \bar{\sigma}^{-i}\left(\mathrm{~d} x^{-i} \mid s^{i}\right) \times \int_{\mathbb{S}^{-i}} g_{i}\left(\omega, s^{-i} \mid s^{i}\right) \prod_{j \neq i} p_{\mathbb{S}^{i}}\left(\mathrm{~d} s^{j}\right) p_{\Omega}(\mathrm{d} \omega) \\
& +(1-\mathscr{X}) \int_{\Omega \times \mathbb{X}^{-i} \times \mathbb{S}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} \prod_{j \neq i} \sigma^{-i}\left(\mathrm{~d} x^{-i} \mid s^{-i}\right) \times p_{\Omega \times S^{-i} \mid S^{i}}\left(\mathrm{~d} \omega, \mathrm{~d} s^{-i} \mid s^{i}\right) \\
& =\mathscr{X} \int_{\Omega \times \mathbb{X}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} \bar{\sigma}^{-i}\left(\mathrm{~d} x^{-i} \mid s^{i}\right) \times g_{i}\left(\omega \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega) \\
& +(1-\mathscr{X}) \int_{\Omega \times \mathbb{X}^{-i} \times \mathbb{S}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} g_{i}\left(\omega, s^{-i} \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right) \\
& =\mathscr{X} \int_{\Omega \times \mathbb{X}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} \int_{\mathbb{S}^{-i}} g_{i}\left(s^{-i} \mid s^{i}\right) \prod_{j \neq i} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right) \times g_{i}\left(\omega \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega) \\
& +(1-\mathscr{X}) \int_{\Omega \times \mathbb{X}^{-i} \times \mathbb{S}^{-i}} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} g_{i}\left(\omega, s^{-i} \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right) \\
& =\mathscr{X} \int_{\Omega \times \mathbb{X}^{-i} \times \mathbb{S}^{-i}} \mathbb{1}_{\left.f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} g_{i}\left(s^{-i} \mid s^{i}\right) \times g_{i}\left(\omega \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega) \prod_{j \neq i} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right) \\
& +(1-\mathscr{X}) \int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid x, s\right) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +(1-\mathscr{X}) \int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid x, s\right) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right) \text {, }
\end{aligned}
$$

where $g_{i}\left(\omega, x^{-i} \mid s^{i}\right)$ is the Radon-Nikodym derivative and

$$
\operatorname{Prop}\left(y^{i} \mid x, s\right)=\int_{\Omega} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} g_{i}\left(\omega, s^{-i} \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega) .
$$

The application of Theorem 4.1 requires the following steps. First, we have to define a game $\tilde{\mathscr{G}}_{O S}$, which reflects the structure of game $\mathscr{G}_{O S}$ but features players with dual-selves. As laid out in Section 4.4.1, this requires us to define (i) the space $\mathbb{X}^{\hat{i}}$, that specifies the action sets of the belief selves (ii) how these actions relate to the consequences that the action selves anticipate $Q_{x^{i}}^{i}$, and (iii) the objectives of the belief selves $\pi^{i}(\cdot)$. If all three of these objects satisfy the requirements in Theorem 4.1, there exists a Dual-Selves equilibrium in the game $\tilde{\mathscr{G}}_{O S}$. Finally, we have to argue that given $\mathbb{X}^{\hat{i}}, Q_{x^{\hat{i}}}^{i}$ and $\pi^{\hat{i}}(\cdot)$ the Dual-Selves equilibrium in game $\tilde{\mathscr{G}}_{O S}$ is indeed a Cursed Equilibrium in game $\mathscr{G}_{O S}$.

Define $\mathbb{X}^{\hat{i}}$ to be equal to $\Sigma^{-i}$, i.e., the set of all combinations of distributional strategies of action selves other than $i$. Moreover, define $Q_{x^{i}}^{i}$ such that

$$
\begin{aligned}
& Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \\
= & \mathscr{X} \int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}}\left[\int_{\Omega} \mathbb{1}_{\left\{f^{i}\left(x^{i}, x^{-i}, \omega\right)=y^{i}\right\}} g_{i}\left(s^{-i} \mid s^{i}\right) \times g_{i}\left(\omega \mid s^{i}\right) p_{\Omega}(\mathrm{d} \omega)\right] x^{\hat{i}}\left(\mathrm{~d} x^{-i}, \mathrm{~d} s^{-i}\right) \\
& +(1-\mathscr{X}) \int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid x, s\right) x^{\hat{i}}\left(\mathrm{~d} x^{-i}, \mathrm{~d} s^{-i}\right),
\end{aligned}
$$

and $\pi^{\hat{i}}$ such that

$$
\pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right)=-\sum_{y^{i} \in \mathbb{Y}^{i}}\left(Q_{\bar{\sigma}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)-Q_{x^{i}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)\right)^{2}
$$

By the same arguments as in Step 1a from the proof of Theorem 4.1, the belief selves strategy sets $\Sigma^{-i}$ are compact metric spaces in the weak topology. Furthermore, the set of strategies is clearly convex.

We seek to show that for any sequence with $\left(\sigma_{n}, x_{n}^{\hat{i}}\right) \Rightarrow\left(\sigma, x^{\hat{i}}\right)$ it also holds that $\pi^{\hat{i}}\left(\sigma_{n}, x_{n}^{\hat{i}}\right) \rightarrow \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right)$.

$$
\lim _{n \rightarrow \infty} \pi^{\hat{i}}\left(\sigma_{n}, x_{n}^{\hat{i}}\right)=\lim _{n \rightarrow \infty}-\sum_{y^{i} \in \mathbb{Y}^{i}}\left(Q_{\bar{\sigma}_{n}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)-Q_{x_{n}^{i}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)\right)^{2}
$$

$$
=-\sum_{y^{i} \in \mathbb{Y}^{i}}\left(\lim _{n \rightarrow \infty} Q_{\bar{\sigma}_{n}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)-\lim _{n \rightarrow \infty} Q_{x_{n}^{i}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)\right)^{2}
$$

As $Q_{\bar{\sigma}_{n}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)$ and $Q_{x_{n}^{i}}^{i}\left(y^{i} \mid x^{i}, s^{i}\right)$ are integrals over continuous and bounded functions for all $y^{i}$ over the set $\mathbb{X} \times \mathbb{S}$, we can apply Theorem 1.1 in Feinberg, Kasyanov, and Zadoianchuk (2014). Consequently, $\pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right)$ is continuous. Moreover, the expected utility of action self $i$ is given by

$$
\int_{\mathbb{X} i \times \mathbb{S}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} \pi^{i}\left(x^{i}, y^{i}\right) Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \mathrm{d} \sigma^{i}\left(x^{i}, s^{i}\right),
$$

which is continuous in the weak topology by Feinberg, Kasyanov, and Zadoianchuk (2014). We conclude that by Theorem 4.1 a Dual-Selves equilibrium exist.

In any Dual-Selves equilibrium of game $\tilde{\mathscr{G}}_{O S}$ beliefs are chosen to maximize $\int_{\mathbb{X}^{\hat{i}}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu\left(\mathrm{d} x^{\hat{i}}\right)$. The proposed $\pi^{\hat{i}}$, however, is non-positive and the action of the belief self that achieves $\int_{\mathbb{X}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu\left(\mathrm{d} x^{\hat{i}}\right)=0$ is in the set $\mathbb{X}^{\hat{i}}$ for all $i$. In fact, in equilibrium the beliefs satisfy $Q_{x^{i}}^{i}\left(y^{i} \mid x_{i}, s_{i}\right)=Q_{\bar{\sigma}}^{i}\left(y^{i} \mid x_{i}, s_{i}\right)$ for all $y^{i}, s^{i}, x^{i}$ and all player $i \in\{1, \cdots, N\}$. Hence, the derived strategy profile constitutes a Cursed Equilibrium in game $\mathscr{G}_{O S}$.

## 4.B. 2 Existence of Personal Nash Equilibrium

Next, we turn to the concept of Personal Nash Equilibrium (PNE). In analogy to Kőszegi and Rabin (2007) and Dato et al. (2017), we define the utility of a loss averse player as follows:

$$
\begin{aligned}
& U^{i}\left(\sigma^{i}, \hat{\sigma}^{i}, \sigma^{-i}\right) \\
& =\int_{\mathbb{X} i \times \mathbb{S}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} \pi^{i}\left(x^{i}, y^{i}\right) Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \mathrm{d} \sigma^{i}\left(x^{i}, s^{i}\right)+\eta \int_{\mathbb{X} i \times \mathbb{S}^{1}} \sum_{\bar{p}^{i} \in \mathbb{Y}^{i}} Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \\
& \cdot\left[\int_{\mathbb{X} i \times S^{i}} \sum_{\tilde{y}^{i} \in \mathbb{Y}^{i}} Q_{\tilde{\sigma}}^{i}\left(\tilde{y}^{i} i \tilde{s}^{i}, \tilde{x}^{i}\right) \mu\left[\pi^{i}\left(x^{i}, y^{i}\right)-\pi^{i}\left(\tilde{x}^{i}, \tilde{y}^{i}\right)\right] \tilde{\sigma}^{i}\left(\mathrm{~d} \tilde{x}^{i}, \tilde{\mathrm{~s}}^{i}\right)\right] \sigma^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right) \\
& =\int_{\mathbb{X} i \times \mathbb{S}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}}\left(\pi^{i}\left(x^{i}, y^{i}\right)+\eta\left(\int_{\mathbb{X}^{i} \times \mathbb{S}^{i}} \sum_{\tilde{j}^{i} \in \mathbb{Y}^{i}} Q_{\tilde{\sigma}}^{i}\left(\tilde{y}^{i} \mid \tilde{s}^{i}, \tilde{x}^{i}\right)\right.\right. \\
& \left.\left.\cdot \mu\left[\pi^{i}\left(x^{i}, y^{i}\right)-\pi^{i}\left(\tilde{x}^{i}, \tilde{y}^{i}\right)\right] \tilde{\sigma}^{i}\left(\mathrm{~d} \tilde{x}^{i}, \mathrm{~d} \tilde{s}^{i}\right)\right)\right) \cdot Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \mathrm{d} \sigma^{i}\left(x^{i}, s^{i}\right),
\end{aligned}
$$

where $\hat{\sigma}^{-i}$ denotes player $i$ 's belief about the own strategy, and $\mu[\cdot]: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous gain loss function. According to Dato et al. (2017) a PNE of the game is then defined as follows:

Definition 4.4. A strategy profile $\sigma$ is a PNE of game $\mathscr{C}_{O S}$ if, for all players $i \in$ $\{1, \cdots, N\}$, we have $U^{i}\left(\sigma^{i}, \sigma^{i}\right) \geq U^{i}\left(\tilde{\sigma}^{i}, \sigma^{i}\right)$ for all $\tilde{\sigma}^{i} \in \Sigma^{i}$.

This utility function directly depends on the players' beliefs about their own strategy in equilibrium, because their reference point is shaped by their expectations about their own future choices. Consequently, the standard assumptions of Nashequilibrium do not apply in game $\mathscr{G}_{O S}$. However, in Dual-Selves games, we allow the belief selves' actions to influence the utility of the corresponding action self directly. We can, therefore, apply Theorem 4.1 to extend the existence result in Dato et al. (2017) to non-finite games.

Corollary 4.3. Assume that Assumption 4.1 holds and $N=2$. Then there exists a Personal Nash Equilibrium in game $\mathscr{G}_{0 S}$.

Proof. The application of Theorem 4.1 requires the following steps. First, we have to define a game $\tilde{\mathscr{G}}_{O S}$, which reflects the structure of game $\mathscr{G}_{O S}$ but features players with dual-selves. As laid out in Section 4.4.1, this requires us to define (i) the space $\mathbb{X}^{\hat{i}}$, that specifies the action sets of the belief selves (ii) how these actions relate to the consequences that the action selves anticipate $Q_{x^{i}}^{i}$, and (iii) the objectives of the belief selves $\pi^{\hat{i}}(\cdot)$. If all three of these objects satisfy the requirements in Theorem 4.1, there exists a Dual-Selves equilibrium in the game $\tilde{\mathscr{G}}_{O S}$. Finally, we have to argue that given $\mathbb{X}^{\hat{i}}, Q_{x^{i}}^{i}$ and $\pi^{\hat{i}}(\cdot)$ the Dual-Selves equilibrium in game $\tilde{\mathscr{G}}_{O S}$ is indeed a PNE in game $\mathscr{G}_{O S}$.

Define $\mathbb{X}^{\hat{i}}$ to be equal to $\Sigma$, where $\Sigma$ is the set of distributional strategies. Moreover, define $Q_{x^{i}}^{i}$ such that

$$
Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)=\int_{\mathbb{X} \times \mathbb{S}} \operatorname{Prop}\left(y^{i} \mid x, s\right) x^{\hat{i}}\left(\mathrm{~d} x^{-i}, \mathrm{~d} s^{-i}\right)
$$

and $\pi^{\hat{i}}$ as follows:

$$
\pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right)=-\sum_{y \in \mathbb{Y} i}\left(Q_{x^{i}}^{i}\left(y \mid x_{i}, s_{i}\right)-Q_{\sigma}^{i}\left(y \mid x_{i}, s_{i}\right)^{i}\right)^{2}
$$

The utility of the action self given the belief $x^{\hat{i}}$ is then given by:

$$
\begin{aligned}
& U^{i}\left(\sigma^{i}, x^{\hat{i}}\right) \\
&= \int_{\mathbb{X}^{i} \times \mathbb{S}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} \pi^{i}\left(x^{i}, y^{i}\right) Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \mathrm{d} \sigma^{i}\left(x^{i}, s^{i}\right)+\eta \int_{\mathbb{X} i \times \mathbb{S}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \\
& \cdot\left[\int_{\mathbb{X} i \times \mathbb{S}^{i}} \sum_{\tilde{y}}{ }_{i} \in \mathbb{Y}^{i}\right. \\
&\left.Q_{x^{i}}^{i}\left(\tilde{y}^{i} \mid \tilde{s}^{i}, \tilde{x}^{i}\right) \mu\left[\pi^{i}\left(x^{i}, y^{i}\right)-\pi^{i}\left(\tilde{x}^{i}, \tilde{y}^{i}\right)\right] x^{\hat{i}}\left(\mathrm{~d} \tilde{x}^{i}, \mathrm{~d} \tilde{s}^{i}\right)\right] \sigma^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right)
\end{aligned}
$$

Note that we do not need and, therefore, have dropped $x^{\hat{i}}$ as an argument of the payoff function of action self $i$. By the same arguments as in Step $1 a$ from the proof of Theorem 4.1, the belief selves strategy sets $\Sigma$ are compact metric spaces in the weak topology. Furthermore, the set of strategies is clearly convex.

The continuity of $Q_{x^{i}}^{i}$ on $\mathbb{X}^{\hat{i}} \times \mathbb{S}^{i} \times \mathbb{X}^{i}$ and the continuity of $\int_{\mathbb{X}^{\hat{i}}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu\left(\mathrm{d} x^{\hat{i}}\right)$ on $\mathscr{M}\left(\mathbb{X}^{\hat{i}}\right) \times \Sigma$ follow from the same arguments as in Section 4.B.1.

Next, we turn to the continuity of $U^{i}\left(\sigma^{i}, x^{\hat{i}}\right)$ in the weak topology. For any sequence $\lim _{n \rightarrow \infty}\left(\sigma_{n}^{i}, x_{n}^{\hat{i}}\right) \Rightarrow\left(\sigma^{i}, x^{\hat{i}}\right)$, we get:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} U^{i}\left(\sigma_{n}^{i}, x_{n}^{\hat{i}}\right) \\
= & \lim _{n \rightarrow \infty} \int_{\mathbb{X}} \sum_{y^{i} \in \mathbb{Y}^{i}} \pi^{i}\left(x^{i}, y^{i}\right) Q_{x_{n}^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \mathrm{d} \sigma_{n}^{i}\left(x^{i}, s^{i}\right)+\lim _{n \rightarrow \infty} \eta \int_{\mathbb{X}^{i} \times \mathbb{S}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} Q_{x_{n}^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \\
& \cdot\left[\int_{\mathbb{X} i \times \mathbb{S}^{2}} \sum_{\tilde{y}^{i} \in \mathbb{Y}^{i}} Q_{x_{n}^{i}}^{i}\left(\tilde{y}^{i} \mid \tilde{s}^{i}, \tilde{x}^{i}\right) \mu\left[\pi^{i}\left(x^{i}, y^{i}\right)-\pi^{i}\left(\tilde{x}^{i}, \tilde{y}^{i}\right)\right] x_{n}^{\hat{i}}\left(\mathrm{~d} \tilde{x}^{i}, \mathrm{~d} \tilde{s}^{i}\right)\right] \sigma_{n}^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right)
\end{aligned}
$$

Making use of the insights from above and Assumption 4.1, we can rewrite $Q_{\sigma}^{i}$ and $Q_{x^{i}}^{i}$ such that:

$$
Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)=\int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid x, s\right) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right)
$$

and

$$
Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)=\int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid x, s\right) \prod_{j \neq i}^{N} x_{j}^{\hat{i}}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right),
$$

where $x_{j}^{\hat{i}}$ denotes the belief self $\hat{i}$ 's belief about the strategy of action self $j$. The continuity and boundedness of $\operatorname{Prop}\left(y_{i} \mid x, s\right)$ implies that both probability distributions are
continuous and bounded. Applying Feinberg, Kasyanov, and Zadoianchuk (2014), we get:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} U^{i}\left(\sigma_{n}^{i}, x_{n}^{i}\right) \\
= & \int_{\mathbb{X} i \times S^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} \pi^{i}\left(x^{i}, y^{i}\right) Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \mathrm{d} \sigma^{i}\left(x^{i}, s^{i}\right)+\lim _{n \rightarrow \infty} \eta \int_{\mathbb{X} i \times \mathbb{S}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \\
& \cdot\left[\int_{\mathbb{X} i \times \mathbb{S}^{i}} \sum_{\tilde{y}^{i} \in \mathbb{Y}^{i}} Q_{x^{i}}^{i}\left(\tilde{y}^{i} \mid \tilde{s}^{i}, \tilde{x}^{i}\right) \mu\left[\pi^{i}\left(x^{i}, y^{i}\right)-\pi^{i}\left(\tilde{x}^{i}, \tilde{y}^{i}\right)\right] x_{n}^{i}\left(\mathrm{~d} \tilde{x}^{i}, \mathrm{~d} \tilde{s}^{i}\right)\right] \sigma_{n}^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right) .
\end{aligned}
$$

To exchange limits, we have to show that the function in the integral is bounded and continuous on $\mathbb{X}^{i} \times \mathbb{S}^{i}$. For every sequence $\left(x_{n}^{i}, s_{n}^{i}\right) \rightarrow\left(x^{i}, s^{i}\right)$, we have

$$
\begin{array}{r}
\lim _{n \rightarrow \infty} \sum_{y^{i} \in \mathbb{Y}^{i}} Q_{x^{i}}^{i}\left(y^{i}| |_{n}^{i}, x_{n}^{i}\right)\left[\int_{\mathbb{X} i \times \mathbb{S}^{i}} \sum_{i} \sum_{i} \in \mathbb{Y}^{i}\right. \\
Q_{x^{i}}^{i}\left(\tilde{y}^{i}| |^{i}, \tilde{x}^{i}\right) \mu\left[\pi^{i}\left(x_{n}^{i}, y^{i}\right)\right. \\
\left.\left.-\pi^{i}\left(\tilde{x}^{i}, \tilde{y}^{i}\right)\right] x^{\hat{i}}\left(\mathrm{~d} \tilde{x}^{i}, \mathrm{~d} \tilde{s}^{i}\right)\right],
\end{array}
$$

which results in

$$
\sum_{y^{i} \in \mathbb{Y}^{i}} Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)\left[\int_{\mathbb{X} i \times S^{i}} \sum_{\tilde{y}^{i} \in \mathbb{Y}^{i}} Q_{x^{i}}^{i}\left(\tilde{y}^{i} \mid \tilde{s}^{i}, \tilde{x}^{i}\right) \mu\left[\pi^{i}\left(x^{i}, y^{i}\right)-\pi^{i}\left(\tilde{x}^{i}, \tilde{y}^{i}\right)\right] x^{\hat{i}}\left(\mathrm{~d} \tilde{x}^{i}, \mathrm{~d} \tilde{s}^{i}\right)\right],
$$

since the sum and multiplication of continuous and bounded functions is continuous and bounded. Consequently we get

$$
\lim _{n \rightarrow \infty} U^{i}\left(\sigma_{n}^{i}, x_{n}^{\hat{i}}\right)=U^{i}\left(\sigma^{i}, x^{\hat{i}}\right) .
$$

Therefore, a Dual-Selves equilibrium in game $\tilde{\mathscr{G}}_{O S}$ exists.
In any Dual-Selves equilibrium in game $\tilde{\mathscr{G}}_{\text {OS }}$ beliefs are chosen to maximize $\int_{\mathbb{X}^{i}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu\left(\mathrm{d} x^{\hat{i}}\right)$. The proposed $\pi^{\hat{i}}$, however, is non positive and the belief that achieves $\int_{\mathbb{X}^{\hat{i}}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu\left(\mathrm{d} x^{\hat{i}}\right)=0$ is in the set $\mathbb{X}^{\hat{i}}$ for all $i$. In fact, in equilibrium the beliefs satisfy $Q_{x^{i}}^{i}\left(y \mid x_{i}, s_{i}\right)=Q_{\sigma}^{i}\left(y \mid x_{i}, s_{i}\right)$ for all $s_{i}, x_{i}$ and all action selves $i \in\{1, \cdot, N\}$. Hence, the derived strategy profile constitutes a PNE in game $\mathscr{G}_{O S}$.

## 4.B. 3 Existence of Psychological Equilibrium

Next, consider the concept of psychological games. Take game $\mathscr{G}_{O S}$ in which each player only has one self. In analogy to Geanakoplos, Pearce, and Stacchetti (1989), define the beliefs of these players as follows. A first order belief is a probability measure over the product of the strategy sets of all other players. Hence, the set of first order beliefs of player $i$ is given by $B_{1}^{i}=\mathscr{M}(\Sigma)$. The sets of higher order beliefs are then inductively defined as:

$$
\begin{array}{lr}
B_{k}^{i}=\mathscr{M}\left(\Sigma_{-i} \times B_{1}^{-i} \times \cdot \times B_{k}^{-i}\right) & \\
B_{k}^{-i}=\times_{j \neq i} B_{k}^{j} & B_{k}=\times_{i} B_{k}^{i} \\
B^{i}=\times_{k \in\{1, \cdots, K\}} B_{k}^{i} & B=\times_{i} B^{i}
\end{array}
$$

For simplicity, we assume that the payoff relevant beliefs are of finite order $K$. Player $i$ 's payoff if he holds belief $b^{i} \in B^{i}$, he plays $x^{i}$ and outcome $y^{i}$ is realized is then $\pi^{i}\left(x^{i}, y^{i}, b^{i}\right): \mathbb{X}^{i} \times \mathbb{Y}^{i} \times B^{i} \rightarrow \mathbb{R}$ and expected utility is given by

$$
U^{i}\left(b^{i}, \sigma\right)=\int_{\mathbb{X}^{i} \times \mathbb{S}^{i}} Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \pi^{i}\left(x^{i}, y^{i}, b^{i}\right) \sigma^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right) .
$$

We make the following assumption on the game $\mathscr{G}_{O S}$ to transfer the notion of a Psychological Equilibrium to our setting.

Assumption 4.4. $\pi^{i}\left(x^{i}, y^{i}, b^{i}\right)$ is continuous on $\mathbb{X}^{i} \times \mathbb{Y}^{i} \times B^{i}$.

Geanakoplos, Pearce, and Stacchetti (1989) require that beliefs about other players' actions are correct in equilibrium. If $\sigma$ is an equilibrium profile of strategies, therefore, all players expect their opponents to play $\sigma^{-i}$, and that each opponent $j$ expects that all other players play $\sigma^{-j}$ and so on. Denote the corresponding belief system by $\beta(\sigma)=\left(\beta_{1}(\sigma), \cdots, \beta_{n}(\sigma)\right) \in B$. According to Geanakoplos, Pearce, and Stacchetti (1989) a Psychological Equilibrium is then defined as follows:

Definition 4.5. A profile $(b, \sigma) \in B \times \Sigma$ is a Psychological Equilibrium of $\mathscr{G}_{O S}$ iff:
(i) $b=\beta(\sigma)$.
(ii) $\forall i \in\{1, \cdots, N\}$, we have $U^{i}\left(b^{i},\left(\sigma^{i}, \sigma^{-i}\right)\right) \geq U^{i}\left(b^{i},\left(\tilde{\sigma}^{i}, \sigma^{-i}\right)\right)$ for all $\tilde{\sigma}^{i} \in \Sigma^{i}$.

The following corollary extends the result in Geanakoplos, Pearce, and Stacchetti (1989) to non-finite games.

Corollary 4.4. Suppose that assumption 4.1, $4.2 \& 4.4$ hold and $N=2$, then there exist a Psychological Equilibrium in $\mathscr{G}_{O S}$.

Proof. The application of Theorem 4.1 requires the following steps. First, we have to define a game $\tilde{\mathscr{G}}_{O S}$, which reflects the structure of game $\mathscr{G}_{O S}$ but features players with dual-selves. As laid out in Section 4.4.1, this requires us to define (i) the space $\mathbb{X}^{\hat{i}}$, that specifies the action sets of the belief selves (ii) how these actions relate to the consequences that the action selves anticipate $Q_{x_{i}}^{i}$, and (iii) the objectives of the belief selves $\pi^{\hat{i}}(\cdot)$. If all three of these objects satisfy the requirements in Theorem 4.1, then there exists a Dual-Selves equilibrium in the game $\tilde{\mathscr{G}}_{O S}$. Finally, we have to argue that given $\mathbb{X}^{\hat{i}}, Q_{x^{i}}^{i}$ and $\pi^{\hat{i}}(\cdot)$ the Dual-Selves equilibrium in game $\tilde{\mathscr{G}}_{O S}$ is indeed a Psychological Equilibrium in game $\mathscr{G}_{O S}$. Define $\mathbb{X}^{\hat{i}}$ to be equal to $B^{i}$ and $\pi^{\hat{i}}$ as follows:

$$
\pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right)=-d\left(x^{\hat{i}}, \beta(\sigma)\right)
$$

where $d(\cdot, \cdot)$ is a bounded metric on $B$, which exists and is continuous because $B^{i}$ is a metric space. ${ }^{12}$

The action spaces are assumed to be compact, and, hence, they and their Cartesian-product are also complete (see Theorem 8.16, p.96, in De la Fuente (2000)). By Theorem 3.2 in Parthasarathy (1967), $\Sigma$ is then a tight set of probability measures. Also, since it is a set of measures over separable and complete metric spaces, it is complete itself by Theorem 6.5 in Parthasarathy (1967) and, hence, closed in the weak topology. With the same argument, the sets $B_{k}^{i}$ are closed because they are the Cartesian product of sets of measures over complete and compact metric spaces. By Prohorov's Theorem, it follows that the strategy sets $\Sigma$, and the belief sets $B^{i}$ are compact metric spaces in the weak topology. Furthermore, the set of strategies is clearly convex.
12. See Theorem 20.1 in Munkres (2000).

Since the metric is continuous and bounded on $B^{i} \times B^{i}$ also $\int_{\mathbb{X}} i \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu\left(\mathrm{d} x^{\hat{i}}\right)$ is continuous on $\mathscr{M}\left(\mathbb{X}^{\hat{i}}\right) \times \Sigma$. Moreover, the utility functions are continuous since $Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \pi^{i}\left(x^{i}, y^{i}, b^{i}\right)$ is continuous and bounded (for a proof see the proofs of Corollaries 4.3 and 4.5. Therefore, a Dual-Selves equilibrium in game $\tilde{\mathscr{G}}_{\text {OS }}$ exists.

In any Dual-Selves equilibrium in game $\tilde{\mathscr{G}}_{O S}$ beliefs are chosen to maximize $\int_{X^{i} i} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu\left(\mathrm{d} x^{\hat{i}}\right)$. The proposed $\pi^{\hat{i}}$, however, is non-positive and the belief that achieves $\int_{\mathbb{X}^{i}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu\left(\mathrm{d} x^{\hat{i}}\right)=0$ is in the set $\mathbb{X}^{\hat{i}}$ for all $i$. In fact, in equilibrium the belief needs to satisfy $b^{i}=\beta^{i}(\sigma)$ for all action selves $i \in\{1, \ldots, N\}$. Hence, the derived strategy profile has to constitute a Psychological Equilibrium.

## 4.B. 4 Existence of Berk-Nash Equilibrium

As another example, our result extends earlier results to non-finite games considering the concept of a Berk-Nash Equilibrium by Esponda and Pouzo (2016). To transfer the notion of a Berk-Nash Equilibrium to our setting, consider the game $\mathscr{G}_{O S}$ in which every player has only one self. As the optimality criterion that determines how beliefs about primitives and opponents' strategies are chosen, Esponda and Pouzo (2016) make use of the weighted Kullback-Leibler divergence (wKLD). Transferred to our notation, the weighted Kullback-Leibler divergence for action self $i$ is given by

$$
\begin{equation*}
K^{i}\left(\sigma, x^{\hat{i}}\right)=\int_{s^{i} \in \mathbb{S}^{i}} \int_{x^{i} \in \mathbb{X}^{i}} E_{Q_{\sigma}^{i}}\left(\cdot \mid s^{i}, x^{i}\right)\left[\ln \frac{Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)}{Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)}\right] \sigma^{i}\left(\mathrm{~d} x^{i} \mid s^{i}\right) \cdot p_{S^{i}}\left(\mathrm{~d} s^{i}\right), \tag{4.B.1}
\end{equation*}
$$

where $x^{\hat{i}} \in \mathbb{X}^{\hat{i}}$ reflects the model that player $i$ has formed about the game. Essentially, this model summarizes what player $i$ beliefs about the structure of the game and the strategies that his opponents will play (see Esponda and Pouzo, 2016). We define the set of parameter values $\mathbb{X}^{\hat{i}}(\sigma) \subset \mathbb{X}^{\hat{i}}$ to be the set of all beliefs such that the wKLD is minimized:

$$
\mathbb{X}^{\hat{i}}(\sigma) \equiv \arg \min _{x^{\hat{i}} \in \mathbb{X}^{\hat{i}}} K^{i}\left(\sigma, x^{\hat{i}}\right)
$$

The interpretation is that $\mathbb{X}^{\hat{i}}(\sigma)$ is the set of beliefs inducing probability distributions over outcomes that best match the objective distribution over outcomes. A Berk-Nash equilibrium requires each player to choose a strategy that is optimal given her beliefs. A strategy $\sigma^{i}$ for player $i$ is optimal given $\mu^{i} \in \mathscr{M}\left(\mathbb{X}^{\hat{i}}\right)$ if $\sigma^{i}\left(x^{i}, s^{i}\right)>0$ implies that

$$
\begin{equation*}
x^{i} \in \arg \max _{\bar{x}^{i} \in \mathbb{X}^{i}} E_{\bar{Q}_{\mu^{i}}^{i}\left(\cdot \mid s^{i}, \bar{x}^{i}\right)}\left[\pi^{i}\left(\bar{x}^{i}, y^{i}\right)\right], \tag{4.B.2}
\end{equation*}
$$

where $\bar{Q}_{\mu^{i}}^{i}\left(\cdot \mid s^{i}, x^{i}\right)=\int_{X^{\hat{i}}} Q_{x^{i}}^{i}\left(\cdot \mid s^{i}, x^{i}\right) \mu^{i}\left(\mathrm{~d} x^{\hat{i}}\right)$ is the distribution over consequences of player $i$, conditional on $\left(s^{i}, x^{i}\right) \in \mathbb{S}^{i} \times \mathbb{X}^{i}$, induced by $\mu^{i}$. According to Esponda and Pouzo (2016), a Berk-Nash-Equilibrium is defined as follows.

Definition 4.6. A strategy profile $\sigma$ is a Berk-Nash equilibrium of game $\mathscr{G}_{O S}$ if, for all players $i \in I$, there exists $\mu^{i} \in \mathscr{M}\left(\mathbb{X}^{\hat{i}}\right)$ such that (i) $\sigma^{i}$ is optimal given $\mu^{i}$, and (ii) $\mu^{i} \in \mathscr{M}\left(\mathbb{X}^{\hat{i}}(\sigma)\right)$, that is, if $\hat{x}^{i}$ is in the support of $\mu^{i}$, then $\hat{x}^{i} \in \arg \min _{x^{\hat{i}} \in \mathbb{X}^{\hat{i}}} K^{i}\left(\sigma, x^{\hat{i}}\right)$

Similar to Esponda and Pouzo (2016), we maintain the following assumption about feasible beliefs.

Assumption 4.5. For all $i \in I$ and for all $\sigma^{-i} \in \Sigma^{-i}, y^{i} \in \mathbb{Y}^{i}$ and $\left(x_{n}^{\hat{i}}, s_{n}^{i}, x_{n}^{i}\right)_{n \in \mathbb{N}}$ with $\lim _{n \rightarrow \infty}\left(x_{n}^{\hat{i}}, s_{n}^{i}, x_{n}^{i}\right)=\left(x^{\hat{i}}, s^{i}, x^{i}\right)$ there exists $\epsilon>0$ such that if $Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)<\epsilon$, there exist $n^{\prime} \in \mathbb{N}$ and $m \in \mathbb{N}$ with $m<\infty$ such that $Q_{\sigma}\left(y^{i} \mid s_{n^{\prime \prime}}^{i}, x_{n^{\prime \prime}}^{i}\right)^{m} \leq Q_{x_{n^{\prime \prime}}^{i}}^{i}\left(y^{i} \mid s_{n^{\prime \prime}}^{i}, x_{n^{\prime \prime}}^{i}\right)$ for all $n^{\prime \prime}>n^{\prime}$.

This assumption restricts misspecified beliefs that attach zero probability to some outcomes given other players' strategies in two ways. First, it requires that no misspecification renders a consequence impossible if it, in fact, occurs with positive probability. Second, we also impose a similar restriction on consequences in an $\epsilon$-environment of subjectively impossible consequences: When approaching a subjective model that renders a consequence impossible, the subjective probability must not converge zero at a much faster rate than the objective probability. While the latter is trivially fulfilled in any discrete game, the first part reduces the set of covered misspecifications compared to Esponda and Pouzo (2016). For instance, it rules out the belief that other action selves only follow pure strategies in some discrete games.

Nevertheless, a broad class of models fulfills Assumption 4.5. For example, all combinations of games and misspecified beliefs in which players attach positive subjective probabilities to every consequence fulfill this assumption.

Corollary 4.5. Suppose that Assumptions 4.1, 4.2 \& 4.5 hold, then a Berk-Nash Equilibrium exists.

Proof. The application of Theorem 4.1 requires to define a game $\tilde{\mathscr{G}}_{O S}$, which reflects the structure of game $\mathscr{G}_{O S}$ but features players with dual-selves. As laid out in Section 4.4.1, this requires us to define $\pi^{\hat{i}}$ additionally to the set of actions of the belief selves which is given by the set of potential models $\mathbb{X}^{\hat{i}}$. Take $\pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right)=-K^{i}\left(\sigma, x^{\hat{i}}\right)$. Then from Definition 4.6 we can infer that a Dual-Selves equilibrium in game $\tilde{\mathscr{G}}_{O S}$ constructs a Berk-Nash Equilibrium in $\mathscr{\mathscr { O }}_{O S}$. Therefore, it suffices to show that we can apply Theorem 4.1. We can do so if $K^{i}\left(\sigma, x^{\hat{i}}\right)$ is continuous.

Therefore, we seek to show that for any sequence with $\left(\sigma_{n}, \mu_{n}^{\hat{i}}\right) \rightarrow\left(\sigma, \mu^{\hat{i}}\right)$ it also holds that $\int_{X^{i}} \pi^{\hat{i}}\left(\sigma_{n}, x^{\hat{i}}\right) \mu_{n}^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right) \rightarrow \int_{\mathbb{X}^{i}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right)$. We get

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{\mathbb{X}^{\hat{i}}} \pi^{\hat{i}}\left(\sigma_{n}, x^{\hat{i}}\right) \mu_{n}^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right)  \tag{4.В.3}\\
& =\lim _{n \rightarrow \infty}-\int_{\mathbb{X}^{\hat{i}}} K^{i}\left(\sigma_{n}, x^{\hat{i}}\right) \mu_{n}^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right) \\
& =\lim _{n \rightarrow \infty}-\int_{\mathbb{X}^{i} \times \mathbb{S}^{i} \times \mathbb{X}^{i}} E_{Q_{\sigma_{n}}^{i}}\left(\cdot \mid s^{i}, x^{i}\right)\left[\ln \frac{Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)}{Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)}\right] \sigma_{n}^{i}\left(\mathrm{~d} x^{i} \mid s^{i}\right) \cdot p_{s^{i}}\left(\mathrm{~d} s^{i}\right) \mu_{n}^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right) \\
& =\lim _{n \rightarrow \infty} \int_{\mathbb{X}^{i} \times \mathbb{S}^{i} \times \mathbb{X}^{i}}-\sum_{y^{i} \in \mathbb{Y}^{i}} Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \ln Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \sigma_{n}^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right) \mu_{n}^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right)  \tag{4.B.4}\\
& +\lim _{n \rightarrow \infty} \int_{\mathbb{X} i \times \mathbb{S}^{i} \times \mathbb{X}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \ln Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \sigma_{n}^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right) \mu_{n}^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right) . \tag{4.B.5}
\end{align*}
$$

First, consider the term in (4.B.4). To derive continuity on $\mathbb{X}^{i} \times \mathbb{S}^{i}$, we first start by arguing that the integral and the limit in (4.B.4) can be exchanged. For this purpose, we show that $\sum_{y^{i} \in \mathbb{Y}^{i}}-Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \ln Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ is bounded and continuous on $\mathbb{X}^{i} \times \mathbb{S}^{i}$. For any sequence $\left(x_{n}^{i}, s_{n}^{i}\right)$ with $\lim _{n \rightarrow \infty}\left(x_{n}^{i}, s_{n}^{i}\right)=\left(x^{i}, s^{i}\right)$, we get

$$
\lim _{n \rightarrow \infty} Q_{\sigma}^{i}\left(y^{i} \mid s_{n}^{i}, x_{n}^{i}\right)=\lim _{n \rightarrow \infty} \int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid\left(x_{n}^{i}, x^{-i}\right),\left(s_{n}^{i}, s^{-i}\right)\right) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right)
$$

Since Prop $\left(y^{i} \mid\left(x_{n}^{i}, x^{-i}\right),\left(s_{n}^{i}, s^{-i}\right)\right)$ is bounded and continuous on $\mathbb{X} \times \mathbb{S} \forall y^{i}$ and $i$, we can apply Theorem 1.1 in Feinberg, Kasyanov, and Zadoianchuk (2014) and get

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid\left(x_{n}^{i}, x^{-i}\right),\left(s_{n}^{i}, s^{-i}\right)\right) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right) \\
= & \int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid\left(x^{i}, x^{-i}\right),\left(s^{i}, s^{-i}\right)\right) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right) \\
= & Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)
\end{aligned}
$$

which implies continuity of $Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$. It is also bounded as $Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \in[0,1]$ holds. Hence, the function $\sum_{y^{i} \in \mathbb{Y}^{i}}-Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \ln Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ is bounded and continuous. By Theorem 1.1 in Feinberg, Kasyanov, and Zadoianchuk (2014) and the continuity of $Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ on $\mathbb{X}^{i} \times \mathbb{S}^{i}$, we can thus exchange the limit and the integral in (4.B.4).

Next, we have to show that $\sigma_{n} \Rightarrow \sigma$ implies $Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \rightarrow Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$. Since $\mathbb{X}^{i}$ and $\mathbb{X}^{-i}$ are compact metric spaces they are complete, by Theorem $8.16, \mathrm{p} .96$, in De la Fuente (2000), and separable. Furthermore, $\mathbb{S}^{i}$ and $\mathbb{S}^{-i}$ are complete separable metric spaces such that $\mathbb{X}^{i} \times \mathbb{S}^{i}$ and $\mathbb{X}^{-i} \times \mathbb{S}^{-i}$ are complete and separable. Hence, we can apply Theorem 2.8 from Billingsley (1999) and deduce that $\sigma_{n} \Rightarrow \sigma$ implies $\sigma_{n}^{-i} \Rightarrow \sigma^{-i}$. Using this insight, we can apply Theorem 1.1 in Feinberg, Kasyanov, and Zadoianchuk (2014) because Prop $\left(y^{i} \mid x, s\right)$ is a bounded and continuous function on the space $\mathbb{X}^{-i} \times \mathbb{S}^{-i} \forall y^{i}$ and $i$ :

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid x, s\right) \prod_{j \neq i}^{N} \sigma_{n}^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right)=\int_{\mathbb{X}^{-i} \times \mathbb{S}^{-i}} \operatorname{Prop}\left(y^{i} \mid x, s\right) \prod_{j \neq i}^{N} \sigma^{j}\left(\mathrm{~d} x^{j}, \mathrm{~d} s^{j}\right)
$$

which is equivalent to $\lim _{n \rightarrow \infty} Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)=Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$. Hence,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{\mathbb{X} \hat{i} \times \mathbb{S}^{i} \times \mathbb{X}^{i}}-\sum_{y^{i} \in \mathbb{Y}^{i}} Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \ln Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \sigma_{n}^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right) \mu_{n}^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right) \\
= & -\int_{\mathbb{X}^{\hat{i}} \times \mathbb{S}^{i} \times \mathbb{X}^{i}} \sum_{y^{i} \in \mathbb{Y}^{i}} Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \ln Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \sigma^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right) \mu^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right) .
\end{aligned}
$$

Now, consider the term in (4.B.5). Similar to before, we will argue that $Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \ln Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \equiv \pi^{\hat{i}}\left(x^{\hat{i}}, s^{i}, x^{i}\right)$ is bounded as well as continuous on $\mathbb{X}^{\hat{i}} \times$ $\mathbb{X}^{i} \times \mathbb{S}^{i}$. We start by proving continuity of $\pi^{\hat{i}}(\cdot)$. Consider any ( $x^{\hat{i}}, s^{i}, x^{i}$ ) with $Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)>0$. Since $Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ is continuous and strictly larger than zero also $\ln Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ is continuous at $\left(x^{\hat{i}}, s^{i}, x^{i}\right)$. As $Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$ is continuous, $\pi^{\hat{i}}(\cdot)$ is continuous at ( $x^{\hat{i}}, s^{i}, x^{i}$ ). Next, consider any $\left(x^{\hat{i}}, s^{i}, x^{i}\right)$ with $Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)=0$. As a preliminary step we show that also $\pi^{\hat{i}}\left(y^{i} \mid s^{i}, x^{i}\right)=0$ holds. Take any sequence $\left(x_{n}^{\hat{i}}, s_{n}^{i}, x_{n}^{i}\right)_{n \in \mathbb{N}}$ with $\lim _{n \rightarrow \infty}\left(x_{n}^{\hat{i}}, s_{n}^{i}, x_{n}^{i}\right)=\left(x^{\hat{i}}, s^{i}, x^{i}\right)$. Since for all $n^{\prime \prime}>n^{\prime}$ we have $0 \leq Q_{\sigma}^{i}\left(y^{i} \mid s_{n^{\prime \prime}}^{i}, x_{n^{\prime \prime}}^{i}\right)^{m} \leq$ $Q_{x_{n^{\prime \prime}}^{i}}^{i}\left(y^{i} \mid s_{n^{\prime \prime}}^{i}, x_{n^{\prime \prime}}^{i}\right)$ such that $0 \leq \lim _{n \rightarrow \infty} Q_{\sigma}^{i}\left(y^{i} \mid s_{n}^{i}, x_{n}^{i}\right)^{m} \leq \lim _{n \rightarrow \infty} Q_{x_{n}^{i}}^{i}\left(y^{i} \mid s_{n}^{i}, x_{n}^{i}\right)$, and, therefore, $0 \leq \lim _{n \rightarrow \infty} Q_{\sigma}^{i}\left(y^{i} \mid s_{n}^{i}, x_{n}^{i}\right)^{m} \leq 0$. As in Esponda and Pouzo (2016) we define $\ln (0)=-\infty$ and $0 \cdot \infty=0$, which implies $\pi^{\hat{i}}\left(x^{\hat{i}}, s^{i}, x^{i}\right)=0$.

Next, we show that $\pi^{\hat{i}}\left(x^{\hat{i}}, s^{i}, x^{i}\right)$ is bounded. Obviously, $\pi^{\hat{i}}\left(x^{\hat{i}}, s^{i}, x^{i}\right)$ is bounded above by zero. Suppose first that $Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \geq \epsilon$. Note that $Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \leq 1$ and $\ln Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \leq 0$. Hence,

$$
0 \geq \pi^{\hat{i}}\left(x^{\hat{i}}, s^{i}, x^{i}\right)=Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \cdot \ln Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \geq \ln Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \geq 1-\frac{1}{\epsilon} .
$$

Consider $Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)<\epsilon$, now. As $\pi^{\hat{i}}\left(x^{\hat{i}}, s^{i}, x^{i}\right)$ is continuous at any $\left(x^{\hat{i}}, s^{i}, x^{i}\right)$,

$$
\begin{aligned}
& 0 \geq \pi^{\hat{i}}\left(x^{\hat{i}}, s^{i}, x^{i}\right)= \lim _{n \rightarrow \infty} \pi^{\hat{i}}\left(x_{n}^{\hat{i}}, s_{n}^{i}, x_{n}^{i}\right) \\
& \geq \lim _{n \rightarrow \infty} m \cdot Q_{\sigma}^{i}\left(y^{i} \mid s_{n}^{i}, x_{n}^{i}\right) \cdot \ln Q_{\sigma}^{i}\left(y^{i} \mid s_{n}^{i}, x_{n}^{i}\right) \\
& \Leftrightarrow 0 \geq \pi^{\hat{i}}\left(x^{\hat{i}}, s^{i}, x^{i}\right) \geq m \cdot Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \cdot \ln Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \\
& \geq m\left(Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)-1\right)
\end{aligned}
$$

holds. Since $m<\infty, \pi^{\hat{i}}(\cdot)$ is bounded. By Theorem 1.1 in Feinberg, Kasyanov, and Zadoianchuk (2014) we can write

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{\mathbb{X}^{i} \times \mathbb{S}^{i} \times \mathbb{X}^{i}}-\sum_{y^{i} \in \mathbb{Y}^{i}} Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \ln Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \sigma_{n}^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right) \mu_{n}^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right) \\
= & \int_{\mathbb{X} i}-\sum_{\mathbb{X}^{i} \times \mathbb{S}^{i} \times \mathbb{X}^{i} \in \mathbb{Y}^{i}} Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \ln Q_{x^{i}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \sigma^{i}\left(\mathrm{~d} x^{i}, \mathrm{~d} s^{i}\right) \mu^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right),
\end{aligned}
$$

which also makes use of the fact that $\sigma_{n} \Rightarrow \sigma$ implies $Q_{\sigma_{n}}^{i}\left(y^{i} \mid s^{i}, x^{i}\right) \rightarrow Q_{\sigma}^{i}\left(y^{i} \mid s^{i}, x^{i}\right)$. Putting the limits of (4.B.4) and (4.B.5) together yields $\lim _{n \rightarrow \infty} \int_{\mathbb{X}^{\hat{i}}} \pi^{\hat{i}}\left(\sigma_{n}, x^{\hat{i}}\right) \mu_{n}^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right)=$ $\int_{\mathbb{X}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right)$, i.e., $\int_{\mathbb{X}} \pi^{\hat{i}}\left(\sigma, x^{\hat{i}}\right) \mu^{\hat{i}}\left(\mathrm{~d} x^{\hat{i}}\right)$ is continuous in the weak topology.
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[^1]:    1. The assumption of naive or uninformed voters is not unusual in modeling electoral competition (see, e.g., Baron, 1994; Grossman and Helpman, 1996, 2019). Moreover, this assumption is in line with stylized facts on voting behavior (see Gottfried and Shearer, 2016; Allcott and Gentzkow, 2017).
[^2]:    5. For a discussion on the importance of competence in politics and the selection of appropriate politicians for office see Besley (2005).
    6. Symmetric uncertainty is a common assumption in the signal-jamming literature; see, e.g., Stein (1989), Meyer and Vickers (1997), Holmström (1999), Höffler and Sliwka (2003), Bar-Isaac and Deb (2014), and Miklós-Thal and Ullrich (2014).
    7. Our model is also analytically equivalent to a model in which candidates' competences are heterogeneous and commonly known, but there exists symmetric uncertainty about an underlying state of the world that determines whose candidate's competences are more valuable for the electorate during the upcoming political term.
[^3]:    8. We abstract from endogenous platform choices by the politicians. However, our results carry over to a model in which candidates have fixed platforms, e.g., due to their party membership or political ideology, and information is manipulated to influence signals about an underlying state of the world, which determines the welfare consequences of the platforms in the upcoming term.
    9. In line with the literature on signal jamming, we assume the resulting public signals to have an additive structure; see for example Holmström (1999) and Little (2017). To ensure readability, we focus on positive information manipulation about a candidate's own competence. However, as the electorate's relative comparison between the two candidates is decisive for the election outcome, our model also captures the case of manipulations that aim at discrediting an opponent's competence.
[^4]:    15. In our model, being the pivotal voter does not contain any information for sophisticated voters. Hence, assuming sincere voting is without loss of generality for this group of voters. For naive voters being pivotal might, however, contain information about their own misperception. Their strategic voting behavior is equivalent to sincere voting if they are sure that nobody else is more capable in processing information than they are.
    16. This equilibrium concept is a Berk-Nash equilibrium (see Esponda and Pouzo, 2016) as it allows some players to believe in a misspecified model of the world on the equilibrium path. In our setting, naive voters believe in the particularly restrictive model of the world that information manip-
[^5]:    19. All proofs are relegated to the appendix.
[^6]:    21. While we analyze the impact of policies that reduce the heterogeneity in candidates' costs of manipulating information, it might sometimes be infeasible to impede the media access of one particular candidate only. For example, eliminating fake news on social media will affect both candidates similarly. In our setup, we can analyze such policies by assuming that there are common components to candidates' costs of manipulating information, i.e, $\kappa_{A}=\tilde{\kappa}_{A}+\kappa$ and $\kappa_{B}=\tilde{\kappa}_{B}+\kappa$. In analogy to reducing cost heterogeneity, an increase in general costs $\kappa$ can then trigger the same qualitative trade-off between attenuating political polarization and improving candidate selection.
    22. E.g., candidates may be forced by law to sell any shares of media stations that they own before running for office.
[^7]:    23. For a similar argument see Dato, Grunewald, Müller, and Strack (2017) and Eliaz and Spiegler (2020).
[^8]:    24. Similar to the standard assumption in Lazear-Rosen type tournaments, the players' cost functions have to be sufficiently convex to guarantee the existence of an interior solution; see, e.g., Lazear and Rosen (1981), Nalebuff and Stiglitz (1983), and Schöttner (2008).
[^9]:    25. To keep the setting tractable, we use a quadratic function to model gains and losses at the conflict stage. Quadratic loss functions are often used in papers on political economy in order to model single-peaked preferences; see, among others, Baron (1994), Dewan and Myatt (2008), Levy and Razin (2015), Ortoleva and Snowberg (2015), and Little (2017).
[^10]:    * Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany's Excellence Strategy - EXC 2126/1-390838866. Financial support by the DFG, grant KR 2077/3-1, is gratefully acknowledged. Declarations of interests: none.
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