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Abstract

The top quark branching fraction ratio Rb and the inclusive production cross section σtt̄ are measured
in the dilepton channel using 4.6 fb−1 of proton-proton collisions at the centre-of-mass energy

√
s =

7 TeV collected with the ATLAS detector at the Large Hadron Collider at CERN. Template fits to the
distribution of the number of b-tagged jets find Rb = 1.02 ± 0.01 (stat.) ± 0.07 (syst.) and σtt̄ = 178 ±
3 (stat.) ± 19 (syst.) pb. Lower limits on Rb and on the CKM matrix element |Vtb| are set with the
measured value of Rb to Rb > 0.88 and |Vtb| > 0.94 at 95% confidence level.
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Introduction

The standard model of particle physics describes the building blocks of matter and the fundamental
interactions among them. It introduces structure and symmetry, which led to discoveries of new particles
and allowed physicists to make a significant progress in understanding the universe. However, the
standard model leaves a number of key questions unanswered. Why do particles have different masses?
Why is there such an imbalance of matter and antimatter in the universe? What does the dark matter
consist of?

This thesis describes the measurement of the top quark branching fraction to the bottom quark1, using
data collected by the ATLAS2 detector at the Large Hadron Collider at CERN3 in 2011. The top quark
is the heaviest elementary particle known to date. Its mass is comparable to the mass of an atom of
gold. It is over 40 times greater than the mass of the second heaviest elementary particle, the bottom
quark4. Such an exceptionally large mass made the top quark a very interesting object of research since
it was discovered at Fermilab5 in 1995. Though predicted by the standard model, many hope it could be
a gateway to physics “beyond the standard model”.

A number of theories predict that the “new physics” would unveil itself in small distortions of top
quark properties from the values predicted by the standard model. This thesis searches for anomalous
effects in the value of the branching fraction of the top quark. In the standard model, the top quark
branching fraction, Rb, is equal to |Vtb|

2, the CKM matrix6 element. The standard model orders the
quarks into generations, organising them by their properties. The higher the generation, the larger the
mass of the particles. Top and bottom quarks belong to the third generation. Although the standard
model does not limit the number of generations, there are currently only three known. Under the as-
sumption that only three generations of quarks exist and that CKM is a unitary matrix, |Vtb| ≈ 1. Thus,
a top quark is expected to decay almost exclusively to a bottom quark. If more than three generations of
quarks existed, or the top quark decayed to light quarks at a higher rate than predicted by the standard
model, Rb and |Vtb| would take values significantly lower than 1.

Because of its high top quark events production rates the Large Hadron Collider was nicknamed the
“top quark factory”. These high production rates are achieved through an unprecedented high colli-
sion energy. The Large Hadron Collider was designed to collide protons at centre-of-mass energy of
√

s = 14 TeV, but due to an accident in 2008, it started operating at half of the design energy and was
increasing its collision energy with time. In 2010 and 2011 it was operated at 7 TeV, which is approx.

1 Often referred to as just b quark
2 A Toroidal LHC ApparatuS
3 European Organization for Nuclear Research (French: Organisation européenne pour la recherche nucléaire), Geneva,

Switzerland
4 The mass of the top quark is approx. 173 GeV, mass of the bottom quark is approx. 4.18 GeV
5 Fermi National Lab located in Batavia, IL in USA
6 Cabibbo-Kobayashi-Maskawa matrix describes mixing between quarks
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Introduction

3.5 higher than the highest energy achieved by the Tevatron7. The Large Hadron Collider consists of
two beam pipes, in which the particles travel in opposite directions. There are four intersection points at
which collisions are possible and detectors are built around them. Apart from protons, the Large Hadron
Collider can also collide heavy ions, for example lead.

The ATLAS detector is designed to precisely reconstruct trajectories of charged particles, measure
energy of charged and neutral particles, as well as estimate the energy of particles that weakly interact
with matter and escape the detector without leaving any signal. When high energy particles pass through
the detector they produce cascades and showers of particles called “jets”. Understanding the perform-
ance of the identification and reconstruction of jets originating from the b quarks is the centrepiece of
this Rb measurement. The identification of b-jets, often referred to as b-tagging, utilizes information
from all sub-detectors of ATLAS as well as advanced analysis methods such as neural networks.

In this analysis, Rb is measured in the top quark pair dilepton channel with a template fit using the
distribution of the number of b-tagged jets. Additionally, this method allows for a measurement of the
cross section of the top quark pairs production σtt̄.

The measured values of Rb = 1.02±0.01 (stat.)±0.07 (syst.) and |Vtb| = 1.01±0.01 (stat.)±0.03 (syst.),
though not having statistical significance to report any effects in disagreement with the standard model,
leave room for such measurement in the future, once methods with higher precision are available. The
measured value of the top quark pair production cross section, σtt̄ = 178 ± 3 (stat.) ± 19 (syst.) pb is in
agreement with the standard model.

This thesis is organized across five chapters: Chapter One gives an overview of the standard model
and recent searches for new physics involving the top quark. Chapter Two describes the infrastructure:
the Large Hadron Collider, the ATLAS detector, Monte Carlo simulations, the Worldwide LHC Com-
puting Grid and the ROOT scientific software framework. Chapter Three discusses the reconstruction
and identification of top quark events in the ATLAS detector. Chapter Four is devoted to the principles
and the performance of b-tagging. Experience gained by the author while working on b-tagging cal-
ibration with the kinematic selection in the single lepton channel proved itself invaluable during the
later analysis. Chapter Five presents the measurement of the top quark branching fraction and the cross
section of top quark pair production.

7 The collision energy of run II at Tevatron was 1.96 TeV.
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CHAPTER 1

Top quark physics at hadron colliders

1.1 The standard model of particle physics

The standard model [1, 2] is a theory which explains the fundamental structure of matter by describing
the elementary particles and the interactions among them. The elementary particles are presented in
figure 1.1.

Figure 1.1: Elementary particles of the standard model.

They can be divided into the following groups based on their properties:

• Fermions are elementary constituents of matter. They have half-integer spin.

– Leptons have integer electric charge and are organised in isospin doublets of an electrically
charged particle and its electrically neutral partner, e.g. electron e and electron neutrino νe,(
νe
e

)
. All leptons take part in the weak interaction. Charged leptons additionally take part in

the electromagnetic interaction.

– Quarks have fractional electric charge and are organised in isospin doublets of charge +2/3
(up-type) and −1/3 (down-type) quarks,

(
u
d

)
. Quarks take part in the electromagnetic, weak

and strong interactions.

3



1 Top quark physics at hadron colliders

• Bosons are particles with integer spin.

– Gauge bosons mediate interactions. The photon γ is the mediator of the electromagnetic
interaction, the W± and Z bosons of the weak interaction and gluons g of the strong interac-
tion.

– The Higgs boson is the excitation of the Higgs field, which gives masses to the other
particles.

Leptons and quarks are arranged in three generations. Corresponding particles in different generations
have the same quantum numbers, like electric charge, but the higher the generation, the larger the
masses. Table 1.1 provides an overview of the known quarks and their masses.

Generation 1 2 3

up-type, Q = +2/3
up (u) charm (c) top (t)

2.2+0.5
−0.4 MeV 1.275 ±+0.025

−0.035 GeV 173.0 ± 0.4 GeV

down-type, Q = −1/3
down (d) strange (s) bottom (b)

4.7+0.5
−0.3 MeV 93+11

−5 MeV 4.18+0.04
−0.03 GeV

Table 1.1: Masses of quarks of the three known generations [3].

Leptons of the first generation are the electron e (me ≈ 0.5 MeV) and the electron neutrino νe, fol-
lowed by the muon µ (mµ ≈ 106 MeV) and the muon neutrino νµ and the tau lepton τ (mτ ≈ 1.8 GeV)
and the tau neutrino ντ in the second and third generation. The masses of neutrinos are not precisely
known yet, but a limit has been set to mν < 2 eV [3].

A particle needs to carry a specific charge to undergo a particular interaction. The charge of the
electromagnetic interaction is the electric charge Q, the charge of the weak interaction, the weak isospin
T , and that of the strong interaction, the colour charge C. Each of the fermions has its antiparticle
with an opposite charge1. Another property that determines the particle’s interactions is the chirality
P. Left-handed particles form the doublets described above, e.g.

(
u
d

)
L
, while right-handed particles

form singlets, e.g. uR, dR. The weak interaction breaks the P-symmetry and acts only on the left-
handed particles and right-handed antiparticles. An overview of the quantum numbers of the fermions
is presented in table 1.2. Right-handed neutrinos do not carry any charge, therefore do not interact with
other particles.

The standard model engages the mathematical framework of quantum field theory and is based on
a SU(3)C × SU(2)L × U(1)Y gauge symmetry [4]. In this convention fermions are expressed as fields
(vectors) and interactions as operators (tensors). The general Lagrangian for the standard model consists
of the following terms

LSM = LGauge +LMatter +LYukawa +LHiggs. (1.1)

LGauge contains the kinetic energy of the gauge fields (bosons) and describes their self interactions,
LMatter contains the kinetic energy of the matter particles (fermions) and describes their interactions
with the gauge bosons, LYukawa describes the interaction of the Higgs boson with fermions and LHiggs
describes the kinetic energy of the Higgs field, its gauge interactions and the Higgs potential.

Each of the interactions defined in the standard model is represented by a separate term in the LMatter
Lagrangian. The theory describing strong interactions is called quantum chromodynamics (QCD) and

1 For charges different than zero.
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1.1 The standard model of particle physics

P Q T T3 YW C

Quarks
Qi

L =

(
ui

di

)
L

L
+2/3

1/2
+1/2

1/3
b/g/r−1/3 −1/2

ui
R R

+2/3
0 0

4/3
di

R −1/3 −2/3

Leptons
Li

L =

(
νi

ei

)
L

L
0

1/2
+1/2

−1
-−1 −1/2

νi
R R

0
0 0

0
ei

R −1 −2

Table 1.2: Quantum numbers of fermions: P - chirality, Q - electric charge, T - weak isospin, T3 - third component
of weak isospin, YW = 2(Q−T3) - weak hypercharge, C - colour charge [4]. The index i = 1, 2, 3 denotes fermion
generations, e.g. ui

L denotes left-handed up-type quarks: u1
L = uL, u2

L = cL and u3
L = tL.

is based on the SU(3)C symmetry. Its term in the LMatter Lagrangian can be written as

LQCD = −
∑
ψ

ψ̄γµgsTaGa
µψ, (1.2)

where ψ represents quark fields ψ = Qi
L, u

i
R, d

i
R (compare with table 1.2), γµ are Dirac matrices, Ga

µ

are the SU(3) gauge fields containing gluons, Ta are the SU(3) generators and gs is the strong coupling
constant.

The unified theory of electroweak (EW) interactions is based on the SU(2)L × U(1)Y symmetry and
its term in LMatter is described in the following way:

LEW =
∑
ψ

ψ̄γµ
(
−g′

1
2

YW Bµ − g
1
2
σ jW

j
µ

)
ψ, (1.3)

where ψ represents fermion fields ψ = Li
L, e

i
R,Q

i
L, u

i
R, d

i
R (compare with table 1.2), YW is the weak

hypercharge, Bµ is the U(1) gauge field, σ j are Pauli matrices, which are SU(2) generators and act
only on left-handed particles, W j

µ represents the three SU(2) gauge fields: W± and Z, and g and g′ are
coupling constants.

The LMatter Lagrangian, after including the kinetic energy component, takes the following form:

LMatter =
∑
ψ

ψ̄γµ
(
i∂µ − gsTaGa

µ −
1
2
g′YWBµ −

1
2
gσ jW

j
µ

)
ψ, (1.4)

where ψ denotes particles that undergo respective interaction as specified in discussion of equations 1.2
and 1.3, ψ = Li

L, e
i
R,Q

i
L, u

i
R, d

i
R.

The self interactions of gauge bosons are described with the gauge field strength tensors

LGauge =
1

2g2
s
Tr GµνGµν +

1
2g2 Tr WµνWµν −

1
4g′2

Tr BµνBµν. (1.5)

The coupling constants are the only parameters of the first two terms of LSM. At MZ energy scale their

5



1 Top quark physics at hadron colliders

values are

gs ≈ 1,

g ≈
2
3
,

g′ ≈
2

3
√

3
.

(1.6)

The gauge symmetries, as presented in the equations above, assume that all particles are massless.
The mass terms appear due to a spontaneous breaking of the electroweak field symmetry. This requires
the introduction of an additional field: particles2 acquire their mass by interacting with the Higgs field.
The Higgs field φ =

(
φ+

φ0

)
(the upper index denotes the electric charge) is a complex scalar field. The

LHiggs Lagrangian describes the kinetic energy of the Higgs field, its interactions with the gauge bosons
and the Higgs potential

LHiggs =
∣∣∣∣(i∂µ − 1

2
gσ jW

j
µ −

1
2
g′YWBµ

)
φ
∣∣∣∣2 − µ2φ†φ −

λ2

2
(φ†φ)2. (1.7)

Spontaneous symmetry breaking happens when the potential does not have a minimum at 0, but at
φ0 , 0. The Higgs potential V(φ) = µ2φ†φ + λ

2 (φ†φ)2 reaches a minimum at 〈φ0〉 = µ/λ = v/
√

2. The
parameter v is called the vacuum expectation value and its value is v ≈ 246 GeV, while λ is the quartic
coupling and describes the Higgs boson interaction with itself.

The interaction of the Higgs field with massless fermions ψ is described by the Yukawa interaction
and the Yukawa Lagrangian can be written as

LYukawa = −Γ
i j
u Q̄i

Lεφ
∗u j

R − Γ
i j
d Q̄i

Lφd j
R − Γ

i j
l L̄i

Lεφe j
R + h.c. (1.8)

where Qi
L/Li

L denote the quark/lepton left-handed doublets and u j
R/d j

R/e j
R the right-handed singlets, the

indices i, j = 1, 2, 3 represent three generations of fermions. Γ are Yukawa couplings represented by 3×3
complex arbitrary matrices in the fermion generations space. They are not diagonal and provide mixing
between generations. ε is the total antisymmetric tensor related to the σ2 Pauli matrix. The difference
in the quarks and leptons terms can be explained by the fact that the Yukawa mechanism gives mass
only to one partner of lepton doublets (neutrinos are considered massless). In order to give mass to
both particles of the quark doublet [5], they have to couple with the Higgs doublet “charge conjugate”
φ̃ = ε

(
φ0∗

−φ+∗

)
. This also explains why there are different Yukawa couplings for up- and down-type quarks

Γu and Γd.
The masses of fermions and bosons can be expressed as a function of the vacuum expectation value v

MW =
1
2
gv,

MZ =
1
2

√
g2 + g′2v, (1.9)

Mi j
f = Γ

i j
f
v
√

2
,

where f stands for quarks and leptons.
2 Charged fermions and weak gauge bosons are massive particles; neutrinos are considered massless.

6



1.1 The standard model of particle physics

As already mentioned, Γ f are not diagonal and the physical states can be obtained by diagonalising
them and introducing new matrices V , such that for leptons

V l
LMlV l

L
†

=

 me 0 0
0 mµ 0
0 0 mτ


and similarly for quarks

Vd
L MdVd

L
†

=

 md 0 0
0 ms 0
0 0 mb

 , Vu
L MuVu

L
†

=

 mu 0 0
0 mc 0
0 0 mt

 . (1.10)

From this it follows that mixing between different quark mass eigenstates is described by

VCKM = Vu
LVd

L
†

=

 Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 , (1.11)

which is called the Cabibbo-Kobayashi-Maskawa matrix. It is a 3 × 3 complex unitary matrix, which
implies that the square sum for each row and column is equal 1. The CKM matrix can be parametrised
by three mixing angles θ12, θ13, θ23 and the CP-violating Kobayashi-Maskawa phase δ [3]. Using
si j = sin θi j and ci j = cos θi j the CKM matrix can be written as

VCKM =

 c12c13 s12c13 s13e−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

 . (1.12)

The values of the CKM matrix elements are not specified by the theory. Taking into account the relations
between the parameters of the standard model and their measured values, as well as direct measurements
of the CKM matrix elements, the CKM matrix elements can be determined with a high precision [3]

VCKM =

 0.97446 ± 0.00010 0.22452 ± 0.00044 0.00365 ± 0.00012
0.22438 ± 0.00044 0.97359+0.00010

−0.00011 0.04214 ± 0.00076
0.00896+0.00024

−0.00023 0.04133 ± 0.00074 0.999105 ± 0.000032

 . (1.13)

The meaning of the CKM matrix in the context of quark’s decays will be discussed in section 1.2.2.
Although the standard model is very successful in describing the interaction of elementary particles

with force fields and allowed to predict the existence of not yet discovered particles (e.g. the top quark
or the Higgs boson), its large number of arbitrary parameters might be an indication that it is not the
final theory [3]. There are 19 arbitrary parameters

• 3 gauge couplings gs, g and g′,

• 9 fermion masses,

• 3 CKM matrix mixing angles and 1 phase,

• 2 Higgs parameters v and λ,

• 1 mixing angle θ associated with the QCD ground state.

7



1 Top quark physics at hadron colliders

Their values are known from experiments, but there is no explanation why these parameters should take
these exact values. Furthermore, with the confirmation of neutrino oscillations (e.g. [6, 7]), which is an
indirect proof of neutrino masses, there are at least 7 more parameters: 3 masses, 3 mixing angles, 1
Dirac CP-phase and possibly 2 Majorana phases.

In spite of describing observed phenomena, the standard model does not provide answers to some fun-
damental questions, such as why there are three generations of fermions (in principle more generations
are allowed), what is the origin of fermion masses and mixing angles, or why there is such an imbalance
between matter and antimatter in the universe. Some possible extensions to the standard model that
could be confirmed or disproved using top quark measurements will be described in section 1.2.3.

1.2 Top quark physics and searches for “new physics”

The top quark is the heaviest and therefore last observed quark. It was discovered in 1995 by the D0 [8]
and CDF [9] collaborations at Fermilab. Both experiments analysed proton-antiproton collisions from
the Tevatron collider at the centre-of-mass energy of

√
s = 1.8 TeV. Later, it was observed and studied

in proton-proton collisions at the Large Hadron Collider at CERN at the centre-of-mass energy starting
from 7 TeV [10, 11]. The principles of operation and performance of the LHC will be described in
section 2.2.

At hadron colliders top quarks can be produced either as single particles (referred to as single top) or
as quark-antiquark pairs (referred to as top quark pairs or tt̄). Because of different colliding particles
and collision energy at the Tevatron and the LHC, the dominating top quark production mechanisms are
different.

1.2.1 Top quark production at hadron colliders

Hadrons are made of quarks and gluons, collectively called partons. The quarks inside a hadron are
divided into valence quarks and a sea of virtual quark-antiquark pairs. According to QCD, the only
stable particles built from quarks are colour-neutral (i.e. have colour charge equal to 0). When a free
quark is produced, it will immediately bond with other quarks in order to create a hadron. This process
is called hadronisation and requires about 10−24 s.

The most common hadrons are mesons and baryons. Mesons consist of a combination of colour-
anticolour pair of (valence) quark-antiquark. Baryons are a combination of three quarks with different
colours (b + g + r = 0). Tetraquarks and pentaquarks consist of 4 and 5 quarks, respectively. Protons p
(and antiprotons p̄) used to produce top quarks at the LHC and Tevatron consist of uud valence quarks
(ūūd̄ for antiprotons).

A single hadron in a hadron beam can be pictured as a beam of partons, each carrying a fraction x
of the hadron’s momentum. The interactions between hadrons during a collision can be described as
interactions of partons from colliding particles. Parton interactions can be divided into short distance
(hard scattering) and long distance interactions (soft scattering, often called underlying event).

The hard scattering of particles i and j is defined as a process with a high momentum transfer and is
described by a partonic cross section σ̂i j. The parton distribution function (PDF) fi(xi, µ

2
F) describes the

parton longitudinal momentum distribution in the hadron. The separation into short and long distance
interaction is set by the factorisation momentum scale µ2

F . The cross section σ̂i j does not depend on the
type of involved hadrons and is calculable in perturbative QCD, the PDFs are extracted in global QCD
fits, e.g. from deep-inelastic scattering. To remove divergences appearing in the higher-order QCD
calculations, a renormalisation procedure is applied. The renormalisation is defined at an arbitrary scale

8



1.2 Top quark physics and searches for “new physics”

µR [12]. Often, µR is chosen such that µ2
R = µ2

F = µ2. The top quark pair production cross section in a
pp collision is given by the following formula [12]:

σpp→tt̄ (
√

s,mt) =
∑

i, j=q,q̄,g

∫
dxidx j fi(xi, µ

2) f j(x j, µ
2) × σ̂i j→tt̄ (ρ,m2

t , xi, x j, αS (µ2), µ2), (1.14)

where fi(xi, µ
2) and f j(x j, µ

2) are the proton PDFs, ρ = 4m2
t /
√

ŝ and αS (µ2) is the strong coupling
constant at the µ2 scale. The effective parton interaction energy can be expressed in terms of the beam’s
centre-of-mass energy

√
s, as

√
ŝ =

√xix j
√

s. To produce a particular final state,
√

ŝ has to be equal to
at least the sum of masses of the final state particles at rest. In order to produce a top quark pair, this
implies

√
ŝ ≥ 2mt. Assuming that both partons would carry the same fraction of hadron’s momentum, a

parton must carry approximately xTevatron = 0.2 or xLHC = 0.025 of the collision’s energy at the Tevatron
and LHC, respectively, in order to produce a top quark pair. Figure 1.2 shows the PDFs for protons. The
PDFs for antiprotons look very similar, if one substitutes quarks with antiquarks. For x = 0.2 PDFs of
valence quarks (antiquarks for antiproton) dominate over PDF of gluons, while for x = 0.025 the PDF
of gluons dominates.

Figure 1.2: MSTW 2008 NLO PDFs at Q2 = 104 GeV2 [13] which corresponds to the order of magnitude of m2
t .

Top quark production channels

Hadron colliders can produce top quark pairs either through gluon-gluon fusion or quark-antiquark
annihilation, both presented in figure 1.3. At the Tevatron, which collided protons and antiprotons,
top quark pairs were produced mainly through quark-antiquark annihilation (approx. 90% in Run 1 at
√

s = 1.8 TeV and 85% in Run 2 at
√

s = 1.96 TeV), gluon-gluon fusion contributed respectively in
10-15% [12]. At the LHC, which collides protons (no valence antiquarks), top quark pairs are produced
through gluon-gluon fusion rather than quark-antiquark annihilation: 80% at the beginning of Run 1
with

√
s = 7 TeV and 90% at the design energy of

√
s = 14 TeV [3].

At the Tevatron single top quarks were produced mostly through s- and t-channels. The Wt channel
was suppressed at the Tevatron, but can be observed at the LHC. All three production channels are
shown in figure 1.4. The t- to s-channel ratio at the Tevatron was around 2, while at the LHC it is 15 at
√

s = 8 TeV [14].
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Figure 1.3: Leading order Feynman diagrams of top quark pair production: Quark-antiquark annihilation (upper
row) and gluon-gluon fusion (lower row).
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Figure 1.4: Feynman diagrams of electroweak single top production: t-channel or W-gluon fusion (upper row),
Wt production (lower row left) and s-channel (lower row right).
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Cross section calculation

QCD is a perturbation theory and cannot be calculated with exact solutions. This means that every
calculation is only an approximation and experimental data is used to fine-tune some of its parameters.
Depending on the number of terms considered, we distinguish following fixed order QCD calculations:
leading order (LO), next-to-leading (NLO), next-to-next-to-leading order (NNLO), etc.

The leading-order (Born level) contributions to the tt̄ production cross section are presented in fig-
ure 1.3. These are the simplest level calculations and they include only the phase-space integral over
the tree-level matrix element M({p}m) and the jet measurement function FJ({p}m), which defines the
physical observables [12]

σ[FJ] =

∫
m

dΓ(m)({p}m)|M({p}m)|2FJ({p}m), (1.15)

where dΓ(m)({p}m) is the phase-space measure and m denotes the number of produced partons. In the
leading-order calculations hadronisation processes are not taken into account and every jet is reduced to
just one parton, so there is no information about the jet structure available. Additionally, LO calculations
have to bear with the following limitations: the result depends on the chosen renormalisation and fac-
torisation scales, predictions for exclusive processes encounter large logarithms and in the phase-space
regions where those logarithms dominate, the results are unreliable.

The NLO calculations provide a better precision by including virtual and real corrections. Examples
for top quark pair production in quark-antiquark annihilation are presented in figure 1.5: a) is a virtual
correction, b) and c) are real corrections. At the price of computational complexity, they provide more
precise results and reduce the dependency on the renormalisation and factorisation scales.

a)

q

q̄ t̄

t

b)

q

q̄

t̄

t

g

c)

q

q̄

t̄

t

g

Figure 1.5: Examples of second order diagrams for tt̄ production in quark-antiquark annihilation: a) box diagram,
b) initial state radiation, c) final state radiation.

Even though the NNLO calculations allow to further improve precision, they still have to deal with
large logarithms and do not describe hadronisation. Therefore, another approach is used. Parton shower
calculations deal with the phase-space regions dominated by soft pT . Parton showers are based on
approximations of all orders calculations. The parton showers are then matched with the fixed order
approximation, which enables covering a larger phase space.

The tt̄ production cross section in hadron colliders depends on the centre-of-mass energy of the col-
lisions, which is illustrated in figure 1.6 showing an overview of selected cross section measurement
results.

The top quark pair production cross section also depends linearly on the top quark mass, which will
be discussed in more detail in section 5.4.4. To enable easier comparison, all cross section values cited
in this work were measured or calculated assuming mt = 172.5 GeV, if not stated differently. Cross
sections are expressed in barns where 1b = 10−24 cm2 and for the tt̄ production it ranges from 7 pb at
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Figure 1.6: Summary of LHC and Tevatron measurements of the tt̄ production cross section for various centre-of-
mass energies compared to the NNLO QCD calculation with NNLL resummation (using the top++2.0 program).
The uncertainty band represents uncertainties due to renormalisation and factorisation scale, parton density func-
tions and the strong coupling [15].

√
s = 1.96 TeV for the Tevatron, through 177 pb for the LHC at its initial energy at

√
s = 7 TeV to almost

900 pb for the LHC at
√

s = 14 TeV. The calculations for
√

s = 7 TeV used for the Rb measurement
will be discussed in more detail in section 3.4.

1.2.2 Top quark decay

The lifetime of the top quark is an order of magnitude shorter than the time required for hadronisa-
tion [3]. This means that the top quark decays before hadronisation can happen and in this way offers
a unique opportunity to measure the properties of a free, unbound quark. Of course, due to its extremely
short lifetime, the top quark can not be measured directly. Its presence can be recognised only after
reconstruction of its decay products.

According to the standard model, an up-type quark can only decay to a down-type quark and the
branching fractions are equal to the corresponding CKM matrix elements squared. It is an electroweak
decay, in which a W boson is produced. A decay of a top quark is schematically presented in figure 1.7.
Using values from equation 1.13, this gives approximately: B(t → Wb) ≈ 99.8%, B(t → Ws) ≈ 0.2%
and B(t → Wd) < 0.01%.

W

t

Figure 1.7: Top quarks decay to a down-type quark and a W boson.

The top quark pair decay channels are defined by the decay products of the W boson as presented in
figure 1.8:

• all-jets – both W bosons decay hadronically into quarks, which then form jets (45.7%3),
3 The reported fractions are from reference [3].
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1.2 Top quark physics and searches for “new physics”

• lepton+jets (single lepton) – one W boson decays hadronically, one into a charged lepton and a
neutrino (43.8%),

• dilepton – both W bosons decay into a charged lepton and a neutrino (10.5%).

Each of the decay channels presents a different experimental challenge. The all-jets, although it has
the highest branching fraction, has the lowest signal-to-background ratio. The background is irredu-
cible and originates mainly from QCD multijet processes, which are extremely difficult to model. On
the other hand, the dilepton channel has a very high signal-to-background ratio, but it is impossible
to unambiguously measure the energy of each of the neutrinos separately. The lepton+jets channel
places itself between those two extremities and provides a moderate branching fraction and signal-to-
background ratio. Reliable identification of b-jets and measurement of their properties allows for better
identification of top quark events and enhances the signal-to-background ratio; therefore it often plays
a key role in top quark measurements.
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Figure 1.8: Top quark pair decay channels: All-jets (left), lepton+jets (middle) and dilepton (right) final states.

The τ lepton has a lifetime of less than 10−14 s and decays before reaching the first layer of the
detector. Like the top quark, τ leptons decay through a W boson either hadronically or into an e/µ

and e/µ neutrino. Additionally, in both cases, a τ neutrino is present. Therefore, in the tt̄ final states
often only stable charged leptons (e and µ) are considered, including those coming from τ lepton decay.
Taking that into account, the branching fraction of dilepton4 tt̄ decays can be expressed as

B(tt̄ → dilepton) = B2(W → e/µ ν) + 2 · B(W → e/µ ν)B(W → τν)B(τ→ e/µ νν) (1.16)

+B2(W → τν)B2(τ→ e/µ νν).

The branching fractions used in equation 1.16 are described in table 1.3 and the resulting value of the
dilepton branching fraction is B(tt̄ → dilepton) = 0.0639 ± 0.0011.

process comment branching fraction
W → e/µ ν W decays to e/µ 0.2132 ± 0.0020
W → τν inclusive W decays to τ 0.1125 ± 0.0020
τ→ e/µ νν leptonic τ decays 0.3524 ± 0.0001

Table 1.3: Values of branching fractions necessary to calculate B(tt̄ → dilepton) from reference [16].

Since the three tt̄ decay channels have different signatures, requiring different analysis techniques,
they are usually measured separately. One can define a cross section for each of the decay final states

4 The dilepton channel is the main focus of this thesis, as the main measurement was performed in the dilepton channel.
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using the branching fractions. For example, the tt̄ dilepton cross section σdilepton is calculated from the
inclusive tt̄ cross section in the following way

σdilepton = σtt̄ · B(tt̄ → dilepton). (1.17)

Using the theoretical value of tt̄ cross section for a centre-of-mass energy of
√

s = 7 TeV, σtt̄ =

177+10
−11 pb5, the dilepton cross section can be calculated as

σdilepton = 11.33+0.67
−0.72 pb. (1.18)

1.2.3 Searches for “new physics”

Because of its extraordinary high mass, the top quark is considered to be a gateway to yet undiscovered
physics models referred to as new physics (NP) or beyond standard model (BSM) physics. Hints for new
phenomena are searched for both in the top quark production measurements and in its decay studies.
The top quark is also considered an important background in searches for new heavy particles, therefore
it is crucial to measure its properties and production rates with high precision.

The top quark plays a key role in many BSM models, for example:

• Supersymmetry (SUSY) is a theory that assumes that each standard model particle has a “super-
partner”, whose spin differs by 1/2. Stop, the scalar partner of the top quark, would be the lightest
of all squarks and would decay to a top quark with a large branching fraction.

• Little Higgs is a theory in which the Higgs boson is a pseudo-Goldstone boson arising from
global symmetry breaking. It predicts the existence of a t′ particle with the same spin and colour
as the top quark, but with a different electroweak coupling. Similarly to stops, t′ would also decay
to top quarks.

• Top-colour predicts the existence of a new strong gauge force coupling only to third generation
quarks.

• Technicolour assumes the existence of a new heavy boson, Z′, with a strong coupling to the top
quark.

• Top compositeness assumes that the right-handed top quark tR is a composite particle and intro-
duces a new force. Predictions of this theory lead to an excess in tt̄tt̄ events.

Cross section

An excess of the cross section above the standard model expectation would be an obvious sign of new
tt̄ production modes. The ATLAS collaboration reported a measurement of σtt̄ = 182.9 ± 3.1 (stat.) ±
4.2 (syst.) ± 3.6 (lumi.) ± 3.3 (beam) pb at a centre-of-mass energy of 7 TeV, where the uncertainties
are respectively: statistical, systematic, luminosity and beam energy [17]. At the same centre-of-mass
energy CMS measured σtt̄ = 161.9±2.5 (stat.) +5.1

−5.0 (syst.)±3.6 (lumi.) pb [18]. For
√

s = 8 TeV ATLAS
and CMS provide a combined result ofσtt̄ = 241.4±1.4 (stat.)±5.7 (syst.)±6.2 (lumi.) pb, corresponding
to a total uncertainty of 3.5% [19]. Finally, the measurements from the LHC Run 2 with

√
s = 13 TeV

are available, where the ATLAS collaboration found σtt̄ = 818 ± 8 (stat.) ± 27 (syst.) ± 19 (lumi.) ±
12 (beam) pb [20] and CMS σtt̄ = 815 ± 9 (stat.) ± 38 (syst.) ± 19 (lumi.) pb [21].

5 The cross section calculations for
√

s = 7 TeV will be discussed in detail in section 3.4.
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1.2 Top quark physics and searches for “new physics”

As presented in figure 1.6, all cross section measurements to date agree with the standard model
expectations. Cross section measurements, and even more so, differential cross section measurements,
are a valuable input for calibration of QCD calculation models.

The principle of differential cross section measurements is to measure the cross section as a function
of properties of the final state particles, such as the mass or momentum. Some recent measurements for
tt̄ production can be found in reference [14].

CKM matrix element |Vtb|

The element |Vtb| can be directly measured in single top events, because its production cross section is
proportional to |Vtb|

2. In the top quark pair production it is possible to measure the ratio of top branching
fractions defined as

Rb =
B(t → Wb)
B(t → Wq)

=
|Vtb|

2

|Vtb|
2 + |Vts|

2 + |Vtd |
2 , (1.19)

which, under the assumption of three generations of quarks, is equal to 0.99830+0.00006
−0.00009 [22]. If, however,

more than three generations of quarks exist, or the top quark decays to light quarks at a higher rate than
predicted by the standard model, |Vtb| and Rb could take lower values.

The combination of D0 and CDF measurements with single top data yields |Vtb| = 1.02+0.06
−0.05 [14],

while LHC experiments report |Vtb| = 1.020±0.040 (meas.)±0.020 (theo.) [15]. An overview of results
of direct |Vtb| measurements by ATLAS and CMS is presented in figure 1.9.
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Figure 1.9: Summary of the ATLAS and CMS direct |Vtb| measurements [23].

Also Rb was measured by collaborations at both the Tevatron and the LHC. The D0 collaboration re-
ported a measurement of Rb = 0.90±0.04 [22] with 5.4 fb−1 and using both the dilepton and single lepton
channels, which is barely compatible with the expectation of Rb ≈ 1. The latest measurement by the
CDF collaboration was performed in the single lepton channel, obtaining Rb = 0.94±0.09 (stat. + syst.)
and |Vtb| = 0.97 ± 0.05 (stat. + syst.); setting a limit of |Vtb| > 0.89 at 95% C.L. [24]. The first
measurement at the LHC was performed by CMS in the dilepton channel at

√
s = 7 TeV [25]. A

new measurement at 8 TeV, using 16.7 fb−1 of data in the dilepton channel, was released [26], with
Rb = 1.023+0.036

−0.034 (stat. + syst.) and a limit on |Vtb| > 0.972 at 95% C.L.
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Mass

The mass is currently the most precisely measured property of the top quark, but given this high pre-
cision some discussion is needed. Since QCD does not predict quarks to exists as free particles, the
definition of their masses is not precise and depends on the approach used. The pole mass, which is
defined as the pole of the normalised top quark propagator, is an intuitive definition of mass of a point-
like particle. The pole mass, however, can only be estimated with a precision of several hundred MeV
due to so-called infrared renormalons [27]. The previously mentioned mt = 172.5 GeV is interpreted as
a pole mass. An alternative is the on-shell mass or MS mass which is defined by a perturbative approach
(minimal subtraction scheme). It is more than 10 GeV lower than the pole mass [28] and can only be
measured indirectly, for example extracted from a cross section measurement.

The best result reported by the Tevatron is a combination of CDF and D0 results: mt = 174.30 ±
0.35(stat.) ± 0.54(sys.) GeV [29]. An overview of LHC results is presented in figure 1.10. The combin-
ation of the best results yields for ATLAS mt = 172.84 ± 0.34(stat.) ± 0.61(sys.) GeV [30] and for CMS
mt = 172.44 ± 0.13(stat.) ± 0.47(sys.) GeV [31]. The majority of top quark mass measurements use
the so called “template method", where templates with given theoretical assumption are fitted to data.
Therefore, the mass that follows from the simulation used to create the templates is measured. There
is some uncertainty between the mass generated in simulation and the pole mass, but the quantitative
difference is about 1 GeV [32].
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Figure 1.10: Summary of the ATLAS and CMS direct mt measurements [33].

The top quark mass can also be used to verify the CPT-symmetry. For this purpose the difference
between the mass of the top quark and antiquark ∆mt = mt − mt̄ is measured. All measurements
conducted by experiments at the Tevatron and the LHC do not show any deviation from the standard
model predicted value of 0 [34, 35].

Spin correlation

The spin is another top quark property that can be measured indirectly thanks to its extremely short
lifetime. Information about the top quark’s spin is accessible because it decays before creating a bound
state with other quarks which could change its spin.
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1.2 Top quark physics and searches for “new physics”

Although the top quarks from the top quark pairs production at hadron collisions are not polarised, the
spins of top and antitop quarks in a tt̄ pair are correlated. The strong interaction conserves parity: If tt̄ is
produced in quark-antiquark annihilation or gluon-gluon fusion with opposite helicity, t and t̄ will have
opposite helicities and their spins will be parallel as presented in the upper row of figure 1.11. While
for those coming from gluon-gluon fusion with the same helicity, the spins will be antiparallel [36], see
figure 1.11 bottom row.
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Figure 1.11: tt̄ spin configuration in different production modes presented in the so-called off-diagonal basis.
Upper row: top quarks are produced from opposite helicity quarks or gluons. The angle Ω depends on the energy
of the top quark: tan Ω = (1 − β2) tan θ, where θ is the top quark’s scattering angle and β it’s velocity in the zero
momentum frame. At threshold, β → 0, Ω = θ and the spin is parallel to the beam axis, while for relativistic top
quarks Ω = 0 and the spin is aligned with the top quark’s momentum. Lower row: the top quark is produced from
same helicity gluons. Although the illustration shows only right-handed gluons, the same spin final states will be
produced for both right- and left-handed gluons [36].

The top quark spin information is passed to its decay products and there is a 100% correlation between
the top quark spin and the angular distribution of the down-type fermion (d-type quark or charged
lepton). The following double-differential distribution can be measured in the tt̄ dilepton channel [12]

1
σ

dσ
cos θl cos θl̄

=
1
4

(1 + B1 cos θl + B2 cos θl̄ −C cos θl cos θl̄), (1.20)

where θl and θl̄ are the angles of the leptons origination from the t and t̄ decay, with respect to the
quantisation axis. The coefficients B1,2 are related to the top quark polarisation, and since, according to
the standard model, tt̄ are produced unpolarised, are equal zero.

The hypothesis of no spin correlation between t and t̄ was excluded by experiments both at the Tev-
atron [37] and the LHC [38, 39]. The latest results from ATLAS agree with the SM predictions within
3.2σ [40]. The spin correlation of tt̄ could be modified by BSM contributions, such as decay of stop,
Z′, through Kaluza-Klein gluons or a Higgs boson.

17



1 Top quark physics at hadron colliders

Charge asymmetry

In the standard model the forward-backward asymmetry AFB and charge asymmetry AC are a result of
the interference between the Born (figure 1.3 upper row) and box diagrams (figure 1.5 a) in tt̄ production
through quark-antiquark annihilation, as well as interference between initial and final state radiation
diagrams shown in figure 1.5 b) and c).

A top quark created in qq̄ annihilation tends to be emitted in the direction of the original quark q,
while t̄ follows the direction of q̄. The asymmetry arises when the top quark flies in the direction of q̄,
while the top antiquark in the direction of q.

Since the forward-backward asymmetry is present only in the quark-antiquark annihilation production
mode, it is only visible at the Tevatron and is predicted to be (9.5 ± 0.7)% [41]. Apart from the much
smaller expected effect, an additional challenge at the LHC is the identification of the forward and
backward direction, as the collisions are symmetric: At the Tevatron the forward direction is simply the
direction of the proton beam and the forward-background asymmetry is defined as the difference in the
number of measured events with positive and events with negative rapidity difference

AFB =
N(∆y > 0) − N(∆y < 0)

Ntotal
, (1.21)

where ∆y = yt − yt̄. The rapidity y is a measure of the particle’s boost and is defined as follows

y =
1
2

(
E + pz

E − pz

)
, (1.22)

where E is the particle’s total energy and pz is the momentum component along the z-axis.
At the LHC, instead of AFB, the charge asymmetry is used, which is defined as

AC =
N(∆|y| > 0) − N(∆|y| < 0)

Ntotal
. (1.23)

Here, |y| is the top-antitop rapidity difference with respect to a specified, but arbitrarily chosen, direction.
The AC at the LHC is predicted to be (1.23 ± 0.05)% at

√
s = 7 TeV and (1.11 ± 0.04)% for 8 TeV [42].

Experimental results are in agreement with the SM predictions, but carry sizable uncertainties. The
experiments at the Tevatron measured AFB = (12.8±2.5)% [43]. The experiments at the LHC measured
AC = 0.005 ± 0.007(stat.) ± 0.006(sys.) for

√
s = 7 TeV, while for 8 TeV AC = 0.0055 ± 0.0023(stat.) ±

0.0025(sys.) [15].

tt̄ resonances and tt̄ associated production

Experiments at the Tevatron and the LHC are searching for tt̄ resonances which would indicate the
existence of new massive neutral particles decaying to a top quark pair, such as Z′. So far, however,
none of the experiments measured any evidence of resonances in the tt̄ spectrum [44].

New particles could also cause an excess of rare top decays or tt̄ associated production, where top
quark pairs are produced together with other standard model particles. Due to the top quark’s coupling
to heavy bosons, investigations of processes such as tt̄Z, tt̄H, tt̄W, as well as tt̄γ, are of highest interest.
These processes have a relatively low production cross section and were not accessible at the Tevatron.
The experiments at the LHC were able to confirm and observe them, but it’s too early to precisely
measure their cross sections and identify possible excesses due to the non-SM contributions.

The LO calculations rescaled to NLO predict the cross section of the tt̄γ associated production as
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σSM
tt̄γ = 48 ± 10 fb for

√
s = 7 TeV6. ATLAS observed the tt̄γ associated production in the 2011 dataset

using a binned likelihood template fit [45]. The background-only hypothesis was rejected with a 5.3σ
significance. The reported value of the cross section σtt̄γ = 63 ± 8(stat.)+17

−13(syst.) ± 1(lumi) fb carries a
total uncertainty of approximately 30% and is in agreement with the SM prediction.

The tt̄W and tt̄Z production was first observed in the 8 TeV data. The NLO calculations for the
standard model predict σSM

tt̄W = 232 ± 32 fb and σSM
tt̄Z = 215 ± 30 fb for this centre-of-mass energy. The

cross sections of the tt̄W and tt̄Z processes can be measured together, from a sample consisting of the
following signatures: opposite sign dilepton, same sign dilepton, trilepton and tetralepton. ATLAS used
a simultaneous maximum likelihood fit and obtained 5.0σ and 4.2σ significance over the background-
only hypothesis for tt̄W and tt̄Z respectively [46]. The corresponding measured cross sections areσtt̄W =

369+86
−79(stat.) ± 44(syst.) fb and σtt̄Z = 176+52

−48(stat.) ± 24(syst.) fb. CMS analysed the same final states
with the help of boosted decision trees and obtained 6.4σ and 4.8σ significance over the background-
only hypothesis for tt̄W and tt̄Z, respectively [47]. The reported cross sections are σtt̄W = 382+117

−102 fb
and σtt̄Z = 242+65

55 fb. Values measured by both experiments are in agreement with the SM prediction
within the uncertainties.

Finally, both ATLAS and CMS measured the tt̄H associated production by combining results of
tt̄ associated by H → bb̄, H → γγ H → leptons7. Both experiments used the dataset combining
√

s = 7 TeV,
√

s = 8 TeV and
√

s = 13 TeV data. CMS achieved signal significance of 5.2 standard
deviations [48], while ATLAS 6.3σ. ATLAS additionally provided the first measurement of the tt̄H
cross section at 13 TeV of σtt̄H = 670 ± 90(stat.)+110

−100(syst.) fb [49]. The measured σtt̄H is in agreement
with the standard model next-to-leading-order prediction of 507+35

−50 fb [50–59].
Measurement of the top quark - Higgs boson coupling plays an important role in the studies of the

standard model. It is described by the Yukawa coupling, yt =
√

2mt/v (v is the vacuum expectation
value), which for the top quark, because of its large mass, takes value close to the unity [3]. The value
of yt can now be directly measured in the tt̄H events.

Flavour changing neutral current

One of the phenomena that is often searched for in the top quark decays is flavour changing neutral
current (FCNC), where a top quark would decay to another up-type quark without emitting an additional
electrically charged particle, t → Z/H/γ/g q, in the case of the standard model version, or to a new
particle in the case of BSM models. There was no evidence found yet, but both ATLAS and CMS set
limits on the FCNC processes [28]. The most interesting results were found for t → qH, where ATLAS
and CMS set upper limits on the branching fraction of 0.22% for t → cH and 0.24% for t → uH [60]
and CMS set upper limits at 0.47% for both decays [61], while the SM prediction is of the order of
O(10−17 − 10−15). There are several BSM models that predict an excess of the t → qH events above the
standard model predictions [62].

6 Fiducial cross section within the acceptance of the ATLAS detector [45].
7 combination of H → WW, H → ZZ and H → ττ.
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CHAPTER 2

Experimental setup

2.1 Large Hadron Collider

The Large Hadron Collider (LHC) is the largest accelerator in the CERN’s accelerator complex and
currently the most powerful accelerator in the world. It is situated in a 26.7 km long circular tunnel [63]
approximately 100 m below the ground. The tunnel was previously occupied by the Large Electron-
Positron (LEP) collider, which was decommissioned in 2000. The LHC is a proton-proton collider and
its two proton beams travel in opposite directions in two separate beam pipes. The beam pipes cross
in four interaction points, around which the detectors are built: ALICE, ATLAS, CMS and LHCb. The
locations of interaction points are marked with yellow dots in figure 2.1.

The LHC’s huge radius ρ = 2804 m [63] requires protons to be pre-accelerated before they can be
injected into the LHC. After the protons are obtained from hydrogen gas, they are first accelerated by
LINAC 2 to the energy of 5 MeV. From there they travel to the BOOSTER, where their energy is
increased to 1.4 GeV. Next, they are passed to the Proton Synchrotron (PS), which they leave with
25 GeV to enter the Super Proton Synchrotron (SPS) and finally, with the energy of 450 GeV [65], they
are injected to the LHC. In the LHC, the beam is further accelerated and focused. The LHC is a storage
ring. The proton losses during collisions are very small and the same beam can keep colliding for several
hours. Each experiment monitors the delivered luminosity, to include beam’s changing conditions in the
data analysis.

The proton beam at the LHC is not a homogeneous flux of particles. Instead, the protons are grouped
in bunches, 1.15 × 1011 protons each [63]. In total, 2808 bunches can be circulating in each beampipe.
To keep the high-energy beam in the ring, a very strong magnetic field is needed. The LHC uses
superconducting electromagnets, which are kept at a temperature of 1.9 K with liquid helium. The LHC
consists in total of 9593 magnets. 1232 of those are the main dipoles, which are responsible for bending
the beam’s trajectory and keeping it in the ring, and 392 are main quadrupoles – their task is to focus
the beam [63]. The transverse RMS beam size varies from 200 − 300 µm in the ring to 16 µm at the
interaction points [12]. The remaining magnets include sextupoles, octupoles, decapoles and they help
to optimize beam’s trajectory. Additionally, the LHC has 8 radiofrequency cavities per beam, which
provide longitudinal electric fields to accelerate the beam and control the longitudinal dimension of the
particles bunches. The length of a bunch is approximately 30 cm [63].

The main dipoles can induce a magnetic field of up to 8.33 T, which requires a current of 12 kA [63].
Running at the design power, the LHC is able to accelerate each of the beams to 7 TeV, which results

21



2 Experimental setup

Figure 2.1: CERN’s accelerator complex [64].

in collisions at a centre-of-mass energy of
√

s = 14 TeV. However, shortly after the start of the LHC
in 2008, an accident occurred: Due to a faulty connection, one of the magnets lost superconductivity,
leading to a huge heat release. As a result, helium was heated above its boiling temperature and caused
an explosion [66]. After investigating the cause of the accident and repairing the damage, it was decided
that the LHC would operate at a point lower than the design energy in its first years. The LHC was re-
launched in late 2009 and the experiments began to take data at

√
s = 7 TeV in 2010 and at

√
s = 8 TeV

in 2012. In early 2013 the Run 1 ended and the LHC was shut down for a technical upgrade to allow
higher beam energies. The Run 2 started in 2015 and lasted until the end of 2018 with collisions at
√

s = 13 TeV.
The reason why the LHC uses protons instead of electrons and positrons, as its predecessor, is the

synchrotron radiation U. It is proportional to the fourth power of particle’s energy E and reversely
proportional to the fourth power of particle’s mass m and its trajectory radius ρ:

U ∝
E4

ρm4 . (2.1)

At LEP, already with a beam energy of 0.1 TeV, electrons were losing 3% of their energy per turn. In
order to achieve higher collisions energy without increasing ρ, heavier particles are necessary. In the
LHC at the nominal beam energy of 7 TeV protons lose only about 10−7% of their energy per turn [12].

When colliding two particle beams, it is not possible to influence the type of collisions products,
which follow some probability distribution. Additionally, using protons, which are not elementary
particles, brings the disadvantage of not exactly knowing the energy of the partons that collided. There-
fore, in order to ensure enough amount of data for physics measurements, the LHC was designed to
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achieve a higher peak luminosity than LEP – 1034 cm−2s−1 compared to 1032 cm−2s−1, as well as much
higher frequency of collisions (LEP used only 4 bunches per beam) [12]. On the other hand, the had-
ron colliders offer the possibility to scan the entire mass spectrum of collision products and discover
unexpected particles.

Apart from protons, the LHC can also collide other hadrons, such as lead ions. The ALICE detector
was specially designed to study heavy ion collisions, but the general purpose detectors, ATLAS and
CMS, also analyse heavy ion data. Also LHCb, which is equipped with a special forward spectrometer
to investigate CP-symmetry violation in decays of the b quark hadrons, takes data during the heavy ion
collisions.

2.2 ATLAS detector

ATLAS is a general purpose detector located at one of the interaction regions at the LHC and its name
stands for “A Toroidal LHC ApparatuS”. General purpose detectors are, as the name suggests, meant
to conduct a broad spectrum of measurements. They are not designed to measure a specific type of
particles or phenomena and their design should allow detection of all kinds of known and predicted
particles, as well as enable broad scanning of mass and energy spectra.

It is of fundamental importance for general purpose detectors to precisely determine quantities such
as the position of the interaction point (primary vertex), position of the decay of the primary products
(secondary vertex), charge, mass, and energy (momentum) of the particles. It is also crucial to capture
all produced particles and measure the total energy of the collision. Therefore, the detector should
cover as large a solid angle as possible around the interaction point. In practice, this is achieved with a
cylindrical design. As shown in figure 2.2, the cylinder, the so-called barrel, is aligned with the beamline
with its centre in the beam crossing point and is closed with end caps perpendicular to the beamline,
which are built with similar detector material as the barrel. Using end caps improves the precision of
measurement of particles travelling at small angles with respect to the beamline, because it limits the
amount of material they are traversing, which makes the detector more compact and cost effective.

In the right-handed ATLAS coordinate system the x axis points towards the centre of the LHC ring,
the y axis points up and the z axis is aligned with the beamline as presented in figure 2.2. The azimuthal
angle φ is measured with respect to the x axis and the polar angle θ is measured with respect to the LHC
beamline. The pseudorapidity η is defined as η = − ln[tan(θ/2)].
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Figure 2.2: Coordinate frame of the ATLAS detector.

The ATLAS detector is 44 m long, 25 m high and weighs approximately 7000 t [67]. The measure-
ment of each of the particle properties requires application of a different technology and thus a dedicated
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subdetector. The main ATLAS detector components are:

• Inner detector – measures trajectories of charged particles, position of primary and secondary
vertices and is used in the momentum and charge determination.

• Calorimeter – measures predominantly the energy, but also the direction of particles. It consists
of two layers, the electromagnetic calorimeter measures energy deposited by particles interacting
electromagnetically, the hadronic calorimeter measures energy deposited in hadronic interactions.

• Muon spectrometer – detects charged particles escaping other ATLAS detectors (mostly muons).

• Magnets – bend trajectories of charged particles which allows for their charge sign and momentum
determination.

• Forward detectors – measure parameters of the beam around the ATLAS detector.

Magnets do not conduct any measurement, however, the magnetic field is crucial for the measurement
performed by the inner detector and muon spectrometer. The subdetectors and principle of measurement
of various types of particles are sketched in figure 2.3. The setup of the ATLAS components is presented
in figure 2.4. Details of the subdetectors will be discussed in the next section.

Figure 2.3: Principles of particles detection in the ATLAS detector [68].

The collision events are often analysed in the plane transverse to the beam axis. The transverse
momentum and energy are defined as pT = p sin θ and ET = E sin θ. The exact energy of the colliding
particles in the hadron colliders is not known, but the momentum of the protons in the transverse plane
is equal to 0. The conservation law implies that the vector sum of pT of all product particles should be
0, too. Any deficit of pT is interpreted as the energy carried away by invisible particles, like the neutrino
marked in figure 2.3. Because of the way they are measured, transverse momentum and energy of
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Figure 2.4: Main components of the ATLAS detector [69].

invisible particles are called missing transverse momentum and missing transverse energy and denoted
as pmiss

T and Emiss
T .

When all of the 2808 bunches are filled in each beam, the bunches collide every 25 ns, which corres-
ponds to a frequency of 40 MHz. On average, with nominal LHC performance there are 20 interaction
per bunch collision, which leads to over 1000 high-energy particles crossing the detector [12]. This puts
very stringent requirements on the read-out electronics and signal transmission outside of the detector.
They should be fast, resistant to high radiation and use as little material as possible in order not to bias
the measurements.

It is impossible and unnecessary to store data of each collision. The main limiting factors are the
signal processing speed and available physical storage. However, interesting physics processes do not
appear in every collision either. The trigger system, described in section 2.2.2, selects promising events
in real time and allows reduction of the rate of stored events to 200 Hz [67]. Those events are then pro-
cessed and reconstructed by offline algorithms and are made available for physics analysis. Considering
that the detectors can record hundreds of hours of collisions every year, there is a very high demand on
computing power to process, reconstruct, analyse and also generate a high number of simulated events
for numerous physics processes (the simulation methods used for ATLAS are described in section 2.3).
Therefore, CERN developed ROOT, a dedicated software framework addressing all the needs of high
energy particle physics data analysis and created a new computing solution: Worldwide LHC computing
grid – a complex distributed computing network. Their principles are described in section 2.4 and 2.5.

2.2.1 Subdetectors

This section provides an overview of the components of the ATLAS detector and a description of the
principles of the measurements which they perform. Particular attention is paid to the intrinsic accuracy
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of the detectors and aspects of their geometry and technology that introduce limitations to the top quark
branching ratio measurement. The entire section 2.2.1 is based on the ATLAS design and performance
report [67] and focuses on the design of the detector during the LHC Run 1 (2010-2012), unless stated
otherwise.

Inner detector

The main role of the inner detector (ID) is to measure trajectories of charged particles. The trajectories
are used to reconstruct primary and secondary vertices, as well as to measure charge and momentum
of particles. The ID is able to measure tracks with pT > 0.5 GeV and |η| < 2.5. The ID is also
used for identification of electrons with 0.5 GeV < pT < 150 GeV and |η| < 2. The inner detector
consists of three subdetectors. The first one counting from the beampipe is the Pixel Detector (Pixel),
followed by the Semi-Conductor Tracker (SCT) and finally, the Transition Radiation Tracker (TRT).
The alignment and space coverage of the subdetectors is presented in figure 2.5. Table 2.1 provides
details of the measurement- relevant quantities: the η coverage of the subdetectors and the type and size
of their sensors, as well as their intrinsic accuracy. The η coverage of the ID defines the area of the high
resolution measurement and influences the distribution of resolution of other ATLAS components.
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Figure 2.5: Alignment of the components of the inner detector [67].

The beampipe is integrated within the ID. It is sealed hermetically to maintain the ultra-high vacuum
inside. In the LHC ring the beampipe is made of austenitic stainless steel. The section around the
interaction point in the ATLAS detector is made of 0.8 mm thick beryllium foil. Beryllium was chosen
as the building material, because it is stiff enough to withstand forces created by the vacuum and at the
same time it has a very low density and is almost transparent for traversing high energy particles.

Pixel and the SCT use pn-junction semiconductor sensors operated in reverse bias mode. Semicon-
ductor sensors ensure excellent resolution, high sensitivity to charged particles and fast signal transport
and collection. However, semiconductors are sensitive to radiation. The sensor’s leakage current, which
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causes measurement noise, increases linearly with the absorbed integrated radiation dose. Therefore,
to keep a significant depletion depth, the bias voltage is increased with time. Additionally, since the
leakage current decreases in low temperature, both Pixel and SCT operate at a temperature between −5
and −10°C.

The exact layout and manufacturing technique of Pixel and the SCT differ due to their different
distances from the interaction point and therefore different particle flux and expected hit rate. Pixel
consists of three layers in the barrel area and three layers in end caps, placed in such a way that each
particle traversing the detector volume, crosses at least three layers, which is illustrated in figure 2.5.
Pixel sensors are built of n-type oxygenated silicon wafer with an n+-type implant. As a result of the
radiation, the n-type silicon becomes p-type in the course of separation. In comparison with a standard
pn-junction layout, the oxygenated silicon is more resistant to damage caused by charged hadrons and
the n+-type material provides a better charge collection. The rectangular readout pixels define the size
of the detector’s segmentation. They are located on the implant side and are segmented in (R − φ) × z
((R − φ) × R in end caps). In total, Pixel has approximately 80.4 million readout channels.

η coverage Segmentation
type and size

Detector intrinsic
accuracy [µm]

Pixel 0 < |η| < 2.5 Pixel
Barrel

50 × 400 µm2 10(R − φ), 115(z)
End cap 10(R − φ), 115(R)

SCT 0 < |η| < 2.5 Microstrip
Barrel

O(10 µm) × O(cm)
17(R − φ), 580(z)

End cap 17(R − φ), 580(R)
TRT 0 < |η| < 2.0 Straw tube

Barrel �4 mm × 144 cm(z) 130(R − φ)
End cap �4 mm × 37 cm(z) 130(R − φ)

Table 2.1: Coverage of sensitive layers of the components of the inner detector, their intrinsic accuracy and details
of their segmentation [67].

Since the particle flux reaching the SCT detector is lower, the hit rate per unit area is smaller and
the segmentation can be larger without risking to saturate the readout channels. The SCT segmentation
in the barrel region is an extremely narrow strip of width in the order of several tens of µm and length
of 6.4 cm. In end caps, the sensors have a trapezoidal shape and their size varies depending on the
position. The distance between sensor strips (pitch) is equal ≈ 80 µm both in barrel and end cap. The
SCT sensors use a standard p-in-n technology. SCT consists of 4 layers in the barrel and 9 in the end
caps. On average, each track crosses 4 SCT layers. Each layer consists of two stereo strips mounted back
to back and rotated by an angle of 40 mrad with respect to each other in order to provide a measurement
in two dimensions. The SCT has in total 6.3 million readout channels.

The TRT uses a different principle than Pixel and SCT. It is build of straw tubes filled with a
Xe/CO2/O2 gas mixture. High energy particles traversing the TRT tubes ionise the gas inside. The
generated current is measured by a wire-anode located in the centre of the straw tube. The tube’s wall
plays the role of the cathode. Unlike Pixel and SCT, TRT provides a measurement in only one dimen-
sion: (R − φ).

To avoid pollution of the gas inside the straw tubes, the TRT modules are placed in a CO2 envel-
ope. The constantly circulating gas also helps to transport heat outside of the detector – TRT requires
room temperature for optimal operation. On average, each particle crosses 36 tubes, which gives an
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almost continuous tracking. This feature of the TRT detector makes it a key component of the electron
identification procedure which is discussed in section 3.1.

Calorimeters

Calorimeters measure the energy of particles by completely stopping them and absorbing their energy.
The way how the particles lose the energy depends on their properties. Those interacting electromagnet-
ically, i.e. photons and charged particles, lose energy through ionisation of the matter they are travelling
in. In the case of high energy photons travelling through matter, a spontaneous electron-positron pair
production can occur. Its probability is proportional to photon’s energy and the square of atomic num-
ber of the involved atom [12]. Charged particles can additionally lose energy through bremsstrahlung
(photon radiation caused by deceleration in the electric field of atoms). Bremsstrahlung is in fact sig-
nificant only for light particles like electrons, because its cross section is proportional to 1/m2 [12]. It
is a similar effect to the synchrotron radiation discussed in section 2.1. The photons originating from
bremsstrahlung, can produce an electron-positron pair, if their energy is high enough. After the electron
reaches a specific limit energy, the ionisation takes over until all particles are absorbed.

Bremsstrahlung together with e−e+ pair production from photons cause creation of electromagnetic
showers. Their size is characterised by the radiation length X0 – mean path after which the particles
energy decreases by a factor of 1/e [12]. In a simple approximation, the number of particles in electro-
magnetic shower doubles and their energy decrease by a half every radiation length.

Partons, independently of their charge, lose energy mainly through inelastic interaction with the nuc-
leus of the atoms. Charged hadrons lose energy through ionisation too, but these are not as significant
losses as for the light particles. Also the effects of bremsstrahlung are negligible due to their large mass.
Nuclear interaction causes creation of hadronic cascades. Due to a bigger variety of underlying physics
processes, they are more complex and more diverse than electromagnetic showers. They tend to have
a higher number of particles produced in a single interaction, but fewer “generations” and as a result,
smaller total number of particles [12]. If electrons are produced in hadronic cascades, they can start
electromagnetic showers. Hadronic cascades are characterised by nuclear interaction length λ which is
the mean distance travelled by a hadronic particle between nuclear interactions. The hadronic particle
showers created in the calorimeter by partons are reconstructed in so called jets.

Because of different mechanisms of energy loss for electromagnetically and hadronically interacting
particles, they require the application of different technologies. The calorimeter system of the ATLAS
detector is divided into an electromagnetic calorimeter and a hadronic calorimeter. Although made of
different materials, they apply a similar measurement technique. Both electromagnetic and hadronic
calorimeters are sampling calorimeters consisting of interleaved layers of absorber and active medium.
The absorber is made of dense material that triggers the electromagnetic shower or hadronic cascades.
Some of the products will reach the active layer and produce a signal: produce light if the active material
is a scintillator or ionise the medium. This means that only a fraction of the original particle’s energy is
measured and the rest is lost in the absorber. The sampling fraction can be calculated from the fraction
of energy loss of a so called minimum ionising particle [12], for example a muon.

The ATLAS calorimeter system consists of the following components: Liquid Argon Electromagnetic
Calorimeter (EM Calo), Liquid Argon End Cap Hadronic Calorimeter (HEC), Liquid Argon Forward
Calorimeter (FCalo) and Hadronic Scintillator Tile Calorimeter (Tile). The whole calorimeter system
covers the space of |η| < 4.9, the alignment of calorimeters and the coverage of each individual com-
ponent is sketched in figure 2.6.

Liquid argon (LAr) was chosen as the active medium for most of the ATLAS calorimeters, because
it has an intrinsic linear behaviour, guarantees a stable response over time and is radiation resistant. All
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Figure 2.6: Alignment of the components of the calorimeters system [67].

liquid argon detectors require a cooling system to keep the argon liquid. To minimise the amount of
non-active material in the measurement region, all end cap calorimeters share one cryostat (one per end
cap). The EM Calo in the barrel region shares the cryostat and vacuum vessel only with the central
solenoid magnet. The cryostats use liquid helium as coolant.

The EM Calo uses lead plates as absorber and liquid argon as active medium. Kapton electrodes
are used to collect the signal. To maximise the active surface, the absorber plates and the electrodes
have an accordion shape. Such a layout has a full symmetry with respect to φ without azimuthal cracks
and allows for a hermetic coverage around the beampipe. The EM Calo is divided into barrel and two
end caps modules, they have a depth of at least 22 X0 and 24 X0 respectively. The granularity of EM
Calo and the number of layers and thickness of the absorber plates depend on |η|. It achieves the best
resolution in the precision measurement region of |η| < 2.5 defined by the coverage of the inner detector
to address the stringent requirements of photon and electron identification, which is discussed in detail
in section 3.1. The calorimeter cells are bigger outside this region, but they still provide an excellent
precision for jet energy and Emiss

T estimation. In the barrel region, EM Calo consists of three layers of
different cell size in the high precision area and two layers outside it or in the area overlapping with the
end cap EM Calo discs. Similarly, the EM Calo end caps (EMEC) are built of two or three layers with
varying granularity depending on |η|. The size of the calorimeter cells in all LAr calorimeters depend
on the size of the readout electrodes and are listed in table 2.2.

To correct for the energy lost by the particles before reaching the calorimeter, EM Calo is equipped in
an additional liquid argon layer called presampler both in the barrel region and in the end caps. It covers
the region of |η| < 1.8 and allows to detect whether an electromagnetic shower started before reaching
the first layer of the absorber.

The HEC calorimeter is placed directly behind the EMEC in the end cap region. HEC uses a flat-plate
design. Its absorber plates are made of copper and the active medium is liquid argon. It consists of two
wheels per end cap and each wheel has two layers. The size of the readout cells depends on the layer
and |η| and is described in table 2.2.

The FCal is designed to capture both electromagnetic showers and hadronic cascades. Its three mod-
ules in the front are optimised for electromagnetic interactions and use copper as absorber. The latter
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η coverage Unit sensor type
and size [∆η × ∆φ]

EM Calo presampler Cell
Barrel

1. layer 0 < |η| < 1.52 0.025 × 0.1
End cap

1. layer 1.5 < |η| < 1.8 0.025 × 0.1
EM Calo Cell

Barrel
1. layer 0 < |η| < 1.475 0.025/8 × 0.1 |η| < 1.40

0.025 × 0.025 1.40 < |η| < 1.475
2. layer 0 < |η| < 1.475 0.025 × 0.025 |η| < 1.40

0.075 × 0.025 1.40 < |η| < 1.475
3. layer 0 < |η| < 1.35 0.050 × 0.025

End cap
1. layer 1.375 < |η| < 3.2 0.025/8 × 0.1 to 0.1 × 0.1 depending on |η|
2. layer 1.375 < |η| < 3.2 0.050 × 0.025 1.375 < |η| < 1.425

0.025 × 0.025 1.425 < |η| < 2.5
0.1 × 0.1 2.5 < |η| < 3.2

3. layer 1.5 < |η| < 2.5 0.050 × 0.025
HEC Cell

End cap
(4 layers) 1.5 < |η| < 3.2 0.1 × 0.1 1.5 < |η| < 2.5

0.2 × 0.2 2.5 < |η| < 3.2
FCal Cell

End cap
FCal1 3.10 < |η| < 4.83 3.0 × 2.6 3.15 < |η| < 4.30

and approx. 4× finer outside
FCal2 3.2 < |η| < 4.81 3.3 × 4.2 3.24 < |η| < 4.50

and approx. 4× finer outside
FCal3 3.29 < |η| < 4.75 5.4 × 4.7 3.32 < |η| < 4.60

and approx. 4× finer outside
Tile Scintillator tile

Barrel
1. & 2. layer 0 < |η| < 1.0 0.1 × 0.1
3. layer 0 < |η| < 1.0 0.2 × 0.1

Extended barrel
1. & 2. layer 0.8 < |η| < 1.7 0.1 × 0.1
3. layer 0.8 < |η| < 1.7 0.2 × 0.1

Table 2.2: Coverage of sensitive layers of the components of the calorimeters system and details of their unit
sensor [67].

two modules are devoted to hadronic interactions and use tungsten plates. Both parts use liquid argon as
active medium. FCal is placed directly around the beampipe, just centimeters from the beam axis and is
exposed to a high particle flux. To reduce the albedo effect in the inner detector region, FCal is moved
away from the interaction point by 1.2 m with respect to the EMEC front surface. The thickness of FCal
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is approx. 10λ.
The Tile calorimeter uses steel for absorber plates and scintillator tiles as active medium. Optic fibres

are used to connect the scintillator cells with photomultipliers. The size of the cells depends on the
position in the detector and is described in table 2.2. The Tile calorimeter is divided into a central barrel
(|η| < 1.0) and two extended barrels (0.8 < |η| < 1.7). The thickness of the Tile calorimeter corresponds
to approximately 7.4λ. The thickness of the entire calorimeter system, including the electromagnetic
calorimeter, is approximately 10λ in both barrel and end caps regions. This is enough to absorb the
hadronic cascades and prevent most of them from reaching the muon system.

There is a gap between the barrel and end cap calorimeters to route the readout cables, power supply
and other services to the inner detector and the EM Calo. To improve energy measurement in this
transition region, some additional scintillator tiles were installed in the gap: Plug Tile Calorimeter, Gap
Scintillator and Cryostat Scintillator. They provide additional coverage of the calorimeter system and
help to reduce the punch-through of particles into the muon system. They are also used to correct for
energy lost in the non-active material in the transition region and cryostats.

The accuracy of the components of the calorimeters system was estimated experimentally with a
test-beam. The results for electron beam are summarised in table 2.3.

σ(E)/E Energy range [GeV]

EM Calo
(10.1±0.4)%

√
E

⊕ (0.2 ± 0.1)% 10-245

HEC
(21.4±0.1)%

√
E 10-200

FCal
(28.5±1.0)%

√
E

⊕ (3.5 ± 0.1)% 10-200

Table 2.3: Measured electrons energy resolution [67].

The resolution of the Tile calorimeter was measured using a hadron beam with energies 20-180 GeV.
The measured value yields σ(E)/E =

(56.4±0.4)%
√

E
⊕ (5.5 ± 0.1)%. The resolution of Tile calorimeter

depends significantly on η, which is in detail discussed in [67].

Magnets

When charged particles move in the magnetic field, the Lorentz force plays the role of centripetal force.
The following equation allows to obtain the particles charge and calculate the energy based on the
measurement of the direction of bending of the trajectory and its radius

|~F| = |q~v × ~B| =
m · v2

r
(2.2)

The magnetic field in the inner detector region is generated by the solenoid magnet placed right
behind it, as marked in figure 2.3. Further three toroid magnets are placed behind the calorimeters
around the muon systems. All ATLAS magnets use superconducting coils to produce strong magnetic
field and therefore operate in low temperatures. They are placed in cryostats inside vacuum vessels and
use liquid helium as coolant. Vacuum provides an isolation of the system. In the case of a quench, the
energy is absorbed by the cold mass of the cryostats. The entire ATLAS magnet system defines the
detector’s huge size: the outer radius of the magnet system is 22 m and its length is 26 m.
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The solenoid is aligned with the beam axis and produces a 2 T axial magnetic field in the inner de-
tector. It has an inner diameter of 2.46 m, is 10 cm thick and almost 6 m long. As mentioned previously,
it shares the vacuum vessel and cryostat with the EM Calo barrel.

Each of the toroid magnets consists of 8 coils. In the barrel region each of the coils has a separate
vacuum vessel and cryostat. The coils of the end cap toroid are integrated into a single cold mass. The
system of three toroids has an inner diameter of 9.4 m, outer diameter of 20.1 m and is over 25 m long.
The toroid magnets produce a 0.5 T magnetic field in barrel region |η| < 1.4 and 1 T in the end caps
1.6 < |η| < 2.7. The field is orthogonal to the expected muon tracks in most of the space. The end cap
toroids are rotated by 22◦ with respect to the barrel toroid to optimise the magnetic field in the transition
region. They are a key element in the muon measurements, bending their trajectories measured by the
detectors of the muon spectrometer.

Since the magnetic field, especially in the muon spectrometer, is highly non-uniform, a precise field
map can be determined only through a measurement. The magnetic field inside the inner detector was
measured before the inner detector was mounted and is now monitored by permanently installed NMR
probes. Similarly, there are also Hall sensors present in the muon system. Their measurements are used
to correct the simulation.

The total magnetic field is calculated as a superposition of the Biot-Savart contributions from all
magnets with contributions and perturbations caused by the detector components. The bending power
of magnets is expressed as

∫
Bndl, where Bn is the component normal (perpendicular) to the particle’s

trajectory. It reaches values of 1.5 − 5.5 Tm in the barrel region and 1.0 − 7.5 Tm in end caps, but it can
go down to almost 0 in the transition region.

Muon spectrometer

Muons, being 200 times heavier than electrons, do not experience significant energy losses from brems-
strahlung and lose energy mainly through ionisation. Neither electromagnetic, nor hadronic calorimeter
has enough material to stop them completely and they escape the detector carrying a portion of the
energy from the collision. For the correct estimation of the missing energy, it is essential to precisely
measure the energy of the escaping muons. Therefore, ATLAS is equipped with a complex spectro-
meter system designed to detect charged particles outside of the calorimeter. It consists of 4 subde-
tectors: Monitored Drift Tubes (MDT), Cathode Strip Chambers (CSC), Thin Gap Chambers (TGC)
and Resistive-plate Chambers (RPC). The components of the muon spectrometer system are marked in
figure 2.7 and details of their sensor sizes and accuracy are provided in table 2.4.

The main task of the MDT and CSC is precision tracking used for reconstruction of muons tracks
deflected in the magnetic field of the toroid magnet. The MDT measures position only in η (variable in
the bending plane), while CSC can also measure φ. TGC and RPC provide input to the trigger system to
quickly identify events with high energy muons and they make a complementary measurement of η and
φ. The TGC are also used for the bunch-crossing identification. The muon spectrometer can be used
alone for tracking or combined with the inner detector. The muon spectrometer stand-alone momentum
measurement has an uncertainty of about 10% for tracks of 1 TeV and it can reliably measure the pT
in the range down to few GeV. The measurements in the bending plane from the precision-tracking
chambers are matched with those from trigger chambers to obtain the value of the second coordinate.
In case there are more tracks crossing a given pair of tracking and trigger chambers, the matching is
extended to tracks from the inner detector.

The MDT consists of three layers both in barrel region and end caps. Similarly to the components
of the inner detector, it takes the form of a cylinder in the barrel and discs in end caps. Both in barrel
and in end caps, each layer consist of partially overlaying chambers. This layout allows to maximise the
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Figure 2.7: Alignment of the components of the muon spectrometer system and the coils of the toroid mag-
nets [67].

η coverage Segmentation
type and size

Detector intrinsic
accuracy

MDT 0 < |η| < 2.7 Tube
� 29.970 mm × 1-6 m 35 µm(z)

CSC 2.0< |η| < 2.7 Strip
End cap 5.31 mm(η)× 21 mm(φ) or

5.56 mm(η)× 12.92 mm(φ)
40 µm(R), 5 mm(φ)

RPC 0 < |η| < 1.05 Strip
Barrel 23-35 mm (η, φ) 10 mm(z), 10 mm(φ)

TGC
0 < |η| < 2.7 (tracking)

Strip
0 < |η| < 2.4 (trigger)

End cap 10.8-55.8 mm(η)× 2-3 mrad(φ) 2-6 mm(R), 3-7 mm(φ)

Table 2.4: Coverage of sensitive layers of the components of the muon spectrometer system and details of their
segmentation [67]. The η and φ in the unit sensor size column denote the sizes in the bending and non-bending
planes. In the case of strips, size refers to the size of pitch.

coverage and to control the relative alignment of the chambers by following tracks passing overlaying
chambers.

In the barrel region, MDT chambers are placed in-between and on top of the toroid coils approxim-
ately 5 m, 7.5 m and 10 m from the beam axis. The cylinders have a 1 − 2 m gap around |η| = 0 to allow
for access to deeper layers of the detector. In the end caps, the MDT chambers are placed in front of
and behind the toroid: 7.4 m, 14 m and 21.5 m from the interaction point. Additionally, there is an extra
disc around the end caps toroid at |z| = 10.8 m.

Each chamber contains 3-8 layers of drift tubes. Their principle of operation is similar to TRT. The
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tubes are filled with Ar/CO2 gas mixture under pressure of 3 bars. In the centre of the tube there is
tungsten-rhenium wire anode which collects electrons from the gas ionisation. On average, a particle
traversing the muon spectrometer crosses 20 MDT tubes.

The MDT is replaced by the CSC in the first disc in the end caps for 2.0 < |η| < 2.7, where the highest
particle flux is expected. CSC is built of multiwire proportional chambers and is faster than MDT and
therefore able to handle a higher hit rate. Similarly to MDT, CSC chambers are filled with Ar/CO2 gas
mixture. The CSC uses 2 sets of cathodes: Perpendicular to the wires for precision measurement and
parallel to the wires for the second coordinate. The measurement is done by interpolating the charge
collected by neighbouring cathode strips. CSC makes on average 4 measurements per track.

Trigger chambers deliver information within a fraction of a nanosecond after the passage of a particle.
Their goal is to estimate the number and energy range of the detected particles. RPC is used in the
barrel region and TGC in the end caps. RPC is a gaseous parallel electrode-plate detector. It is filled
with C2H2F4/Iso−C4H10/SF6 gas mixture and its principle of measurement is similar to CSC, but it
uses plates instead of wires. RPC has three layers and provides 6 measurements per track.

TGC consist of 4 discs: one in front of the toroid magnet and three behind it. The three latter layers
are outside of the magnetic field of the toroid where tracks are less bent, which makes the momentum
measurement more challenging and a higher granularity than in the case of RPC is necessary. Addi-
tionally, the particle flux in this region is expected to be higher than in barrel. Therefore, TGC uses the
same multiwire proportional chambers technology as CSC, but with CO2/n − C5H12 gas mixture. On
average, TGC makes 9 measurements per track.

A very precise mechanical assembly and alignment monitoring of muon chambers is required to en-
sure the high precision of muon tracking. Muon chambers are equipped in sensors monitoring their pos-
ition and deformation due to gravity and temperature. The MDT chambers in barrel region are equipped
with sag-adjustment system, which allows to correct chambers geometry even after the assembly of the
detector.

Forward detectors

ATLAS is equipped with three subdetectors to measure the parameters of the beam. LUCID (LUmin-
osity measurement using Cerenkov Integrating Detector) is an online luminosity monitor placed ±17 m
from the interaction point and measuring the inelastic pp scattering. Another luminosity detector is
ALFA (Absolute Luminosity For ATLAS), placed ±240 m from the interaction point. ALFA uses scin-
tillating fibre trackers which are placed in movable Roman pots which can be moved as close as 1 mm
to the beam. ZDC (Zero-Degree Calorimeter), placed ±140 m from the interaction point, is used to
measure the position of the heavy ion beam.

2.2.2 Trigger system

The trigger is a real-time decision system. Its task is to recognize and capture events with interesting
signatures, which leads to the reduction of the recorded data volume. The ATLAS trigger is designed to
select events with high-energy leptons, jets, high total transverse energy or significant missing energy.

Considering the unprecedented frequency of the LHC collisions and storage limitations, the trigger
system has to be extremely fast. Therefore, it uses only partial data from the detector to make a decision.
The trigger system consist of the following components, which are schematically presented in figure 2.8:

• Level 1 (L1) – is a hardware-based trigger implemented in electronics and firmware. It receives
signal from the calorimeters and muon spectrometer and defines Regions of Interest (RoI). It
reduces the event rate to below 75 kHz.
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Figure 2.8: Components of the ATLAS trigger and data acquisition system [67].

• Level 2 (L2) – analyses the detailed data from RoIs (approx. 2% of whole event). It reduces the
event rate to 3.5 kHz.

• Event filter (EF) – synchronises and combines signal from all subdetectors to make a final selec-
tion. It reduces the event rate to 200 Hz and sends a return signal to the detector components to
send their data to the permanent storage [12].

The L1 trigger consists of the calorimeter trigger, the muon trigger and the L1 event-decision unit. The
last one is a part of the Central Trigger Processor (CTP). The calorimeter trigger divides the calorimeter
into approx. 7000 coarse regions called trigger towers. The calorimeter trigger searches for energetic
electrons, photons, τ leptons and jets. The number of identified candidates, their type and energy as
well as the total recorded energy are sent to the CTP. The muon trigger sends the information about the
identified muon candidates.

The L1 trigger sends the data with full granularity from the RoIs for the selected events to the L2
trigger. The L2 trigger checks several conditions in parallel and directs the event to the Event Filter
if any of them is fulfilled. The EF uses data from all detector components to reconstruct the event.
Additional conditions, such as position of the primary vertex, can be investigated at this stage. If the
event passes any of the trigger conditions, it is written to the long term storage. Due to a varying
latency of the ATLAS subdetectors following from different response time and distance from the trigger
unit, the signal from different parts of the detector would arrive to trigger at different time. In order to
synchronise all pieces of data corresponding to one event and make it arrive to trigger at the same time,
some signal propagation delays are introduced in the readout pipelines.

The ATLAS L1 trigger can be configured to trigger on up to 256 different conditions. However,
filtering data online and looking only at a part of the initial data may introduce a bias to the measurement.
Therefore, in the initial data taking phase with a low collision frequency a minimum bias trigger is used.
It keeps information from each bunch crossing without any additional condition on the signature of the
event and it helps to evaluate other triggers. The trigger information is added to the event data. During
the analysis of data, it is possible to check which trigger conditions were initially fulfilled.
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At the nominal collision frequency, the minimum bias trigger and other triggers with high event rate,
such as lepton or jet triggers with low pT threshold, are prescaled. For a trigger with a scale n, only
every n-th event will be recorded [12]. Such events are kept as a reference and for some very specific
studies. However, in precision measurements or searches for new particles no prescaled triggers are
used.

2.3 Monte Carlo simulation

In order to interpret the results of an experiment, the measured values have to be compared to theory
predictions. Because of the little information available about the course of the collision and a large
number of possible scenarios due to probabilistic nature of quantum field theory, measurements in high
energy particle physics rely on distributions of observables rather than single-point values. This requires
simulation that follows a theoretical model under test and looks just like the data. Only then distributions
of variables in simulation and data can be compared. High quality simulation has to face the following
challenges:

• complexity of proton bunch collision – there are several hard interactions and countless soft in-
teractions per bunch crossing;

• multiple scenarios for hard processes – one process can be realised in different ways, compare tt̄
production in gluon-gluon fusion in figure 1.3;

• multiple scenarios for every step of the hadronisation.

Monte Carlo (MC) methods offer the possibility of simulating large number of events which follow a set
of distribution functions. After event generation, all samples are processed with the GEANT4 [70, 71]
simulation of the ATLAS detector [72], reconstructed and passed through the same analysis chain as the
data.

The simulated samples usually focus on a certain process, like the production of top quark pairs or
single top quark. To recreate the busy environment of the proton bunch collision, the Monte Carlo
simulation samples include additional hard processes apart from the main process. This is achieved by
adding simulated minimum bias events. The number of additional events added to each simulated event
is chosen according to a Poisson distribution with an average number of interactions 〈µ〉 between 0 and
18 to describe the various conditions of LHC luminosity1. The average number of interactions in the
data is estimated for each luminosity block2 to be

〈µ〉 =
Linst × σtotal

Nbunches × f
, (2.3)

where Linst is the instantaneous luminosity measured in a given luminosity block, Nbunches is the number
of colliding bunches, f is the machine revolution frequency and σtotal = 71.5 mb is the total inelastic
proton-proton cross section, estimated using simulation from the Pythia generator [73]. The Monte
Carlo samples are re-weighted such that the 〈µ〉 distribution in MC matches the distribution in data.

1 Applies to data collected in 2011.
2 Time interval during data recording, when the beam conditions are considered to be constant.
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2.4 Worldwide LHC Computing Grid

The Worldwide LHC Computing GRID is a distributed computing system designed to store, process,
analyse and simulate the LHC data serving over 10 thousand users [74]. It is a global collaboration of
computing centres from 42 countries. It is organised in tiers which are used for different purposes:

• Tier 0 - comprises of two data centres connected with a special fast connection, one based locally
at CERN and one in Budapest in Hungary. Its functions include safe-keeping of raw data, the first
reconstruction cycle and further distribution of raw data and reconstruction outputs to Tier 1. Tier
0 resources are also used to re-process data during the LHC down times.

• Tier 1 - is built by 13 large computing centres. Its tasks are storing of the raw and reconstruc-
ted data from Tier 0, further reprocessing and storing the outputs and distribution of the data in
analysis-ready format to Tier 2 as well as storage of outputs from Tier 2.

• Tier 2 - are smaller computing centres at the universities and research facilities. They are mainly
used for data analysis, reconstruction and simulation.

• Tier 3 - local clusters or individual computers. They serve as front-end for the end users.

2.5 ROOT

ROOT is a modular scientific open source software framework [75]. It is an integral part of the LHC
data analysis. It was developed at CERN and is used to process and manage the data, but it also has
libraries containing advanced statistical and mathematical tools for data mining as well as a graphical
module for all kinds of data visualisation. Moreover, it allows to simulate data following almost any
arbitrary statistical or empirical model. Although written in C++, it is compatible with Python and R.

The LHC data is stored in a specially developed for this purpose file format .root. It is a compressed
binary file allowing to organise the data in a tree structure. A tree consist of a collection of variables
(leaves). It can extend over several files allowing for an easy division of a dataset into smaller batches
and parallelisation of the analysis. The ROOT framework is optimised to work with root files.
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CHAPTER 3

Reconstruction, simulation and background
estimation

This chapter is dedicated to the description of the data sample used for the b-tagging calibration with
tt̄ events (section 4.3.2) and the measurement of the Rb and the tt̄ production cross section (chapter 5).
Both analyses exploit the tt̄ events, however, the b-tagging calibration was performed in the single
lepton, and the Rb and σtt̄ measurement in the dilepton channel. Even though there are differences on
the event selection level in the number of selected leptons and jets, they use the same object definitions.

As shown in figure 3.1, many processes at the LHC have cross section several orders of magnitude
higher than the tt̄ production. The goal of the object and event selection criteria described here is to find
a phasespace with reduced contribution from the background processes and filter out a data sample with
a high signal-to-background ratio.

Due to the different signatures of the final states, the single lepton and dilepton analyses are affected
by different background processes. In the dilepton channel the significant background processes are the
single top Wt channel, Drell-Yan events with associated jets [77], events with so called fake leptons and
diboson production: WW, ZZ and WZ. In the Drell-Yan events, a virtual, electrically neutral boson, Z
or γ, is produced through the quark-antiquark annihilation and decays into a pair of leptons. As the tt̄
selection requires leptons to have a high transverse momentum, it is more likely that the boson in the
Drell-Yan events passing the criteria is a Z boson. Therefore, this process is often referred to as Z+jets.
Fake leptons is a collective name for events in which another object is falsely reconstructed as a prompt
lepton, disregarding the underlying physics process. Contributions from both, Z+jets and events with
fake leptons, are estimated with data-driven techniques in control regions. Contributions from other
processes are derived from the Monte Carlo simulation.

In the single lepton channel the dominant background processes are the production of a W boson with
associated jets and the QCD multijet events. In the W+jets events one prompt lepton from the decay
of the W boson is present, the jets come from higher order QCD diagrams. Multijet events can contain
fake leptons. Both processes are estimated with data-driven techniques. The remaining background
processes are single top, Z+jets and diboson production. Many of these processes should have two
prompt leptons in the final state, however due to limited detector coverage or lepton reconstruction
errors, only one of them passes the selection criteria. Contributions of these processes are estimated
with the Monte Carlo simulation.
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Figure 3.1: Cross section of chosen physics process at the Tevatron and the LHC. The cross section of the tt̄
production is denoted σt [76].

3.1 Object reconstruction and selection

In order to lay down the event selection criteria, objects and their properties have to be defined. The
definitions are dictated by the knowledge about the studied physics process and the technical constraints.
For example, the requirements on the η of the leptons and jets are the result of the limited coverage of
the detector. On the other hand, the criteria of high pT or ET and stringent isolation for leptons, help to
select tt̄ events over background events.

Primary vertex

The primary vertex is defined to be the vertex for which the associated tracks have the highest sum in
squared transverse momenta. To ensure well reconstructed primary vertices, at least five tracks associ-
ated with the primary vertex are required.

Electrons

Electron candidates are reconstructed in the calorimeter using a cluster-based algorithm and are required
to have ET > 25 GeV and |ηcl| < 2.47, where ηcl denotes the pseudorapidity of the calorimeter cluster.
Clusters falling in the calorimeter transition region, corresponding to 1.37 < |ηcl| < 1.52, are ignored.

High quality electron candidates are selected by matching inner detector tracks to electron cluster can-
didates and requiring stringent selection requirements on calorimeter, tracking and combined variables
that provide a good discrimination between electrons and jets [78]. Electrons must also be isolated: the
sum of the calorimeter transverse energy within a cone of radius ∆R =

√
∆η2 + ∆φ2 = 0.2, excluding

the cells associated with the electron, is required to be below a certain threshold that depends on the
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3.1 Object reconstruction and selection

cluster energy, η, and the number of reconstructed vertices. The threshold is chosen such that the effi-
ciency for electrons selected in Z → ee events to pass this isolation requirement is 90%. In addition,
the pT of any track within a cone of radius ∆R = 0.3 around the electron direction, again excluding the
track belonging to the electron, is restricted to be below a threshold that depends on the cluster energy
and η. The efficiency for this track-based isolation requirement is also 90% for electrons selected in the
Z → ee events. The combined track and calorimeter isolation efficiency is (87 ± 2)%.

Muons

Muon candidates are reconstructed by combining track segments found in the inner detector and in the
muon spectrometer. Candidates with pT > 20 GeV and |η| < 2.5 are selected. The selected muons
must additionally satisfy a series of requirements on the number of track hits in the various tracking
sub-detectors [79]. Muons are also required to be isolated: the sum of the calorimeter transverse energy
within a cone of radius ∆R = 0.2 is required to be below 4 GeV, and the pT of all tracks within a cone
of radius ∆R = 0.3, excluding the track belonging to the muon, must be below 2.5 GeV. In addition,
the impact parameter of electrons and muons with respect to the primary vertex, |d0| , is required to be
smaller than 2 mm.

Jets

Jets are reconstructed using the anti-kt algorithm [80] with a radius parameter of 0.4, using topological
clusters identified in the calorimeter as inputs to the jet clustering. Candidates with pT > 25 GeV and
|η| < 2.5 are selected. The response of the calorimeter is corrected through a pT- and η-dependent scale
that is derived from simulated events [81].

To reject jets from the pile-up interactions in the same bunch crossing, a quantity called jet vertex
fraction, εjvf , is defined for each jet using the tracks associated to that jet. It is defined as the ratio of the
scalar pT sum for the associated tracks that are used to reconstruct the primary vertex (considered to be
associated with the hard-scattering collision) to the scalar pT sum of all tracks associated to the jet:

εjvf(jeti, vtx j) =

∑
k pT(trkjeti

k , vtx j)∑
n
∑

l pT(trkjeti
l , vtxn)

(3.1)

and is a measure for the probability of the jet to originate from that vertex. εjvf takes a value of −1 for
jets with no tracks in them. Jets in the selected events are required to have |εjvf | > 0.75.

Missing transverse momentum

The missing transverse momentum and its magnitude Emiss
T are calculated using energy clusters in the

calorimeters and corrected for the presence of electrons, muons, and jets [82].

In order to improve the agreement between data and Monte Carlo simulation, several corrections are
applied to the reconstructed electrons, muons, and jets. They are further discussed together with their
uncertainties in sections 4.3.2 and 5.4.

Overlap removal

After the object selections, the overlaps between different types of objects are considered to eliminate
ambiguous and incorrectly reconstructed objects. First, muons within ∆R < 0.4 of the selected jets
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3 Reconstruction, simulation and background estimation

(pjet
T > 25 GeV) are removed, as they most likely originated from the jet. Then, any jets within ∆R < 0.2

of the selected electron candidates are removed, as they could have been caused by the electron radiation.
Finally, electrons within ∆R < 0.4 of the remaining jets are removed, because the electron might have
originated from the jet and not from the primary vertex.

3.2 Event selection

The event selection criteria, valid for both single lepton and dilepton channels, are:

• Data events must be recorded in a luminosity block from the “good run list”. This means that
the beams were in stable conditions, all ATLAS subsystems were operational and data passed the
data acquisition quality control.

• Events are rejected if data integrity errors occurred in the liquid argon calorimeter.

• The appropriate single electron or single muon trigger has fired. The not pre-scaled triggers
with the lowest object pT threshold are employed. Due to changing beam conditions, and as
a result, changing instantaneous luminosity, different triggers are used for data collected in dif-
ferent stages of the data taking. For electrons, first the EF_e20_medium trigger was used, then
EF_e22_medium and finally the combination of EF_e22vh_medium1 or EF_e45_medium1. For
muons initially EF_mu18 trigger was applied, but it was replaced later by EF_mu18_medium.

The data used in this analysis was recorded by the ATLAS detector during the 2011 data taking period
with pp collisions at a centre-of-mass energy

√
s = 7 TeV. The b-tagging calibration with tt̄ events

described in section 4.3.2 used the initial estimate of the 2011 integrated luminosity of Lint = 4.7 fb−1

with a relative uncertainty of 3.9% [83]. The Rb and cross section measurement (chapter 5.1) used the
more precise estimate released after the b-tagging calibration analysis was finalised: Lint = 4.6 fb−1

with a relative uncertainty of 1.8% [84].

3.2.1 Event selection for single lepton channel

In the single lepton channels (e+jets and µ+jets), the following event selection criteria are applied:

• The event contains exactly one reconstructed prompt lepton matching the corresponding high-
level trigger object within ∆R < 0.15.

• In the e+jets channel, the missing transverse momentum Emiss
T > 30 GeV and the transverse mass

mT(lν) > 30 GeV, while, in the µ+jets channel, Emiss
T > 20 GeV and Emiss

T + mT(lν) > 60 GeV.
Here, mT(lν) is the transverse mass of the selected lepton l and the Emiss

T vector. These require-
ments help to select events in which the missing transverse momentum can be identified with the
neutrino ν originating from the W boson decay W → lν and significantly reduce the contribu-
tion from multijet background. Its impact on the mT(lν) and Emiss

T distributions is presented in
figures 3.2 and 3.3.

• The event is required to have at least four jets. As can be seen in figure 3.4, bins with lower jet
multiplicity are dominated by the background processes.

• At least one of the jets is tagged with the MV1 algorithm at the working point corresponding to
the 70% b-tagging efficiency (see section 4.2).

The number of expected events passing these selection criteria are determined from Monte Carlo simu-
lation (see section 3.4) and from data-driven methods (see section 3.3) and are shown in table 3.1.
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3.2 Event selection

Source e+jets µ+jets Sum
tt̄ (MC@NLO) 17300 ± 1700 28600 ± 2800 45900 ± 4600
W+jets 2800 ± 400 5400 ± 700 8200 ± 1100
Multijet 2300 ± 1100 1800 ± 400 4100 ± 1200
Single top 1430 ± 110 2420 ± 190 3850 ± 310
Z+jets 510 ± 310 558 ± 330 1070 ± 640
Diboson 55.9 ± 2.8 86 ± 4 142 ± 7∑

24500 ± 2100 38900 ± 2900 63400 ± 4900
Observed 21978 38188 60166

Table 3.1: The number of events passing the single lepton selection requirements corresponding to a luminosity
of 4.7 fb−1, together with theoretical uncertainties on the cross sections (tt̄, single top and Z+jets production) or
uncertainties on the estimation directly from data (W+jets and multijet) [83].
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Figure 3.2: Transverse mass mT(lν) (mT(W)) of the lepton and missing transverse momentum without [85] (upper
row) and with [83] (lower row) the Emiss

T and mT(lν) requirements for the e+jets channel (left) and µ+jets channel
(right). All other event selection criteria, including the requirement of at least one b-tagged jet, are applied.
“Other” is a sum of contributions from Z+jets, single top and diboson production. The error band represents the
sum of theoretical uncertainties on the cross sections (tt̄, single top, diboson and Z+jets) and uncertainties on the
estimation directly from data (W+jets and multijet). The last bin is inclusive.
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Figure 3.3: Missing transverse energy Emiss
T without [85] (upper row) and with [83] (lower row) the Emiss

T and
mT(lν) requirements for the e+jets channel (left) and µ+jets channel (right). All other event selection criteria,
including the requirement of at least one b-tagged jet, are applied. “Other” is a sum of contributions from Z+jets,
single top and diboson production. The error band represents the sum of theoretical uncertainties on the cross
sections (tt̄, single top, diboson and Z+jets) and uncertainties on the estimation directly from data (W+jets and
multijet). The last bin is inclusive.
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Figure 3.4: Jet multiplicity in the e+jets channel (left) and in the µ+jets channel (right) [83]. At least one jet
is required in these distributions. All other event selection criteria, including the requirement of at least one b-
tagged jet, are applied. “Other” is a sum of contributions from Z+jets, single top and diboson production. The
error band represents the sum of theoretical uncertainties on the cross sections (tt̄, single top, diboson and Z+jets)
and uncertainties on the estimation directly from data (W+jets and multijet). The last bin is inclusive.

3.2.2 Event selection for dilepton channel

The analysis in the tt̄ dilepton channel (ee, µµ, eµ) applied the following criteria:

• MC events must contain at least two prompt leptons. On the generator level, the presence of two
leptons (e or µ), which are originating from W or Z bosons, is checked. Events with W → τν →

lννν (similarly for Z) processes are considered as signal events as well.

• In simulated samples both selected leptons are required to match true leptons.

• Events must contain exactly two selected leptons with opposite electric charges. The distributions
of the transverse momentum of the leptons in the selected events are shown in figure 3.5.

• To ensure that the event is triggered by the leptons used in the analysis, a matching between at
least one selected, reconstructed lepton and the trigger object is required. The matching distance
is ∆R < 0.15.

• If a selected electron and a muon candidate share a track, the event is rejected.

• In order to accommodate requirements made on the Z+jets Monte Carlo samples, both the col-
lisions and the simulation events in the ee and µµ channels with a small reconstructed dilepton
mass, mll < 15 GeV, are rejected.

• In order to reject events compatible with the Z+jets production, events in the ee and µµ channels
with dilepton mass close to the mass of the Z boson are discarded if |mll − 91 GeV| < 10 GeV.
Figure 3.6 shows that this region is dominated by the Z+jets contribution.

• In the ee and µµ channels, to suppress background processes such as Z+jets and fake lepton events,
the missing transverse momentum must satisfy Emiss

T > 60 GeV. As can be seen in figure 3.7, the
low Emiss

T region is dominated by the Z+jets events.

• In the eµ channel, to suppress backgrounds such as events with fake leptons, the scalar sum of pT
of all selected jets and leptons in the event must satisfy HT > 130 GeV.
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3 Reconstruction, simulation and background estimation

• In order to obtain an accurate measurement of the Emiss
T , it is necessary to reject events that contain

fake jets due to hardware problems, bad beam conditions, or cosmic ray showers. Jets that are
poorly reconstructed according to the selection criteria are flagged. If after overlap removal a
poorly reconstructed jet is identified as an electron, the event is not rejected. In contrast, if a
pathological jet is treated as a jet rather than an electron, the event is rejected.

• Events must have at least two selected jets. The distributions of jet multiplicity are presented in
figure 3.8. The distributions of the transverse momentum of the first and second jet in selected
events are presented in figure 3.9.

The number of expected events passing these selection criteria are determined from Monte Carlo
simulation and from data-driven methods (see section 3.3) and are shown in table 3.2. More kinematic
distributions for the dilepton channel in the signal region, as well as in a background-rich control region,
are presented in the appendix A. In all distributions of kinematic variables in the dilepton channel the
shape from the Protos+Pythia sample (using only tt → WWbb events) is normalised to the correspond-
ing number of selected events from Powheg+Pythia, for more details see section 3.4.
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Figure 3.5: Distribution of the pT of the leading (upper row) and second (lower row) lepton in the ee (left), µµ
(middle) and eµ channel (right). All event selection criteria are applied. The error band represents the sum of
theoretical uncertainties on the cross sections (tt̄, single top, diboson and Z+jets production in eµ channel) and
uncertainties on the estimation directly from data (fakes, Z → ee and Z → µµ). The last bin is inclusive.
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Figure 3.6: Distribution of the invariant mass of both selected leptons in the ee (left) and µµ channel (right). All
event selection criteria, apart from the requirement on the mll, are applied. The error band represents the sum of
theoretical uncertainties on the cross sections (tt̄, single top, diboson) and uncertainties on the estimation directly
from data (fakes, Z → ee and Z → µµ). The last bin is inclusive.
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Figure 3.7: Distribution of the Emiss
T in the ee (left) and µµ channel (right). All event selection criteria, apart from

the requirement on the Emiss
T , are applied. The error band represents the sum of theoretical uncertainties on the

cross sections (tt̄, single top, diboson) and uncertainties on the estimation directly from data (fakes, Z → ee and
Z → µµ). The last bin is inclusive.
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Figure 3.8: Distribution of the number of jets in the ee (left), µµ (right) and eµ channel (middle). At least one jet
is required in these distributions. All other event selection criteria are applied. The error band represents the sum
of theoretical uncertainties on the cross sections (tt̄, single top, diboson and Z+jets production in eµ channel) and
uncertainties on the estimation directly from data (fakes, Z → ee and Z → µµ). The last bin is inclusive.
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Figure 3.9: Distribution of the pT of the leading (upper row) and second (lower row) jet in the ee (left), µµ (middle)
and eµ channel (right). All event selection criteria are applied. The error band represents the sum of theoretical
uncertainties on the cross sections (tt̄, single top, diboson and Z+jets production in eµ channel) and uncertainties
on the estimation directly from data (fakes, Z → ee and Z → µµ). The last bin is inclusive.
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3.3 Data-driven background estimation

Source ee µµ eµ Sum
tt̄ Protos 647.5 ± 64.8 1701.8 ± 170.2 4522.3 ± 452.2 6871.7 ± 687.2
tt̄ Powheg 571.5 ± 57.1 1672.9 ± 167.3 4343.8 ± 434.4 6588.2 ± 658.8
Z → ee, µµ 20.2 ± 2.4 91.3 ± 7.1 0.0 ± 0.0 111.5 ± 7.5
Z → ττ 14.2 ± 5.0 58.9 ± 20.6 150.9 ± 52.8 224.0 ± 78.4
Single top 30.2 ± 2.6 78.0 ± 6.6 231.6 ± 19.7 339.8 ± 28.9
Diboson 19.3 ± 6.8 54.3 ± 19.0 156.4 ± 54.7 230.0 ± 80.5
Fakes 43.8 ± 21.9 32.4 ± 13.0 139.6 ± 41.9 215.8 ± 49.0∑

699.2 ± 61.8 1987.8 ± 170.4 5022.3 ± 443.4 7709.3 ± 670.8
Observed 740 2058 5329 8127

Table 3.2: The number of events passing ee, µµ and eµ selection requirements corresponding to a luminosity of
4.6 fb−1, together with theoretical uncertainties on the cross sections (tt̄, single top, diboson and Z+jets production
in eµ channel) or uncertainties on the estimation directly from data (fakes and Z+jets production in ee and µµ
channels). The Protos tt̄ sample has a default value of Rb = 0.5, which is far from the theoretical expectations,
thus in

∑
, the sum of the simulation expectations, the result for the Powheg sample is considered.

3.3 Data-driven background estimation

In the studies of physics processes, the data is compared to the Monte Carlo simulation, which follows
a chosen theoretical model. Before conducting a measurement of any physical quantity, the simulation
has to be validated. The validation usually includes comparison of the shape of the distributions of e.g.
kinematic variables and the overall number of selected events (normalisation of the distributions).

For some of the background processes, precise Monte Carlo simulation is not available. For processes
such as W+jets and Z+jets, the physical quantities, i.e. the shape of their distributions, are considered
to be modelled accurately. However, due to the high multiplicity of jets, the overall yields and flavour
composition of the jets carry a high uncertainty. The production of associated jets is a result of high
order QCD processes, which are difficult to model due the variety of possible scenarios, as discussed in
section 1.2.1. There exist, however, data-driven techniques that allow to measure the yields with a lower
uncertainty than that carried by the MC simulation. Therefore, for W/Z+jets processes, the shapes of
the distributions are taken from the simulation, but they are normalised to the number obtained with the
data-driven methods.

Backgrounds such as multijet production and events containing fake leptons, in fact consist of sev-
eral physics processes and generating any simulation modelling these processes would be very time
consuming and would still carry a very high uncertainty. Instead, contributions for multijet production
and events containing fake leptons are estimated in data in control region, where the presence of signal
events is minimal.

3.3.1 W boson production with associated jets (W+jets)

The dominant background in the single lepton channel arises from the W boson production with asso-
ciated jets (W+jets). The tt̄ signal signature is mimicked by a prompt lepton from the W boson decay
and jets from the associated production. Its estimate is based on the prediction from the Monte Carlo
simulation, corrected with scale factors derived from data. The correction of the overall normalisation
is obtained with a charge asymmetry method [86]. It uses the fact that the probabilities for production of
W+ and W− in a pp collision are not equal due to different production modes. The dominant production
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3 Reconstruction, simulation and background estimation

modes for W+ and W− in pp collisions are:

ud̄ → W+

dū→ W−

The parton distribution functions in a proton are different for u and d quarks, as presented in figure 1.2,
which leads to different production rates of W+ and W− boson. However, their ratio is predicted with
a higher precision than production of W boson with four or more jets [87]. The flavour composition
of the W+jets sample is measured with a tag counting method [88], which provides scale factors for
Wbb̄/cc̄+jets, Wc+jets and W with light flavour jets events used to correct the Monte Carlo simulation
predictions.

In the dilepton channel, the W+jets process contributes to events with fake leptons and its estimation
is described in the next section.

3.3.2 Multijet production and events with fake leptons

The second most important contribution to the background comes from the QCD multijet production.
In this case, there are no prompt leptons in the final state and another object fakes the signature of
a real lepton. The contribution of the multijet background is measured directly in data using the matrix
method, which relies on finding a relationship between events with real and fake leptons and events with
tight and loose leptons [89–91]. The nature of fake leptons is different in the µ+jets and e+jets channels.
The fake muons are muons that originate from semi-leptonic b quark decay within the b-jets. Most of
them are rejected by the muon isolation criteria. Fake electrons are usually misreconstructed jets or
electrons from photon conversion.

The matrix method studies events with tight, i.e. passing standard isolation criteria described in sec-
tion 3.1, and loose leptons. The definition of loose muons requires no isolation, while for loose elec-
trons, the isolation criteria is less strict than the standard selection [92]. In the single lepton channel, the
number of events with loose and tight leptons can be written down as

Nloose = Nloose
real + Nloose

fake

Ntight = εrealNloose
real + εfakeNloose

fake , (3.2)

where Nloose and Ntight are the numbers of events measured with leptons passing loose and tight isolation
criteria, Nloose

real and Nloose
fake are the events with real and fake leptons in the sample with loose isolation.

εreal and εfake are the efficiencies of real and fake loose leptons to pass the tight isolation criteria. They
are estimated in control regions enriched in the leptons of the type of interest.

The εreal is estimated for both, muons and electrons in a sample of Z events (Z → µµ and Z → ee,
respectively). The εfake for muons is measured in two independent regions:

• Sample A: low mT(lν) region: mT(lν) < 20 GeV and Emiss
T + mT(lν) < 60 GeV,

• Sample B: muons are required to have a high impact parameter with respect to the primary vertex,
which favours muons stemming from heavy flavour jets. This phenomenon is described in more
details in section 4.1.

The average of the measurements in sample A and B is used as εfake in the analysis. For electrons, εfake
is measured in a region with reverted Emiss

T requirement: Emiss
T < 20 GeV.
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3.3 Data-driven background estimation

Using the equation 3.2, the number of multijet events in the tt̄ signal region can be expressed as

Ntight
fake =

εfake

εreal − εfake

(
εrealNloose − Ntight

)
. (3.3)

Figure 3.2 shows the transverse mass mT(lν) of the lepton and the Emiss
T vector in the signal region

before and after applying the mT(lν) and Emiss
T requirements. The Emiss

T spectrum in the signal region
before and after applying these requirements is presented in figure 3.3 and figure 3.4 presents the jet
multiplicity (after applying the mT(lν) and Emiss

T requirements). Those distributions are sensitive to a
correct description of the multijet and W+jets processes, and they all show a good agreement between
the sum of multijet and W+jets data-driven predictions and simulated samples of other background and
signal processes, and data.

The tt̄ dilepton events contain two leptons from the two W bosons decays. The fake leptons back-
ground comes predominantly from single lepton tt̄ decay and W+jets production with a real and a fake
lepton, though there is a small contribution with two fake leptons coming from the QCD multijet pro-
duction.

The estimate of the contribution of events with fake leptons in the dilepton channels uses the same
principle as the matrix method described for the single lepton channel, but due to the presence of two
leptons in the final state, the equation 3.2 takes a more complicated form:

Ntt

Ntl

Nlt

Nll

 = M


Nll

rr
Nll

rf
Nll

fr
Nll

ff

 , (3.4)

where the superscripts “l” and “t” refer to loose and tight and “r” and “f” refer to real and fake. The
4 × 4 matrix M contains the relative combinations of εreal and εfake.

The loose and tight definitions together with a more detailed explanation about the method and ana-
lysis are provided in reference [89].

3.3.3 Z → ee/µµ with associated jets

The tt̄ event selection includes requirements to reject Z+jets events. However, a small fraction of events
in the Emiss

T tails and dilepton invariant mass sidebands will be selected. These events are difficult to
model properly in the simulation due to large uncertainties on the non-Gaussian nature of the missing
energy tails, the Z boson cross section in higher jet multiplicity bins and the lepton energy resolution.

To estimate the Z → ee and Z → µµ background, the number of these events is measured in a control
region. The control region is defined by events with an invariant dilepton mass within ±10 GeV around
the Z boson mass with at least two jets and with Emiss

T > 30 GeV. There are some other physics processes
(tt̄, Z → ττ, diboson, single top) contaminating this control region and their contribution is subtracted
relying on their MC prediction. The number of Z → ee and Z → µµ events in the signal region is then
estimated using simulation to extrapolate from the control region:

Z boson background estimate in SR =
MCZ(SR)
MCZ(CR)

× (Data(CR) −MCother(CR)) , (3.5)

where MCZ(SR/CR) represent the number of events in the signal and control region, respectively.
MCother is the number of events from physics backgrounds that contaminate the control region. Data(CR)
represents the observed number of events in the control region in 4.6 fb−1 of data. The Monte Carlo
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3 Reconstruction, simulation and background estimation

prediction is then scaled to match the estimate described by equation 3.5.

The robustness of the method is tested by varying the Emiss
T requirement in the control region by

±10 GeV. The effect is included as method uncertainty. Uncertainties on the jet energy scale, resolution
etc., described in section 5.4, are also considered. The estimate includes the uncertainty on the number
of events in data as well. The resulting number of Z+jets background events from this data-driven
method is shown in table 3.3 for the ee and µµ channel.

ee µµ

Z+jets Monte Carlo 20.3 ± 7.1 (syst.) 84.5 ± 29.6 (syst.)
Data-driven 20.17 ± 2.38 (stat.) ± 0.45 (syst.) 91.25 ± 7.12 (stat.) ± 0.40 (syst.)
Scale factor 0.99 ± 0.12 1.08 ± 0.08

Table 3.3: Expected number of Z+jets events passing the ee and µµ selection requirements corresponding to
a luminosity of 4.6 fb−1. The result of the expectation from simulation and the data-driven method are shown.

The earlier discussed figures 3.6, 3.7 and 3.8, which present the invariant mass of two leptons in the
ee and µµ channels without the requirement on the mll, the Emiss

T without the Emiss
T requirement and jet

multiplicity distributions, are sensitive to the correct description of the fake leptons and Z+jets back-
ground. Additionally, figures 3.10 and 3.11 present the jet multiplicity and jet transverse momentum
in a control region containing the region used to estimate the Z+jets background: Emiss

T < 60 GeV or
|mll − 91 GeV| < 10 GeV. All figures show a very good agreement between the data and the estimates
from Monte Carlo and data-driven techniques.

In the single lepton channel, due to the low contribution of the Z+jets process, its estimation is based
purely on the Monte Carlo simulation.
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Figure 3.10: Distribution of the number of jets in ee (left) and µµ channel (right) in the control region with
Emiss

T < 60 GeV or |mll − 91 GeV| < 10 GeV. At least one jet is required in these distributions. All other standard
event selection criteria are applied. The error band represents the sum of theoretical uncertainties on the cross
sections (Z+jets, tt̄, single top, diboson) and uncertainties on the estimation directly from data (fake leptons). The
last bin is inclusive.
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Figure 3.11: Distribution of the pT of the leading (upper row) and second (lower row) jet for the ee (left) and µµ
channel (right) in the control region with Emiss

T < 60 GeV or |mll − 91 GeV| < 10 GeV. All other standard event
selection criteria are applied. The error band represents the sum of theoretical uncertainties on the cross sections
(Z+jets, tt̄, single top, diboson) and uncertainties on the estimation directly from data (fake leptons). The last bin
is inclusive.
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3.4 Simulation

Monte Carlo simulation samples have been used to develop and validate the analysis procedures, to
calculate the selection and tagging efficiencies and to evaluate the contributions from the specific back-
ground processes.

3.4.1 tt̄ samples

For the b-tagging calibration with the tt̄ events in the single lepton channel, the inclusive tt̄ sample gen-
erated with the MC@NLO generator [93–95] with the CT10 [96] PDF set is used. The hard scattering
events are showered and hadronised with Herwig [97].

The dilepton tt̄ signal events are generated using the ProtosMC event generator [98,99] with modified
CKM elements, |Vtb|

2 = 0.5 and |Vts|
2 = |Vtd |

2 = 0.25. The parton shower and the underlying event
were added using the Pythia generator [73] with the AUET2B tunes [100] to the ATLAS data and the
CTEQ6L1 PDF set [101]. At the truth level, the sample is filtered for dilepton decay final states, which
means that both of the W bosons from top quark decay to a neutrino and an electron, a muon or a tau1.

The tt̄ normalisation cross section for pp collisions at a centre-of-mass energy of
√

s = 7 TeV is
σtt̄ = 177+10

−11 pb for a top quark mass of 172.5 GeV/c2. It has been calculated at next-to-next-to-
leading order (NNLO) in QCD including resummation of next-to-next-to-leading logarithmic (NNLL)
soft gluon terms with top++2.0 [102–107]. The PDF and αS uncertainties were calculated using the
PDF4LHC prescription [108] with the MSTW2008 68% C.L. NNLO [13, 109], CT10 NNLO [96, 110]
and NNPDF2.3 5f FFN [111] PDF sets, added in quadrature to the scale uncertainty. The NNLO+NNLL
value is about 3% larger than the exact NNLO prediction, as implemented in Hathor 1.5 [112].

In the Rb and σtt̄ analysis in the dilepton channel, the dependence on the Monte Carlo generator was
studied in depth. A number of other tt̄ samples generated with the assumption of |Vtb| = 1 are used to
evaluate the impact of parameter choices on the Rb and σtt̄ measurement. The systematic uncertainty of
the measurement due to the choice of the matrix element generator is estimated with samples generated
with MC@NLO, Powheg [113] and Alpgen [114]. The CTEQ6L1 PDF set is used in the generation of
the Alpgen sample, which is produced with 0 to 5 (inclusive) additional partons in association to the tt̄
event. The hard scattering events of Alpgen are showered and hadronised with Herwig [97].

The Powheg sample was generated using CT10 and the showering and hadronisation were obtained
with Pythia as it was in the case of the generation of the Protos nominal sample. Powheg+Pythia is
also used as a reference for the expected tt → WWbb2 events normalisation in the Protos nominal
sample in the case of |Vtb| = 1. The Powheg+Pythia samples with varied top quark mass mtop were
also produced with these settings. All these samples are further simulated using full simulation (“mc11c
full” production).

Two additional Powheg samples are compared while determining the uncertainty due to the choice
of the generator. They use different showering and hadronisation models (Pythia and Herwig). These
samples are further simulated using fast simulation (“mc11b fast” production).

For the estimation of the systematic uncertainty due to modeling of the initial and final state radiation,
ISR/FSR, two tt̄ samples are generated with AcerMC [115] together with Pythia. They are produced
with increased and decreased amount of radiation (see section 5.4.2). These samples are further simu-
lated using fast simulation (“mc11c fast” production).

Two additional tt̄ samples are generated using MC@NLO. These samples are produced with modified
renormalisation and factorisation scales both simultaneously increased or decreased by a factor of two.

1 Including hadronically decaying τ leptons.
2 To improve legibility, the particle and antiparticle notation is omitted.
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3.4 Simulation

They are used to evaluate the systematic uncertainty in the final measurement due to the choice of scales.
These samples are also a part of the “mc11c fast” production.

Three more tt̄ samples, generated using Powheg+Pythia, are used to evaluate systematic uncertainties
due to the modeling of the underlying events and color reconnection. All these samples are generated
using the CTEQ5L PDF set [116] with Pythia. The central sample is generated using the nominal set-
tings of the P2011 tunes [117]. The sample used to estimate the systematic uncertainty due to modeling
of the underlying event is generated with modified ΛQCD in multi-parton interactions. The third sample
is produced with the color reconnection switched off for the generation of events. Detector simulation
is performed using “mc11c fast”.

Two samples of tt̄ production with associated heavy flavour quark pairs, bb̄ and cc̄, are produced with
Alpgen+Herwig using CTEQ6L1. These samples contain events with no additional partons generated
at the matrix element level by Alpgen, as events with additional partons are expected to have negligible
contribution due to the small cross section. These samples are complementary to the set of already
mentioned Alpgen+Herwig tt̄. The heavy flavour overlap removal tool [118] is used in order to remove
the double counting of the heavy quark production. All these Alpgen+Herwig samples are used to
evaluate the impact of the modeling of the heavy flavour quarks content in the tt̄ production on the
measurement of Rb and σdilepton.

The tt̄ samples used for the nominal analysis and for systematic uncertainty estimation are listed in
table 3.4.

3.4.2 Background processes

Single top

In the analysis of the single lepton channel, single top samples generated with MC@NLO are used to
match with the generator of the tt̄ signal sample.

In the dilepton analysis only the Wt single top channel is included. An AcerMC+Pythia sample
with the AUET2B tunes of Pythia parameters was chosen to match with the Protos+Pythia tt̄ sample.
Single top quark production in t- and s-channels are not directly considered since these samples do not
contain final states with two prompt leptons (i.e. deriving from W bosons) and thus every event would
fail the matching requirement between reconstructed and generated leptons in the event selection (see
section 3.2.2). Like other standard top quark samples, the simulation of single top assumed Rb = 1.

Details of the AcerMC+Pythia sample are also shown in table 3.4. All single top samples are pro-
duced assuming a top quark mass of 172.5 GeV.

Z+jets

The generation of Z/γ∗+jets events uses Alpgen v2.13 with CTEQ6L1 and the MLM scheme [119] for
matching partons and jets. It implements the exact LO matrix elements for final states with up to 6
partons. The Z+jets samples are normalised with a k-factor of 1.25. For these samples the phase space
has been restricted to the regions 10 < mll < 40 GeV and 40 < mll < 2000 GeV. The k-factor is used
to scale the cross section from LO simulation to NNLO, because, even if higher order cross section
calculation is available, the LO simulation is much faster. The k-factor is defined as a ratio of the cross
sections calculated at different QCD order levels, in this case LO and NNLO:

k =
σNNLO

σLO
. (3.6)

55



3 Reconstruction, simulation and background estimation

The additional partons produced in the matrix element part of the event generation can be either light
partons (Z+jets) or heavy quarks (Z+cc̄+jets and Z+bb̄+jets). The inclusive Z+jets samples are obtained
from the full set of the parton multiplicity sub-samples, including both the light partons with additional
jets and the heavy quark with additional jets processes. As in the case of the tt̄ Alpgen +Herwig samples,
the heavy flavour overlap removal tool is used in order to remove the double counting of the heavy quark
production. The Z+jets samples are listed in the appendix B.

W+jets

As for the Z+jets, for the W boson production in association with multiple jets Alpgen v2.13 is also used.
W+jets events with up to 5 partons are generated. In addition, separate samples containing W+bb̄+jets,
W+cc̄+jets and W+c+jets events are produced and the heavy flavour overlap removal tool is used in
order to remove the double counting of the heavy quark production.

Diboson

Diboson WW, WZ and ZZ events are modeled using the Alpgen+Herwig generators, normalised with
appropriate k-factors of 1.26 (WW), 1.28 (WZ) and 1.30 (ZZ) to match the total cross section from
NLO QCD predictions using calculations by the MCFM program [120]. Events are hadronised with
Herwig [121], using the Jimmy underlying event model [122, 123]. Both hadronisation programs are
tuned to data using the ATLAS MC11c tune. The diboson samples are also listed in appendix B.
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ulation
Generator Description σ · B [pb] k-factor Nevents L [fb−1] Configuration tags
Protos+Pythia Dilepton Rb = 0.5 18.65 n.a. 499797 26.79 e1423 s1372 s1370 r3108 r3109
MC@NLO+Herwig No a.h.d. 79.01 1.22 14983835 120.28 e835 s1272 s1274 r3043 r2993
Powheg+Herwig No a.h.d. 80.85 1.19 9984982 103.69 e1198 a131 s1353 a139 r2900
Powheg+Pythia No a.h.d. 80.07 1.20 9994443 103.84 e1377 s1372 s1370 r3108 r3109
Powheg+Pythia No a.h.d. 80.07 1.20 9992492 103.82 e1377 a131 s1353 a139 r2900
Powheg+Pythia No a.h.d. 80.07 1.20 9994491 103.84 e1683 a131 s1353 a145 r2993
Powheg+Pythia No a.h.d. mpiHi 80.06 1.20 9992985 103.76 e1683 a131 s1353 a145 r2993
Powheg+Pythia No a.h.d. noCR 80.07 1.20 9995991 103.86 e1683 a131 s1353 a145 r2993
Powheg+Pythia No a.h.d. (mtop = 165 GeV) 100.75 1.13 4999173 43.87 e1736 s1372 s1370 r3108 r3109
Powheg+Pythia No a.h.d. (mtop = 167.5 GeV) 93.23 1.13 4992269 47.34 e1736 s1372 s1370 r3108 r3109
Powheg+Pythia No a.h.d. (mtop = 170 GeV) 86.34 1.13 4988873 51.09 e1736 s1372 s1370 r3108 r3109
Powheg+Pythia No a.h.d. (mtop = 175 GeV) 74.33 1.13 4997061 59.44 e1736 s1372 s1370 r3108 r3109
Powheg+Pythia No a.h.d. (mtop = 177.5 GeV) 69.01 1.13 4999169 64.05 e1736 s1372 s1370 r3108 r3109
Powheg+Pythia No a.h.d. (mtop = 180 GeV) 64.17 1.13 4994773 68.88 e1736 s1372 s1370 r3108 r3109
AcerMC+Pythia No a.h.d. more PS 41.01 2.35 9993492 103.78 e1449 a131 s1353 a145 r2993
AcerMC+Pythia No a.h.d. less PS 41.01 2.35 9994995 103.8 e1449 a131 s1353 a145 r2993
MC@NLO+Herwig No a.h.d. ren/fac (down var.) 89.47 1.08 9989490 81.11 e1468 a131 s1353 a145 r2993
MC@NLO+Herwig No a.h.d. ren/fac (up var.) 68.51 1.40 9982491 76.64 e1468 a131 s1353 a145 r2993
Alpgen+Herwig Dilepton +0p 3.47 1.79 194499 31.26 e887 s1372 s1370 r3043 r2993
Alpgen+Herwig Dilepton +1p 3.40 1.79 159999 26.24 e887 s1372 s1370 r3043 r2993
Alpgen+Herwig Dilepton +2p 2.11 1.79 336897 89.05 e887 s1372 s1370 r3043 r2993
Alpgen+Herwig Dilepton +3p 0.94 1.79 148000 87.81 e835 s1372 s1370 r3043 r2993
Alpgen+Herwig Dilepton +4p 0.33 1.79 60000 101.40 e835 s1372 s1370 r3043 r2993
Alpgen+Herwig Dilepton +5p 0.13 1.79 25000 107.25 e835 s1372 s1370 r3043 r2993
Alpgen+Herwig Inc. tt̄ + bb + 0p 0.92 1.79 399298 242.06 e835 s1310 s1300 r3043 r2993
Alpgen+Herwig Inc. tt̄ + cc + 0p 1.76 1.79 399998 126.75 e835 s1310 s1300 r3043 r2993
AcerMC+Pythia Wt → incl. 14.79 1.06 974897 61.90 e835 s1310 s1300 r3043 r2993

Table 3.4: tt̄ and single top simulation samples used in the dilepton analysis. The samples do not include all hadronic decays (No a.h.d.). The Protos+Pythia
sample is used for the nominal analysis in the dilepton channel, the MC@NLO+Herwig sample is used for the nominal analysis in the single lepton channel.
Other samples are used for the evaluation of systematic uncertainties.57





CHAPTER 4

b-tagging calibration with t t̄ events

Many physics studies at hadron colliders, such as Higgs boson (e.g. H → bb̄) analysis and searches
for new physics phenomena, look for jets originating from b quarks in the final state. The b-tagging
algorithms, which are designed to identify such jets, are thus of great importance and it is crucial to
calibrate their performance directly with data by measuring the b-tagging efficiency and the mis-tag
rates. Due to the close-to-unity branching fraction B(t → Wb), tt̄ events provide a sample rich in b-jets,
which is ideal for studying the b-tagging performance.

In the initial phase of the data taking in LHC Run 1, ATLAS relied on the b-tagging calibration
methods using jets containing muons created from large numbers of dijets events. As the ATLAS
physics program advanced, the experiment collected enough top quark pair events to calibrate b-tagging
algorithms with tt̄ events. Calibration methods using the tt̄ sample provide measurements of the b-
tagging efficiency for jets with high transverse momentum which are beyond the reach of the muon-
based methods.

This chapter focuses on the principles of the b-tagging techniques and presents results of the b-tagging
calibration with the kinematic selection method in the tt̄ single lepton channel. The kinematic selection
method measures the b-tagging efficiency by exploiting the kinematics of the top quark pair decays and
the flavour composition of the jets in the final states. The results of the calibration are pT-dependent
scale factors for jets in the pT range of 25 to 300 GeV. The scale factors correct the b-tagging efficiency
in simulation to the level measured in data. The analysis was performed on the full 2011 data sample of
4.7 fb−1 pp collisions collected by the ATLAS detector. The results presented in this chapter were made
public in a conference note dedicated to the tt̄ calibration methods [83] and a publication summarising
the b-tagging performance with data collected by the ATLAS detector in 2011 [124]. They were also
presented by the author at the ICHEP conference in Melbourne in 2012 [125].

4.1 Jets originating from b quarks

Jets originating from the decay of b quarks have several features that allow to distinguish them from
other jets. A b quark undergoes hadronisation and creates a b hadron. The b hadrons have a lifetime
of approximately 1.5 ps, which, for a particle with pT = 50 GeV, corresponds to a mean decay length
of 5 mm. This is much more than the resolution of the primary vertex, which results in the ability
to reconstruct the secondary vertex in the point of decay of the b hadron. This distinctive signature
can be used to identify jets originating from b quarks. Due to the b quark’s large mass, b-jets are also
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characterised by a higher number of tracks (high multiplicity of the decay products). About 20% of the
b-jets have a muon from the semileptonic decays of b and c hadrons. These muons usually have a low
pT and a large angle with respect to the jet axis. A sketch of a b-jet highlighting some of its unique
features is presented in figure 4.1 a).

a) b)

Figure 4.1: a) Tracks forming the primary and secondary vertex originating from the production and decay of
a b quark. b) The prel

T vector of a soft muon inside a jet.

The identification of these features requires an inner detector with a high resolution to measure tra-
jectories of the particles within the jet and to identify the vertices. The precision of the reconstruction
of the position of the vertex increases with the multiplicity of the associated tracks. In minimum bias
events it is 300 µm in x and y (600 µm for z) for just 2 tracks and 20 µm (35 µm) for 70 tracks [124].
Due to the pile-up effect, there are multiple hadron interactions and thus multiple vertices along the
beam axis. The selected primary vertex is the one with the highest square sum of pT of associated
tracks. The displacement of the secondary vertex can be measured with the transverse and longitudinal
impact factors: d0 and z0, the distance between the primary and secondary vertices in the x-y plane and
along the beam axis, respectively.

The b-tagging algorithm also requires a calorimeter detector with a high granularity to precisely
measure the direction, energy and isolation of the jet and a muon detector with high efficiency and good
resolution together with the inner detector to identify muon decays from the b hadrons. It is also crucial
to match measurements from the subdetectors and correctly assign all particles belonging to a jet. b-jets
are reconstructed using the same anti-kt algorithm as described in section 3.1.

4.2 b-tagging algorithms

The aim of the b-tagging algorithms is to recognise jets originating from b quarks. To evaluate the
b-tagging algorithm performance and the calibration, jets are divided in three categories: b-jets, c-jets
originating from c quarks and light-flavour jets originating from u, d and s quarks, as well as gluons. The
performance of a b-tagging algorithm can be assessed by studying the efficiency of correctly tagging
b-jets and rejecting other jets. The rejection rate is defined as the ratio of all light-flavour jets to those
tagged by the b-tagging algorithm. Figure 4.2 shows rejections rate as a function of b-tagging efficiency
for various b-tagging algorithms.

The b-tagging algorithms apply the following additional track quality criteria to reject fake tracks
(not all hits originate from the same charged particle), tracks from long-lived particles other than b
hadrons (e.g. KS, Λ) and tracks originating from material interactions (photon conversion, hadronic
interactions) [124]:
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4.2 b-tagging algorithms

Figure 4.2: Expected rejection rate as a function of the b-jet tagging efficiency for various b-tagging al-
gorithms [124].

• Track has at least 7 precision hits (pixel or SCT), from which at least 2 are pixel hits (1 in the first
layer),

• pT of the track: ptrack
T > 1 GeV and

• Impact parameter with respect to the primary vertex: |d0| < 1 mm and |z0| sin θ < 1.5 mm.

Vertex-based algorithms use looser selection requirements, because they engage their own vertex recon-
struction strategies. The algorithms used during LHC Run I are described in detail in reference [124],
from which the information below was taken.

4.2.1 Impact parameter based algorithms

The impact parameter of a track is calculated with respect to the primary vertex. In the case of a b hadron
decay, the secondary vertex is located “after” the primary vertex on the jet axis1 and it is associated with
a positive value of the impact parameter. When the secondary vertex is located “before” the primary
vertex, it is assigned a negative sign.

An example of an impact parameter based b-tagging algorithm is IP3D. It engages a log-likelihood
ratio of each track using probability density functions of 2-dimensional impact parameter significance
S = (d0/σd0 , z0/σz0) of the tracks in b-jets and light-flavour jets obtained from simulation. σd0 and σz0

are the reconstruction resolutions. The b-tagging weight of a jet is built by summing the log-likelihood
ratios of the tracks associated to the jet.

4.2.2 Vertex based algorithms

Unlike the impact parameter based algorithms, which focus separately on each of the tracks associated
with a jet, the vertex based algorithms aim at identifying the secondary vertex. The secondary vertex
candidates are built from pairs of significantly displaced tracks from the primary vertex. Invariant
mass requirements are applied to reject vertices originating from other long-lived particles and photon
conversions. The position is ensured to be off the tracker layers to eliminate tracks stemming from
material interactions. All remaining track pairs are then tested against the hypothesis of being generated

1 The jet axis found with calorimeter information.
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from a common secondary vertex [126]. Then, the flight length L3D, the distance between the secondary
and the primary vertex, is calculated.

The SV0 b-tagging algorithm uses the flight length significance L3D/σL3D to separate b-jets from the
light-flavour jets. It demonstrates a better rejection rate than the impact parameter based algorithms, but
requires reconstruction of the inclusive secondary vertex, which succeeds only for approximately 70%
of the b-jets.

The SV1 algorithm relies on the same procedure to identify the secondary vertex, but, similarly to the
IP3D algorithm, engages the log-likelihood ratio method to identify the b-jet. The SV1 algorithm uses as
discriminating variables the vertex mass, which is defined as the invariant mass of the tracks building the
secondary vertex; the fraction of the energy carried by those tracks with respect to all tracks; the number
of two-track vertices and ∆R between the calorimeter jet axis and the line connecting the primary and
secondary vertices. The vertex mass and the energy fraction distributions for three flavours of jets are
presented in figure 4.3 a) and b). The drawback of the SV1 algorithm is, that it heavily depends on the
b hadron decay modelling in the simulation.

The JetFitter algorithm applies a different strategy than SV0 and SV1. It aims at reconstructing the full
b quark decay chain inside the jet. JetFitter is an artificial neural network algorithm with 8 input nodes:
number of vertices with at least two tracks, total number of tracks in each of those vertices, number of
additional single-track vertices on the b hadron flight path, the vertex mass, the energy fraction, flight
length significance L/σL, jet pT and |η|. The network topology consists of two hidden layers with 12
and 7 nodes. The algorithm has three output nodes, corresponding to the b-jet, c-jet and light-flavour jet
hypotheses.

4.2.3 Combined tagging algorithms

Combining the impact parameter based and the secondary vertex based algorithms allows to improve
the performance of b-tagging by exploiting the advantages of a particular algorithm and diminishing
its limitations. The simplest example is the IP3D+SV1 algorithm, which uses a sum of weights of the
IP3D and SV1 taggers. The IP3D+JetFitter algorithm applies the same artificial neural network as the
JetFitter with the IP3D weight as an additional input node and the number of nodes in the hidden layers
is increased to 14 and 9, respectively.

The MV1 algorithm is another neural network algorithm. It uses the weights of the SV1, IP3D and
IP3D+JetFitter algorithms as input. The network consists of two hidden layers with three and two nodes
and a single output node. The distribution of the MV1 weight is presented in figure 4.3 c). Because of

a) b) c)

Figure 4.3: a) Vertex mass, b) energy fractions and c) MV1 weight for different flavours of jets. The spike of the
MV1 weight distribution around 0.15 corresponds to the jets in which no secondary vertex was identified [124].
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its excellent performance, MV1 is the most commonly used b-tagging algorithm in ATLAS in Run I.

4.3 Calibration of the b-tagging algorithms

The b-tagging algorithms use discriminants developed with simulation. Therefore, the performance of
the b-tagging algorithms has to be verified using data, in order to correct for mismodellings in Monte
Carlo simulation. The results of the calibration are presented in the form of pT-dependent scale factors
defined as

κdata/sim
εb (pT) =

εdata
b (pT)

εsim
b (pT)

, (4.1)

where εsim
b (εdata

b ) is the fraction of b-jets which are tagged in simulation (data). In simulation, the
flavour of the jet is determined by matching to the generator level partons. The εdata

b is estimated with
one of the methods described in the next section. In physics analyses, these pT dependent scale factors
are then applied as weights per jet to re-weight the Monte Carlo simulation, to correct the b-tagging
efficiency to the values measured in data.

The mean b-tagging efficiencies 〈εsim
b 〉 of the individual operating points (tag weight w) of a tagger

are derived from an inclusive simulated tt̄ sample. A total of twelve operating points are calibrated,
referred to as:

• SV0

– SV0 50%: 〈εsim
b 〉 = 50%, w > 5.65

• IP3D+SV1

– IP3D+SV1 60%: 〈εsim
b 〉 = 60%, w > 4.55

– IP3D+SV1 70%: 〈εsim
b 〉 = 70%, w > 1.70

– IP3D+SV1 80%: 〈εsim
b 〉 = 80%, w > −0.80

• IP3D+JetFitter

– IP3D+JetFitter 57%: 〈εsim
b 〉 = 57%, w > 2.20

– IP3D+JetFitter 60%: 〈εsim
b 〉 = 60%, w > 1.80

– IP3D+JetFitter 70%: 〈εsim
b 〉 = 70%, w > 0.35

– IP3D+JetFitter 80%: 〈εsim
b 〉 = 80%, w > −1.25

• MV1

– MV1 60%: 〈εsim
b 〉 = 60%, − log(w) > 0.905363

– MV1 70%: 〈εsim
b 〉 = 70%, − log(w) > 0.601713

– MV1 75%: 〈εsim
b 〉 = 75%, − log(w) > 0.404219

– MV1 85%: 〈εsim
b 〉 = 85%, − log(w) > 0.0714225

4.3.1 Measurement of b-tagging efficiency with jets containing muons

The baseline scale factors for the physics analyses with the dataset collected in 2011 were obtained with
calibration methods using jets containing muons. These methods use dijet events, which have a high
production cross section and ensured a big enough data sample even in the early stages of the data taking
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in 2010. Jets containing muons are selected with the soft muon tagger (SMT) algorithm which identifies
muons with low pT in the ∆R proximity of the jet. The discussion in this section follows reference [124].

The first method, pTrel, exploits the difference in the distribution of prel
T , the component of muon’s

momentum transverse to the muon-jet axis, for different flavours of jets. The prel
T vector is sketched in

figure 4.1 b). Muons originating from b quarks have on average a higher prel
T compared to muons from

c and light-flavour jet, as shown in figure 4.4. The fractions of b-, c-, and light-flavour jets are extracted
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Figure 4.4: Example of a template fit to the prel
T distribution in data before (left) and after (right) b-tagging.

by fitting the prel
T distribution templates to data before and after tagging with the algorithm under test.

The templates are obtained from the Monte Carlo simulation. The b-tagging efficiency measured by the
pTrel method can be expressed as

εdata
b =

f tag
b Ntag

f tag
b Ntag + f untag

b Nuntag
·C, (4.2)

where f tag
b and Ntag are the fraction of b-jets and the total number of jets in the tagged sample, and

f untag
b and Nuntag in the sample with jets not tagged by the algorithm under study. The C component

corrects for the differences in the b hadron direction modelling and the heavy-flavour contamination of
the light-flavour jets template.

The system8 method does not rely on the simulation as heavily as the pTrel method, as it does not use
templates from simulation. Instead, it applies the following criteria to create subsamples with different
content of b-jets:

• Presence of a muon in the jet tagged by the SMT has prel
T > 700 MeV (muon tagging, MT).

• Jet tagged by the SMT is also tagged with the b-tagging algorithm under test (lifetime based, LT).

• At least one more jet is present in the event, apart from the one tagged by SMT, which has
a reconstructed secondary vertex and a signed decay length significance greater than 1. This
requirement divides the dataset into two samples: the p sample that fulfils the requirement, and
the n sample that does not fulfil it.

The following system of eight equations describes jets fulfilling combinations of any two of the above
criteria and allows to extract the b-tagging efficiency of the algorithm under test, εLT

b :
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n = nb + ncl,

p = pb + pcl,

nLT = εLT
b nb + εLT

cl ncl,

pLT = α6ε
LT
b pb + α4ε

LT
cl pcl,

nMT = εMT
b nb + εMT

cl ncl,

pMT = α5ε
MT
b pb + α3ε

MT
cl pcl, (4.3)

nLT,MT = α1ε
LT
b εMT

b nb + α2ε
LT
cl ε

MT
cl ncl,

pLT,MT = α5α6α7ε
LT
b εMT

b pb + α3α4α8ε
LT
cl ε

MT
cl pcl.

In this equation, εcl denotes the tagging efficiency for c-jets and light-flavour jets. The correction
factors α1,...,α8 account for the correlations between the tagging efficiencies in the p and n samples.

The uncertainty associated with the scale factors determined by the pTrel and system8 methods ori-
ginates mostly from the accuracy of the heavy-flavour production, decay and fragmentation modelling
in the simulation. Other significant uncertainty sources are the jet energy scale and resolution, as well
as pile-up. The combined results of both calibration methods in form of data-to-simulation scale factors
are presented in figure 4.8 as grey blocks (the height of the block corresponds to the total uncertainty).
Both approaches rely on low-pT jet triggers to enable the measurement for the low-pT jets, which has
some statistical limitation. Moreover, the prel

T variable is not anymore a good discriminant between b-,
c- and light-jets for the high-pT jets. Thus the methods using jets containing muons cannot be applied
to jets with a very high pT.

4.3.2 Measurement of b-tagging efficiency using tt̄ events

At the LHC the large tt̄ production cross section offers an alternative source of events enriched in b-jets.
The distinctive topology with high-pT leptons, multiple jets, and large missing transverse momentum
is relatively easy to trigger on and to reconstruct. With the integrated luminosity of 4.7 fb−1 collected
during 2011 with pp collisions at the centre-of-mass energy of

√
s = 7 GeV, the b-tagging calibration

methods based on tt̄ selections have become competitive for the first time. In addition to providing b-
tagging calibration measurements in an inclusive b-jet sample rather than a sample of b-jets containing
muons, these methods also allow to extend the calibrated jet pT range. This section presents results
of the kinematic selection method and an overview of other tt̄ calibration methods applied to the 2011
dataset.

Kinematic selection method

The kinematic selection method in the single lepton channel is based on the standard tt̄ selection criteria
which require at least four jets, from which at least one jet has to be b-tagged with the MV1 tagger
at a tagging efficiency of 70%, described in section 3.2.1. This requirement allows to increase the
signal-to-background ratio, as well as the contribution of b-jets in the analysed jet sample. However,
the information which jet was tagged in the event selection is not further used in this analysis. By
decreasing the background contribution and increasing the b-purity, the impact of the uncertainties from
the background normalisation and flavour composition were reduced.

In the measurement of the b-tagging efficiency, only the four jets with the highest pT are considered
and are assumed to come from the top quark pair decay. The b-tagging rate of the algorithm under test
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is measured by a modified tag-and-probe method adapted to the events with four jets, among which two
are expected to be b-jets:

• If the leading jet is b-tagged by the algorithm under test, the next three jets are used for the
measurement (L234 sample).

• If the next-to-leading jet is b-tagged, the leading jet is used (L1 sample).

The L1 and L234 selections are schematically presented in figure 4.5. The jets in the tt̄ event are sorted

a)

1
2

3

4 b)

1
2

3

4

Figure 4.5: Jet samples used for the b-tagging efficiency measurement with the kinematic selection method. a)
L234 sample: jet 1 is tagged, jets 2, 3 and 4 are used for the measurement, b) jet 2 is tagged, jet 1 is used for the
measurement, jets 3 and 4 are not considered. Jets are ordered by pT.

according to their pT value to help divide them into L1 and L234 samples. However, after that initial
step, the b-tagging efficiency is measured with individual jets, rather than events. The numbers of jets
from both L1 and L234 selections are used to fill the bins in pT and the b-tagging efficiency is measured
in each pT bin separately. The b-tagging efficiency in each pT bin is derived from the following formula

εb =
1

fb-jets
·
(

fb-tag − εc fc-jets − εl fl-jets − εmultijet fmultijet
)
. (4.4)

Here, fb-tag is the fraction of jets b-tagged in data, fb-jets, fc-jets and fl-jets are the expected fractions of
b-, c- and light-flavour jets from simulated events and εc and εl are the mis-tag efficiencies. To estimate
the multijet fraction fmultijet, the yields predicted by the matrix method described in section 3.3.2 are
used. The fractions fb-jets, fc-jets, fl-jets and fmultijet are calculated with respect to the sum of jets from
the lumi-weighted Monte Carlo simulation and jets from the matrix method estimation. The flavour
fractions follow the relation fb-jets + fc-jets + fl-jets + fmultijet = 1.

Separate parameters fmultijet and εmultijet for the multijet background were introduced, because the
multijet background is estimated directly from the data and there is no information about the fractions
of b-jets, c-jets and light jets in this jet sample. The b-tagging efficiency of the jets from the multijet
events εmultijet is defined as a ratio of the b-tagged jets from the multijet events to the total number of
jets from the multijet events and it is independent from the flavour of the jet. It is measured in a control
region with a sample of events with leptons passing looser selection criteria, as the multijet events are
rich in non-isolated leptons. Loose muons are not required to fulfil any isolation criteria, while the
isolation for loose electron is less strict than for the tight used in the baseline event selection. For details
see section 3.3.2. Moreover, in the selection of events with loose muons, muons overlapping with re-
calibrated jets are removed, which is different from the default selection, where not re-calibrated jets
are used. The purpose of the overlap removal is to suppress muons from heavy-flavour jets in multijet
events. However, the mismatch between the jet pT used for the overlap removal (not re-calibrated jets)
and for the jet selection (re-calibrated jets) in the baseline selection [127] increases the efficiency of

66



4.3 Calibration of the b-tagging algorithms

finding such a muon and hence finding an event with a loose muon and a jet from a multijet event. In
case the not re-calibrated jet pT is below the jet pT requirement, the muon appears isolated from jets for
the overlap removal step, but it is not after the object and event selection. This leads to a higher b-tagging
efficiency for multijet events for events with a leading jet pT between 25 GeV and 30 GeV as compared
to the other jet pT bins. These jets were more likely to satisfy the pT threshold after re-calibration.
Tight muons are much less affected due to the more stringent isolation requirements. The problem is
solved by using re-calibrated jets for the jet-muon overlap removal, as can be seen in figure 4.6 a). More
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Figure 4.6: a) b-tagging efficiency of jets from multijet events in the muon channel. A large difference is observed
if the jet-muon overlap removal is done with re-calibrated jets (blue crosses) or with not re-calibrated jets (green
dots). The estimate from the so-called jetelectron model (dark blue triangle) [128] is used to evaluate the system-
atic uncertainty on the b-tagging efficiency of jets from multijet events. The control region in which the b-tagging
efficiency of multijet events jets is measured for b) the electron channel and c) the muon channel [85].

information about the jet re-calibration is available in reference [127].
The control region is obtained by reverting the Emiss

T and mT criteria described in section 3.1 and
leaving a 5 GeV band to ensure a better separation from the signal region and avoid events with Emiss

T
close to zero, as illustrated in figure 4.6 b) and c):

• electron channel: 5 GeV < Emiss
T < 30 GeV and mT < 25 GeV,

• muon channel: 5 GeV < Emiss
T < 15 GeV or Emiss

T + mT < 60 GeV.

The predicted tt̄, single top, diboson, W+jets and Z+jets contributions obtained from Monte Carlo
simulation are subtracted from the events measured in the control region in the data.

The mis-tagging efficiencies for c- and light-flavour jets that are tagged as b-jets, εc and εl, are taken
from the Monte Carlo simulation, corrected for data-to-simulation scale factors [127], and are obtained
from the sum of simulated events from all processes, assuming the expected jet kinematics and the ex-
pected signal and background contributions to the analysed sample.

Systematic uncertainties
The uncertainties in the b-tagging calibration with tt̄ events with the kinematic selection method ori-
ginate from the limited precision of the modelling of the tt̄ processes, modelling and reconstruction of
the heavy-flavour jets, as well as object recognition and reconstruction. Effects of the following sources
were studied to asses the uncertainty on the measured scale factors:

• Mis-tagging efficiencies -The mis-tagging efficiencies for c- and light-flavour jets directly enter
the expression used to obtain the b-tagging efficiency. The efficiencies in simulated events are
adjusted by the data-to-simulation scale factors [124] and the efficiencies are then varied within
the uncertainties of these correction factors, which range from approximately 12% to 50%.
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• tt̄ cross section - The tt̄ cross section is used to normalise the expected tt̄ signal. The tt̄ cross
section is varied by 10% [129] and the effect on the final result is taken as a systematic uncertainty.

• Background normalisation - The dominant background comes from W+jets production, and the
normalisation of this background is varied by 13%.

The multijet background measurement is varied by 50% in the e+jets channel, which is a con-
servative assumption, but allows to cover any differences in kinematic distributions arising from
mismodelling of the multijet background. In the µ+jets channel by comparing estimates based on
two different control regions, the uncertainty on the multijet sample normalisation can be reduced
to 20%.

The single top, diboson and Z+jets backgrounds are normalised to their theoretical cross sections.
The single top Wt channel is varied by 10% [130], the t- and s-channels by 14% [131, 132], the
diboson sample by 5% [133] and the Z+jets by 60%.

• Background flavour composition - The flavour composition of all background samples except
W+jets is taken from simulation and not assigned a systematic uncertainty. For the W+jets back-
ground the scale factors for heavy-flavour (HF) events (Wbb̄+jets, Wcc̄+jets and Wc+jets) are var-
ied within their uncertainties. Sources of systematic uncertainties that affect the HF scale factors
in W+jets events often also affect the calibration method directly. Examples of such systematic
uncertainties are uncertainties on the tt̄ cross section and the W+jets normalisation. To account
for such correlations, these uncertainties are evaluated by coherently evaluating their impact in all
components of the analysis.

The b-tagging rate εmultijet for jets from the multijet background is measured in a control region
in data and its uncertainty is obtained by comparing baseline result with the b-tagging efficiencies
measured in events from the jet electron model [128].

• Jet reconstruction efficiency, energy scale and resolution - Fluctuations in the jet energy scale
(JES) [134], jet energy resolution (JER) and jet reconstruction efficiency (JRE) measurements
may cause jets to migrate between pT bins, which not only affects the numbers of jets in particular
bins, but also influences the correction factors that are applied to simulation, such as corrections
of the εl and εc, which depend on pT and η of jet [124].

The systematic uncertainty originating from the JES is evaluated by scaling the pT of each jet in
the simulation up and down by the estimated uncertainty on the jet energy scale. The nominal JER
in Monte Carlo simulation and data are found to be compatible, but a systematic uncertainty is
assigned to cover the effect of possible residual differences by smearing the jet energy in simulated
events. The full difference with the nominal result is taken as the uncertainty. The JRE was derived
using a tag-and-probe method in dijet events and found to be compatible to a measurement using
simulated tt̄ events. However, a systematic uncertainty is assigned to cover the effect of possible
residual differences by randomly rejecting jets based on the measured JRE.

• Trigger, lepton identification efficiency, energy scale and resolution - The modelling in simula-
tion of the lepton trigger, reconstruction and selection efficiencies as well as the energy resolution
and scaling (e trig., µ trig., e recID, µ recID, e smear., µ smear, MC e-en.sc.) has been assessed
using Z → ee and Z → µµ events.

• Generator and parton shower dependence - The baseline generator MC@NLO+HERWIG may
not correctly predict the kinematic distribution of the tt̄ events, which may result in differences
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in the acceptance and flavour composition of the selected events. A systematic uncertainty is
assigned to the choice of Monte Carlo generator (Gen.) by comparing the results produced with
the baseline tt̄ generator with those produced with events simulated with POWHEG+HERWIG.
Uncertainties in parton shower modelling (Fragm.) are estimated by comparing results between
event generated with POWHEG+HERWIG and those generated using POWHEG+PYTHIA.

• Initial and final state radiation - Initial and final state radiation (IFSR) directly affects the flavour
composition of the tt̄ events. The associated systematic uncertainty due to IFSR is estimated by
studies using samples generated with ACERMC [115] interfaced to PYTHIA, and by varying the
parameters controlling ISR and FSR in a range consistent with experimental data [135].

• Pile-up - No explicit uncertainty is assigned to the effect of pile-up as the Monte Carlo simulation
is reweighted on an event-by-event basis to reproduce the distribution of the average number of
primary vertices measured in data. Uncertainties induced by pile-up indirectly enter the analysis
through pile-up-related uncertainties in object modelling such as the jet energy scale and missing
transverse momentum corrections (Emiss

T pile-up).

• Luminosity - The uncertainty in the integrated luminosity affects the measurement of the b-
tagging efficiency due to the change in the overall normalisation of the backgrounds estimated
from simulation. The integrated luminosity has been measured with a precision of 3.9% and is
taken as a systematic uncertainty.

Results
The kinematic selection method can measure the b-tagging efficiency separately in the e+jets and µ+jets
channels, as well as in their combination. Since these samples are statistically uncorrelated, the com-
bination is done by summing jets selected from both channels. No significant difference was observed
between results from the e+jets and the µ+jets channels. This section presents only results from the
combination of the two channels. Figure 4.7 shows a comparison of the b-tagging efficiency meas-
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Figure 4.7: The b-tagging efficiency measured in data with the kinematic selection method compared to that in
simulation (left) and the resulting scale factors (right) for the MV1 algorithm at 70% b-tagging efficiency. The
dashed lines correspond to the 〈εsim

b 〉 for the b-tagging efficiency graph and to the value of 1 for the scale factors.
The error bars show the statistical uncertainties while the green band indicates the total uncertainty [83].

ured in simulation and data, as well as the resulting scale factors as defined in equation 4.1 for the
MV1 algorithm at the working point corresponding to the 70% efficiency. Table 4.1 summarises the
values of the uncertainties on the scale factors. Separate results for each of the channels can be found
in appendix C, together with the b-tagging efficiency measured for simulated events in different Monte
Carlo samples. Moreover, figures for other working points of the MV1 algorithm, as well as for other
algorithms listed in section 4.3, are also included in the appendix C.
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pT[ GeV] 25-30 30-40 40-50 50-60 60-75 75-90 90-110 110-140 140-200 200-300
IFSR ±4.3 ±3.2 ±2.7 ±3.1 ±3.6 ±4.0 ±3.6 ±4.0 ±5.2 ±8.0
Gen. ±0.5 ±0.2 ±0.0 ±0.2 ±0.3 ±0.1 ±0.6 ±1.2 ±1.9 ±3.9

Fragm. ±0.1 ±1.0 ±1.9 ±1.1 ±2.0 ±1.1 ±0.8 ±0.7 ±0.3 ±2.9
Diboson ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0

Single top ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1 ±0.1 ±0.1 ±0.2
Z+jets ±0.1 ±0.1 ±0.1 ±0.1 ±0.2 ±0.2 ±0.2 ±0.3 ±0.4 ±0.5
W+jets ±1.8 ±1.5 ±1.0 ±0.8 ±0.8 ±0.8 ±0.7 ±0.7 ±1.0 ±1.3
Mulitjet ±1.5 ±1.3 ±1.4 ±1.7 ±1.6 ±1.4 ±1.6 ±1.6 ±1.9 ±1.9

tt̄ ±1.0 ±0.9 ±0.8 ±0.9 ±0.9 ±0.9 ±1.0 ±1.1 ±1.4 ±1.5
εfake ±1.7 ±0.4 ±0.2 ±0.4 ±0.4 ±0.4 ±0.4 ±0.5 ±0.5 ±0.4
JES ±5.7 ±3.2 ±2.2 ±1.1 ±0.8 ±0.4 ±0.6 ±1.2 ±1.2 ±2.8
JER ±5.0 ±0.2 ±0.5 ±1.4 ±0.3 ±0.8 ±0.6 ±0.6 ±0.6 ±0.7
JRE ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.0 ±0.0 ±0.1 ±0.0
JVF ±0.2 ±0.3 ±0.0 ±0.0 ±0.2 ±0.1 ±0.0 ±0.0 ±0.0 ±0.4

W+HF SF ±0.2 ±0.2 ±0.2 ±0.2 ±0.3 ±0.3 ±0.4 ±0.5 ±0.7 ±0.9
εc ±0.6 ±0.4 ±0.3 ±0.3 ±0.3 ±0.4 ±0.4 ±0.4 ±0.5 ±0.7
εlight ±0.3 ±0.3 ±0.4 ±0.4 ±0.6 ±0.7 ±0.9 ±1.1 ±1.4 ±2.0

Emiss
T cellout ±0.1 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.0 ±0.1 ±0.0 ±0.1

Emiss
T pile-up ±0.1 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1

e trig. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
e smear. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
e recID ±0.1 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0

MC e-en.sc. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.0
µ trig. ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1 ±0.1 ±0.0 ±0.1 ±0.1
µ smear. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
µ recID ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Lumi ±0.2 ±0.2 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1 ±0.1 ±0.1
Stat. ±5.0 ±3.0 ±2.6 ±2.4 ±1.9 ±2.0 ±1.9 ±2.1 ±2.6 ±5.1

Total Syst. ±9.4 ±5.2 ±4.4 ±4.3 ±4.8 ±4.8 ±4.6 ±5.2 ±6.6 ±10.6
Total ±10.6 ±6.0 ±5.2 ±4.9 ±5.1 ±5.2 ±5.0 ±5.6 ±7.1 ±11.8

Table 4.1: Uncertainties for the kinematic selection method in the single lepton channel (e+jets and µ+jets chan-
nels combined). The table shows relative uncertainties (in %) on scale factors for the MV1 algorithm at an
operating point corresponding to a 70% tagging efficiency [83].
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The kinematic selection method can also be successfully applied to the dilepton tt̄ channel. In that
case, the tagging efficiency for the two jets with the highest pT is measured and the division into two
samples is not applied. Results for the kinematic selection method in the dilepton channel will be
discussed together with results from other tt̄-based b-tagging calibration methods below.

Other methods

Tag counting
The tag counting method makes use of the fact that each tt̄ event is expected to contain exactly two
b-jets. If there were no other sources of b-jets and if only b-jets were b-tagged, the expected number of
events with two b-tagged jets would be ε2

bNsig, while the number of events with one b-tagged jet would
be 2εb (1 − εb)Nsig, where Nsig is the number of tt̄ signal events.

In reality, the mean number of reconstructed (or tagged) b-jets in a tt̄ event is not exactly two, since
the b-jets from the top quark decays can be out of the detector acceptance, and additional b-jets can
be produced through gluon splitting. Moreover, c-jets and light-flavour jets can be tagged as b-jets and
consequently contribute to the number of b-tagged jets in the event. These effects are taken into account
by evaluating the expected fractions, Fi jk, of events containing i b-jets, j c-jets and k light-flavour jets
that pass the event selection. The Fi jk fractions are estimated from the Monte Carlo simulation and
are derived separately for the tt̄ signal and various background processes. The expected number of
events with n b-jets, 〈Nn〉, is calculated as the sum of all contributions. The b-tagging efficiency can be
extracted by fitting the expected event counts to the observed counts.

The expected number of tt̄ signal events with n b-tagged jets is calculated as

〈Nn〉 =
∑
i, j,k

{
(σtt̄BAtt̄LFtt̄

i jk + NbkgFbkg
i jk ) ×

∑
i′+ j′+k′=n

(
i
i′

)
εb

i′(1 − εb)i−i′
(

j
j′

)
εc

j′(1 − εc) j− j′
(

k
k′

)
εl

k′(1 − εl)k−k′
}
, (4.5)

where i, j and k (i′, j′ and k′) represent the number of pre-tagged (tagged) b-, c- and light-flavour jets.
B is the branching fraction to each final state, Att̄ is the event selection efficiency for that particular
final state and L is the integrated luminosity. The binomial coefficients account for the number of
combinations in which the n-tags can be distributed. The efficiencies to mis-tag a c-jet or light-flavour
jet as a b-jet, εc and εl respectively, are fixed to the values found in Monte Carlo simulation but with
data-driven scale factors applied [136]. Nbkg is the number of background events.

To measure the b-tagging efficiency as a function of pT, the n-tag distributions and Fi jk fractions are
computed in pT bins using only the jets in each event that fall in a given pT bin. Independent fits are
performed for each pT bin. Since a single event can contribute to several pT bins, this approach maxim-
ises the use of the available jets in the sample. The tag counting method can be used in both the single
lepton and the dilepton tt̄ channels.

Kinematic fit
The kinematic fit method is applied to events passing the tt̄ single lepton channel selection criteria (see
section 3.2.1). However, without applying the requirement of at least one jet to be b-tagged. The goal
of this method is to provide a mapping between the reconstructed jets and the quarks in the tt̄ decay
event: b quarks from top quark decays and the quarks originating from the hadronic decay of the W
boson. The fit, based on a χ2 minimization, infers a best estimate for the measured observables. Obey-
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ing constraints from the invariant masses of both top quarks and W bosons, and assuming the missing
transverse momentum to be solely due to the neutrino, leaves its transverse component as the only un-
measured parameter. All permutations of four jets out of the six leading jets are fitted and the one with
the lowest value of χ2 is retained.

While the kinematic fit selects the correct jet association with a good efficiency, the permutation with
the lowest χ2 in the event is not always the correct one. In addition to the combinatorial background,
the sample still contains physics background, such as single top and W+jets events. The single lepton
sample can be further purified using an in-situ background estimate. Here, the sample is divided into
two orthogonal subsamples based on the tag weights of the jets on the hadronic side of the event (where
W → j j): the first subsample (signal sample) is enriched in correct permutations, while the second
subsample (background sample) is enriched in incorrect mappings. The MV1 b-tagging algorithm at
70% efficiency is used to split the data into the signal and background samples. In the signal sample, on
the hadronic side of the event, the jet identified as b-jet is required to be b-tagged and the jets coming
from the W are required to not be b-tagged. Additionally, only events with six or less jets passing the
pT threshold are selected. In the background sample, one of the jets from the hadronic decay of the W
is required to be b-tagged.

The amount of background is estimated by normalising the χ2 distributions of both samples and the
shape is taken from the background sample. The b-tagging efficiency is measured from the background-
subtracted tag weight distribution of the jet assigned to the b quark of the leptonic side of the event
(where W → lν).

Conclusion

Results of the methods discussed in this section, i.e. the scale factors including all systematic and
statistical uncertainties, are summarised in table 4.2. The highest and lowest values of statistical and
total systematic uncertainty are presented in table 4.3.

pT [GeV] TagCount SL TagCount DL KinSel SL KinSel DL KinFit SL
25-30 0.90±0.34 1.03±0.12 0.93 ± 0.10 1.04 ± 0.13 0.76 ± 0.15
30-40 0.98±0.16 1.01±0.09 0.89 ± 0.05 0.96 ± 0.07 1.03 ± 0.16
40-50 0.96±0.13 1.04±0.05 0.89 ± 0.05 1.01 ± 0.06 0.97 ± 0.10
50-60 0.96±0.06 0.98±0.05 0.95 ± 0.05 0.97 ± 0.06 0.89 ± 0.11
60-75 1.01±0.08 1.04±0.04 0.98 ± 0.05 1.01 ± 0.05 1.04 ± 0.08
75-90 0.93±0.07 0.99±0.04 0.98 ± 0.05 0.96 ± 0.06 0.93 ± 0.13
90-110 0.97±0.10 0.99±0.05 0.98 ± 0.05 0.98 ± 0.06 1.00 ± 0.08
110-140 1.04±0.10 0.98±0.10 0.97 ± 0.05 0.98 ± 0.06 0.97 ± 0.09
140-200 1.00±0.10 0.99±0.10 0.97 ± 0.07 0.99 ± 0.09 1.04 ± 0.09
200-300 1.04±0.20 0.79±0.24 1.00 ± 0.12 0.82 ± 0.15

Table 4.2: Scale factors for the MV1 algorithm at 70% efficiency measured with 4.7 fb−1 of data with the tag
counting (TagCount), kinematic selection (KinSel) and kinematic fit (KinFit) method in the single lepton (SL)
and dilepton (DL) channels. The uncertainties are symmetrised and include the statistical uncertainty and all
systematic uncertainties [125].

Figure 4.8 demonstrates the compatibility of all calibration methods. The individual tt̄ based cal-
ibration methods, using different selections (single lepton and dilepton) are consistent with each other
within uncertainties. Furthermore, all results are in good agreement with the earlier calibration methods
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using jets containing muons and extend the range of the scale factors in pT beyond 200 GeV, which was
the limit for the muon based methods, to 300 GeV. The results of the combination of the system8 and
prel

T methods [124], based on a dijet sample, are also shown in figure 4.8.

TagCount SL TagCount DL KinSel SL KinSel DL KinFit SL
Stat. unc. 3.7% − 6.4% 2.9% − 9.4% 1.9% − 5.1% 2.1% − 10.7% 5.5% − 17.6%
Syst. unc. 6.5% − 27.2% 5.1% − 23.8% 4.3% − 10.6% 4.2% − 15.1% 6.1% − 12.5%

Table 4.3: The range of statistical and systematic uncertainties throughout the jet pT bins for the tag counting
(TagCount), kinematic selection (KinSel) and kinematic fit (KinFit) method in the single lepton (SL) and dilepton
(DL) channels [125].
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Figure 4.8: Comparison of all tt̄-based scale factors with those from the combination of the system8 and prel
T

calibration methods, which are based on dijet events [83].

For all methods, the jet energy scale, jet energy resolution and jet reconstruction efficiency are the
dominant uncertainties [83]. The uncertainties caused by variations of εl and εc are smaller, but also
significant. All methods, apart from the kinematic fit, strongly depend on simulation and thus uncertain-
ties related to parton shower modelling, choice of generator, amount of initial and final state radiation
are high and can lead to 10-15% relative uncertainty on the measured scale factor. Another significant
uncertainty comes from factors that change the flavour composition of the analysed sample, such as the
background description.

The b-tagging efficiency scale factors are close to unity for all values of jet pT. The total uncertainties
for the kinematic selection method in the single lepton channel are ranging from 5% to 15% when
subdividing the data into bins of jet pT. For other methods, the total uncertainties reach up to 30%.
With the integrated luminosity of 4.7 fb−1 collected in 2011 at the centre-of-mass energy of

√
s = 7 TeV

the tag counting and kinematic selection methods are dominated by systematic uncertainties, while
the measurement using the kinematic fit method is statistically limited. It is the first time that the tt̄
calibration methods became competitive with methods based on dijet events.
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CHAPTER 5

Measurement of Rb and σt t̄

This chapter presents a measurement of Rb = B(t → Wb)/B(t → Wq), the branching fraction of the top
quark to a b quark, and the relative inclusive tt̄ production cross section in pp collisions at

√
s = 7 TeV

centre-of-mass energy, with a sample of dilepton tt̄ events. Additionally, the measurement of Rb allows
for a measurement of the |Vtb| CKM matrix element.

The measurement method described in this chapter exploits the differences in the shape of the distri-
bution of the number of b-tagged jets for tt̄ events with different numbers of b quarks in the final state:
tt → WWbb, tt → WWqq and tt → WWqb1. The presented method features the dilepton selection
criteria, data-driven background estimation methods and simulated samples described in chapter 3, as
well as the studies of b-tagging algorithms and calibration methods described in chapter 4.

5.1 Template fit

Rb and σdilepton are measured with a template fit using as template the distribution of the number of jets
tagged with the MV1 b-tagging algorithm at the 85% average tagging efficiency working point2.

The templates for the signal tt̄ process are obtained from the Protos sample with Rb = 0.5, which are
described in section 3.4.1. It contains 25% tt → WWbb events, 25% tt → WWqq and 50% tt → WWqb,
where q is a light quark, either a d- or s-quark. For each of these types of events a separate template is
created. The Monte Carlo sample is divided into these three categories by checking the truth information
before applying any selection criteria.

A separate template is built for the sum of all expected background processes: Z+jets, single top,
diboson and events containing fake leptons, which are described in detail in section 3.3. The template
for events with fake leptons, which is obtained directly from data using the matrix method, explained
in section 3.3.2, is normalised to the total number of events predicted by the method. Similarly, the
templates for Z → ee and Z → µµ events in the ee and µµ channels, respectively, are normalised
according to the data-driven estimation described in section 3.3.3. Other templates are derived from
simulation and are normalised according to the production cross section of the processes and the total
luminosity to keep relative fractions between background processes as predicted by the theory.

1 To improve legibility, the particle and antiparticle notation is omitted.
2 In this chapter, b-tagged jets always refer to jets being tagged with the MV1 b-tagging algorithm at the 85% average tagging

efficiency working point.
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The templates have four bins: 0, 1, 2 and 3 or more b-tagged jets. The number of events available
in simulation to construct the Protos tt̄ templates is shown in table 5.1. Figure 5.1 (left) shows the

template tt → WWbb tt → WWqb tt → WWqq
number of events 10144 21027 10922

Table 5.1: Number of selected events for the construction of the tt → WWbb, tt → WWqb and tt → WWqq
templates from the Protos sample.
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Figure 5.1: Number of b-tagged jets with MV1 at the 85% average efficiency working point for three signal
categories: tt → WWbb, tt → WWqb and tt → WWqq (left) and for the background processes (right). All
distributions are normalised to unity.

shapes for all three categories of signal events and 5.1 (right) for background processes. Figure 5.2
illustrates a comparison between the sum of the background templates and the tt → WWbb template
from the Protos sample with the data, showing that data and simulation agree within the uncertainties.
The tt → WWbb template is normalised to the corresponding number of selected events from the
Powheg+Pythia sample. tt → WWqb and tt → WWqq templates are not included.

The shape of the distribution of the number of b-tagged jets is compared between various Monte
Carlo samples: MC@NLO+Herwig, Alpgen+Herwig, Powheg+Pythia and Protos+Pythia (only tt →
WWbb events), which are described in detail in section 3.4.1. The comparison is presented in figure 5.3.
The degree of agreement between the samples depends on the bin of the distribution, but overall the
differences stay within ±10%.

The 85% average efficiency working point for the MV1 b-tagging algorithm is chosen based on
a study showing that it has the highest discriminating power between the signal (tt → WWbb) and
background among all available working points (60%, 70%, 75% and 85%), and also an excellent
discrimination between the two components tt → WWbb and tt → WWqb. This study is shown in
table 5.2, where the mean values of the distributions of the number of b-tagged jets are compared.
Additionally, this working point is least sensitive to the choice of b-tagging scale factors, which is
described in appendix D.

The fit is performed using a binned maximum likelihood method with the help of the RooFit inter-
face [137], allowing the signal templates normalisation Nbb, Nqb and Nqq to vary. The normalisations of
the signal templates can be expressed as functions of Rb, the production cross section σdilepton, the total
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to expectation from Monte Carlo simulation and a data-driven estimation of the contribution from fake leptons
described in section 3.3.2. In case of Protos, only tt → WWbb events are considered here.
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Figure 5.3: Number of b-tagged jets with MV1 at the 85% average efficiency working point for various tt̄ samples:
MC@NLO+Herwig, Alpgen+Herwig, Powheg+Pythia and Protos (tt → WWbb events only), which are de-
scribed in section 3.4.1. All distributions are normalised to unity. The lower panel shows a comparison with
Protos (tt → WWbb), which is used as the baseline.

εb Nbb Nqb Nqq Nbkg ∆(bb − bkg) ∆(bb − qb)
60% 1.48 1.00 0.52 0.91 0.57 0.48
70% 1.69 1.13 0.55 0.99 0.70 0.56
75% 1.81 1.20 0.59 1.06 0.75 0.61
85% 2.10 1.46 0.82 1.31 0.79 0.64

Table 5.2: Mean number of b-tagged jets for the tt → WWbb, tt → WWqb, tt → WWqq and background
templates. The difference between tt → WWbb and background, and between tt → WWbb and tt → WWqb is
shown in the last two columns.
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integrated luminosity of collected data L, and the selection efficiencies εselection
bb , εselection

qb and εselection
qq :

Nbb = L · σdilepton · R2
b · ε

selection
bb

Nqb = L · σdilepton · 2 · Rb · (1 − Rb) · εselection
qb (5.1)

Nqq = L · σdilepton · (1 − Rb)2 · εselection
qq

The likelihood function L is expressed as a product of Poisson probability density functions for all
bins i = 1, .., 4, for ni observed events, given an expectation of µi(σdilepton,Rb):

L =

4∏
i=1

P(nobs
i , µi(σdilepton,Rb)), (5.2)

where µi(σdilepton,Rb) is the sum of the normalisation of the tt → WWbb, tt → WWqb, tt → WWqq
processes and the background events in i-th bin

µi(σdilepton,Rb) = Ni
bb + Ni

qb + Ni
qq + Ni

bkg

= L · σdilepton · [R2
b · ε

selection
bb · f i

bb + 2 · Rb · (1 − Rb) · εselection
qb · f i

qb (5.3)

+(1 − Rb)2 · εselection
qq · f i

qq] + Ni
bkg.

The f i
bb,qb,qq are the fractions of tt → WWbb , tt → WWqb and tt → WWqq events in i-th bin of the

corresponding template

f i
k =

bi
k∑4

i=1 bi
k

,

where bi
k is the number of events in the i-th bin of the template k = bb, qb, qq. Table 5.3 shows selection

template tt → WWbb tt → WWqb tt → WWqq
efficiency 0.1322 ± 0.0012 0.1369 ± 0.0012 0.1417 ± 0.0013

Table 5.3: Measured selection efficiencies for tt → WWbb, tt → WWqb and tt → WWqq events together with
their statistical uncertainties.

efficiencies for tt → WWbb, tt → WWqb and tt → WWqq events measured in the Protos sample. The
difference is coming mostly from the difference in the pT spectrum for b-jets and light jets, which is
visible in figure 5.4. This causes events with b-jets to fail the jet pT requirement more often than events
with light jets.

A comparison of pT distributions for b-jets for tt̄ samples generated using different generators or
parton showering models combinations: MC@NLO+Herwig, Alpgen+Herwig, Powheg+Pythia and
Protos (only tt → WWbb events), is presented in figure 5.5 and it can be seen that they agree very well.
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Figure 5.4: Distributions of pT for the leading (left) and second (right) jet for tt → WWbb, tt → WWqb and
tt → WWqq events in the Protos + Pythia sample. The lower panel shows a comparison of the tt → WWqb and
tt → WWqq distributions with tt → WWbb, which is used as the baseline.
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5.2 Validation of the fit strategy with pseudo-experiments

In order to test the quality of the fit, as well as to evaluate the impact of various sources of systematic
uncertainties, multiple sets of pseudo-experiments are performed. Pseudo-experiments use pseudo-data,
which is synthetic data that resembles real data. Pseudo-data is randomised, but follows input distribu-
tion shape and normalisation within the statistical uncertainty. This enables creation of multiple datasets
and holding multiple pseudo-experiments. In this way it can be tested if effects observed in real data are
true physical effects or statistical fluctuations.

First, pseudo-data is generated using the four templates described in section 5.1 obtained from Monte
Carlo simulation with default settings, including all corrections such as b-tagging scale factors or jet
energy scale. The value of Rb in the generated pseudo-data is set to 0.99830 which is obtained from
|Vtb| extracted from electroweak fits [16] and σdilepton is set to the value calculated in section 1.2.2,
σdilepton = 11.33 pb. Rb and σdilepton are measured separately (i.e. when Rb is measured, σdilepton is kept
constant). For each pseudo-dataset the number of generated signal and background events is determined
according to Poisson distributions, with expectation given according to the input values of Rb, σdilepton
and the luminosity of 4.6 fb−1, corresponding to the amount of data used in this analysis. Next, the
templates are fitted to the pseudo-data returning fitted values of Rb and σdilepton.

The generation of a pseudo-dataset and its fit is repeated 6000 times resulting in a smooth (Gaussian)
distribution of fitted values of Rb and σdilepton. The resulting Rb (σdilepton) distribution is fit with a Gaus-
sian function; the mean µ(Rb) (µ(σdilepton)) is the best estimate for the expected measured Rb (σdilepton)
value, while the standard deviation σ(Rb) (σ(σdilepton)) is the best estimate for the expected statistical
uncertainty on the measurement of Rb(σdilepton).

To estimate the size of the systematic uncertainties on the Rb (σdilepton) measurement, modified tem-
plates are obtained with varied factors that introduce the systematic uncertainty, such as the earlier
mentioned b-tagging scale factors, for instance. The background normalisation and selection efficiency
(described in section 5.1) are not free parameters in the fit, the impact of the variations is taken into
account and they are recalculated for each of the variations. Results are presented at the end of this
chapter, in section 5.4.6. Table 5.11 presents values of systematic uncertainties for Rb and table 5.12 for
σdilepton.

A sample fit with Rb = 0.99830 and σdilepton = 11.33 pb and default settings is shown in figure 5.6.
The result of the 6000 pseudo-experiments for Rb andσdilepton is shown in the figure 5.7. The bottom row
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Figure 5.6: Result of one example pseudo-experiment with Rb = 0.99830 (free parameter) and σdilepton = 11.33 pb
(fixed). The template for tt → WWbb is marked with a dashed line.

of figure 5.7 shows pull distributions for the measured values. Pulls, defined as distribution of the dif-
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Figure 5.7: Result of 6000 pseudo-experiments for Rb (upper row left) and σdilepton (upper row right) and their
pulls: (bottom row left) for Rb and (bottom row right) for σdilepton.

ference between the result xi of each pseudo-experiment i and the mean x from all pseudo-experiments,
divided by the standard deviation σ: gi =

xi−x
σ , are a good test for fit biases. Ideally, the pull is centered

at 0 (µ) and has a width (σ) of 1. Pulls presented in figure 5.7 fulfil these conditions within statistical
uncertainties. Figure 5.8 is showing the impact of systematic uncertainties on the selection efficiency of
tt → WWbb, tt → WWqq and tt → WWqb events.

5.3 Fit linearity

The fit linearity is checked for both free parameters: Rb and σdilepton. The normalisation of the back-
ground template is kept constant. 6000 pseudo-experiments are performed for each value of Rb between
0.5 and 1.1 (with a step of 0.01). The same number of pseudo-experiments is performed for σdilepton
between 5 and 15 (with a step of 0.1). Figure 5.9 shows the dependence between the generated and
the fitted values. The y-axis shows the mean of the Gaussian distribution of fitted values in the 6000
pseudo-experiments and the error bars represent the width of the Gaussian. For both parameters, the
relationship is linear within the statistical uncertainty, which means that the fitting method is not biased
or skewed towards any particular range of Rb or σdilepton.

Figure 5.10 shows the relative difference between generated and fitted values: δ(Rgen
b − R f it

b ) and
δ(σgen

dilepton − σ
f it
dilepton) with respect to the generated value expressed in %. The error bars are defined as

uncertainties from figure 5.9 divided by the generated value of the parameter.
For all values of Rb and σdilepton pull distributions are checked and no anomalies are observed. Fig-

ures 5.11 and 5.12 present pull distributions for chosen values of Rb and σdilepton.
The possibility of a correlation between Rb and σdilepton is also checked – no dependence is observed
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Figure 5.9: Dependence between generated and fitted values of Rb and σdilepton. For each generated value of Rb

(σdilepton) a set of 6000 pseudo-experiments is performed.
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Figure 5.10: Difference between generated and fitted values of Rb and σdilepton as a function of the generated value.
6000 pseudo-experiments are performed for each generated point.
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Figure 5.11: Pull distributions for Rb = 0.5, 0.7, 0.8, 0.9, 0.95, 1.0, 1.05, 1.1 (from (a) to (h)). For each of these
values 6000 pseudo-experiments are performed.
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Figure 5.12: Pull distributions for σdilepton = 5.0, 7.0, 9.0, 10.0, 11.0, 12.0, 13.0, 15.0 pb (from (a) to (h)). For each
of these values 6000 pseudo-experiments are performed.
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which is illustrated in figure 5.13.
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Figure 5.13: Fitted value of σdilepton as a function of generated Rb. Values of Rb from 0.5 to 1.1 with a step of 0.01
are generated and for each of them 6000 pseudo-experiments are performed.

5.4 Systematic uncertainties

5.4.1 Overview of sources of systematic uncertainties

A number of systematic effects could have an impact on the measurement of Rb and σdilepton. The
following are considered and evaluated for this analysis. For systematic uncertainties that are evaluated
by comparing two sets of Monte Carlo simulation, the whole available datasets are used.

• Jet energy scale - The jet energy scale (JES) uncertainty is estimated by scaling the energies
of all considered jets up and down by 1σ, the relative uncertainty on the jet energy. 21 nuisance
parameters are varied separately, including the flavour composition of jets, the response to each jet
flavour, b-jet JES, the effect of close-by jets, the uncertainty from in-situ calibrations performed
in data and the impact of pile-up. The complete event selection and the reconstruction is then
re-run with the scaled jets.

In addition, Emiss
T is re-evaluated, taking into account the scaled contributions of the jets in px

and py. Each of the objects included in the Emiss
T calculation has an uncertainty related to its

energy scale and energy resolution. Therefore, the calculated energy scale and resolution uncer-
tainty scale factors on the objects are propagated into Emiss

T . This is done by using Emiss
T weights

containing the information on whether or not the object was included in the Emiss
T calculation.

The quadrature sum of all contributions is considered as the total uncertainty.

• Jet reconstruction efficiency - The jet reconstruction efficiency (JRE) accounts for the difference
between data and simulation in the reconstruction efficiency of calorimeter jets with respect to
track jets, measured with a tag-and-probe method in QCD dijet events. It is evaluated by ran-
domly dropping jets from events. The resulting difference with respect to the nominal case is
symmetrised and quoted as systematic uncertainty on the JRE.

The effect due to JRE systematic variation is propagated to Emiss
T in the same way as for JES.
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• Jet energy resolution (JER) - A smearing of the jet transverse momentum is applied to reflect the
resolution uncertainty for the jet energy observed in data. The resulting difference is symmetrised
and quoted as systematic uncertainty.

The effect due to the JER systematic variation is propagated to Emiss
T .

• b-tagging - The performance of the MV1 algorithm is calibrated using data, in bins of jet pT and
η. Scale factors for the b-tagging efficiency of b-, c- and light flavour jets are provided separately,
each with an uncertainty. To correct the b-tagging performance for the b-jets, scale factors from
calibration methods using muon-enriched dijet samples, pTrel and system8, described in sec-
tion 4.3.1, are applied. Those methods have the following sources of uncertainties: fake muons in
b-jets, simulation tagging efficiency, size of the simulated sample, pTrel light template contamina-
tion, b-decay branching fractions, b-fragmentation function, modelling of the b-hadron direction,
b-fraction constraint, modelling of c-production, b-fragmentation fraction, jet energy scale, spec-
trum of the muon momentum in the rest frame of the b hadron (p∗), semi-leptonic correction,
muon pT spectrum, c-light ratio, pile-up, pTrel cut variation, modelling of b-production and scale
factor for inclusive b-jets. An eigenvector variation method is used, which is developed to reduce
the number of variations (to 9, which is the number of bins used for the calibration for b-jets). It
starts from the construction of a covariance matrix corresponding to each source of uncertainty,
and then sums these covariance matrices to obtain the total covariance matrix. Being a symmet-
ric, positive-definite matrix this can be considered as an eigenvalue problem. The eigenvectors
that solve this problem can be seen as directions in which to carry out independent variations.
The sizes of the variations are given by the square root of the corresponding eigenvalues. Terms
related to the uncertainty from the jet energy resolution are treated separately, namely they are
included in the variation of the jet energy resolution.

Since in this analysis no large uncertainties from c- and light jets are expected, a simplified ap-
proach is used for them and only a total uncertainty on the values of scales factors is taken into
account without dividing them into particular sources.

• Missing transverse momentum - Cell-out term3 (METCellout), soft jets with pT between 7 GeV
and 20 GeV, and pile-up effects (METPileup) are taken into account in addition to the systematic
uncertainties coming from jets, muon, and electrons that are propagated to Emiss

T when those
uncertainties are estimated. The cell-out term and soft jets are treated to be 100% correlated. The
effect of pile-up on Emiss

T is estimated to be 6.6% by a data/simulation ratio method for Z → µµ

events.

• Lepton efficiencies - In order to account for the electron and muon trigger (ElTrigS/MuTrigS),
reconstruction and ID efficiencies (ElRecIDS/MuRecIDS), global and object-based scale factors
and efficiencies are taken into account and a systematic uncertainty is assigned on an event basis
(for global scale factors) or on an object basis, which are then combined into an overall electron
(muon) scaling/efficiency uncertainty.

• Lepton scales and resolution (ElER, ElES, MuPtS, MuPtR) - The momentum scales and res-
olution in simulation differ from the ones observed in data for both electrons and muons. The
momentum is smeared and a scaling is applied on object level to account for this discrepancy. A
systematic uncertainty is assigned by smearing the momentum and by scaling it up and down by
1σ.

3 Calorimeter cells that measured a non-zero value, but are not associated with any reconstructed physics object.
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Both systematic variations are applied to simulation and the effect has been propagated to Emiss
T .

The event selection and reconstruction is then re-run for the different scales.

• Fake leptons - The fraction of selected events with at least one fake lepton (mainly single lepton
tt̄, W+jets and multi-jets) is estimated with a data-driven method described in section 3.3.2. The
method carries 40% uncertainty on the normalisation in the ee and 50% and 30% in the eµ and
µµ channels respectively.

• Fake leptons shape - The fake leptons event shape uncertainties are estimated by varying the
loose-to-tight efficiencies of the fake leptons. The uncertainty on the efficiencies for the fake
leptons is based on different definitions of loose (tight) lepton selections.

• Z+jets - In the ee and µµ channels the data-driven estimate provides a different normalisation
for each source of systematic uncertainty considered in this analysis, which allows to take into
account correlations between the Z+jets normalisation and other parameters. The uncertainty on
this data-driven estimate is obtained by changing the control region as described in section 3.3.3.
In order to quantify the uncertainty in the eµ channel, a Berends-Giele scaling uncertainty [138]
of 35% is considered.

• Other background processes - In the case of the remaining background processes, which are
estimated from simulation, theoretical values of uncertainties on the normalisation are applied:
35% for diboson, as for Z+jets, and 7% for Wt single top production [130].

• Background flavour composition - As this measurement is very sensitive to the presence of
heavy flavour jets, it is crucial to account for possible mismodelling of additional radiation and
check if varying the amount of background events with additional b-jets has an impact on the Rb

and σdilepton measurements. In the Z+jets simulation sample the ratio of Zbb events with respect
to other Z+jets events is varied by 50% 4. In the case of diboson, the event weight is varied by
50% for events containing at least one b-jet. In the case of single top the same procedure is used,
but for events containing at least 3 b-jet, as two b-jets might be coming directly from the single
top production.

The methods used for this study do not allow to precisely estimate if the b-jets originate from
gluon splitting or some other source. Therefore, to account for the imperfection of the model
used, a conservative approach is chosen and a large variation of 50% is applied. However, due to
the fact that the background processes contribute only to 15% in this analysis, such large variations
of the background flavour composition turns out to have no impact on the measurement of Rb and
σdilepton, as can be seen in tables 5.11 and 5.12.

Additionally, since this study proves that the measurements of Rb and σdilepton are not sensitive to
the variation of the flavour composition of the background template, it is concluded that the fact
that the single top sample assumed Rb = 1 is not biasing the measurements either5.

• Generator - To evaluate the uncertainty due to the choice of the tt̄ generator the result of the
fit obtained using the default tt → WWbb , tt → WWqb and tt → WWqq templates from the

4 The Z+jets samples contains the generator level information on the type of event: Z + bb, Z + cc or Z boson decays with
associated production of light jets only.

5 As the expected value of Rb is close to 1, the correction on the single top template would be small and since single lepton
events have a very small contribution in the total count of events used in this analysis, as can be seen in table 3.2, the effect
on the Rb and σdilepton measurement would be negligible.
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Protos sample6 are compared with that obtained using the tt → WWbb template from Powheg +

Pythia, MC@NLO + Herwig or Alpgen + Herwig (full simulation). Additionally, fit results using
tt → WWbb templates from Powheg + Herwig and Powheg + Pythia samples (fast simulation)
are compared. A direct comparison of Powheg + Herwig with Protos is not possible, because the
latter is not available in fast simulation. Values of Rb and σdilepton measured with these various
tt → WWbb templates are presented in table 5.13 in section 5.4.6. The largest difference for
both, the Rb and σdilepton measurements, is observed between the default Protos with the Alpgen
+ Herwig template and is considered as the value of the generator uncertainty.

• Renormalisation/factorisation - Additionally, two MC@NLO samples with varied renormalisa-
tion and factorisation scale are considered. The resulting uncertainty on the values of Rb and
σdilepton is much smaller than the generator uncertainty and thus this uncertainty is not included
in the total uncertainty.

• Initial and final state radiation - This uncertainty is potentially important and its evaluation is
thus described in a dedicated section 5.4.2.

• Parton distribution functions - The tt → WWbb template from the MC@NLO generator is used
to evaluate the impact of the choice of parton distribution functions (PDFs) to model the incoming
partons to the hard scattering process. The systematic uncertainty is evaluated taking the largest
difference between three models: CTEQ6.6(CT10) [96] best fit, MSTW2008nlo68cl [13] best fit,
and the mean NNPDF20 [139] with the variation of 100 parameters.

• Underlying events (UE) - In order to take into account the modelling of the underlying events,
tt → WWbb from two Monte Carlo datasets with different UE are compared. These two datasets
are generated with Powheg+Pythia. The difference, both in Rb and σdilepton measurements, is
very small.

• Colour reconnection (CR) - A tt → WWbb template from a sample with and without CR is
compared. These two datasets are generated with Powheg+Pythia.

• Associated heavy flavour production - tt → WWbb templates from Alpgen+Herwig with and
without additional heavy flavour jets are compared.

• Pile-up - The evaluation of this systematic uncertainty is described in a dedicated section 5.4.3.

• Statistical uncertainty on the selection efficiency - The measurement is repeated for selection
efficiencies varied within the statistical uncertainty shown in table 5.3.

• Statistically limited templates - The templates are obtained with finite simulation samples. The
statistical uncertainty on the templates is evaluated by performing 10000 pseudo-experiments
where pseudo-data is generated with each bin of signal and background templates independently
allowed to fluctuate within a Poisson distribution and its statistical uncertainties. The quadratic
difference between µ(Rb) of the fits to these varied pseudo-data and that without template statist-
ical fluctuation is considered to be the template statistical uncertainty. The impact on the Rb and
σdilepton measurements is negligible.

Measured values of Rb and σdilepton for simulation samples used to evaluate some of the systematic
effects are summarised in table 5.13 at the end of this section.

6 All samples used for the evaluation of the generator and other simulation-related uncertainties are described in section 3.4.1.
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For the evaluation of some of the systematic uncertainties, only varied tt → WWbb templates are
available. A dedicated study is conducted to evaluate the effect of neglecting the variation of the smaller
contributions from tt → WWqb and tt → WWqq using, as an example, the ISR/FSR uncertainty.

5.4.2 Initial/final state radiation

The systematic uncertainties related to signal modelling are evaluated by comparing the result of the
fit when using tt → WWbb templates from the nominal Protos sample with that when using tt →
WWbb templates from the varied sample (for instance the AcerMC with modified ISR/FSR parameters).
In tables 5.11 and 5.12 these uncertainties are denoted as “Initial/final state radiation”, “Generator”,
“Associated HF prod.”, “Color reconnection” and “Underlying event”. In all of these cases modified
templates for tt → WWqb and tt → WWqq are not available and the effect of neglecting this is studied
for ISR/FSR, the largest systematic uncertainty in the case of the Rb measurement, as an example.

In order to determine the systematic uncertainty stemming from the limited knowledge on the ex-
tent of initial and final state radiation (ISR/FSR), samples generated with AcerMC and showered and
hadronised with Pythia are used. Two samples with varied amount of ISR/FSR are available: one
sample corresponding to the maximum assumed amount of ISR/FSR, the other to the minimum. The
PythiaP2011C tune [117] is used for the production of the samples, with modified values of the para-
meters responsible for the “up/down” variation of ISR/FSR. The possible maximal and minimal amount
of radiation was determined from an auxiliary measurement to ATLAS data [140] and the respective
values of the tunable parameters of Pythia were extracted. The parameters and their values are shown
in table 5.4.

Sample PARP(67) PARP(64) PARP(72)
Maximal ISR/FSR 1.40 0.90 0.37
Minimal ISR/FSR 0.60 3.50 0.11

Table 5.4: Pythia parameters controlling the amount of ISR/FSR and their values, as used in the production of the
dedicated AcerMC samples.

AcerMC does not allow to decay a top quark to other final states than Wb. Therefore, the ISR/FSR
variation was directly available only for the tt → WWbb template. In order to estimate the effect of the
ISR/FSR variation on the other two templates, tt → WWqb and tt → WWqq, each template was divided
into additive categories. These categories are determined by the number of selected jets in an event
and by the flavours of the matching quarks to these jets. If a given jet does not have a matching quark
coming from a top quark decay, then the flavour of its matching quark is determined by the truth label
of the jet7. A criterion of ∆R < 0.3 is used for matching between the selected jets and the quarks from
top quark decays. The number of categories for events with a given jet multiplicity is determined by the
number of possible unique combinations of flavours of matching quarks. For example, the number of
categories in the events with two jets is six, given the three possible flavours for matching quarks: b-,
c- and light (q). These categories are “bb”, “bc”, “bq”, “cc”, “cq” and “qq”. Accordingly, the number
of categories in the events with three jets is ten. These are “bbb”, “bbc”, “bbq”, “bcc”, “bcq”, “bqq”,
“ccc”, “ccq”, “cqq” and “qqq”. Only categories determined up to four jets are used, while some of these
four-jet categories are inclusive with respect to one or two flavours of matching quarks. For example, the
“qqqq” category collected the events with four or more light jets (implies that all associated jets in this
event were matched to light quarks). A dedicated study is performed to identify which categories are

7 Only the flavour of the quark initiating a given jet is of interest but not its kinematic properties.
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present in the selected events of the nominal Protos tt̄ sample in order to reduce the number of categories
to a reasonable amount, 25 in total. But not all of these categories have a significant contribution in the
selected events. Table 5.5 presents only the categories with relative contributions exceeding 2% to at

Category %
tt → WWbb tt → WWqb tt → WWqq

bb 38.7 0.2 0.0
bbq 22.8 0.9 0.0
bbqq 11.1 0.8 0.2
bq 13.4 44.6 0.3
bqq 4.9 25.3 0.4
bqqq 2.0 12.5 0.5
qq 0.8 7.7 51.5
qqq 0.1 2.8 28.6
qqqq 0.1 1.0 13.9
bbb 2.3 0.1 0.0
cqqq 0.3 0.9 2.0
others 3.6 3.3 2.7

Table 5.5: Fractions of selected events in a given category for the three tt̄ templates, as estimated from the nominal
Protos sample. The “bbqq”, “bqqq”, “qqqq” and “cqqq” categories are inclusive with respect to the number of
light jets. The “bbb” category is inclusive with respect to the number of b-jets. All other categories presented in
this table are exclusive.

least one of the three templates. As it can be seen from the table, at most four categories significantly
contribute to a given template. Figure 5.14 shows distributions of the number of b-tagged jets for the
“bb” category of the tt → WWbb events. The nominal Protos and variation distributions, as obtained
from the corresponding ISR/FSR variation samples, are presented together.

The ISR/FSR variation is expected to have a symmetric effect in each bin of the nominal distribution
of a given category. The deviation from this expectation (see figure 5.14) are likely due to statistical
fluctuations, the use of different generators and the use of full vs. fast simulation. In order to symmetrise
the ISR/FSR distributions to the corresponding nominal distributions, a set of scale factors is determined
for each category by equation 5.4,

SFi =
2ynom

i

ymin
i

+ ymax
i , (5.4)

where ynom
i , ymax

i and ymin
i are respectively the nominal value and the higher and the lower values

of the ISR/FSR distributions of the number of b-tagged jets in the i-th bin, where all distributions are
normalised to unity. The scale factors, SFi, are applied to the corresponding bins of the original ISR/FSR
distributions (not normalised to unity). This leads to the symmetrisation of the ISR/FSR variation with
respect to the nominal distribution.

The symmetrised ISR/FSR distributions (dashed red and blue histograms) of the “bb” category for
the tt → WWbb template is shown in figure 5.14, together with the original ISR/FSR (solid red and blue
histograms) and the nominal (solid black histogram) distributions. All distributions are normalised to
the integrated luminosity in data. The approximate 4-times difference in normalisation of the nominal
and the ISR/FSR distributions is due to the Rb = 0.5 parameter used in the generation of the nominal
Protos sample. The normalisation of the ISR/FSR distributions is not necessarily preserved after the
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Figure 5.14: Distributions of number of b-tagged jets for the “bb” category of the selected tt → WWbb events,
for the nominal Protos and ISR/FSR variations for the original (left), the symmetrised distributions (middle) and
after normalisation (right). The solid black histograms correspond to the nominal distribution. The solid red
and blue histograms stand for the original distributions of the ISR/FSR “up” and “down” variation respectively.
The dashed red and blue histograms correspond to the modified distributions of the ISR/FSR “up” and “down”
variation respectively.

symmetrisation procedure. For example, the solid red and the dashed red histograms in figure 5.14
might not correspond to the same number of events.

In the next step, the symmetrised distributions are normalised to the number of events in the cor-
responding nominal distributions. The normalisation factor is the ratio of the number of events in the
nominal distribution over the averaged number of events in the symmetrised ISR/FSR “up” and “down”
distributions. As an example, the resulting normalised ISR/FSR distributions for the “bb” category of
the tt → WWbb template are shown in figure 5.14 together with the nominal distribution. The normal-
ised distributions of ISR/FSR “up” (“down”) variation of all categories are summed and then normalised
to one in order to produce derived tt → WWbb ISR/FSR “up” (“down”) templates. They are shown
together with the nominal and the original ISR/FSR templates in figure 5.15.
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Figure 5.15: The nominal tt → WWbb template from Protos sample (solid black) and its original (solid red
and blue) and derived (dashed red and blue) ISR/FSR “up” and “down” variation templates. All templates are
normalised to unity.

The distribution of the number of b-tagged jets only depends on the event category and not on the type
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of the template. This can be seen from the plots in figure 5.16. The same categories but corresponding
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Figure 5.16: Distributions of number of b-tagged jets for the “bq” (a), “bqq” (b), “qq” (c-e) and “qqq” (f) categor-
ies compared for pairs of relevant templates tt → WWbb tt → WWqb and tt → WWqq. The ratio bands show
the statistical uncertainty and are centered at the ratio value.

to different templates are compared to each other. The categories, which contribute significantly in at
least one of the three templates are chosen for comparison. All ratios are compatible with one within the
statistical precision. Based on this finding, the ISR/FSR variations of the categories of the tt → WWbb
template can be used to derive variations for the categories of the tt → WWqb and tt → WWqq
templates.

The procedure of symmetrisation described before is used to derive similar symmetrised distributions
for the categories of the other templates. The set of scale factors for each category is calculated with
equation 5.4. Now, the normalised nominal distribution of a given category of the tt → WWbb template,
from which the ynom

i values are obtained, is replaced with the template under study, tt → WWqb or
tt → WWqq. Obviously, the corresponding distributions of the ISR/FSR variation, from which the ymin

i
and ymax

i values are obtained, are taken from the tt → WWbb template. The scale factors, SFi, are used
to derive symmetrised distributions (similar to the distributions shown in figure 5.14) for all categories
of the tt → WWqb and tt → WWqq templates. In the next step, the distributions are normalised to
the number of events in the corresponding nominal distributions, as was explained above. Finally, the
normalised distributions of all categories are summed to create the “up” and “down” ISR/FSR variation
of the tt → WWqb and tt → WWqq templates. These derived templates are shown in figure 5.17
together with the corresponding nominal templates.

To estimate the effect of using the derived templates described above, three different sets of pseudo-
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Figure 5.17: The tt → WWqb (left) and tt → WWqq (right) templates and their derived ISR/FSR “up” and
“down” variations.

experiments are performed. Results obtained using the original ISR/FSR tt → WWbb template (tt →
WWqb and tt → WWqq are taken from Protos), results obtained with only the tt → WWbb template
derived, including the symmetrisation procedure (tt → WWqb and tt → WWqq are taken from Protos)
and results where all derived templates tt → WWbb, tt → WWqb and tt → WWqq are used, are
compared and the resulting ISR/FSR uncertainty are shown in table 5.6.

Setting ∆Rb ∆σdilepton

Varied sample (tt → WWbb only) 0.016 0.15 pb
Derived tt → WWbb template 0.018 0.16 pb
Derived tt → WWbb, tt → WWqb, tt → WWqq 0.018 0.16 pb

Table 5.6: Uncertainty on Rb and σdilepton in different scenarios concerning the variation of the tt → WWbb, tt →
WWqb and tt → WWqq templates obtained from pseudo-experiments with Rb = 0.99830 and σdilepton = 11.33 pb.

No significant discrepancy is observed when comparing the results for Rb and σdilepton for the three
different approaches.

5.4.3 Impact of pile-up

The high density of the proton beams at the LHC leads to multiple proton-proton interactions per bunch
crossing (see section 2.2) and as a result, a pile-up of physics processes and multiple primary8 vertices
per event. This busy environment might have an impact on the quality of physics measurements. To
recreate the pile-up conditions in the simulation, as previously mentioned in section 2.3, the events in
simulation samples have a varying number of interactions (vertices) and the simulation samples are re-
weighted such that the distribution of the average number of interactions 〈µ〉 per luminosity block in
the simulation matches the distribution in data, which is illustrated in figure 5.18 (left). The simulation
and data distributions are not perfectly aligned, because the 〈µ〉 re-weighting is applied before any of
the selection criteria, but they agree within statistical uncertainty. Figure 5.18 (right) shows that re-

8 In earlier chapters, primary vertex is defined as the vertex for which the associated tracks have the highest sum in squared
transverse momenta. Here, primary vertex is understood as the position of the proton-proton interaction, as opposed to a
secondary decay vertices.
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Figure 5.18: Distributions of the average number of interactions 〈µ〉 and the number of primary vertices in data
and simulation after re-weighting the simulation by 〈µ〉 and applying all selection criteria from section 3.

weighting the simulation sample by 〈µ〉 also aligns its distribution of number of primary vertices with
data.

To verify the impact of pile-up on the measurement of Rb and σdilepton, the data is split into 26 sub-
samples by 〈µ〉 value (every sub-sample covered a 0.5 range from 3.5 to 169) and a fit is performed
separately for each sub-sample. For each of these measurements a distribution of the number of b-
tagged jets in data, as well as the selection efficiencies for tt → WWbb tt → WWqb and tt → WWqq
processes from simulation, are obtained. The templates for signal and background are not changed, i.e.
they are obtained from the events from the entire 〈µ〉 spectrum in simulation. The results are presented
in figure 5.19. There is a small effect observed on the measured value of Rb and a linear dependence of
σdilepton on 〈µ〉.
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Figure 5.19: Measured values of Rb and σdilepton for average number of interactions 3.5 < 〈µ〉 < 16. The error
bars represent the sum of statistical uncertainties returned by the fit and the statistical uncertainty on the selection
efficiency for the tt → WWbb process. The black line in the distribution of σdilepton shows the value measured
with the entire dataset.

A similar test is repeated for the numbers of primary vertices: a series of measurements is performed
for sub-samples of events with number of primary vertices between 2 and 16. The results are presented
in figure 5.20. There is a linear dependence observed on the measured value of both Rb and σdilepton.

9 There are not enough events with 〈µ〉 < 3.5 or 〈µ〉 > 16 to build templates for 〈µ〉 outside of this range, as can be observed
in figure 5.18 (left).
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Figure 5.20: Measured values of Rb and σdilepton for events with number of primary vertices between 2 and 16.
The error bars represent the sum of the statistical uncertainties returned by the fit and the statistical uncertainty
on the selection efficiency for the tt → WWbb process. The black line shows the value measured with the entire
dataset.

The impact of a possible mismodelling of pile-up in the simulation samples is evaluated by re-
calculating the values of Rb and σdilepton using the found linear dependencies on the number of primary
vertices and 〈µ〉 and the distribution of those two variables for data and simulated samples shown in
figure 5.18 in the following way

x =

∑nbins
i=1 ni · (p0 + p1 · yi)∑nbins

i=1 ni
(5.5)

where x is either Rb orσdilepton, p0 and p1 are parameters describing the dependence of Rb andσdilepton
on 〈µ〉 or the number of primary vertices from fits in figures 5.19 and 5.20, which are summarised in
table 5.7. ni is the number of events and yi is the central value in i-th bin of the respective distribution
shown in figure 5.18.

p0 p1

〈µ〉

σdilepton 9.7 0.17
Rb 1.055 -0.004
number of primary vertices
σdilepton 9.0 0.33
Rb 1.10 -0.01

Table 5.7: p0 and p1 parameters of linear functions fitted to the distributions of Rb and σdilepton in figures 5.19
and 5.20.

The resulting values of Rb andσdilepton measured in data and simulation are presented in table 5.8. The
higher δ(data-sim.) is treated as the uncertainty resulting from the pile-up mismodelling in simulation.

As the sub-samples from data have a limited size, both measurements are repeated using generated
pseudo-data to check if the dependencies described above are not an effect of statistical fluctuations. No
dependence on 〈µ〉 or number of primary vertices are observed for neither Rb nor σdilepton, which could
indicate that pile-up does not impact these measurements, but more data would be needed for a definite
conclusion. The results of the studies with pseudo-experiments are described in appendix E.
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data simulation δ(data-sim.)
〈µ〉

σdilepton 11.1797 11.154 0.0257
Rb 1.0211 1.0217 -0.0006

number of primary vertices
σdilepton 11.2854 11.2257 0.0597
Rb 1.0217 1.0236 -0.0019

Table 5.8: Values of Rb and σdilepton calculated with equation 5.5.

5.4.4 Dependence on the top quark mass

The dependence of the measurements on the top quark mass is checked with help of the dedicated
simulation samples with top quark masses mtop of 165, 167.5, 170, 172.5, 175, 177.5 and 180 GeV,
which are described in section 3.4. For each of these samples, a set of pseudo-experiments is conducted,
in which a fit is performed with the tt → WWbb template obtained from the sample with varied top
quark mass and the tt → WWqb and tt → WWqq templates from the Protos sample. Figure 5.21 shows
the measured values of Rb and σdilepton as a function of mtop.
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Figure 5.21: Rb and σdilepton as a function of top quark mass mtop.

For both Rb and σdilepton, a linear dependence on the top quark mass is observed. The parameters
of the fitted linear functions from figure 5.21 are summarized in table 5.9. They allow to propagate
the uncertainty on the top quark mass mtop, which according to reference [16] is 0.89 GeV, on the
measurements of Rb and σdilepton. The resulting uncertainties are: δRb = 0.002 and δσdilepton = 0.09 pb.

p0 p1

σdilepton 28.6 -0.10
Rb 1.37 -0.002

Table 5.9: p0 and p1 parameters of the linear functions fitted to the distributions of Rb and σdilepton to account for
the top quark mass dependence (see figures 5.21).
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5.4 Systematic uncertainties

5.4.5 Dependence on the dilepton decay channel

A separate fit to data in each dilepton decay channel: ee, µµ and eµ, is performed to investigate if there
exists a dependence on the chosen decay mode. For this study, a distribution of number of b-tagged jets
is obtained for each channel from data as well as separate tt → WWbb, tt → WWqb and tt → WWqq
templates and selection efficiencies from simulation. The results are presented in figure 5.22 and the
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Figure 5.22: Fit to data, separated into ee, µµ and eµ channels. The extracted values of Rb and σdilepton are
presented in table 5.10.

extracted Rb and σdilepton values together with the statistical uncertainty of the fit are listed in table 5.10.

ee µµ eµ
σdilepton 10.58 ± 0.47 11.74 ± 0.30 11.32 ± 0.18
Rb 1.023 ± 0.028 0.992 ± 0.014 1.034 ± 0.008

Table 5.10: Values of Rb and σdilepton measured separately in ee, µµ and eµ channels in data.

Values of Rb and σdilepton measured in ee, µµ and eµ agree within statistical uncertainties with the
combined measurements presented in section 5.5.

5.4.6 Evaluation of systematic uncertainties with pseudo-experiments

To estimate the size of the systematic uncertainties on the Rb measurement, modified templates are
obtained with varied parameters that introduce the systematic uncertainty, such as the earlier mentioned
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b-tagging scale factors, for instance. Although the background normalisation and selection efficiency
(described in section 5.1) are kept constant in the fit, the influence of systematic variations on those
quantities is taken into account. In appendix F the effect of the systematic uncertainties on the signal
template shapes is shown.

In tables 5.11 and 5.12 the values of the systematic uncertainties on Rb and σdilepton, obtained from a
series of pseudo-experiment, as described in section 5.2, are presented, assuming input values predicted
by the standard model Rb = 0.99830 and σdilepton = 11.33 pb. Only the pile-up and top quark mass un-
certainties are estimated directly from data as described in sections 5.4.3 and 5.4.4. Since uncertainties
from electron and muon trigger efficiency, reconstruction efficiency, transverse momentum smearing
and energy resolution for Rb are very small, they are joined for each of the lepton types. Moreover, a
breakdown of the jet energy uncertainty into a variation of 21 nuisance parameters and a breakdown of
the b-tagging uncertainty into contributions for 9 eigenvalues is provided in appendix G.

Fit results of pseudo-experiments for varied templates for the largest uncertainties are shown in ap-
pendix H. The Rb and σdilepton values measured for templates from various signal simulation samples
are presented in table 5.13.
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measured Rb 0.998
Source Var. Down Var. Up Averaged Var.
Initial/final state radiation -0.018 0.018 0.018
Generator -0.033 0.033 0.033
Associated HF prod. -0.003 0.003 0.003
Colour reconnection -0.001 0.001 0.001
Underlying event -0.000 0.000 0.000
Parton distribution function -0.001 0.001 0.001
Top quark mass 0.002 -0.002 0.002
Jet energy scale -0.004 0.007 0.005
Jet reconstruction efficiency 0.000 -0.000 0.000
Jet energy resolution 0.004 -0.004 0.004
Jet vertex fraction -0.000 0.000 0.000
b-tagging (b-jets) -0.050 0.054 0.052
b-tagging (c-jets) 0.002 -0.002 0.002
b-tagging (light jets) 0.006 -0.007 0.007
Emiss

T 0.000 -0.000 0.000
e SF -0.000 0.000 0.000
µ SF -0.000 0.000 0.000
background flavour comp. 0.001 -0.001 0.001
Z+jets norm. -0.003 0.003 0.003
Dib norm. -0.003 0.003 0.003
Sg. top norm. 0.001 -0.001 0.001
Fake leptons shape 0.001 -0.001 0.001
Fake leptons norm. 0.002 -0.002 0.002
Pile-up -0.002 0.002 0.002
Luminosity -0.000 0.000 0.000
Sel. eff. stat. -0.000 0.000 0.000
Total syst. -0.064 0.067 0.065
Total stat. -0.007 0.007 0.007
Total unc. -0.064 0.067 0.066

Table 5.11: List of uncertainties on the measurement of Rb. The top quark mass and pile-up uncertainties are
determined using fit to data as described in sections 5.4.3 and 5.4.4, the rest using pseudo-experiments with
an Rb input value 0.99830. The total systematic uncertainty is the quadrature sum of all negative and positive
contributions.
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measured σdilepton 11.33 pb
Source Var. Down Var. Up Averaged Var.
Initial/final state radiation -0.17 0.17 0.17
Generator -1.05 1.05 1.05
Associated HF prod. -0.04 0.04 0.04
Colour reconnection -0.15 0.15 0.15
Underlying event -0.01 0.01 0.01
Parton distribution functions -0.12 0.12 0.12
Top quark mass 0.09 -0.09 0.09
Jet energy scale -0.20 0.20 0.20
Jet reconstruction efficiency 0.00 -0.00 -0.00
Jet energy resolution 0.02 -0.02 -0.02
Jet vertex fraction 0.11 -0.09 0.10
b-tagging (b-jets) -0.06 0.07 0.07
b-tagging (c-jets) 0.00 -0.00 0.00
b-tagging (light jets) 0.02 -0.01 0.01
Emiss

T -0.01 0.01 0.01
e trigger 0.01 -0.02 0.01
e rec./id. efficiency 0.24 -0.23 0.24
e energy 0.02 -0.02 0.02
µ trigger 0.03 -0.03 0.03
µ rec./id. 0.10 -0.10 0.10
µ pT -0.01 0.00 0.00
background flavour composition 0.01 -0.01 0.01
Z+jets norm. -0.01 0.02 0.01
Dib norm. -0.01 0.02 0.01
Fake leptons norm. eµ 0.01 -0.01 0.01
Pile-up -0.06 0.06 0.06
Luminosity -0.00 0.00 0.00
Sel. eff. stat. -0.10 0.10 0.10
Total syst. -1.14 1.15 1.15
Total stat. -0.20 0.20 0.20
Total unc. -1.16 1.17 1.16

Table 5.12: List of the uncertainties on the measurement of Rb. The top quark mass and pile-up uncertainties are
determined using fit to data as described in sections 5.4.3 and 5.4.4, the rest using pseudo-experiments with a
σdilepton input value 11.33 pb. The total systematic uncertainty is the quadrature sum of all negative and positive
contributions.
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Generator Showering Simulation type Sel. efficiency Rb σdilepton [pb]
Protos Pythia mc11c full sim. 0.1322 0.9983 11.33
MC@NLO Herwig mc11c full sim. 0.1307 0.9779 11.44
MC@NLO (CT10) Herwig mc11c full sim. 0.1307 0.9779 11.44
MC@NLO (MSTW) Herwig mc11c full sim. 0.1287 0.9766 11.61
MC@NLO (NNPDF) Herwig mc11c full sim. 0.1280 0.9772 11.67
MC@NLO (ren/fac up) Herwig mc11c fast sim. 0.1348 0.9736 11.12
MC@NLO (ren/fac down) Herwig mc11c fast sim. 0.1355 0.9750 11.06
Alpgen (with HF) Herwig mc11c full sim. 0.1461 0.9621 10.32
Powheg Herwig mc11b fast sim. 0.1277 0.9778 11.72
Powheg Pythia mc11c full sim. 0.1317 0.9870 11.38
Powheg Pythia mc11b fast sim. 0.1304 0.9853 11.49
Powheg (117428) Pythia mc11c fast sim. 0.1332 0.9834 11.26
Powheg (no CR) Pythia mc11c fast sim. 0.1351 0.9826 11.11
Powheg (mpiHi) Pythia mc11c fast sim. 0.1331 0.9834 11.26
AcerMC (IFSR up) Pythia mc11c fast sim. 0.1367 0.9919 10.98
AcerMC (IFSR down) Pythia mc11c fast sim. 0.1410 0.9590 10.67
Powheg (mtop = 165 GeV) Pythia mc11c full sim. 0.1231 1.0040 12.20
Powheg (mtop = 167.5 GeV) Pythia mc11c full sim. 0.1263 1.0030 11.88
Powheg (mtop = 170 GeV) Pythia mc11c full sim. 0.1291 0.9918 11.61
Powheg (mtop = 175 GeV) Pythia mc11c full sim. 0.1350 0.9824 11.10
Powheg (mtop = 177.5 GeV) Pythia mc11c full sim. 0.1387 0.9781 10.83
Powheg (mtop = 180 GeV) Pythia mc11c full sim. 0.1401 0.9711 10.73

Table 5.13: Selection efficiencies and Rb and σdilepton values measured with various simulation samples. Protos,
listed first, is the default sample used to build tt → WWbb, tt → WWqb and tt → WWqq templates. Remaining
samples, utilized to evaluate systematic uncertainties, are used only for the tt → WWbb template. For each
sample, a series of pseudo-experiments is conducted, in which the templates (new tt → WWbb, tt → WWqb
and tt → WWqq from Protos and the background template) are fitted to pseudo-data generated from background
template and the default tt → WWbb, tt → WWqb and tt → WWqq templates with input values of Rb = 0.99830
and σdilepton = 11.33 pb.
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5.5 Results

5.5.1 Fit to data

The fit is performed to the selected data. In total, 8127 events are selected from 4.6 fb−1 in the dilepton
topologies ee, eµ and µµ. The result is shown in figure 5.23. The value extracted for Rb is Rb =

1.022 ± 0.007 (stat.) and the cross section σdilepton = 11.36 ± 0.20 (stat.) pb.
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Figure 5.23: Fit to data. The measured value of Rb is 1.022 and σdilepton is 11.36 pb.

To estimate the systematic uncertainty in the values of Rb and σdilepton measured in data, pseudo-
experiments as described in section 5.4.6 are repeated with the input values of Rb = 1.022 and the cross
section σdilepton = 11.36 pb. However, the uncertainty originating from pile-up and top quark mass are
estimated using the fit to data, as described in sections 5.4.3 and 5.4.4.

Table 5.14 provides the list of systematic uncertainties for Rb and σdilepton. Appendix G provides a
breakdown of the b-tagging and JES uncertainties.

The uncertainties are also validated by performing a fit to data using templates with systematic vari-
ations and a very similar total uncertainty is measured. Detailed results can be found in appendix I.

Combining the fit to data with the study on systematics uncertainties presented in table 5.14 and the
uncertainty on the dilepton branching fraction as calculated in section 1.2.2, the following results are
obtained

Rb = 1.02 ± 0.01 (stat.) ± 0.07 (syst.),

and
σtt̄ = 178 ± 3 (stat.) ± 19 (syst.) pb.

Additionally, following equation 1.19, |Vtb| =
√

Rb and therefore

|Vtb| = 1.01 ± 0.01 (stat.) ± 0.03 (syst.).

5.5.2 Extraction of one-sided lower limits on Rb and |Vtb|

As outlined in section 1.2.3, Rb is directly linked to the CKM matrix element |Vtb| and the presented
measurement of Rb allows for setting limits on the values of both, Rb and |Vtb|. Since the measured value
of Rb is larger than one, only a lower limit (at 95% C.L.) is extracted. The upper limit is determined
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Variable Rb σdilepton
Measured Value 1.022 11.36 pb
Source Average Unc. Average Unc.
Initial/final state radiation 0.019 0.18
Generator 0.033 1.10
Associated HF prod. 0.003 0.04
Colour reconnection 0.001 0.16
Underlying event 0.000 0.01
Parton distribution function 0.001 0.12
Top quark mass 0.002 0.09
Jet energy scale 0.006 0.20
Jet reconstruction efficiency 0.000 0.00
Jet energy resolution 0.004 0.02
Jet vertex fraction 0.001 0.10
b-tagging (b-jets) 0.053 0.07
b-tagging (c-jets) 0.002 0.00
b-tagging (light jets) 0.006 0.01
Emiss

T 0.001 0.01
e trigger 0.000 0.01
e rec./id. efficiency 0.000 0.24
e energy 0.000 0.02
µ trigger 0.000 0.03
µ rec./id. 0.000 0.10
µ pT 0.001 0.01
background flavour composition 0.001 0.01
Z+ jets norm. 0.003 0.02
Dib norm. 0.003 0.02
Sg. top norm. 0.001 0.00
Fake leptons shape 0.000 0.00
Fake leptons norm. 0.002 0.01
Pile-up 0.002 0.06
Luminosity 0.000 0.03
Sel. eff. stat. 0.000 0.11
Total syst. 0.066 1.20
Total stat. 0.007 0.20
Total unc. 0.067 1.21

Table 5.14: List of the uncertainties on the measurement of Rb and σdilepton(evaluated separately). The top quark
mass and pile-up uncertainties are determined using fit to data as described in sections 5.4.3 and 5.4.4, the rest
using pseudo-experiments with using pseudo-experiments with Rb = 1.022 and σdilepton = 11.36 as input values.
The total systematic uncertainty is the quadrature sum of all negative and positive contributions.
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by the physics boundary of Rb to be 1. An implementation of the Feldman-Cousins method [141]
in RooStats [142] is used to calculate the one-sided (lower) limit. RooFit [137] is used to construct
likelihood functions. The likelihood function for the measured value of Rb is constructed using the
result of pseudo-experiments presented in section 5.2. As it is found from these results, the fitted Rb

value in the pseudo-experiments had a Gaussian distribution with the mean equal to the input value of Rb.
An example distribution of the fitted Rb value in the pseudo-experiments performed at the input value
of Rb = 0.99830 is shown in figure 5.7. The linearity test of the template fit results for varying input
values of Rb shows that the width of the posterior Gaussian distribution of the fitted Rb value does not
depend on the input Rb value and remains constant. Based on the aforementioned results, the likelihood
function for the measured Rb is a Gaussian function with a constant σ parameter, LRb(Rb,obs. | Rb,input) =

G(Rb,obs. | µ = Rb,input, σ
2 = const). The constant value of the σ parameter is the statistical uncertainty

of the measurement, as estimated from the fit of a Gaussian function to the posterior distribution of the
fitted values of Rb obtained from the pseudo-experiments.

The systematic effects are not yet considered in the construction of the above likelihood function.
The impact of each source of systematic uncertainty on the measurement is assumed to be orthogonal
with respect to other sources. Therefore, the uncertainties of the measured Rb value due to a given
source of systematic effects are added in quadrature to the statistical uncertainty. This means that two
Gaussian widths are added to each other, to result into G(µ = Rb,input, σ

2
stat. + σ2

syst.,i). Here, σsyst.,i
denotes the uncertainty due to the i-th source of systematic uncertainties. In this analysis a large number
of systematic uncertainty sources is considered, all of which have a certain impact (physics expectation)
on the measurement. Therefore, the assumption that each of these sources impacts the measurement
according to a Gaussian can be released and the central limit theorem invoked, as the net effect is still
Gaussian. Assuming that the total systematic uncertainty is symmetric, the likelihood function for the
measured Rb is LRb(Rb,obs. | Rb,input) = G(Rb,obs. | µ = Rb,input, σ

2
stat. + σ2

syst.), where σ2
syst. is the total

absolute systematic uncertainty squared, calculated as the quadrature sum of all systematic uncertainties.
As it is explained earlier, the systematic effects of the measurement are estimated with the assumption
of Rb = 0.99830, but the total systematic uncertainty does not depend on the assumed value of Rb if this
latter is in its physics expected region. Thus, the sum of squared absolute uncertainties, σ2

stat. + σ2
syst.

is constant. The likelihood function is used to obtain the limits on Rb at 68.3% and 95% C.L. with the
Feldman-Cousins method. The calculated limits as function of the measured Rb values are presented in
figure 5.24 (left). The lower limit is found to be 0.88 at 95% C.L. given the measured Rb value and its
uncertainty.

The likelihood function of the measured Rb parametrised as a function of |Vtb| is obtained from the
above likelihood function considering the relation between Rb and |Vtb|, |Vtb| =

√
Rb. After the simple

transformation of the variables L|Vtb |(Rb,obs. | |Vtb|input) = 2|Vtb|input × LRb(Rb,obs. | |Vtb|
2
input). Using this

likelihood function with the help of the Feldman-Cousins method the limits on the value of |Vtb| can be
calculated as function of the measured Rb. The resulting limit bands at 68.3% and 95% C.L. are shown
in figure 5.24 (right). The extracted lower limit on the |Vtb| is 0.94 at 95% C.L.

5.5.3 Summary and outlook

In this analysis, Rb, the ratio of the top quark branching fractions Rb = B(t → Wb)/B(t → Wq)10

and the inclusive tt̄ cross section σtt̄ are measured using selected dilepton events. Data collected by
ATLAS in 2011, corresponding to a total luminosity of 4.6 fb−1 of pp collisions is used. Rb and σtt̄
are extracted with a template fit using as template the distribution of the number of jets tagged with the

10 Here, q denotes b,s and d quarks.
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5.5 Results
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Figure 5.24: Limit bands for the true values of Rb and |Vtb| at 68.3% (yellow) and 95% (green) C.L. as a function
of the measured Rb value. The y-values of the green horizontal lines going through the crossing points of the green
limit bands and the red vertical lines, which represent the Rb value measured in data, are the measured one-sided
lower limits on the Rb and |Vtb| at 95% C.L.

MV1 b-tagging algorithm.
The templates for the signal tt̄ process are obtained from a Protos sample with Rb = 0.5 and thus

contain tt → WWbb, tt → WWqq and tt → WWqb events. A further template is built for the sum of all
expected background processes: Z+jets, single top, diboson and events containing fake leptons, some
of which are determined with data-driven techniques.

Several sources of systematic uncertainties affecting the shape of the templates have been considered.
The total systematic uncertainty on the Rb measurement is ±0.068 and is dominated by the uncertainty
on the b-tagging calibration and the modeling of additional QCD radiation and the tt̄ decays. The total
systematic uncertainty on σtt̄ is ±19.2 pb and is dominated by the jet energy scale, luminosity, Monte
Carlo modeling and lepton reconstruction and identification. Pseudo-experiments have been used to
validate the fit, check its linearity and determine the statistical uncertainty of the measurement: 0.007
for Rb and 3.1 pb for σtt̄ .

The fit to data gave a result of

Rb = 1.02 ± 0.01 (stat.) ± 0.07 (syst.),

|Vtb| = 1.01 ± 0.01 (stat.) ± 0.03 (syst.)

and
σtt̄ = 178 ± 3 (stat.) ± 19 (syst.) pb

and is shown in figure 5.23. The obtained values of Rb and |Vtb| are compatible with the expected
standard model values of Rb, |Vtb| ∼ 1.

The measured lower limits on Rb and |Vtb| at 95% C.L. are

Rb > 0.88

and
|Vtb| > 0.94

The |Vtb| value extracted from the Rb measurement presented in this thesis is in agreement with results
discussed earlier in section 1.2.3: |Vtb| = 1.02+0.06

−0.05 from combined measurements at Tevatron [14] , and
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Measurement of Rb and σtt̄

|Vtb| = 1.020± 0.040 (meas.)± 0.020 (theo.) from combined measurements at the LHC [15]. It is also in
agreement with the most recent measurement by the CMS Collaboration using single top quark t-channel
production in pp collisions at

√
s = 13 TeV centre-of-mass energy, yielding |Vtb| = 0.988±0.024 [143],

which set the lower limit on |Vtb| > 0.97 at 95% C.L.
A study documented in appendix J indicates that the uncertainty on the b-tagging calibration propag-

ates linearly to the b-tagging uncertainty on the Rb and σdilepton measurement described in this work.
As b-tagging accounts for almost 65% of the total systematic uncertainty11 on the Rb measurement, this
measurement would significantly benefit from the progress made in b-tagging calibration techniques
since the time of this measurement.

The measured value of the inclusive tt̄ cross section in pp collisions at
√

s = 7 TeV is also in agree-
ment with earlier discussed results from ATLAS and CMS, σtt̄ = 182.9 ± 3.1 (stat.) ± 4.2 (syst.) ±
3.6 (lumi.) ± 3.3 (beam) pb [17] and σtt̄ = 161.9 ± 2.5 (stat.) +5.1

−5.0 (syst.) ± 3.6 (lumi.) pb [18], see sec-
tion 1.2.3.

A reduction of the uncertainty on the σtt̄ could be possible, if more simulation samples with Rb , 1,
enriched with tt → WWqb and tt → WWqq events, from various generators could be studied to better
understand the origin of the large uncertainty due to choice of the generator.

11 δ2
b−tagging/δ

2
totalsyst. = 0.64 with values from table 5.14
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APPENDIX A

Kinematic distributions in dilepton channel

In all distributions of kinematic variables the shape from the Protos sample (using only tt → WWbb
events) is normalised to the corresponding number of selected events from Powheg+Pythia .

A.1 Signal region

Following figures present distributions in the signal region described by the criteria listed in section 3.2.2.
Figure A.1 presents the the |η| distributions for the jets in the signal region. Figure A.2 shows the trans-
verse momentum and figure A.3 the |η| distributions for the leptons in the signal region.
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A Kinematic distributions in dilepton channel
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Figure A.1: Distribution of the η of the leading (upper row) and second (lower row) jet in ee (left), µµ (middle)
and eµ channel (right). All event selection criteria are applied. The error band represents the sum of theoretical
uncertainties on the cross sections (tt̄, single top, diboson and Z+jets production in eµ channel) and uncertainties
on the estimation directly from data (fakes, Z → ee and Z → µµ).
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Figure A.2: Distribution of the pT of all leptons in ee (left), µµ (middle) and eµ channel (right). All event selection
criteria are applied. The error band represents the sum of theoretical uncertainties on the cross sections (tt̄, single
top, diboson and Z+jets production in eµ channel) and uncertainties on the estimation directly from data (fakes,
Z → ee and Z → µµ). The last bin is inclusive.
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A.1 Signal region
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Figure A.3: Distribution of the η of leading (upper row) and second (lower row) lepton in ee (left), µµ (middle)
and eµ channel (right). All event selection criteria are applied. The error band represents the sum of theoretical
uncertainties on the cross sections (tt̄, single top, diboson and Z+jets production in eµ channel) and uncertainties
on the estimation directly from data (fakes, Z → ee and Z → µµ).
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A Kinematic distributions in dilepton channel

A.2 Control region

Following figures show distributions in a control region with Emiss
T < 60 GeV or |mll − 91 GeV| < 10 GeV

dominated by background processes. It is different than the control region chosen for estimation of the
Z+jets background described in section 3.3.3 in order to include more contributions from other back-
ground processes and not only Z+jets .

Figure A.4 shows the transverse momentum and figure A.5 the |η| distributions for the leptons in the
control region.
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Figure A.4: Distribution of the pT of leading (upper row) and second (lower row) lepton in ee (left) and µµ (right)
in the control region with Emiss

T < 60 GeV or |mll − 91 GeV| < 10 GeV. All other standard event selection criteria
are applied. The error band represents the sum of theoretical uncertainties on the cross sections (Z+jets, tt̄, single
top, diboson) and uncertainties on the estimation directly from data (fakes). The last bin is inclusive.
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Figure A.5: Distribution of the η of leading (upper row) and second (lower row) lepton in ee (left) and µµ (right)
in the control region with Emiss

T < 60 GeV or |mll − 91 GeV| < 10 GeV. All other standard event selection criteria
are applied. The error band represents the sum of theoretical uncertainties on the cross sections (Z+jets, tt̄, single
top, diboson) and uncertainties on the estimation directly from data (fakes). The last bin is inclusive.
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APPENDIX B

List of Monte Carlo samples

ID Description Generator σ [pb] k-factor Nevents L [fb−1]
107650 Z(→ ee) + 0p Alpgen+Herwig 668.3 1.25 6618284 7.92
107651 Z(→ ee) + 1p Alpgen+Herwig 134.4 1.25 1334897 7.95
107652 Z(→ ee) + 2p Alpgen+Herwig 40.5 1.25 809999 15.98
107653 Z(→ ee) + 3p Alpgen+Herwig 11.2 1.25 220000 15.77
107654 Z(→ ee) + 4p Alpgen+Herwig 2.9 1.25 60000 16.67
107655 Z(→ ee) + 5p Alpgen+Herwig 0.8 1.25 20000 19.28
107660 Z(→ µµ) + 0p Alpgen+Herwig 668.7 1.25 6615230 7.91
107661 Z(→ µµ) + 1p Alpgen+Herwig 134.1 1.25 1334296 7.96
107662 Z(→ µµ) + 2p Alpgen+Herwig 40.3 1.25 404947 8.03
107663 Z(→ µµ) + 3p Alpgen+Herwig 11.2 1.25 110000 7.86
107664 Z(→ µµ) + 4p Alpgen+Herwig 2.8 1.25 30000 8.73
107665 Z(→ µµ) + 5p Alpgen+Herwig 0.8 1.25 10000 10.39
107670 Z(→ ττ) + 0p Alpgen+Herwig 668.4 1.25 10613179 12.70
107671 Z(→ ττ) + 1p Alpgen+Herwig 134.8 1.25 3334137 19.79
107672 Z(→ ττ) + 2p Alpgen+Herwig 40.4 1.25 1004847 19.92
107673 Z(→ ττ) + 3p Alpgen+Herwig 11.3 1.25 509847 36.26
107674 Z(→ ττ) + 4p Alpgen+Herwig 2.8 1.25 144999 41.58
107675 Z(→ ττ) + 5p Alpgen+Herwig 0.8 1.25 45000 46.75

Table B.1: Z+jets samples with phase space cuts 40 < mll < 2000 GeV. Configuration tags: e835 s1299 s1300
r3043 r2993.
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B List of Monte Carlo samples

ID Description Generator σ [pb] k-factor Nevents L [fb−1]
109300 Z(→ ee) + bb + 0p Alpgen+Herwig 6.57 1.25 150000 18.26
109301 Z(→ ee) + bb + 1p Alpgen+Herwig 2.48 1.25 100000 32.26
109302 Z(→ ee) + bb + 2p Alpgen+Herwig 0.89 1.25 40000 35.95
109303 Z(→ ee) + bb + 3p Alpgen+Herwig 0.39 1.25 10000 20.51
109305 Z(→ µµ) + bb + 0p Alpgen+Herwig 6.56 1.25 149950 18.29
109306 Z(→ µµ) + bb + 1p Alpgen+Herwig 2.47 1.25 100000 32.39
109307 Z(→ µµ) + bb + 2p Alpgen+Herwig 0.89 1.25 40000 35.95
109308 Z(→ µµ) + bb + 3p Alpgen+Herwig 0.39 1.25 9999 20.51
109310 Z(→ ττ) + bb + 0p Alpgen+Herwig 6.57 1.25 150000 18.26
109311 Z(→ ττ) + bb + 1p Alpgen+Herwig 2.49 1.25 99999 32.13
109312 Z(→ ττ) + bb + 2p Alpgen+Herwig 0.89 1.25 40000 35.95
109313 Z(→ ττ) + bb + 3p Alpgen+Herwig 0.39 1.25 9000 18.46

Table B.2: Z + bb+jets samples. Configuration tags: e835 s1310 s1300 r3043 r2993.
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ID Description Generator σ [pb] k-factor Nevents L [fb−1] Configuration tag
116250 Z(→ ee) + 0p Alpgen+Herwig 3055.2 1.25 994949 0.26 e959 s1310 s1300 r3043 r2993
116251 Z(→ ee) + 1p Alpgen+Herwig 84.9 1.25 299998 2.83 e959 s1310 s1300 r3043 r2993
116252 Z(→ ee) + 2p Alpgen+Herwig 41.4 1.25 999946 19.32 e944 s1310 s1300 r3043 r2993
116253 Z(→ ee) + 3p Alpgen+Herwig 8.4 1.25 149998 14.32 e944 s1310 s1300 r3043 r2993
116254 Z(→ ee) + 4p Alpgen+Herwig 1.9 1.25 40000 17.30 e944 s1310 s1300 r3043 r2993
116255 Z(→ ee) + 5p Alpgen+Herwig 0.5 1.25 10000 17.39 e944 s1310 s1300 r3043 r2993
116260 Z(→ µµ) + 0p Alpgen+Herwig 3054.9 1.25 999849 0.26 e959 s1310 s1300 r3043 r2993
116261 Z(→ µµ) + 1p Alpgen+Herwig 84.9 1.25 300000 2.83 e959 s1310 s1300 r3043 r2993
116262 Z(→ µµ) + 2p Alpgen+Herwig 41.5 1.25 999995 19.30 e944 s1310 s1300 r3043 r2993
116263 Z(→ µµ) + 3p Alpgen+Herwig 8.4 1.25 150000 14.32 e944 s1310 s1300 r3043 r2993
116264 Z(→ µµ) + 4p Alpgen+Herwig 1.9 1.25 39999 17.30 e944 s1310 s1300 r3043 r2993
116265 Z(→ µµ) + 5p Alpgen+Herwig 0.5 1.25 10000 17.39 e944 s1310 s1300 r3043 r2993
116270 Z(→ ττ) + 0p Alpgen+Herwig 3055.1 1.25 999649 0.26 e959 s1310 s1300 r3043 r2993
116271 Z(→ ττ) + 1p Alpgen+Herwig 84.9 1.25 299999 2.83 e959 s1310 s1300 r3043 r2993
116272 Z(→ ττ) + 2p Alpgen+Herwig 41.5 1.25 498899 9.62 e959 s1310 s1300 r3043 r2993
116273 Z(→ ττ) + 3p Alpgen+Herwig 8.4 1.25 150000 14.35 e959 s1310 s1300 r3043 r2993
116274 Z(→ ττ) + 4p Alpgen+Herwig 1.9 1.25 39999 17.30 e959 s1310 s1300 r3043 r2993
116275 Z(→ ττ) + 5p Alpgen+Herwig 0.5 1.25 10000 17.39 e959 s1310 s1300 r3043 r2993

Table B.3: Z+jets samples with phase space cuts 10 GeV < mll < 40 GeV.
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ID Description Generator σ [pb] k-factor Nevents L [fb−1] Configuration tags
107100 WW, both W → lν + 0p Alpgen+Herwig 2.10 1.26 19999 75.76 e835 s1372 s1370 r3043 r2993
107101 WW, both W → lν + 1p Alpgen+Herwig 1.00 1.26 100000 79.67 e835 s1372 s1370 r3043 r2993
107102 WW, both W → lν + 2p Alpgen+Herwig 0.45 1.26 59999 104.7 e835 s1372 s1370 r3043 r2993
107103 WW, both W → lν + 3p Alpgen+Herwig 0.18 1.26 40000 180.6 e835 s1372 s1370 r3043 r2993
107104 WZ, W → inclusive, Z → ll + 0p Alpgen+Herwig 0.67 1.28 59900 69.66 e995 s1372 s1370 r3043 r2993
107105 WZ, W → inclusive, Z → ll + 1p Alpgen+Herwig 0.41 1.28 40000 75.52 e995 s1372 s1370 r3043 r2993
107106 WZ, W → inclusive, Z → ll + 2p Alpgen+Herwig 0.22 1.28 20000 69.47 e995 s1372 s1370 r3043 r2993
107107 WZ, W → inclusive, Z → ll + 3p Alpgen+Herwig 0.10 1.28 20000 164.5 e995 s1372 s1370 r3043 r2993
107108 ZZ, Z → inclusive, Z → ll + 0p Alpgen+Herwig 0.51 1.30 40000 60.50 e995 s1372 s1370 r3043 r2993
107109 ZZ, Z → inclusive, Z → ll + 1p Alpgen+Herwig 0.23 1.30 20000 65.69 e995 s1372 s1370 r3043 r2993
107110 ZZ, Z → inclusive, Z → ll + 2p Alpgen+Herwig 0.09 1.30 20000 173.64 e995 s1372 s1370 r3043 r2993
107111 ZZ, Z → inclusive, Z → ll + 3p Alpgen+Herwig 0.03 1.30 10000 245.0 e995 s1372 s1370 r3043 r2993

Table B.4: Diboson samples.
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APPENDIX C

Kinematic selection results

This appendix presents results of the b-tagging calibration with the kinematic selection method de-
scribed in section 4.3.2 for all working points listed in section 4.3.

For the MV1 algorithm, the 70% efficiency working point results are presented separately for the
e+jets and µ+jets channels, including tables with a detailed list of uncertainties, to demonstrate that
no significant differences exist. Additionally, combined results are presented for the 60%, 75% and
85% working points. The combined results for the 70% working point were already discussed in sec-
tion 4.3.2. For the other b-tagging algorithms only results for the combined channels are presented.

C.1 Results for the MV1 algorithm
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Figure C.1: Electron (top) and muon (bottom) channel results are shown separately. True b-tagging efficiency for
different Monte Carlo samples (left), b-tagging efficiency estimated from data compared with simulation (middle)
and resulting scale factors (right) together with statistical and systematic uncertainties for the MV1 tagger at the
working point corresponding to 70% efficiency [85].
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C Kinematic selection results

pT
min[ GeV/c] 25-30 30-40 40-50 50-60 60-75 75-90 90-110 110-140 140-200 200-300

IFSR ±5.4 ±3.4 ±2.8 ±3.2 ±4.0 ±4.1 ±3.6 ±3.7 ±5.1 ±7.9
Gen. ±0.3 ±0.8 ±0.6 ±0.2 ±0.7 ±0.0 ±0.4 ±1.6 ±1.5 ±3.7

Diboson ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Single top ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1

Z+jets ±0.1 ±0.3 ±0.3 ±0.3 ±0.4 ±0.3 ±0.5 ±0.5 ±0.4 ±0.7
tt̄ ±0.7 ±0.8 ±0.7 ±0.8 ±1.0 ±0.9 ±0.9 ±0.9 ±1.2 ±1.4

W + jets ±1.1 ±1.4 ±0.7 ±0.6 ±0.8 ±0.7 ±0.5 ±0.5 ±0.9 ±1.3
Mulitjet ±2.0 ±1.2 ±1.7 ±1.9 ±2.2 ±1.6 ±1.3 ±1.4 ±1.6 ±1.9
ε f ake ±0.1 ±1.9 ±2.6 ±4.1 ±3.0 ±3.4 ±4.3 ±4.0 ±5.6 ±5.3
JES ±4.1 ±2.9 ±2.2 ±0.4 ±0.4 ±0.2 ±0.5 ±1.3 ±1.9 ±3.1
JER ±5.2 ±1.1 ±0.7 ±1.6 ±0.2 ±0.9 ±0.5 ±0.1 ±0.9 ±0.5
JRE ±0.1 ±0.2 ±0.1 ±0.1 ±0.1 ±0.0 ±0.0 ±0.0 ±0.1 ±0.3
JVF ±0.1 ±0.6 ±0.1 ±0.1 ±0.4 ±0.3 ±0.1 ±0.0 ±0.0 ±1.3

W+HF SF ±0.2 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.2 ±0.2 ±0.4 ±0.5
εc ±0.2 ±0.1 ±0.1 ±0.2 ±0.1 ±0.1 ±0.2 ±0.2 ±0.3 ±0.3
εl ±0.1 ±0.1 ±0.2 ±0.3 ±0.2 ±0.3 ±0.4 ±0.4 ±0.7 ±0.9

Emiss
T cellout ±0.1 ±0.0 ±0.0 ±0.0 ±0.1 ±0.0 ±0.0 ±0.2 ±0.1 ±0.3

Emiss
T pileup ±0.1 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.0 ±0.1

e trig. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
e smear. ±0.1 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
e recID ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1

MC e-en.sc. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.2 ±0.1
µ trig. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
µ smear. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
µ recID ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Lumi ±0.1 ±0.2 ±0.0 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1
Stat. ±8.4 ±5.0 ±4.4 ±4.2 ±3.2 ±3.4 ±3.3 ±3.6 ±4.4 ±8.7

Total Syst. ±8.9 ±5.5 ±5.2 ±6.3 ±5.9 ±5.9 ±6.0 ±6.3 ±8.5 ±11.9
Total ±12.3 ±7.4 ±6.8 ±7.5 ±6.8 ±6.8 ±6.9 ±7.3 ±9.6 ±14.8

Table C.1: Kinematic selection: single lepton (e+jets channel). Relative uncertainties for MV1 at the working
point corresponding to 70% tagging efficiency.
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C.1 Results for the MV1 algorithm

pT
min[ GeV/c] 25-30 30-40 40-50 50-60 60-75 75-90 90-110 110-140 140-200 200-300

IFSR ±3.6 ±3.1 ±2.5 ±2.9 ±3.3 ±3.9 ±3.6 ±4.2 ±5.2 ±8.1
Gen. ±1.0 ±0.9 ±0.4 ±0.2 ±0.1 ±0.2 ±0.8 ±1.0 ±2.2 ±4.2

Fragm. ±0.5 ±1.5 ±2.1 ±0.4 ±2.2 ±1.0 ±0.8 ±0.4 ±0.7 ±2.4
Diboson ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0

Single top ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.2
Z+jets ±0.1 ±0.0 ±0.0 ±0.1 ±0.1 ±0.1 ±0.1 ±0.2 ±0.3 ±0.4

tt̄ ±1.1 ±0.9 ±0.8 ±0.7 ±0.8 ±0.9 ±0.9 ±1.1 ±1.3 ±1.4
W + jets ±2.2 ±1.5 ±1.2 ±0.9 ±0.9 ±0.8 ±0.8 ±0.9 ±1.1 ±1.4
Mulitjet ±0.9 ±0.8 ±0.8 ±0.7 ±0.7 ±0.7 ±1.0 ±0.9 ±1.0 ±0.8
ε f ake ±2.2 ±1.0 ±0.3 ±0.1 ±0.0 ±0.0 ±0.1 ±0.0 ±0.1 ±0.3
JES ±6.7 ±3.5 ±2.2 ±1.6 ±1.1 ±0.3 ±0.6 ±1.0 ±0.6 ±2.3
JER ±5.0 ±1.0 ±0.3 ±1.3 ±0.6 ±0.7 ±0.7 ±0.9 ±0.3 ±1.4
JRE ±0.1 ±0.1 ±0.0 ±0.0 ±0.1 ±0.1 ±0.0 ±0.0 ±0.1 ±0.2
JVF ±0.3 ±0.1 ±0.1 ±0.0 ±0.0 ±0.1 ±0.0 ±0.0 ±0.1 ±0.0

W+HF SF ±0.3 ±0.3 ±0.3 ±0.2 ±0.4 ±0.4 ±0.5 ±0.7 ±0.8 ±1.2
εc ±0.9 ±0.6 ±0.5 ±0.4 ±0.5 ±0.5 ±0.5 ±0.6 ±0.7 ±1.0
εl ±0.6 ±0.5 ±0.6 ±0.6 ±0.9 ±1.0 ±1.2 ±1.5 ±1.8 ±2.7

Emiss
T cellout ±0.1 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1 ±0.0 ±0.1 ±0.1

Emiss
T pileup ±0.1 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.0 ±0.0 ±0.0 ±0.0

e trig. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
e smear. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
e recID ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0

MC e-en.sc. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1
µ trig. ±0.1 ±0.1 ±0.0 ±0.0 ±0.1 ±0.0 ±0.1 ±0.0 ±0.1 ±0.1
µ smear. ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
µ recID ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Lumi ±0.3 ±0.2 ±0.1 ±0.1 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1
Stat. ±6.3 ±3.8 ±3.3 ±3.0 ±2.4 ±2.4 ±2.4 ±2.6 ±3.2 ±6.4

Total Syst. ±9.9 ±5.6 ±4.4 ±4.0 ±4.5 ±4.5 ±4.5 ±5.3 ±6.6 ±10.7
Total ±11.7 ±6.8 ±5.5 ±5.0 ±5.1 ±5.1 ±5.1 ±5.9 ±7.3 ±12.5

Table C.2: Kinematic selection: single lepton (µ+jets channel). Relative uncertainties for MV1 at the working
point corresponding to 70% tagging efficiency.
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C Kinematic selection results
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Figure C.2: b-tagging efficiency estimated from data compared with true efficiency (left) and resulting scale factors
(right) together with statistical (bars) and systematic (band) uncertainties for the MV1 tagger at the working points
corresponding to 60%, 75% and 85% b-tagging efficiency measured with the kinematic selection method in the
single lepton channel [85]. The 70% working point is presented in figure 4.7.
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C.2 Results for the SV0 algorithm

C.2 Results for the SV0 algorithm
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Figure C.3: b-tagging efficiency estimated from data compared with true efficiency (left) and resulting scale factors
(right) together with statistical (bars) and systematic (band) uncertainties for the SV0 tagger at the working point
corresponding to 50% efficiency measured with the kinematic selection method in the single lepton channel [85].
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C Kinematic selection results

C.3 Results for the IP3D+SV1 algorithm
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Figure C.4: b-tagging efficiency estimated from data compared with true efficiency (left) and resulting scale factors
(right) together with statistical (bars) and systematic (band) uncertainties for the IP3D+SV1 tagger at the working
points corresponding to 60%, 70% and 80% efficiency measured with the kinematic selection method in the single
lepton channel [85].
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C.4 Results for the IP3D+JetFitter algorithm

C.4 Results for the IP3D+JetFitter algorithm
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Figure C.5: b-tagging efficiency estimated from data compared with true efficiency (left) and resulting scale factors
(right) together with statistical (bars) and systematic (band) uncertainties for the JetFitter+IP3D1 tagger at the
working points corresponding to 57%, 60%, 70% and 80% efficiency measured with the kinematic selection
method in the single lepton channel [85].

1 At the time of creation of these plots, the IP3D+JetFitter algorithm was called JetFitterCombNN
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APPENDIX D

Performance of b-tagging in Z+jets control
region

As there were various b-tagging calibration methods available and the b-tagging calibration was one
of the major sources of uncertainty in the measurement of Rb, the sensitivity of the template to the
choice of the method was evaluated. The impact of the b-tagging scale factors on the distribution of
the number of b-tagged jets was studied in a control region for all available MV1 algorithm working
points: 60%, 70%, 75% and 85%. Compared were scale factors obtained from methods using jets with
muons (combination of pTrel and system8) and the scale factors from the kinematic fit method using tt̄
events from the single lepton channel. The control region, dominated by Z+jets events, was created by
changing the mll and Emiss

T criteria of the dilepton selection described in section 3.2.2:

• |mll − 91 GeV| < 10 GeV

• Emiss
T < 30 GeV

All other requirements of the dilepton selection were followed. The control region was orthogonal to
the signal region to avoid bias when choosing the best performing b-tagging working point.

Tables D.1 – D.8 show the number of events selected and the composition of Z+jets events for all
available MV1 working points, for ee and µµ separately and for their sum. Figures D.1 – D.3 present
the comparison between data and simulation with different b-tagging scale factors applied or without
applying them. Finally, figure D.4 shows the ratio of the results obtained with different b-tagging scale
factors with respect to no scale factors applied. It is clearly visible that the 85% working point was the
most robust and insensitive to the choice of the b-tagging calibration method. Additionally, for the 85%
working point, the b-tagging uncertainty had the smallest impact on the shape of the template.
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Performance of b-tagging in Z+jets control region

ee µµ sum
Zqq 6584.2 17284.9 23869.1
Zcc 1332.9 3577.2 4910.1
Zbb 621.2 1643.7 2265.0
Diboson 155.4 371.4 526.8
Fakes 60.5 7.5 68.0
tt̄ 33.9 83.9 117.8
Single top 0.8 2.7 3.6
Sum 8789.0 22971.4 31760.4
Observed 7984 21197 29181

Table D.1: Numbers of events and composition in the Z+jets control region for MV1 algorithm at the 60% average
tagging efficiency working point.

0−tag 1-tag 2-tag ≥ 3-tags
ee channel

Zqq 0.82 0.10 0.02 –
Zcc 0.14 0.36 0.10 –
Zbb 0.04 0.54 0.88 –

µµ channel
Zqq 0.81 0.10 0.03 0.00
Zcc 0.15 0.35 0.08 0.23
Zbb 0.04 0.54 0.89 0.77

ee+µµ channels combined
Zqq 0.81 0.10 0.03 0.00
Zcc 0.15 0.35 0.09 0.23
Zbb 0.04 0.54 0.88 0.77

Table D.2: Composition of the Z+jets events for different number of b-tagged jets in an event for MV1 algorithm
at the 60% average tagging efficiency working point.

ee µµ sum
Zqq 6590.2 17294.0 23884.3
Zcc 1334.4 3581.6 4916.0
Zbb 624.0 1646.2 2270.3
Diboson 155.5 371.8 527.4
Fakes 60.5 7.5 68.0
tt̄ 34.2 84.4 118.6
Single top 0.8 2.7 3.5
Σ 8799.8 22988.2 31788.0
Observed 7984.0 21197.0 29181.0

Table D.3: Numbers of events and composition in the Z+jets control region for MV1 algorithm at the 70% average
tagging efficiency working point.
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0−tag 1−tag 2−tag ≥ 3−tags
ee channel

Zqq 0.83 0.24 0.05 0.00
Zcc 0.14 0.36 0.16 0.00
Zbb 0.03 0.40 0.79 1.00

µµ channel
Zqq 0.82 0.23 0.04 0.00
Zcc 0.14 0.36 0.14 0.11
Zbb 0.04 0.41 0.81 0.89

ee+µµ channels combined
Zqq 0.83 0.23 0.05 0.00
Zcc 0.14 0.36 0.15 0.08
Zbb 0.03 0.41 0.80 0.92

Table D.4: Composition of the Z+jets events for different number of b-tagged jets in an event for MV1 algorithm
at the 70% average tagging efficiency working point.

ee µµ sum
Zqq 6595.7 17293.8 23889.5
Zcc 1338.0 3578.5 4916.5
Zbb 626.5 1650.0 2276.5
Diboson 155.7 371.7 527.4
Fakes 60.5 7.5 68.0
tt̄ 34.4 84.9 119.3
Single top 0.8 2.7 3.5
Σ 8811.5 22989.2 31800.7
Observed 7984.0 21197.0 29181.0

Table D.5: Numbers of events and composition in the Z+jets control region for MV1 algorithm at the 75% average
tagging efficiency working point.

0−tag 1−tag 2−tag ≥ 3−tags
ee channel

Zqq 0.84 0.35 0.08 0.00
Zcc 0.13 0.34 0.23 0.00
Zbb 0.03 0.32 0.68 1.00

µµ channel
Zqq 0.83 0.32 0.06 0.00
Zcc 0.13 0.34 0.19 0.07
Zbb 0.03 0.33 0.75 0.93

ee+µµ channels combined
Zqq 0.83 0.33 0.07 0.00
Zcc 0.13 0.34 0.21 0.05
Zbb 0.03 0.33 0.73 0.95

Table D.6: Composition of the Z+jets events for different number of b-tagged jets in an event for MV1 algorithm
at the 75% average tagging efficiency working point.
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Performance of b-tagging in Z+jets control region

ee µµ sum
Zqq 6589.3 17293.9 23883.2
Zcc 1337.7 3582.1 4919.7
Zbb 629.7 1654.0 2283.7
Diboson 155.3 371.8 527.1
Fakes 60.5 7.5 68.0
tt̄ 34.3 85.7 119.9
Single top 0.8 2.7 3.6
Σ 8807.6 22997.6 31805.2
Observed 7984.0 21196.0 29180.0

Table D.7: Numbers of events and composition in the Z+jets control region for MV1 algorithm at the 85% average
tagging efficiency working point.

0−tag 1−tag 2−tag ≥ 3−tags
ee channel

Zqq 0.85 0.60 0.32 0.04
Zcc 0.12 0.24 0.29 0.28
Zbb 0.03 0.15 0.39 0.68

µµ channel
Zqq 0.85 0.60 0.34 0.10
Zcc 0.12 0.25 0.26 0.25
Zbb 0.03 0.15 0.40 0.65

ee+µµ channels combined
Zqq 0.85 0.60 0.33 0.08
Zcc 0.12 0.25 0.27 0.26
Zbb 0.03 0.15 0.40 0.66

Table D.8: Composition of the Z+jets events for different number of b-tagged jets in an event for MV1 algorithm
at the 85% average tagging efficiency working point.
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Figure D.1: Comparison of templates of physics processes simulation and data in Z+jets control region (ee+µµ
channels combined). pTrel+system8 b-tagging scale factors had been applied to simulation. Distributions show
number of tagged jets with MV1 algorithm at the (a) 60%, (b) 70%, (c) 75%, (d) 85% average tagging efficiency
working point. The bottom panel shows data to simulation ratio, the shaded area shows the uncertainty associated
with the b-tagging scale factors and the flavour composition of jets in the Z+jets events.
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Performance of b-tagging in Z+jets control region
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Figure D.2: Comparison of templates of physics processes simulation and data in Z+jets control region (ee+µµ
channels combined). tt̄ kinematic fit b-tagging scale factors had been applied to simulation. Distributions show
number of tagged jets with MV1 algorithm at the (a) 60%, (b) 70%, (c) 75%, (d) 85% average tagging efficiency
working point. The bottom panel shows data to simulation ratio.
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Figure D.3: Comparison of templates of physics processes simulation and data in Z+jets control region (ee+µµ
channels combined). No scale factors had been applied to simulation. Distributions show number of tagged jets
with MV1 algorithm at the (a) 60%, (b) 70%, (c) 75%, (d) 85% average tagging efficiency working point. The
bottom panel shows data to simulation ratio.

141



Performance of b-tagging in Z+jets control region

Number of btagged jets

0 1 2  3≥

P
re

d
./
D

a
ta

0.6

0.8

1

1.2

1.4
dijet SF

 (KinFit) SFtt

btag & Z+HF unc.

µµee+

1
 Ldt= 4.66 fb∫= 7 TeV, s

ATLAS Internal

 < 30 GeV
miss

T
|< 10 GeV, EZm

ll
|m

MV1 60%

Number of btagged jets

0 1 2  3≥

P
re

d
./
D

a
ta

0.6

0.8

1

1.2

1.4
dijet SF

 (KinFit) SFtt

btag & Z+HF unc.

µµee+

1
 Ldt= 4.66 fb∫= 7 TeV, s

ATLAS Internal

 < 30 GeV
miss

T
|< 10 GeV, EZm

ll
|m

MV1 70%

Number of btagged jets

0 1 2  3≥

P
re

d
./
D

a
ta

0.6

0.8

1

1.2

1.4
dijet SF

 (KinFit) SFtt

btag & Z+HF unc.

µµee+

1
 Ldt= 4.66 fb∫= 7 TeV, s

ATLAS Internal

 < 30 GeV
miss

T
|< 10 GeV, EZm

ll
|m

MV1 75%

Number of btagged jets

0 1 2  3≥

P
re

d
./
D

a
ta

0.6

0.8

1

1.2

1.4
dijet SF

 (KinFit) SFtt

btag & Z+HF unc.

µµee+

1
 Ldt= 4.66 fb∫= 7 TeV, s

ATLAS Internal

 < 30 GeV
miss

T
|< 10 GeV, EZm

ll
|m

MV1 85%

Figure D.4: Ratio of templates with pTrel+system8 scale factors and tt̄ scale factors with respect to results with
no b-tagging scale factors applied (ee+µµ channels combined). The shaded area represents the uncertainty asso-
ciated with the pTrel+system8 b-tagging scale factors and the flavour composition of jets in the Z+jets events.
Distributions show ratios for the number of tagged jets with MV1 algorithm at the (a) 60%, (b) 70%, (c) 75%, (d)
85% average tagging efficiency working point. The bottom panel shows data to simulation ratio.
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APPENDIX E

Impact of pile-up studied with
pseudo-experiments

In addition to the evaluation of the dependence of Rb and σdilepton on pile-up using data described
in section 5.4.3, the measurement was repeated using pseudo-experiments. A series of 3000 pseudo-
experiments was performed for each of the 26 sub-samples with the average number of interactions
3.5 < 〈µ〉 < 16 (step of 0.5), as well as for each of the 14 sub-samples with number of primary
vertices between 0 and 14 (step of 1). The pseudo-data was generated separately for each value of
〈µ〉 and number of primary vertices. The templates for signal and background used for the fit were
obtained from the events from the entire 〈µ〉 (number of primary vertices) spectrum. Figure E.1 shows
the measured values of Rb and σdilepton as a function of 〈µ〉 and figure E.2 as a function of the number of
primary vertices. There was no dependence observed for neither Rb nor σdilepton, which could indicated
that the effect observed in section 5.4.3 was driven by statistical effects. Table E.1 shows the size of
datasets used for the evaluation in section 5.4.3.
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Figure E.1: Values of Rb and σdilepton measured for average number of interactions 3.5 < 〈µ〉 < 16 in pseudo-
experiments. The error bars represent the sum of statistical uncertainties returned by the fit and the statistical
uncertainty on the selection efficiency for tt → WWbb process. The black line in the σdilepton plot shows the value
measured with data and used as input for the generated data in pseudo-experiments.
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E Impact of pile-up studied with pseudo-experiments
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Figure E.2: Values of Rb and σdilepton measured for events with number of primary vertices between 0 and 14
in pseudo-experiments. The error bars represent the sum of statistical uncertainties returned by the fit and the
statistical uncertainty on the selection efficiency for tt → WWbb process. The black line in the σdilepton plot shows
the value measured with data and used as input for the generated data in pseudo-experiments.

Npv. events in data Rb unc. from fit unc. from sel. eff. tot. stat. unc.
2 137 0.998 0.069 0.000 0.069
3 481 1.061 0.027 0.003 0.027
4 837 1.072 0.021 0.003 0.021
5 1106 1.060 0.020 0.002 0.020
6 1272 0.995 0.018 0.000 0.018
7 1087 1.030 0.019 0.001 0.019
8 982 1.018 0.018 0.001 0.018
9 723 1.005 0.024 0.000 0.024
10 548 1.003 0.026 0.000 0.026
11 339 1.017 0.029 0.001 0.029
12 270 0.953 0.036 0.003 0.036
13 147 0.935 0.051 0.005 0.051
14 81 0.815 0.071 0.011 0.072
15 35 0.951 0.101 0.008 0.101
16 20 0.905 0.134 0.023 0.136

Table E.1: Overview of the datasets used for the evaluation of the dependence of Rb on the number of primary
vertices together with the size, the measured value of Rb, and the uncertainties.
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APPENDIX F

Shape variations of templates

The effect of the systematic uncertainties on the template shapes is shown in the plots in this section.
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F Shape variations of templates
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Figure F.1: Signal templates shape change due to the variation of b-tagging (left) and jet-related (right) systematic
uncertainties for tt → WWbb (top), tt → WWqb (center) and tt → WWqq (bottom) templates. The bottom panel
shows ratio of the varied template to the nominal Protos template with default settings.
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Figure F.2: Signal templates shape change due to variation of JES nuisance parameters (part I – left and part II –
right) )for tt → WWbb (top), tt → WWqb (center) and tt → WWqq (bottom) templates. The bottom panel shows
ratio of the varied template to the nominal Protos template with default settings.
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Figure F.3: Signal templates shape change due to variation of JES nuisance parameters (part III – left) and Emiss
T

systematic uncertainties for tt → WWbb (top), tt → WWqb (center) and tt → WWqq (bottom) templates. The
bottom panel shows ratio of the varied template to the nominal Protos template with default settings.
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Figure F.4: Signal templates shape change due to variation of lepton related systematic uncertainties (electron –
left and muon – right) for tt → WWbb (top), tt → WWqb (center) and tt → WWqq (bottom) templates. The
bottom panel shows ratio of the varied template to the nominal Protos template with default settings.
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APPENDIX G

Breakdown of b-tagging and JES uncertainties

Both b-tagging and JES uncertainties were obtained by evaluating multiple factors. Since both b-tagging
and JES had significant contributions to the the total uncertainty of both Rb and σdilepton measurements,
this section presents breakdown of b-tagging and JES systematic uncertainties.

The b-tagging and JEs uncertainies were evaluated both for the values predicted by the standard model
and the values measured in data and no significant different was observed.

G.1 Rb = 0.998 and σdilepton = 11.33 pb

In section 5.4.6 systematic uncertainties were evaluated using pseudo-experiments with values predicted
by standard model, Rb = 0.99830 and σdilepton = 11.33 pb, as input values. Tables G.1 – G.4 show
breakdown of b-tagging and JES uncertainties presened in section 5.4.6.

G.2 Rb = 1.022 and σdilepton = 11.36 pb

In section 5.5.1 systematic uncertainties were evaluated using pseudo-experiments with Rb = 1.022 and
the cross-section σdilepton = 11.362 pb which were measured in data, as input values.

Tables G.5 – G.6 show breakdown of b-tagging and JES uncertainties presened in section 5.5.1.
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Breakdown of b-tagging and JES uncertainties

Source Var. Down Var. Up Averaged Var.
JES (tot NP) -0.004 0.007 0.005
Eff. NP Det. 1 0.001 -0.001 0.001
Eff. NP Det. 2 0.000 -0.000 0.000
Eff. NP Mix. 1 -0.000 0.000 0.000
Eff. NP Mix. 2 0.000 -0.000 0.000
Eff. NP Mod. 1 0.002 -0.001 0.001
Eff. NP Mod. 2 0.000 -0.000 0.000
Eff. NP Mod. 3 -0.000 0.001 0.000
Eff. NP Mod. 4 0.000 -0.000 0.000
Eff. NP Stat. 1 0.001 -0.001 0.001
Eff. NP Stat. 2 0.000 -0.000 0.000
Eff. NP Stat. 3 0.000 -0.000 0.000
Eta Intercalib. Mod. 0.001 -0.000 0.001
Eta Intercalib. Tot. Stat. -0.000 0.000 0.000
JES b-jets 0.004 -0.003 0.003
JES closeby 0.002 -0.001 0.002
JES flav. comp. -0.000 0.002 0.001
JES flav. resp. -0.001 0.002 0.001
JES pileup 0.003 -0.001 0.002
JES pileup-npv -0.001 0.001 0.001
Rel. NonClosure MC11c -0.001 0.001 0.001
Sing. Part. HighPt -0.000 -0.000 0.000

Table G.1: Breakdown of JES systematic uncertainty on the measurement of Rb with pseudo-experiments with
the Rb input value 0.99830. The sum of all these variations (tot. NP) is obtained by adding in quadrature positive
and negative contributions.

Source Var. Down Var. Up Averaged Var.
BtagB -0.050 0.054 0.052
BtagB EV 1 0.001 -0.001 0.001
BtagB EV 2 -0.001 0.001 0.001
BtagB EV 3 -0.001 0.001 0.001
BtagB EV 4 -0.001 0.001 0.001
BtagB EV 5 0.000 -0.000 0.000
BtagB EV 6 -0.001 0.001 0.001
BtagB EV 7 0.008 -0.009 0.009
BtagB EV 8 -0.033 0.035 0.034
BtagB EV 9 0.040 -0.037 0.038

Table G.2: Breakdown of b-tagging systematic uncertainty for b-jets on pseudo-experiments with the Rb input
value 0.99830. The sum of all these variations is obtained by adding in quadrature positive and negative contribu-
tions.
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G.2 Rb = 1.022 and σdilepton = 11.36 pb

Source Var. Down Var. Up Averaged Var.
JES (tot NP) -0.20 0.20 0.20
Eff. NP Det. 1 0.05 -0.06 0.05
Eff. NP Det. 2 0.00 -0.01 0.00
Eff. NP Mix. 1 0.00 -0.01 0.00
Eff. NP Mix. 2 0.01 -0.02 0.02
Eff. NP Mod. 1 0.07 -0.09 0.08
Eff. NP Mod. 2 0.00 -0.00 0.00
Eff. NP Mod. 3 -0.01 0.00 0.01
Eff. NP Mod. 4 0.00 -0.01 0.01
Eff. NP Stat. 1 0.03 -0.04 0.04
Eff. NP Stat. 2 0.00 -0.00 0.00
Eff. NP Stat. 3 0.01 -0.02 0.01
Eta Intercalib. Mod. 0.07 -0.05 0.06
Eta Intercalib. Tot. Stat. 0.02 -0.03 0.02
JES b-jets 0.09 -0.09 0.09
JES closeby 0.06 -0.06 0.06
JES flav. comp. 0.00 -0.01 0.01
JES flav. resp. 0.02 -0.02 0.02
JES pileup 0.11 -0.10 0.11
JES pileup-npv -0.01 0.01 0.01
Rel. NonClosure MC11c 0.01 -0.00 0.01
Sing. Part. HighPt 0.00 0.00 0.00

Table G.3: Breakdown of JES systematic uncertainty on the measurement of σdilepton with pseudo-experiments
with the σdilepton input value 11.33 pb. The sum of all these variations (tot. NP) is obtained by adding in quadrature
positive and negative contributions.

Source Var. Down Var. Up Averaged Var.
BtagB -0.06 0.07 0.07
BtagB EV 1 0.00 -0.00 0.00
BtagB EV 2 -0.00 0.01 0.00
BtagB EV 3 -0.00 0.00 0.00
BtagB EV 4 0.00 -0.00 0.00
BtagB EV 5 -0.00 0.00 0.00
BtagB EV 6 -0.00 0.00 0.00
BtagB EV 7 -0.00 0.01 0.01
BtagB EV 8 -0.00 0.01 0.00
BtagB EV 9 0.07 -0.06 0.07

Table G.4: Breakdown of b-tagging systematic uncertainty for b-jets on the σdilepton measurement on pseudo-
experiments with the σdilepton input value 11.33 pb. The sum of all these variations is obtained by adding in
quadrature positive and negative contributions.
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Breakdown of b-tagging and JES uncertainties

Variable Rb σdilepton

Source Average Unc. Average Unc.
JES (tot NP) 0.006 0.20
Eff. NP Det. 1 0.001 0.05
Eff. NP Det. 2 0.000 0.00
Eff. NP Mix. 1 0.000 0.00
Eff. NP Mix. 2 0.001 0.02
Eff. NP Mod. 1 0.001 0.08
Eff. NP Mod. 2 0.001 0.01
Eff. NP Mod. 3 0.001 0.01
Eff. NP Mod. 4 0.000 0.00
Eff. NP Stat. 1 0.001 0.04
Eff. NP Stat. 2 0.000 0.00
Eff. NP Stat. 3 0.000 0.02
Eta Intercalib. Mod. 0.001 0.06
Eta Intercalib. Tot. Stat. 0.001 0.02
JES b-jets 0.003 0.09
JES closeby 0.001 0.06
JES flav. comp. 0.001 0.01
JES flav. resp. 0.001 0.02
JES pile-up 0.002 0.11
JES pile-up-npv 0.001 0.01
Rel. NonClosure MC11c 0.001 0.01
Sing. Part. HighPt 0.000 0.00

Table G.5: Breakdown of JES systematic uncertainty on the measurement of Rb and σdilepton determined using
pseudo-experiments with Rb = 1.022 and σdilepton = 11.36. The sum of all these variations (tot. NP) was obtained
by adding in quadrature positive and negative contributions.

Variable Rb σdilepton

Source Average Unc. Average Unc.
BtagB 0.053 0.07
BtagB EV 1 0.001 0.00
BtagB EV 2 0.001 0.00
BtagB EV 3 0.001 0.00
BtagB EV 4 0.001 0.00
BtagB EV 5 0.000 0.00
BtagB EV 6 0.001 0.00
BtagB EV 7 0.009 0.01
BtagB EV 8 0.036 0.01
BtagB EV 9 0.038 0.06

Table G.6: Breakdown of b-tagging systematic uncertainty for b-jets on pseudo-experiments with the Rb = 1.022
and σdilepton = 11.36. The sum of all these variations was obtained by adding in quadrature positive and negative
contributions.
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APPENDIX H

Pseudo-experiments results for selected
systematic uncertainty variations

Figures H.1, H.2 and H.3 show results of the series of pseudo-experiments conducted to evaluate the
systematic uncertainty related to b-tagging and for templates from different simulation samples: ini-
tial/final state radiation (all signal templates varied as described in section 5.4.2) and for the fits with
tt → WWbb templates from MC@NLO+Herwig and Alpgen+ Herwig samples. MC@NLO+Herwig
and Alpgen+ Herwig simulation samples were used to evaluate the uncertainty coming from choice of
simulation generator.

Each figure includes an example fit to pseudo-data, a distribution of measured values of Rb and a
distribution of measured values of σdilepton. Rb and σdilepton were fitted separately and the pseudo-data
was generated with Rb = 0.99830 and σdilepton = 11.33 pb as input values.
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H Pseudo-experiments results for selected systematic uncertainty variations
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Figure H.1: Results for pseudo-experiments using templates with b-tagging 9th eigenvalue variation – Btag EV 9
– down (left) and up (right). Btag EV 9 introduced the largest uncertainty from all 9 b-tagging eigenvalues, see
appendix G. The top row shows an example fit in one of the pseudo-experiments, middle row shows distribution
of measured values of Rb in the series of pseudo-experiments and the bottom rows shows the distribution of
measured values of σdilepton.
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Figure H.2: Results for pseudo-experiments using templates with minimal (left) and maximal (right) ISR/FSR.
The top row shows an example fit in one of the pseudo-experiments, middle row shows distribution of measured
values of Rb in the series of pseudo-experiments and the bottom rows shows the distribution of measured values
of σdilepton.
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H Pseudo-experiments results for selected systematic uncertainty variations
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Figure H.3: Results for pseudo-experiments using templates from MC@NLO+Herwig (left) and Alpgen+Herwig
sample (right), which are compared in order to evaluate the uncertainty coming from choice of simulation gen-
erator. The top row shows an example fit in one of the pseudo-experiments, middle row shows distribution of
measured values of Rb in the series of pseudo-experiments and the bottom rows shows the distribution of meas-
ured values of σdilepton.
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APPENDIX I

Estimation of systematic uncertainties in data

The fit to data was performed using templates with systematic variations described in section 5.4 and
the resulting uncertainties are presented in tables I.1 – I.3 for Rb and I.4 – I.6 for σdilepton. The pile-up
and top quark mass uncertainties were estimated as described in section 5.4.3.

Total uncertainties obtained with fit to data are comparable to those obtained with pseudo-experiments
and presented in section 5.5.1.
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I Estimation of systematic uncertainties in data

measured Rb 1.02
Source Var. Down Var. Up Averaged Var.
Initial/final state radiation -0.019 0.019 0.019
Generator -0.036 0.036 0.036
Associated HF prod. -0.003 0.003 0.003
Colour reconnection -0.000 0.000 0.000
Underlying event -0.000 0.000 0.000
Parton distribution function -0.001 0.001 0.001
Top quark mass 0.002 -0.002 0.002
Jet energy scale -0.006 0.009 0.008
Jet reconstruction efficiency 0.000 -0.000 -0.000
Jet energy resolution 0.003 -0.003 -0.003
Jet vertex fraction -0.000 0.001 0.001
b-tagging (b-jets) -0.051 0.055 0.053
b-tagging (c-jets) 0.002 -0.001 0.002
b-tagging (light jets) 0.006 -0.006 0.006
Emiss

T 0.001 -0.001 0.001
e SF -0.001 0.002 0.001
µ SF -0.002 0.002 0.002
background flavour comp. 0.001 -0.001 0.001
Z+jets norm. -0.009 0.009 0.009
Dib. norm. -0.010 0.009 0.009
Sg. top norm. -0.001 0.001 0.001
Fake leptons shape 0.001 -0.001 0.001
Fake leptons norm. -0.004 0.004 0.004
Pile-up -0.002 0.002 0.002
Luminosity -0.002 0.002 0.002
Sel. eff. stat. -0.000 0.000 0.000
Total syst. -0.068 0.071 0.069
Total stat. -0.007 0.007 0.007
Total unc. -0.068 0.071 0.070

Table I.1: Full list of uncertainties on the measurement of Rb. The top mass and pile-up uncertainties are de-
termined as described in sections 5.4.3 and 5.4.4, the rest is determined with a fit to data. The total systematic
uncertainty is a quadrature sum of all negative and positive contributions.
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Source Var. Down Var. Up Averaged Var.
JES (tot NP) -0.006 0.009 0.008
Eff. NP Det. 1 -0.001 0.001 0.001
Eff. NP Det. 2 -0.001 0.001 0.001
Eff. NP Mix. 1 -0.001 0.001 0.001
Eff. NP Mix. 2 -0.001 0.001 0.001
Eff. NP Mod. 1 0.001 -0.001 0.001
Eff. NP Mod. 2 0.001 -0.001 0.001
Eff. NP Mod. 3 -0.001 0.001 0.001
Eff. NP Mod. 4 -0.001 0.001 0.001
Eff. NP Stat. 1 0.001 -0.001 0.001
Eff. NP Stat. 2 0.001 -0.001 0.001
Eff. NP Stat. 3 -0.001 0.001 0.001
Eta Intercalib. Mod. -0.001 0.001 0.001
Eta Intercalib. Tot. Stat. -0.001 0.001 0.001
JES b-jets 0.004 -0.002 0.003
JES closeby 0.001 -0.001 0.001
JES flav. comp. -0.003 0.005 0.004
JES flav. resp. -0.002 0.004 0.003
JES pileup 0.001 -0.001 0.001
JES pileup-npv -0.002 0.002 0.002
Rel. NonClosure MC11c -0.002 0.002 0.002
Sing. Part. HighPt 0.000 0.000 0.000

Table I.2: Breakdown of JES systematic uncertainty on the measurement of Rb with data. The sum of all these
variations (tot. NP) is obtained by adding in quadrature positive and negative contributions.

Source Var. Down Var. Up Averaged Var.
BtagB -0.051 0.055 0.053
BtagB EV 1 0.002 -0.001 0.001
BtagB EV 2 -0.000 0.001 0.001
BtagB EV 3 -0.001 0.002 0.001
BtagB EV 4 -0.001 0.002 0.001
BtagB EV 5 0.001 -0.001 0.001
BtagB EV 6 -0.001 0.002 0.001
BtagB EV 7 0.009 -0.008 0.009
BtagB EV 8 -0.033 0.036 0.034
BtagB EV 9 0.041 -0.037 0.039

Table I.3: Breakdown of b-tagging systematic uncertainty for b-jets on Rb measured with fit to data. The sum of
all these variations is obtained by adding in quadrature positive and negative contributions.
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I Estimation of systematic uncertainties in data

measured σtt̄ 11.36 pb
Source Var. Down Var. Up Averaged Var.
Initial/final state radiation -0.18 0.18 0.18
Generator -1.12 1.12 1.12
Associated HF prod. -0.02 0.02 0.02
Colour reconnection -0.16 0.16 0.16
Underlying event -0.01 0.01 0.01
Parton distribution function -0.07 0.07 0.07
Top quark mass 0.09 -0.09 0.09
Jet energy scale -0.28 0.26 0.27
Jet reconstruction efficiency -0.00 0.00 0.00
Jet energy resolution 0.04 -0.04 -0.04
Jet vertex fraction 0.11 -0.10 0.11
b-tagging (b-jets) -0.07 0.07 0.07
b-tagging (c-jets) 0.01 -0.01 0.01
b-tagging (light jets) 0.01 -0.02 0.01
Emiss

T -0.00 0.01 0.00
e trigger 0.01 -0.02 0.02
e energy resolution 0.02 -0.03 0.02
e rec./id. efficiency 0.26 -0.26 0.26
µ trigger 0.02 -0.03 0.03
µ rec./id. efficiency 0.11 -0.12 0.11
µ pT 0.02 -0.02 0.02
background flavour comp. 0.01 -0.01 0.01
Z+jets norm. 0.10 -0.10 0.10
Dib. norm. 0.11 -0.10 0.10
Sg. top norm. 0.04 -0.04 0.04
Fake leptons norm. eµ 0.11 -0.11 0.11
Pile-up -0.06 0.06 0.06
Luminosity 0.03 -0.03 0.03
Sel. eff. stat. -0.11 0.11 0.11
Total syst. -1.25 1.24 1.24
Total stat. -0.14 0.14 0.14
Total unc. -1.25 1.25 1.25

Table I.4: Full list of uncertainties on the measurement of σdilepton. The top mass and pile-up uncertainties are
determined as described in sections 5.4.3 and 5.4.4, the rest is determined with a fit to data. The total systematic
uncertainty is a quadrature sum of all negative and positive contributions.

162



Source Var. Down Var. Up Averaged Var.
JES (tot NP) -0.28 0.26 0.27
Eff. NP Det. 1 0.06 -0.08 0.07
Eff. NP Det. 2 0.01 -0.01 0.01
Eff. NP Mix. 1 0.02 -0.02 0.02
Eff. NP Mix. 2 0.01 -0.03 0.02
Eff. NP Mod. 1 0.09 -0.12 0.10
Eff. NP Mod. 2 0.01 -0.01 0.01
Eff. NP Mod. 3 -0.02 0.02 0.02
Eff. NP Mod. 4 0.01 -0.01 0.01
Eff. NP Stat. 1 0.04 -0.06 0.05
Eff. NP Stat. 2 0.01 -0.01 0.01
Eff. NP Stat. 3 0.01 -0.03 0.02
Eta Intercalib. Mod. 0.09 -0.08 0.08
Eta Intercalib. Tot. Stat. 0.02 -0.04 0.03
JES b-jets 0.09 -0.10 0.10
JES closeby 0.07 -0.08 0.07
JES flav. comp. 0.05 -0.06 0.06
JES flav. resp. 0.04 -0.06 0.05
JES pileup 0.14 -0.13 0.14
JES pileup-npv -0.02 0.02 0.02
Rel. NonClosure MC11c 0.06 -0.06 0.06
Sing. Part. HighPt -0.01 -0.01 0.01

Table I.5: Breakdown of JES systematic uncertainty on the measurement of σdilepton with data. The sum of all
these variations (tot. NP) is obtained by adding in quadrature positive and negative contributions.

Source Var. Down Var. Up Averaged Var.
BtagB -0.07 0.07 0.07
BtagB EV 1 0.01 -0.01 0.01
BtagB EV 2 -0.01 0.01 0.01
BtagB EV 3 -0.01 0.01 0.01
BtagB EV 4 0.01 -0.01 0.01
BtagB EV 5 -0.01 0.01 0.01
BtagB EV 6 -0.01 0.01 0.01
BtagB EV 7 -0.01 0.01 0.01
BtagB EV 8 -0.01 0.00 0.01
BtagB EV 9 0.06 -0.07 0.07

Table I.6: Breakdown of b-tagging systematic uncertainty for b-jets on Rb measured with fit to data. The sum of
all these variations is obtained by adding in quadrature positive and negative contributions.
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APPENDIX J

Influence of the initial uncertainty on the
b-tagging scale factors on the measurements

The uncertainty on the b-tagging together with the uncertainty from the Monte Carlo generator choice
had the highest impact on the total uncertainty in the measurement of Rb and σdilepton as presented in
tables 5.11 and 5.12. A study was conducted to estimate the dependence between the initial uncertainty
on the b-tagging scale factors and the uncertainty on Rb (σdilepton) arising from b-tagging.

The b-tagging scale factors were provided in 2D bins of pT and η for each jet flavour and depending
on the information whether the jet was tagged by the chosen tagging algorithm. An eigenvector method
was used to vary the b-tagging scale factors within their uncertainties, as described in section 5.4. The
design, the largest variation is carried by the last two factors: BtagB EV 8 and BtagB EV 9, as can be
seen for example in table G.6 in appendix G. However, it is not possible to determine which sources of
uncertainty1 contribute to those two factors. Moreover, for different bins, different effects might be the
dominant sources of uncertainty.

Therefore, in this study, a simplified scenario was considered, where regardless of the original source
of the uncertainty, the uncertainty on the b-tagging scale factor (for both tagged and not tagged b-jets)
associated with BtagB EV 8 and BtagB EV 9 was half the default size. New tt → WWbb, tt → WWqb
and tt → WWqq templates had been created, as well as new selection efficiencies for those three signal
processes were calculated. The changes of the selection efficiency for BtagB EV 9 with respect to the
central value used in the main analysis are summarised in table J.1. The variation on the selection
efficiency after decreasing the BtagB EV 9 variation on the b-tagging scale factors by 50% was lower
by 50 – 60% depending on the type of the process, comparing with the default size of the BtagB EV 9
variation.

Figure J.1 shows the tt → WWbb variation templates created with the default and decreased BtagB
EV 9 “up” uncertainty applied. For comparison, also the central value template is presented. For these
modified selection efficiencies and templates a series of pseudo-experiments was performed like in the
case of the default values of the uncertainties. The resulting final b-tagging uncertainties are presented
in table J.2 for σdilepton. New values of uncertainties calculated in this study are 50% – 60% lower than
the previous values depending on default variations. When using the new values to calculate the total
uncertainty originating from b-tagging of b-jets, the total uncertainty decreases from 0.052 to 0.028 for
Rb and from 0.07 pb to 0.03 pb for σdilepton, so respectively by 46% and 57%.

1 All sources of uncertainties on the b-tagging scale factors are listed in section 5.4
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Influence of the initial uncertainty on the b-tagging scale factors on the measurements

Variation tt → WWbb tt → WWqb tt → WWqq
BtagB EV 9 down (default) −0.32% −0.08% 0.02%
BtagB EV 9 up (default) 0.35% 0.08% −0.02%
BtagB EV 9 down (half size) −0.15% −0.03% 0.01%
BtagB EV 9 up (half size) 0.16% 0.03% −0.01%

Table J.1: Difference in per cent between the selection efficiency for BtagB EV 9 variations and the the selection
efficiency used in the default analysis.

Number of btagged jets

0 1 2  3≥

N
u
m

b
e
r 

o
f 
e
v
e
n
ts

200

400

600

800

1000

1200

1400 Central Value

Btag EV 9 up (default)

Btag EV 9 up (half size)

ATLAS Internal

= 7 TeVs Simulation

Figure J.1: tt → WWbb templates created with the default and decreased by 50% BtagB EV 9 “up” uncertainty
compared with the central value template used in the analysis.

Source Var. Down Var. Up Averaged Var.
BtagB EV 8 (default) −0.033 0.035 0.034
BtagB EV 9 (default) 0.040 −0.037 0.038
BtagB EV 8 (half size) −0.017 0.018 0.017
BtagB EV 9 (half size) 0.020 −0.019 0.020

Table J.2: Comparison of uncertainty on the σdilepton originating from BtagB EV 8 and BtagB EV 9 with the
default size of variation and variation decreased by 50%. These uncertainties were obtained from a series of
pseudo-experiments with input value Rb = 0.99830.

for Rb and table J.3

Source Var. Down Var. Up Averaged Var.
BtagB EV 8 (default) −0.00 0.01 0.00
BtagB EV 9 (default) 0.07 −0.06 0.07
BtagB EV 8 (half size) −0.00 0.00 0.00
BtagB EV 9 (half size) 0.03 −0.03 0.03

Table J.3: Comparison of uncertainty on the σdilepton originating from BtagB EV 8 and BtagB EV 9 with the
default size of variation and variation decreased by 50%. These uncertainties were obtained from a series of
pseudo-experiments with input value σdilepton = 11.33 pb.
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