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Physical constants

Physical constants

Boltzmann constant kg = 1.381 x 1072 J/K.

Gyromagpnetic ratio y = 2.675 x 103 rad/(s T).

Symbols

Tg Echo time.

A Time between the two motion encoding gradients, measured from the center of the
first lobe to the one of the second one.

é The length of one trapezoid motion encoding gradient lobe.
Atgy Time between the 90° pulseand the start of the first motion encoding gradient.

{ The slew time of a trapezoid motion encoding gradient lobe, i. e. the time needed to
raise the gradient to maximum strength.

7 Time from the end of the second motion encoding gradient to the start of the falling
motion of the movable shell.

7 Post Trigger Fill Time, i.e. 7 + const., see section 2.1.2.1.
N; Number of averages measured per value of 7, see section 2.1.2.1.

Tr Repetitiontime , i. e. the length of one run of an MRI sequence.
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Introduction

Manual palpation as a means of investigating the mechanical properties of tissue by
touching it, has been succeeding as a diagnostic tool throughout the history of medicine.
Its usage can be traced back to the early physicians of ancient Egypt and Mesopotamia
around 1550 BC and to the traditional Chinese medicine [1, 2]. Essentially, what physicians
do with palpation is measuring mechanical parameters by applying a strain to the tissue
(by pushing it) and “measuring” the resulting deformation by the sense of touch of the
physician.

Even today, palpation is an inherent part of the diagnosis of diseases: a modern physician
will palpate a specific part of the body like the abdomen to look for swellings or stiff
inclusions. Palpation, however, does have its limits: it is purely qualitative, depends highly
on the level of training of the one performing it, and it is naturally limited to tissue that
is accessible to the touch of the physician [2]. In modern medicine, physicians have a
multitude of imaging modalities at their hands, each of them depicting specific properties
of the tissue, to aid diagnosing and controlling the process of certain diseases. These
include radiography and computed tomography (imaging the absorption coefficient of
x-rays), ultrasound (US) (usually depicting the acoustic impedance), Magnetic Resonance
Imaging (MRI) (imaging the distribution of water in tissue), and PET, which is able to
depict the metabolism [3]. It is, therefore, no wonder that the wish for an imaging method
emerged that is capable to objectively depict mechanical properties of tissue even in areas
that manual palpation cannot reach.

Development of such a mechanical form of palpation began in the 1950s with the
works of Oestreicher and von Gierke et al. who studied vibration of the surface of the
human body [4, 5]. The works of Dickinson and Hill as well as of Wilson mark the
beginning of the development of techniques using US to image the mechanical properties
of tissue in the 1980s [6, 7]. In the following years a multitude of techniques emerged that
are collectively termed elastography. These techniques include vibration elastography
imaging where Doppler US is used to image externally introduced vibrations of low
frequency [8, 9], compression elastography where US scans with and without static
compression are compared [10], techniques based on the imaging of generated shear
waves [11-13], and those using acoustic radiation force [14].

In the mid 1990s Magnetic Resonance Elastography (MRE) emerged using either quasi-
static deformations [15] measured using a tagging method [16, 17] or a dynamic approach
based on shear wave propagation [18, 19]. Later, techniques combining US and MRI were
developed [20-23]. These use US to deform the tissue under investigation and depict the
resulting deformations using MRI. Since its beginning, elastography has been applied -
with partly great success — to various forms of human tissue and to various diseases. A
good overview can be found in e. g. [24, 25].
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The human brain enclosed in the hard cranial bone is rather unique in the human
body. US cannot penetrate the skull in a controlled matter, so that US based approaches
of elastography are not feasible for brain tissue (unless in rare cases where the skull is
opened, e. g. during surgery). Investigating the mechanical properties of brain tissue in
vivo, therefore, only started in the mid 2000s [26] after the emergence of dynamic MRE,
whose imaging method is not stalled by the cranial bone.

In dynamic MRE, low frequency shear waves (20 Hz to 200 Hz) are introduced into the
tissue by external vibrations of the head and the propagation of these waves is observed
using motion sensitive magnetic resonance (MR) phase imaging. From the resulting data
mechanical parameters are calculated. Using MRE it was possible to show that various
neurological diseases alter the mechanical tissue properties, including brain tumors [27,
28], multiple sclerosis [29], and Alzheimer’s disease [30].

However, the results obtained for brain tissue with MRE can vary significantly [31, 32],
which can be attributed to different algorithms used to calculate these parameters [33,
34] and to the frequency of the applied vibrations [32]. Additionally, the shear waves
generated through external vibrations enter the brain tissue through the very lossy
meninges that hamper their propagation. The brain tissue itself shows high damping of
these waves, too, especially for higher frequencies. This might lead to locally different
excitations of the tissue and may cause reduced sensitivity in the deeper regions of the
brain [35]. Consequently, most MRE studies only report average values for the mechanical
properties of brain tissue, either globally for the whole investigated volume, or for specific
region of interests [cf. e. g. 27].

In this thesis the feasibility of an alternative approach to depict mechanical properties
of brain tissue which we call Magnetic Resonance Rheology (MRR) is investigated [36-38].
It is based on a short fall (1 mm) of the head resulting in a global excitation of the brain
tissue aiming for a homogeneous sensitivity throughout the whole brain. This short
excitation and the subsequent investigation of the tissue response is similar to a creep
recovery experiment known from rheology, hence the name of the novel method. In its
approach MRR is similar to the works of Bayly et al. [39]. However, MRR utilizes MR
phase imaging instead of tagging techniques to measure the resulting deformations and
works with significantly smaller accelerations. The technical development of MRR has
been described by Ulucay [40].

In this thesis means to post-process and analyze the measured phase data and to
precisely determine the excitation by the falling motion are presented. Additionally,
methods to deduce the tissue response from the measured data are described and tested.
The nature of the MRR signal is investigated using numerical simulations and the influence
of the stiffness and density of the investigated material is shown on the basis of agar
based phantoms. These results are then transfered to in vivo measurements on a healthy
volunteer. Finally, the feasibility of MRR to depict local abnormal alterations in the
mechanical properties of brain tissue is investigated in a study on four patients suffering
from meningiomas, a specific kind of benign brain tumor.

In chapter 1 the theoretical concepts for this thesis are introduced. These include the
basic principles of rheology, MRI and phase unwrapping as well as the anatomy and
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the mechanical properties of the human brain. Chapter 2 describes the experimental
methods used for the experiments presented in this thesis: the main principle of MRR
is explained and the technical realization of the experiment is described. Additionally,
the measurement protocols used for the phantoms and the human subjects are described.
Subsequently, the methods used to analyze the data obtained in the MRR experiments
are described and in parts discussed in chapter 3. These include a detailed analysis of
the induced falling motion of the probe and the post-processing of the obtained phase
data. In the first part of chapter 4 numerical simulations are presented. These were used
to predict the signals an MRR experiment will produce and to test means to infer the
physical trajectory of the probe material from the measurement data. In the following
parts, measurements under laboratory conditions and the results of MRR measurements
on phantoms and on a healthy volunteer as well as on tumor patients are presented. These
results are finally discussed in chapter 5.
Parts of the contents of this thesis have been published in [38].

Throughout this thesis, vectorial entities and tensors are printed in bold (x), Fourier
transformed entities are marked as ¥ (x) and the convolution is indicated by the sym-
bol “«”. Physical constants and important symbols are summarized at the beginning of
the document.






1 Theory

This chapter is intended to provide short introductions into the main topics needed to
understand the results presented in this thesis.

It begins with the basic concepts of rheology followed by a brief introduction into
the anatomy of the human brain and its mechanical properties. Afterwards the physical
foundations of MRI are presented, which is used as a imaging technique in this thesis.
The chapter closes with a section concerning coordinate systems in the context of medical
imaging and an introduction into phase unwrapping.

1.1 Rheology

Many materials do not simply show ideal elastic or fluid behavior, but exhibit a combi-
nation of elastic, viscous and plastic behavior. The study of such materials is the aim
of rheology. The term was coined by Eugene Cook Bingham, whose collaboration with
Markus Reiner in the late 1920’s lead to the formation of rheology as a distinct branch of
physics [41]. The term was inspired by the greek phrase mévta pel — “everything flows”.

This section gives a short introduction to the basic concepts used in rheology to describe
complex materials. Much more detailed explanations can be found in [42-44].

1.1.1 Basic Constitutive Equations

In rheology, material behavior is described by material functions that link acting stresses
to the strain the material experiences. Three basic material models are defined describing
an ideal elastic solid, an ideal viscose fluid and irreversible plastic behavior, which are
introduced in the following. To illustrate the material behavior associated with these
models, their behavior in a so-called creep recovery experiment is shown. In such an
experiment, a constant stress 7y is applied for a certain time and the strain of the material
is measured during the application of the stress (creep) and after the stress is removed
(recovery).

An ideal elastic solid is represented by a spring, a so-called Hooke element (cf. fig. 1.1a).
When it is exposed to a shear stress 7y, it instantaneously shows a proportional finite
strain yy:

(t) = G - yu(t), (1.1)

The coefficient G is called shear modulus and is a material property. If the stress is relaxed,
the strain instantaneously vanishes such that the deformation is reversible (cf. fig. 1.1b).
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(a) Hooke element (b) Creep recovery experiment

Figure 1.1: Elastic solid:
An ideal elastic solid material is represented by a Hooke element (a). In a creep recovery experiment
(b) the the strain y follows the stress T instantaneously and proportionally. When the stress is
released, the deformation is fully reversed. [adapted from 43].

For an ideal viscose fluid, the stress is proportional to the rate of straining:

w(t) =1 - (), (1.2)

with the dynamic shear viscosity . During deformation, such a Newtonian fluid dissipates
energy, so that the deformation is irreversible. Such a material behavior is represented by
a damper, or Newton element (cf. fig. 1.2a).

Jus :

Y t

(a) Newton element (b) Creep recovery experiment

Figure 1.2: Newtonian liquid:
An ideal viscose fluid is represented by the Newton element (a). Such a material only deforms
delayed to the application of a stress t. During the deformation it dissipates energy, so that the
deformation is irreversible (b). The slope of the strain function during constant stress is proportional
to % [adapted from 43].

In a creep recovery experiment, the Newton element is deformed as long as a stress is
acting on the element, and remains in the deformed state when the stress vanishes (cf.
fig. 1.2b).

An ideal plastic solid is represented by a sliding block called St.-Venant element (cf.
fig. 1.3). It behaves like a rigid solid for stresses below a yield stress 7y < 77 and behaves
like a fluid with infinitesimal viscosity once 7y > 7.
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Figure 1.3: St.-Venant element:
tf A sliding block represents plastic behavior. It behaves
like a rigid solid until a yield stress is overcome. It then
flows readily and deforms irreversibly. It can in principle
take every strain rate. [adapted from 43].

1.1.2 Viscoelasticity

Many real materials show both elastic and viscose behavior and are therefore called
viscoelastic. Their behavior can be modeled by linearly superposing Hooke and Newton
elements. If the deformation of such a model is fully reversible, it is called a viscoelastic
solid, while a model showing irreversible deformations is called a viscoelastic fluid.

(a) Maxwell element (b) Creep recovery experiment

Figure 1.4: Viscoelastic fluid:
(a)) the so-called Maxwell element is a series connection of a Hooke and a Newton element. (b) In
the presence of a stress T the Hooke element deforms instantaneously while the Newton element
moves delayed. When the stress is released, the deformation of the Newton element is not reversed.

[adapted from 43].

A series connection of a Hooke and a Newton element is called a Maxwell element (cf.
fig. 1.4a). Here, the stress is acting on both constitutive elements equally, while the total
strain is the sum of the strain of both constitutive elements:

o o1 1, 13

y—yN+yH—UT+GT. (1.3)
Under constant stress this turns into eq. (1.2), so that this material behaves like a fluid and
is, therefore, called a viscoelastic fluid. The elastic part of the model creates an instant
deformation when a stress acts on the material. Only the part of the deformation that is
associated with the Hooke element is reversible (cf. fig. 1.4b).

Superposing a Newton and a Hooke element under collective strain results in a parallel
connection of both elements (cf. fig. 1.5a). This model is called Kelvin-Voigt element. Here,
the stresses are summed up:

T=1+ 1N =Gy+ny. (1.4)
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(a) Kelvin-Voigt element (b) Creep recovery experiment

Figure 1.5: Viscoelastic solid:
(a) The Kelvin-Voigt element is a parallel connection of a Hooke and a Newton element. (a) If a
stress T is applied, the deformation of the Hooke element is slowed down by the Newton element.
For short times, the element therefore acts like a fluid (cf. fig. 1.2b). For longer times, however, the
strain is limited by the deformation of the Hooke element. When the stress is released, the element
exponentially recovers to the original state. [adapted from 43].

For the strain of such a material in a creep experiment, eq. (1.4) yields

y(t) = % (1 - e‘t%) . (1.5)

Since such a material does not experience any irreversible deformation (cf. fig. 1.5b), it is
called a viscoelastic solid.

In principle, numerous basic elements can be combined while keeping in mind that
parallel connected elements experience equal strain while serial connected elements
experience equal stress. This can be used to create complex models describing increasingly
realistic material behavior. For example, a series connection of a Hooke element and a
Kelvin-Voigt element leads to a more realistic description of a real fluid showing retarded
elasticity (cf. fig. 1.6a). On the other hand, by combining all three basic elements described
in section 1.1.1 to a so-called Elastic Bingham element (cf. fig. 1.6b), one can create a fluid
that behaves elastic up to a certain yield stress. Such a behavior can be observed for
example in Ketchup.

1.1.3 Oscillatory Behavior

Next to the here exemplarily discussed creep-recovery experiment that measures the
deformation to a given stress, relaxation experiments in which the deformation is given
are common. Another approach is to use oscillatory deformations of the form

Yy =¥ sin(wt) (1.6)

and to measure the phase shift between this strain and the resulting stress. In a material
without viscose behavior, this phase shift vanishes, while an ideal viscose material shows
a phase difference of 7/2.

Typically, a complex shear modulus G* = G’ + iG” is defined: the storage modulus G’
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(a) Voigt-Maxwell element (b) Elastic Bingham element

Figure 1.6: Rheological models consisting of three basic elements:
By combining three basic elements, more complex material behavior can be modeled. The Voigt-
Maxwell element (a) is a series connection of a Kelvin-Voigt and a Newton element. It models an
energy dissipating fluid with retarded elasticity. The Elastic Bingham element (b) is a combination
of all three basic elements. It models the behavior of a fluid, that is elastic up to a certain yield
stress. [adapted from 43].

is a measure for the elastic component of the material, whereas the loss modulus G” is a
measure for the viscose component. The strain of a general viscoelastic material can then

be described by

y = 7G sin(wt) + yG” cos(wt)) 17
= 7|G"| sin(wt + 9) '

The phase angle of the complex shear modulus § = arctan % is also called loss tangent.

1.1.4 Complex Material Behavior

The rheological models in this section have been introduced using one-dimensional shear
stress and strain. Due to the linear approach of the theory, the equations can be derived
analogously for axial strains. Typically, the elastic modulus E is used in this case instead
of the shear modulus G.

A three-dimensional treatment of the material behavior is achieved by combining these
equations into tensor-equations (cf. e. g. [42]) using the stress tensor  and the strain
tensor € with its components [43]

_ 1 (9111' auj
€jj = 5 (a—x] + a—xl) , (18)

with the displacements u; in the direction of x;. These tensors unite axial and shear
stresses and strains respectively.

The linear theory of viscoelasticity derived here is only valid in the realm of small
strains of only a few percent. In case of larger deformations or to model more complex
material behavior non-linear descriptions are needed that can be derived from continuum
mechanics. Often, so-called hyperelastic material models are used, like the Mooney-
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Rivlin [45] or the Ogden model [46].

1.2 The Human Brain

The brain is one of the - if not the most — important organs of the human body. It
consists of shock- and pressure-sensitive soft tissue that is protected by the hard cranial
bone and a fluid cushion. This section provides a brief overview of the brain’s anatomy:.
Furthermore, an overview of the mechanical properties of the brain tissue is given, and
neuronal diseases that alter these properties are discussed.

Various educational books are available to provide more detailed information about
the anatomy of the brain, see for example [47-49].

1.2.1 Anatomy of the Human Brain

Cerebrum
Corpus callosum

Brainstem Cerebellum

Figure 1.7: Aspect of the brain sectioned in the median sagittal plane. [modified from 50]

The brain forms, together with the spinal cord, the central nervous system (CNS). It
can be divided into four main parts (cf. fig. 1.7):

« the brainstem connecting the brain to the spinal cord (consisting of the medulla
oblongata, the pons and the midbrain)

the cerebellum

the diencephalon in the center of the brain (consisting of epithalamus, thalamus,
hypothalamus and subthalamus)

« and the cerebrum (consisting mainly of the two cerebral hemispheres).

The cerebrum forms two hemispheres separated by the longitudinal cerebral fissure. Both
hemispheres are connected by the corpus callosum located at the floor of the cerebral
fissure. The outer few millimeter of the hemispheres — called cerebral cortex — form

10
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gyri (elevations) and sulci (depressions) to increase the surface area. The cerebral cortex
is comprised of the cell bodies of neurons (called gray matter), which process signals.
Gray matter is also found in the deeper structures of the cerebrum as nuclei and in the
diencephalon as well as the cerebellum. The bulk of the cerebrum consists of white matter,
which contains the nerve fibers that transmit signals between the neuronal cell bodies in
the cerebral cortex and other regions of the CNS like the nuclei.

Apart from the neurons, brain tissue also consists of neuroglia. These cells reinforce
the tissue, protect the neurons and fulfill various supporting tasks: amongst others, they
play an important role in the nutrition of the neurons that are not connected to the blood
circuit and they are part of the immune system of the brain. The neuroglia make up for
50 % of the volume of the CNS and provide 90 % of its cells [49].

Arachnoid granulation
Venous system

Cranial bone

Cerebral cortex Dura mater

Arachnoid

Subarachnoid space

Falx cerebri
Pia mater

Figure 1.8: Diagram of a section across the top of the scull showing the meninges:
The brain is separated from the cranial bone by three layers of meninges and the cerebrospinal
fluid flowing in the subarachnoid space. In the space between the two hemispheres, the dura mater
forms the falx cerebri. [modified from 50]

The brain is surrounded by three meninges that separate the hard cranial bone from
the soft brain tissue (cf. fig. 1.8). The outermost of these membranes is the dura mater,
a tough and dense connective tissue that is firmly connected to the cranial bone. In the
cerebral fissure, the dura mater forms the falx cerebri separating the two hemispheres of
the cerebrum. Connected to the inner side of the dura mater is the arachnoid, that follows
the course of the dura mater. It is a very fine membrane that forms the so-called arachnoid
trabeculae that extend towards the pia mater. These trabeculae form the subarachnoid
space. The pia mater is the inner most membrane connected directly to the brain tissue
and following its sulci and gyri.

The subarachnoid space is filled with the cerebrospinal fluid (CSF). The brain is therefore
effectively embedded into a fluid cushion protecting it from mechanical loads from the
outside [51]. Since the brain effectively swims in the CSF, its weight is reduced from
approximately 1250 g to 1500 g to about 50 g with which it presses against the cranial
bone [48, 49]. The CSF is a clear fluid manufactured in the ventricles, a cavernous system
of four interconnected cavities. These are located in the center of the two hemispheres
(lateral ventricles), the diencephalon (third ventricle) and between the brainstem and the

11
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cerebellum (fourth ventricle). 500 mL to 800 mL of CSF are produced per day, but only
150 mL are present at any one time. Roughly 20 % of this is located in the ventricular
system while the rest fills the subarachnoid space. The CSF is constantly resorbed in the
arachnoid granulations, which are excrescences of the arachnoid into the venous system
(cf. fig. 1.8). Apart from the mentioned role of mechanical protection of the brain, the
CSF is also the recipient of brain metabolites and with that plays an important role in the
maintenance of a constant extracellular environment.

1.2.2 Mechanical Properties

The mechanical properties of brain tissue have been an active area of research for several
decades since Pudenz and Shelden started first experiments on mammals in the 1940s [52].
Those few early results have been summarized in a review by Ommaya [53]. First in
vitro experiments on human subjects followed in 1969 by Fallenstein et al. and in 1970 by
Galford and McElhaney [54, 55].

In the following years, several studies investigated the rheological properties of different
brain tissues both of different mammals and of humans [32, 56]. However, the reported
values for different rheological parameters for brain tissue vary over several magnitudes.
This high spread can be attributed to different methodical techniques and differences in
the sample preparations in in vitro measurements. Additionally, the reported rheological
parameters (like shear, compression or relaxation modulus) are hard to compare since
their relationship depends on a priori unknown tissue properties like compressibility or
heterogeneity.

Nevertheless, there is consensus that brain tissue is a non-linear viscoelastic material
with a very small linear strain limit of 0.1 % to 0.3 %, although values of up to 1% have
been reported as well [51]. The shear modulus of brain tissue increases in oscillatory
measurements with the loading frequency [32]. It is approximately incompressible [57]
and its density is close to the one of water, while the meninges and the CSF have a slightly
higher density (cf. table 1.1). Albeit their different structure (cf. the last section), gray and
white matter have the same density [58].

Tissue Density [g/cm?]

Cranial bone 1.807(10) Table.1.1.: Values for the densi-ties of different
brain tissues and the respective standard er-

Dura mater 1.133(10) rors. [data taken from 58]

Pia mater & arachnoid 1.171(77)

CSF 1.007(9)

Brain tissue 1.081(3)

Since brain tissue changes its properties significantly immediately after death [cf. e. g.
59], it is preferable to measure the mechanical properties in vivo. A non-invasive method
for such a measurement is MRE which was developed in the mid 1990s [18] and is still an
active field of research to this day. An overview of its applications can be found in [25, 31].
MRE uses vibrations to induce shear waves in the tissue, whose propagation is measured
via MR phase imaging. From the resulting data, the different rheological properties are

12
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calculated. The first application of MRE to brain tissue in vivo was conducted in 2005 [26,
60]. Since then several studies have been performed using different methods to create the
shear waves: External actuators like bite bars [61, 62] or head cradles [63] have been used
as well as scanner vibrations [64] or the natural physiological pulsation of the brain [34].

Values of mechanical properties of brain tissue measured with MRE still differ signifi-
cantly dependent on the algorithm used to deduce parameters from the wave data and the
method used to apply the vibrations [31, 32]. However, in a very recent review, Hiscox
et al. tried to compare several recent MRE studies by calculating the mean shear stiffness
of the brain tissue from the available data. They find values in a range from 0.62 kPa to
2.99kPa [65].

1.2.3 Diseases of the Human Brain

Many diseases alter the structure or composition of the afflicted tissue. Consequentially
one might expect changes in the mechanical properties of diseased tissue with respect
to healthy tissue. Using MRE, it became possible to investigate such diseases in vivo.
First preliminary work in that direction for brain tissue was done by Xu et al. in 2007 for
intracranial tumors [66]. Very recently, several studies explored the influence of different
kinds of neuronal disorders on the mechanical properties of the tissue using more elaborate
MRE techniques [65]. In the following some of these diseases are introduced briefly.

1.2.3.1 Intracranial Tumors

Intracranial tumors can either arise as primary tumors in the brain tissue or the meninges,
or they occur as metastases of primary tumors elsewhere in the body. Tumors are rated
according to the WHO-classification into four categories depending on their malignancy
from grade I (a benign, non cancerous tumor) to grade IV (a highly malign tumor) [67].

Of the primary tumors, gliomas are the most common ones (x50 %). This term cov-
ers several tumor of different grades (astrocytomas including glioblastomas, oligoden-
drogliomas, ependymomas) that originate from the glia cells of the brain tissue. The
second most common tumors are meningiomas originating from the meninges (~20 %).
They are usually benign of grade I [68].

MRE pilot studies recently showed that malignant gliomas tend to show smaller mean
values of the complex shear modulus than comparable tissue in a healthy part of the brain
of the same patient, while meningiomas tend to be slightly stiffer and more lossy [27, 69].
Murphy et al. reported a correlation between MRE results of mean relative meningioma
stiffness (again compared to healthy tissue) and a qualitative assessment of the tumor
stiffness by the surgeon during resection [28]. In parts this could be translated to an
assessment of meningioma heterogeneity using space-resolved MRE [70].

1.2.3.2 Multiple Sclerosis

Multiple sclerosis (MS) is an inflammatory disease of the CNS in which the insulating
covers of the neurons (myelin) in the white matter is destroyed. It is one of the most

13
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common neurological diseases with an incidence of approximately 4 per 100 000 residents
per year. Its cause is not yet fully explained. Symptoms of MS include muscle weakness
and paralysis, vision disorders, and mental or psychiatric symptoms. These symptoms
develop in isolated attacks or are built up over time [68]. The first neurological episode of
a patient is called clinically isolated syndrome (CIS). Only 60 % of CIS patients develop
MS [71].

First MRE studies on MS patients were conducted in 2010 and reported changes in the
mechanical properties of the brain tissue [29, 72]. Recently a reduction of white matter
stiffness in CIS patients was reported, although no differences were found between those
patients that later developed MS and those who did not [73].

1.2.3.3 Alzheimer’s Disease

Approximately 7 % of all individuals over the age of 65 suffer from dementia. In at least
50 % of these patients the source of the dementia is Alzheimer’s disease (AD). Patients
with AD slowly develop neurodegeneration that is accompanied by increasingly severe
dysfunctions in retentiveness, orientation, speech and writing. The cause of AD is not
yet understood, but the main risk factors include age and family history. [68]

Using MRE techniques, a globally decreased stiffness of the brain tissue was found for
AD patients [30] that increases with the severity of the disease [74].

1.2.3.4 Normal Pressure Hydrocephalus

Hydrocephalus is a broadening of the ventricular system caused either by a disturbed
CSF drain or by a insufficient resorption of the CSF in the arachnoid granulations (cf.
section 1.2.1 and fig. 1.8), accompanied by an increased intracranial CSF pressure. In
normal pressure hydrocephalus (NPH), the pressure in the CSF appears normal when
measured during a lumbar puncture, although the intracranial pressure is altered. Patients
with NPH suffer from gait disturbances, cognitive deficiencies and incontinence. NPH is
usually treated by inserting a shunt to enable a pressure equalization. [68]

Using MRE, a softening of the brain tissue was found in patients with NPH [75] that
were only reverted in parts after shunt treatment [76]. However, these findings seem
to be inconclusive since another study reported a stiffening of the brain tissue of NPH
patients [77].

1.3 Magnetic Resonance Imaging

MRI is a widespread medical imaging technique that is used in MRR to measure tissue
motion. It is based on the concept of Nuclear Magnetic Resonance (NMR) that was first
investigated by Rabi et al. on particle beams and which was later discovered for hydrogen
in solids independently by Purcell et al. [78] and Bloch et al. [79, 80]. Bloch and Purcell
got awarded the Nobel Prize in Physics in 1952 for their work. Amongst others, the works
of Lauterbur and Mansfield et al. [81, 82], who got awarded the Nobel Prize in Physiology
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1.3 Magnetic Resonance Imaging

Ley  Figure 1.9: Schematic diagram of a spin 1/2 particle.
—3h The two possible spin states are spin up and spin down, with the
inclination of I determined by the magnetic quantum number

m, = +£1/2. The azimuthal angle is undetermined.

or Medicine for this work in 2003, lead to the construction of the first MRI scanner in the
1970s.

This section will give a basic introduction to NMR and the fundamental principles of
MRI. More detailed descriptions can be found for example in [3, 83].

1.3.1 Nuclear Magnetic Resonance

Nuclei consisting of an uneven number of nucleons possess an non-vanishing spin angular
momentum I, that - because of its electrical charge - is accompanied by a magnetic dipole
moment g = yI. The constant y is the gyromagnetic ratio that is a characteristic value of a
given nucleus. For protons, this value is y = 2.675 x 108 rad/(s T). The magnitude of I is

1| = hvI(I + 1), (1.9)

with I being the nuclear spin quantum number and h = h/2x as the reduced Planck
constant. Since the quantum mechanic spin operators §x, Sy and §Z do not commute,
the direction of I cannot be determined. By applying an external magnetic field B, in
z-direction, however, the degeneracy of the eigenstates of the angular momentum is
suspended (nuclear Zeeman effect). I will then be oriented in 2I + 1 possible directions
along the direction of By with a z-component of I, = m,h, where m, is the magnetic
quantum number with the possible values —I, —(I — 1), -+, +1.

Protons have a spin quantum number of I = +%, therefore, they have two possible
directions (see figure 1.9). These two orientations correspond to two different energy
levels, of which the one with a vector component of I parallel to By (“spin-up”, in contrast
to “spin-down”) is energetically favorable. The energy difference of these states is

AE =2- H- B() = ZYIZB() = )/FLBQ (110)

In the thermal equilibrium, the ratio of the populations of the two states can be computed
by the Boltzmann distribution

nT AE
— = —, 1.11
nl exp(kBT) ( )
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(a)

Figure 1.10: Fabrication of a transversal magnetization.
(a) In the rotating reference frame, a transversal magnetic field By rotating with wy causes the
otherwise stationary magnetization vector M to rotate around the direction of By towards the
transversal plane. (b) In the laboratory frame, this corresponds to a spiral trajectory of the rotating
magnetization. The angle o between the z-axis and the magnetization M depends on the strength
of the transversal magnetic field and the length of its application.

where nt and n| are the number of nuclei in the spin-up respectively the spin-down state,
kg is the Boltzmann constant and T is the absolute temperature in the spin system. At
310K (the approximate temperature of the human body) and a magnetic field of 1.5 T, this
leads to a ratio of ~1 x 107>,

Although not observable, an individual spin precesses around the direction of By with
the Larmor frequency

wo = —yBy. (1.12)

Since the precession of individual spins of an ensemble occur with individual phases,
the magnetic moments sum up to zero in the xy-plane. The aggregated magnetization
m = ), u; of many nuclei (a so-called isochromat) is therefore parallel to By. The
magnetization M of a sample is then again the sum of many individual magnetization
vectors m;. Just like the individual spins, M, too, obeys the Larmor equation (1.12).

In water, 6.7 X 10'* protons per cubic millimeter contribute to the magnetization. Due
to this large amount of spins aggregated into the vector M, a classical description in form
of a rotary is sufficient in most cases (the so-called vector model of NMR).

To simplify the further considerations, a rotating reference frame (x’, y/, 2’ = z) is
defined, rotating with the Larmor frequency of protons around the z-axis. In equilibrium,
M is stationary in this reference frame. By applying an additional magnetic field B,
oriented transversal to By and rotating at wy, transitions between the two energy states
of the protons are induced (see (1.10)). This causes the magnetization M to rotate about
the direction of B; towards the x’y’-plane. (figure 1.10a). In the laboratory frame, this
corresponds to a spiral trajectory of M (figure 1.10b). If the duration ¢ of the irradiation
of By is short in comparison to the sample’s relaxation times (see next section), it is called
a radio frequency pulse (RF pulse). Such a pulse will rotate M by an angle of &« = yByt.
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1.3 Magnetic Resonance Imaging

Hence, a so-called 90° pulse will rotate M into the x’y’-plane and a 180° pulse will put M
antiparallel to By.

When a component of M in the x'y’-plane is created through application of a RF
pulse, the rotating transversal magnetization creates a magnetic flux inside an antenna
positioned around the probe. This induces a high-frequency signal in the antenna with a
frequency of wy.

1.3.1.1 Relaxation

After the magnetization M is deflected by an RF pulse, it will return to its balanced state
in the absence of B;, which is called relaxation. This transition has to take place by
transitions between the nuclei’s energy levels. The time needed until the magnetization is
back in its state of equilibrium is dependent on the measured sample. There are two main
relaxation processes, longitudinal relaxation and transversal relaxation. In the case of
weakly interacting spins as in a liquid sample, both processes can be described accurately
by Bloch’s equations [84]. From those, the following considerations can be deduced.

The longitudinal relaxation (or spin-lattice relaxation') describes the return of the
z-component of magnetization M, to its equilibrium value. This takes place with the
characteristic longitudinal relaxation time Ti:

AMAt) _ Mu(t) — Ma(0)

1.13
dt T (113)

This process describes the energy transfer between the spin system and the surround-
ing thermal bath, the lattice. Since spontaneous emission is suppressed, the primary
mechanism is stimulated emission caused by fluctuating magnetic fields. These are gen-
erated by the dipole moments of neighboring molecules (such as water). Some of these
magnetic fields will have a component in the x’y’-plane and a vibration frequency of wy,
thereby stimulating transitions between the different energy levels of the spins. After a
90° pulse (1.13) yields for the longitudinal magnetization:

M,(t) = M,(0) - (1 - e—f/Tl). (1.14)

The transversal relaxation (or spin-spin relaxation) describes the loss of magnetization
from the x"y’-plane as a result of a loss of phase coherence between the different precessing
magnetic moments of an isochromat, that takes place with the characteristic transversal
relaxation time T5:

dM,y B _Mxy(t)

1.15
dt T, (115)

This relaxation is mainly the result of two processes: flips of two or more spins with no
net transfer of energy but a loss of phase information, and small differences in the Larmor

IThis term has historic reasons: The early experiments on NMR were performed on crystalline solids.
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frequency of different spins. These are caused again by alterations of the effective magnetic
field due to dipole moments of neighboring molecules that also have a z component. T»is
always equal or less than T;. In practice, inhomogeneities in B caused by imperfections
of the main magnet or by variations of the susceptibility of the sample cause further
dephasing of different isochromats, leading to a much faster transversal relaxation that
can be described by an effective time constant T;. The transversal magnetization after a
90° pulse can then be derived from (1.15) as

Myy(t) = Myy(0) - e/ (1.16)
The signal in an antenna right after a RF pulse is called free induction decay (FID). It, too,
decays with T

Typical relaxation times for different brain tissues are listed in table 1.2.

1.3.1.2 Magnetic Field Gradients

In a spacious sample, the progression of the magnetization of individual isochromats can
be further manipulated by the use of magnetic field gradients. By superimposing a linear
magnetic gradient B/dr = G to the main field B, along an arbitrary spatial direction 7,
the Larmor frequency of protons in the probe will vary according to [3]

w(r) = —yBo(r) = =y(Boo + r - G). (1.17)

This variation maps the spatial location of the magnetization to its frequency (see fig-
ure 1.11).

During the time t the gradient is present, a magnetization vector at position r addition-

Table 1.2: Proton densities and
relaxation times for different
tissues present in the human
brain at By = 1.5T. These
values may differ greatly due

Tissue lH—density [%] Ti[ms] To[ms] to aging, water content, etc.
Liquor 100 >4000 >2000 Data taken from [85], a more
Gray Matter 70 780 90 detailed compilation may be
White Matter 85 920 100 found e.g. in [83].
Meningioma 90 400 80

Metastasis 85 1800 85

Adipose Tissue 100 260 80
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1.3 Magnetic Resonance Imaging

w A
N 2
: : Figure 1.11: Spatial variation of the Larmor frequency
: ! > in the presence of a magnetic field gradient.
Ar r A linear gradient G alters the Larmor frequencies of
isochromats along the direction of the gradient. A fre-

wr)=-r-G quency band Aw therefore corresponds to a length Ar
in that direction.

ally acquires a phase relative to a vector rotating with the unaltered Larmor frequency wy:

t t

¢=- / Awgqu = -y / G(u)-r(u)du (1.18)

0 0
—y-r-G-t for G(t) = Gand r(t) =r. (1.19)

This leads to a dephasing of isochromats in the presence of gradients and with that to a
decay of transversal magnetization.

1.3.2 Echoes

As described above, there are several mechanisms causing a decay of transversal magneti-
zation. This decay can be rather quick even in biological samples, which is why echoes
are used to reverse parts of this effect to gain more time for signal acquisition.

1.3.2.1 Spin Echo

Spin echoes [86] are used to reverse the dephasing of isochromats that lead to the decay
of an FID with T,;. After excitation, isochromats with a precession frequency lower than
w, rotate in the x"y’-plane slower than isochromats with a precession frequency higher
than w,. By irradiating a 180° pulse a time Ti /2 after the excitation pulse, the system is
mirrored, so that the slower isochromats end up in front of the faster ones. These therefore
catch up with them and rephase the ensemble. The maximum transversal magnetization
is reached again after an additional time Tg/2, making Tg, the echo time, the duration
between the excitation and the echo. The signal strength of this echo decays with Ty,
since the statistic processes of the T,-relaxation can not be reversed (cf. fig. 1.12).

1.3.2.2 Gradient Echo

Gradients that are present after an excitation provide a different mechanism of decaying
the signal by dephasing the magnetization vectors along the direction of the gradient. This
effect can be retracted by applying a second gradient of reversed polarity, thereby inversing
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the relative precession frequencies, so that the magnetizations along the gradient direction
meet again. The echo forms at the time, at which the area of the rephasing gradient
matches the area of the first one (cf. eq. (1.18)). Gradient echoes can not unwind the effects
of transversal relaxation, since these are based on magnetic field inhomogeneities. The
signal strength of the echo hence decays with T

1.3.3 Spatial Encoding

To use NMR for tomography, signals originating from different volume elements in the
investigated probe have to be distinguished. This spatial encoding is done by three
procedures, that are combined to achieve a spatial encoding in all three dimensions. The
fundamental principle of all these procedures is the variation of the resonant frequency
of the isochromats in different regions of the investigated probe (cf. section 1.3.1.2).

1.3.3.1 Selective Excitation

Without loss of generality, the selective excitation is performed along the z direction.
If a gradient G, along that direction is present during the irradiation of an RF pulse
with finite bandwidth, only those volume elements whose Larmor frequency match a
frequency within the pulse’s bandwidth are excited (cf. fig. 1.11), leading to an excitation
of a confined slice. The signal acquired from that slice is then further encoded to get a
three-dimensional spatial resolution. A widely used RF pulse has the shape of a truncated
sinc. It’s Fourier Transformation has a nearly rectangular shape, therefore, the excited
slice is well defined.

After the excitation, the magnetization vectors along the z direction have different
phases due to the varying Larmor frequencies in the time the gradient was present (cf.
eq. (1.19)). To compensate for this, an additional gradient in opposite direction with half
the slice selection gradient’s length? is applied, effectively re-phasing the magnetization
vectors.

2More precisely, the area under the gradient has to be equal to half the original gradient’s area.

Figure 1.12: Generation of a spin
echo.
90° 180° Irradiating a 180° pulse a time

WA f\ Tr /2 after the 90° pulse reverses the

B,

dephasing of the isochromats’ mag-
t netization vectors and rephases
R, Te T them. This creates an echo with
-l a maximum amplitude at the time
-l Tg. Since this rephasing only re-
ﬂﬂ M\ﬂ verses the T decay, but not the sta-
UUW VAV/\v Uv’\,“ > tistical T, decay, the amplitude of

the echo is smaller then the one of
the initial FID.
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1.3 Magnetic Resonance Imaging

1.3.3.2 Frequency Encoding

Frequency encoding is achieved by applying a gradient G, along for instance the x-
direction while measuring the signal of the rotating transversal magnetizations. The such
achieved spatial dependence of the measured signal (cf. section 1.3.1.2) can be used to
distinguish the signals after Fourier Transformation.

1.3.3.3 Phase Encoding

The remaining y-direction is encoded by varying the phase of the signals. To do so, a
gradient G, in that direction is applied for a distinct time before the read-out begins.
While this gradient is present, isochromats along the y-direction obtain different phases
according to eq. (1.18). After the gradient is switched off, this spatial modulation of the
phasing is preserved, so that during the read out at a later time the measured signal
includes this phasing. By alternating several phase encoding steps with varying gradient
strengths (and therefore different modulations of the phasing) with read out events, several
signals with different phasing can be obtained, from which the signals of different volume
elements along the y direction can be calculated.

1.3.4 Pulse Sequences

A series of RF pulses, gradient waveforms and data acquisition times to obtain the NMR
signal is called a pulse sequence. By combining the above described techniques in a smart
way, the magnetization can be manipulated to produce a specific signal, creating an image
in the desired fashion. Two frequently used pulse sequences are the spin echo (SE) and
the echo planar imaging (EPI). A substantial overview of common imaging sequences can
be found in [87].

In the SE, a spin echo is created after excitation (cf. section 1.3.2.1). During this echo, the
signal acquisition takes place in combination with frequency-encoding (cf. section 1.3.3.2).
The time in between the excitation and the echo is used implement one phase encoding
step (cf. section 1.3.3.3). This scheme is repeated until the desired number of phase
encoding steps is reached.

In EPI, all phase encoding steps are performed after one excitation pulse. To do so, it is
followed immediately by a fast train of gradient echoes (cf. section 1.3.2.2). Every echo
is used as a read-out event combined with frequency encoding (cf. section 1.3.3.2). In
between two gradient echoes a short additional gradient® is inserted, creating a different
phase encoding for the next echo. Since the signal after the excitation decays quickly
with T, the gradients have to be very short and be switched on and off very quickly.
Nevertheless, signal to noise ratio in EPI is substantially lower than in SE, in exchange
for a very short acquisition time.

3called “blip”
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1.3.5 Motion Sensitive Imaging

Apart from spatially modulating the signal, magnetic field gradients can be used to encode
motion into the phase of the signal. By expanding an arbitrary trajectory r(t) of an excited
isochromat into a Taylor series, eq. (1.18) yields

H(t) = -y / G(u) - (ro + vou + %aou2 +... ) du. (1.20)
0

By introducing the n-th gradient moment as m,(t) = fot G(u)u" du, eq. (1.20) can be
decomposed into a moment expansion:

1
¢(t):y(mo-ro+m1-vo+5m2-ag+...). (1.21)

Considering a bipolar gradient form, which comprises two lobes of equal area but
opposite polarity, the total area A of the gradient form is zero and therefore my = 0. By
integrating over the whole gradient waveform, the first moment becomes m; = AA - rg,
where A is the time between the starts of the two lobes and rq is the unit vector in the
direction of the gradient. For the acquired phase at the end of the bipolar gradient lobes,
this yields

¢ = yAAv,. (1.22)

The phase of the isochromat is therefore a measure for its mean velocity v, in the direction
of the gradient. When reconstructing an image based on the phase of the spatially encoded
signals instead of the magnitude, one obtains an imaging contrast based on the motion of
the individual volume elements.

By choosing appropriate gradient lobes, different moments can be nulled and, thus,
higher moments of motion can be observed. A three-lobed gradient waveform for example
can be used to create an acceleration phase contrast. However, these gradient lobes take
up considerable more time than the bipolar one.

For arbitrary trajectories with non negligible changes in accelerations on the time scale
of the gradient’s length, these waveforms do not yield a phase that corresponds directly
to the isochromat’s motion.

1.4 Anatomical Terms of Location

In medical imaging, the Digital Imaging and Communications in Medicine (DICOM)
standard [88] has been established to handle and transmit medical information. This
standard uses a common right-handed coordinate system, the Dicom Patient Coordinate
System (DPCS), that is defined as follows:

x-axis: Increases from the right hand side (R) to the left hand side (L) of the patient.
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y-axis: Increases from the anterior (A, frontal) to the posterior (P, back) side of the
patient.

z-axis: Increases from the caudal (foot) to the cranial (head) side of the patient.

In anatomy, three basic anatomical planes are used to describe locations of structures.
Using the DPCS, they are defined as:

Transverse plane The xy-plane, cutting the body into a head and a foot part.
Coronal plane The xz-plane, dividing the body into a frontal and a back part.
Sagittal plane The yz-plane, cutting the body into a right and a left part.

It is convention that transverse images in computed tomography and MRI are displayed
so that the left side of the patient is shown on the right side and vice versa. The anterior
side is shown on the upper side of the image, the posterior side at the bottom. This way,
slices are viewed as if the patient was lying on its back with the feet towards the viewer.
All images shown in this thesis will follow this convention.

The DICOM standard stores information of the position and orientation of the image
relative to the reference coordinate system of the scanner. The reference system is the
DPCS with an arbitrary set origin, that is defined by the scanner. In an image, pixels are
addressed by their column and row index (r resp. c). The origin (r = 0, ¢ = 0) of the image
is the upper left corner. The ImagePositionPatient field stores the position S of the image’s
origin in the reference frame. The orientation of the unitvectors of the columns (e.) and
rows (é,) of the image is stored as ImageOrientationPatient. Additionally, the spacing (Ac
and Ar) of adjacent pixels is stored as PixelSpacing. These definitions are illustrated in
figure 1.13.

DPCS

Figure 1.13: Pixel data and Dicom Patient
Coordinate System.
A pixel’s position in the three dimensional
pixel data of a dicom set is identified by
the three indices r, ¢ and s. It’s center’s
position in the DPCS is determined by the
unitvectors e, and e, and the translation
vector S between the origins of the DPCS
and the image data.

In the case of a three-dimensional data set, that is a set of different slices of the same
volume, the slice of a pixel is addressed by the slice index s. The unit vector in slice
direction can be found as the scaled difference of the position vectors S! and SV of the
first and last slice of the ordered image set. A robust way of ordering an image set with
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respect to the position in the slice direction is to calculate the inner product of the normal
vector in slice direction n with the position S of each image’s origin. n can be found as
n=eé.xe, [cf. 89].

The position (x, y, z) in mm in the DPCS of a pixel (r, c, s) in the pixel data of a DICOM
file or set can finally be calculated using the affine transformation between those two
coordinate systems [cf. 88, sec. 3.C.7.6 and 3.10.7.1.1]:

x éc1-Ar é.1-Ac ki S r
y| _|éca-Ar é2-Ac ky S, c
z| |és-Ar é5-Ac ks S| [s]|
1 0 0 o 1/ \1 (1.23)
0 for a single slice,
withk =4 | . N )
N (S -S ) for N slices.

1.5 Phase Unwrapping

In this thesis, data is collected by reconstructing phase images. In these, phase wraps
occur naturally, that need to be unwrapped before further post-processing may take place.

1.5.1 Basic Principles

Phase is measured against a reference phase in the range of 2. If the original phase
exceeds these limits, the measured phase will be wrapped back into this range, creating
discontinuities in the data (cf. fig. 1.14). These discontinuities can be eliminated using
so-called phase unwrapping algorithms. This section provides a short introduction of the
mathematical background for the phase unwrapping methods used during the course of
this thesis. The mathematical descriptions are mostly taken from [90].

In the obtained phase data, the original phase ¢ will be wrapped to the interval [0, 27).
The measured phase i/ can then mathematically be described as

¥(n) = W(g(n) = ¢(n) + 27k(n), (1.24)

with k(n) as an integer function and W as a wrapping-operator. By unwrapping the
measured phase one tries to receives an estimation of the true phase ¢.

EIIN

21

Figure 1.14: Original (dashed) and mea-
- " x sured (solid) phase of a phase signal ex-
ceeding the range of 2.
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Since ¢ is not measured continuously but is sampled, the true signal is - in the one-
dimensional case - an array ¢,. If there are no phase differences between samples of more
than |A@| < 7, the relation A¢, = W(Ayy,) is valid for every n. The array can then be
unwrapped by choosing an initial value ¢y = 1/ and summing up the wrapped phase
differences [91].

Extending this concept to the two-dimensional case that is present in MRI, the true
phase ¢, , at pixel (m, n) can be determined by integrating along a path C over the entire
sampled phase image:

Pmn = Z[(W(Axlpi,j) + (W(Aylﬁi,j)] + o (1.25)
C
with
Axij = Pix1j — Pijs Ny@ij = Pijr1 — Pij- (1.26)

The smoothness condition in the two-dimensional case is given by
|Axdij| <7 and  |Acdiy| < 7. (1.27)

If this condition is violated at any position in the sampled phase image, the integration
result will depend not only on ¢y, but also on the path C chosen. The unwrapping is
path-independent only if }’ [’W(Axl,bi,j) + (W(Ayl//w')] = 0 holds for every closed path®.
Positions that yield non-zero values are called residues. They can take values (or “charges”)
of £27. If an integration path encircles several residues, these might balance out with a
total charge of zero. In this case the result is not influenced by these “balanced residues”.

1.5.2 Algorithms

In the course of this thesis, phase unwrapping was done using so-called path-following
algorithms, that determine an integration path that does not encircle any unbalanced
residues. The main challenge for these algorithms is to find an optimal path that meets
this requirement and still covers all pixels so that no separate regions arise in the image.
Three algorithms have been used, that will be shortly discussed in the following section.
All algorithms were implemented based on pseudo-code from Ghiglia and Pritt [90].

1.5.2.1 Goldstein’s Algorithm

Goldstein, Zebker and Werner’s algorithm [92] balances residues in the phase image
by connecting those of opposite polarity with so-called branch cuts. When the image
is unwrapped, the integration path is not allowed to cross any branch cuts, therefore
rendering the result independent of the actual path chosen.

To detect residues in the sampled phase image, the smallest closed path (2 X 2 pixels)
around every intersection of four pixels is investigated.

“There are several equivalent conditions, too.
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RN S Figure 1.15: Test for mask connectivity.

Masked pixels are filled in gray, non-masked ones are in white. The num-
ber of transitions between mask and nonmask pixels in the 3 X 3 neigh-
borhood of the current masked pixel (indicated by the dot) is counted.
Here two transitions occur along the indicated path: one from top to
s 2 top-right, and one from right to bottom-right. The top-left pixel does not
add transitions, because the mask is connected diagonally.

The found residues are then used to create branch cuts. To do so, a box of size 3 X 3 is
placed around a residue. This box is increased until it contains another residue, at which
point both are connected by a branch cut. This is repeated with boxes of increasing size
for all residues connected to the current branch cut, until either the sum of charge of all
connected residues becomes zero, or the box touches the border of the phase image. In
this case a branch cut is placed to that border.

This process is then repeated until all residues in the phase image are balanced. The
actual unwrapping of the phase image is done by starting at a single pixel that is not a
branch cut and consecutive unwrapping of neighboring pixels while avoiding branch
cuts.

As a preprocessing step to this algorithm, neighboring residues of opposite polarity
were eliminated [cf. 93] to achieve a higher quality of the generated branch cuts.

1.5.2.2 Mask Cut Algorithm

The mask cut algorithm [94] works very similar to Goldstein’s algorithm. The placement
of branch cuts is however guided by a quality map to guide the placements of branch cuts.
The quality map assigns a value to each pixel that describes the “goodness” of the phase
value of this pixel. Throughout this thesis, the used quality map was the phase derivative
variance, that will be explained later (section 1.5.2.4).

The algorithm starts at a single residue in the sampled phase image and grows a mask
along the pixels of lowest quality, until either the charge of all connected residues is
balanced, or the mask grows into the border of the image. This procedure is repeated
until all residues are balanced out.

The created masks naturally tend to be thick, since the path along the lowest quality is
not necessarily the shortest one between two residues. To reduce this effect, the masks are
thinned in a second processing step [95]: Pixels of the mask are removed consecutively if
this does not change the connectivity of the mask. This is tested in the 3 X 3 neighborhood
of every masked pixel in the image: if the number of mask-nonmask transitions is no
greater than two, the pixel can be removed (cf. fig. 1.15. This is repeated until the mask is
minimized.

After successful thinning of the masks, the sampled phase image is unwrapped while
ignoring masked pixels.
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1.5.2.3 Quality Guided Algorithm

This algorithm [90, 96] uses a quality map (again, throughout this thesis, the phase
derivative variance was used) to determine an ideal integration path during the phase
unwrapping without a special treatment of residues. The implementation used here was
done after the pseudo-code in .

The phase unwrapping is started at the pixel with the highest quality of the image. Then
the pixel with the highest quality neighboring an already unwrapped pixel is unwrapped
consecutively. This does not guarantee that the integration path may not encircle residues,
but makes it unlikely, assuming that phase inconsistencies arise most likely at pixels of
lower quality.

In advantage to Goldstein’s algorithm and the mask cut algorithm, this one does not
rely on branch cuts and therefore never creates disconnected regions in the phase image.

1.5.2.4 Phase Derivative Variance

The phase derivative variance [97] was used to create quality maps for the mask cut and
the quality guided algorithms. It is the root-mean-square measure of the variance of the
wrapped phase differences in x- and y-direction. For the pixel (m, n) it is calculated as

VE B = Bl )2 + S Byt~ Db,
Zmn = 2 s (1.28)

where the indexes i and j range over a k X k window centered at the pixel and A, /¥ is
the average of the corresponding derivatives in the windows. Assuming that the phase
gradients tend to be large in the presence of noisy phase data, the phase derivative variance
is a measure of “badness” of individual pixels. To create a quality map of “goodness” for
the quality guided algorithm, the reciprocal values were used.
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2 Experimental Methods

In this chapter, the basic idea of Magnetic Resonance Rheology (MRR) is introduced and
the technical realization is described. At the end of the chapter the preparation of agar
based phantoms and the measurement protocols both for these phantoms and for human
subjects are described.

2.1 In vivo Creep Relaxation Experiment

In this thesis, human brain tissue is investigated by an in vivo creep relaxation experiment
that was termed MRR [36, 37, 40]. The basic ideas behind this experiment are explained
in the following.

As described in section 1.2.2, brain tissue can be regarded as a viscoelastic material.
By comparison, the cranial bone can be regarded as a rigid solid during the course of
this experiment. Suppose the subject rests on its back. The gravitational forces acting on
the brain tissue Fg and the restoring forces Fg of the tissue will then be in equilibrium.
If the head is accelerated downwards for a short time, this equilibrium is disturbed. In
the reference system of the head, the gravitational forces are reduced, leading to an
acceleration of the volume elements of the brain tissue evoked by the unaltered Fr. The
brain tissue therefore deforms. When the head lands, the gravitational forces are fully
restored. Additionally, the now deformed tissue is further excited by the deceleration
forces.

The excitation forces will propagate through the brain volume as compressional waves
with the sound velocity of the tissue, which will be similar to the one of water (v =
1500 m/s). Compared to that, the shear deformations of the tissue will only slowly return
to the original state of equilibrium. We can therefore assume the whole brain volume is
instantly excited globally.

Since the excitation forces act only for a short time, we may treat them as a narrow step
function. Hence, a broad band of frequencies will be excited in the brain tissue. Of those,
only the resonance frequencies will not be damped out quickly. One therefore expects the
tissue response to the excitation to be an oscillation in the local resonance frequencies
which in general depend on the boundary conditions and the mechanical properties of
the tissue. Local inhomogeneities in those mechanical properties will therefore lead to
different local trajectories of the tissue’s volume elements, and therefore to strain.

In MRR, the local trajectories of the tissue elements after the excitation by a short drop
of the head are measured using motion sensitive MRI (cf. section 1.3.5). The following
sections will therefore explain in detail how the controlled downward motion of the head
inside an MRI scanner is achieved and how the resulting trajectories are measured using
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the MRI system.

2.1.1 Experimental Setup

During the course of this thesis, several prototypes have been developed with the aim of
performing the above introduced creep experiment which have been described in detail
in [40]. In the following sections, therefore, only the latest version of the prototype will
be explained in detail. All measurements presented in this thesis were performed with
this system.

The downward motion was induced and controlled by a lifting device fitting into the
head coil® of the used MRI scanner?. The actual motion was controlled by a pneumatic
system and monitored optically. An overview over these components is shown in fig. 2.1.
They will be described in detail below.

MRI

Lifting Figure 2.1: Overview of the experi-
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2.1.1.1 Lifting device and pneumatic system

The self-made lifting device and its components are visualized in figure 2.2. It consisted of
a baseplate and a half ring made out of Polyoxymethylene (POM) fitting tightly into the

1Head Matrix Coil, Siemens Healthcare
2MAGNETOM Avanto 1.5 T, Siemens Healthcare
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2.1 In vivo Creep Relaxation Experiment

head coil of the used MRI scanner. Two pneumatic rubber hoses were positioned on top of
the baseplate, with an open end connected to openings in the half ring. Above the hoses a
movable shell was positioned that held the patients head. To ensure a lightweight design
while allowing for a high rigidity, the shell was constructed as a sandwich-structured
composite. The sandwich was made of two outer layers of aramid fiber-reinforced plastic?
encasing a 3 mm thick honeycomb core of aramid paper*. The shell was connected to the
half ring via four flat springs made of fiberglass. These realized a linear bearing to ensure
a precise vertical motion of the shell. To limit the maximum height of the shell, four flat
headed screws made from POM were tightened from below through the baseplate into
threads laminated into the shell.

Figure 2.2: Sketch of the lifting device. The half
ring and the baseplate are shown in grey. [40]

The lifting and lowering of the shell was done by filling the rubber hoses with air
and venting them. The hoses were connected via plugs in the half ring to a pneumatic
system located outside of the examination room. It consisted of two pressure tanks of
approximately each 10 L. A membrane pump® constantly produced an overpressure in the
one and an underpressure in the other tank, each compared to the ambient pressure. The
pressures were controlled via two pressure regulating valves. Both tanks were connected
via electronically operated control valves to a common piping wiring leading to the lifting
device. The flow in both pipes could be controlled individually by throttle valves.

In normal position, the control valve in the overpressured branch was open, while
the other one was closed. Therefore, the shell was in an upper position by default. The
motion of the shell was induced by an optical trigger signal of the control computer
of the MRI scanner. The optical signal was converted into a voltage signal®, used to
create a transitor-transistor-logic (TTL) pulse in a time-logic module’ and directed to a
digital delay generator® that was used to create delays with a sub-millisecond precision.
A delayed TTL pulse was transmitted to the gate and delay generator again, where a TTL

3fabricated using woven Kevlar®49 T (Style 284, ECC, C. Cramer GmbH & Co. KG, Heek, Germany) and
Epoxydharz und Harter L (R&G Faserverbundstoffe GmbH, Waldenbuch, Germany)

4R&G Faserverbundstoffe

>Vacuubrand, MZ2D, Vacuubrand GmbH & Co. KG, Wertheim, Germany

6optical sensor OPT101P, Texas Instruments, Dallas, Texas, USA

"NIM Dual Gate and Delay Generator Modell 222, LeCroy, Chestnut Ridge, New York, USA

8Digital Delay Generator 7020, Berkeley Nucleonics Corporation, San Rafael, California, USA
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pulse of distinct length was created to toggle the control valves. The duration of the pulse
determined how long the overpressure and underpressure control valves where closed
respectively opened. During the experiments conducted through the course of this thesis,
the pulse length was approximately 700 ms to ensure the shell only moving back into the
upper position after all measurements were finished.

2.1.1.2 Motion monitoring

The motion of the shell was measured optically with three optical position monitiorings
(OPMs), one on each the head’s left and right side towards the inferior side of the lifting
device (from now on called left and right), and one centered at the superior side of the
device (called superior). Those OPMs consisted of two optical fibers facing each other with
a small gap (0.3 mm). Light emitted by a red light-emitting diode (LED) was conducted
through one optical fiber and collected again by the second one. In the gap, a diagonally
shaped slit attached to the shell moved, screening off parts of the light (see fig. 2.3). The
collected light was conducted to a photo diode and the voltage generated there was
measured using an oscilloscope. The optical fibers were permanently installed in the
baseplate. Connectors were present to plug in lengthier fibers to connect the diodes
positioned outside of the examination room. It has been shown in [40] that the measured
voltage is proportional to the height of the shell over a great range.

Figure 2.3: Functionality of the optical measurement system:
A diagonal slit that is attached to the shell moves in a small
gap in the optical fibers. It therefore shades part of the light
that is emitted by the one fiber and illuminates the face of the
other one. The gap is not sketched in true scale.

To know the time response of the shell motion relative to the MRI imaging sequence,
the RF pulses of the scanner were collected using a broadband antenna in the examination
room. The coaxial cable used to connect the antenna was wrapped around a circular
ferrite core. This acted as a choke to suppress the introduction of unwanted signals into
the examination room. The antenna signal was amplified, integrated and discriminated,
and used as trigger signal for the oscilloscope.

If for a measurement not only the qualitative progression of the shell motion, but
the actual position in physical units was needed, the OPMs were gauged prior to the
measurement. This step took place after loading the lifting device and directly prior to
the actual measurement to minimize the risk of involuntary readjustment of the optical
fiber connectors which would alter the transmitted light intensity. The vertical distance
between the shell and the baseplate of the lifting device was calipered at locations near
to the ones of the OPMs both in the elevated and the deaerated position of the shell.
Together with the voltages of the photo diodes at the corresponding heights of the shell
this was used to calibrate the optical system (cf. section 3.1.1 for details).

32



2.1 In vivo Creep Relaxation Experiment

2.1.2 Motion Sensitive MRI Sequence

The MRI sequence used to measure the movement occurring during the drop experi-
ment (“nin_ep2d_diff vb10r”) has been programmed and provided by Dr. Jiirgen Finster-
busch® [99]. It is a motion sensitive SE-EPI sequence. Its functionality is illustrated in
fig. 2.4 and will be explained in the following. For details on the individual components
see section 1.3.

180°

fat sat. 90°
RF /\

-« Tg/2 >~ Tg/2 >

Greadout ﬂ
U

Gphase ﬂ
\J ~

motion encoding gradients L— EPI readout T

CES NN

Figure 2.4: The “nin_ep2d_diff vb10r” sequence:

The imaging sequence is based on a standard SE-EPI sequence. The additional motion encoding is
realized by adding two gradients on either side of the 180° pulse. The EPI read out echo train starts
after the second motion encoding gradient. The center of that echo train is located at the peak of the
echo at Tg. Note that due to this fact, the motion encoding gradients are not necessarily positioned
symmetrically around the 180° pulse with small echo times. To minimize imaging artifacts, a fat
saturation pulse is added prior to the 90° pulse, and both this and the 180° pulse are surrounded by
crusher gradients in every spatial direction to get rid of unwanted magnetizations. Note that the
schematic is not sketched in true scale!

The sequence used a 180° pulse after the slice selecting and exciting 90° pulse to create
a spin echo at the time T after the excitation pulse. During this echo, EPI read out was
used to spatially encode the signals of the imaging plane (cf. section 1.3.4).

To reduce imaging artifacts due to the different Larmor frequencies of fat and water, the
sequence included a fat saturation pulse prior to the excitation pulse. To further reduce
artifacts due to the excitation of remaining transversal magnetization, crusher gradients
in every direction were added symmetrically around the fat saturation and the 180° pulse.

The motion sensitivity of the sequence was achieved by adding two trapezoid motion
encoding gradients (MEGs) [100]. These are unipolar gradients in y-direction at either

“University Medical Center Hamburg-Eppendorf, Department of Systems Neuroscience
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side of the 180° pulse. Since this pulse inverts the spin system, the effect of these two
gradient lobes on an isochromat is exactly equal to the one of a bipolar gradient form as
explained in section 1.3.5: If the isochromat moves in between both gradient forms, its
phase will accumulate an offset according to (1.18). In this way the sequence encoded all
motion of excited isochromats in the direction of the gradients that took place in between
the two gradient lobes. Since the phase offset is not only dependent on the trajectory of
the isochromat but also of the shape of the gradient form, quantities to describe these
have been established (cf. [87] and the illustrations in fig. 2.5): The length of one trapezoid
gradient lobe is defined as the time 6 from the beginning of the rising flank of the gradient
to the end of the plateau. The length of the rising flank is described by the parameter ¢.
The interval between both gradient lobes is defined by the time A between the centers of
both lobes. Apart from { these parameters could be adjusted by the user. For the MRI
system used, { seemed to be fixed to the minimal value of 0.361 ms. Due to historical
reasons, the gradients’ strength G could not be adjusted directly. Instead, the b-value!®
was used to adjust G dependent on the other parameters. For trapezoidal gradients, it is

defined by

19 56802
b = y*G*| 8%|A - = +§——i. (2.1)
3 30 6
trigger
T = T + const. G
'S;e‘quence TIR A 5 ?
T
iio‘sition

Figure 2.5: Characteristic parameters of the motion sensitivity:
The form of the motion encoding gradients is described by the length § of a single trapezoid gradient,
the length { of one flank of such gradient, the time A between the starts of the first and the second
gradient, and the gradients’ strength G.
The start of the falling motion of the shell is characterized by the parameter T describing the time
between the end of the second gradient and the beginning of the falling motion. The motion is
triggered near the end of the previous run of the sequence and can be shifted by the amount 7.

19Sych gradients were first used in diffusion measurements, where the attenuation of the signal is described
by the product of b and the diffusion coefficient D
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2.1 In vivo Creep Relaxation Experiment

2.1.2.1 Motion sampling

To describe the start of the falling motion of the shell in relation to the sequence, the
parameter 7 was defined (cf. fig. 2.5) as the time from the end of the second MEG (t;) to
the beginning of the falling motion. 7 therefore describes the variation in time of the
motion with the origin being the start of the excitation. Negative values of 7 describe
measurements where all motion encoding was finished before the falling of the shell
started. Using eq. (1.18) and the fact that 7 effectively shifts the trajectory of the motion
relative to the time axis of the gradients, the phase of an isochromat with trajectory r
after a measurement with a specific 7 is given by

ty

b() = o +v / G(1) - r(t + 1) dt, 22)

131

with an arbitrary constant phase ¢y. G(t) describes the form of all gradients of the
imaging sequence and is assumed to be non-zero only for ¢t € [t;,;]. By performing
measurements at different 7, the complete trajectory of the probe material during the
experiment could be investigated, provided the trajectory could be reproduced accurately
for every measurement.

To synchronize the induced motion of the probe with the imaging sequence, a variable
trigger signal was added near the end of the sequence, that was for this reason called
post trigger (PT). Since the trigger was positioned at the end of the sequence, the motion
measured during one run of the imaging protocol was triggered by the prior run. The
position of the PT relative to the end of the sequence was defined by the quantity 7
called post trigger fill time (PTFT). The sequence additionally provided a mechanism to
automatically sample the motion occurring during the drop experiment by performing
several runs of the sequence in one imaging protocol. The PT could be shifted after every
run, thereby realizing measurements with different 7. For that, an initial 7 was defined,
which was reduced over several runs of the sequence. The amount of time the trigger
was shifted each time was controlled by the PTFT Decrement Ar. The number of runs
with the same 7 was controlled by the number of PTFT Averages N;. Since the motion
was triggered by the prior run, the protocol effectively created N; + 1 images with the
first specified PTFT and N; — 1 images of the last one. The number of shifts performed
during one imaging protocol, and with that the minimal 7 achieved, was determined by
the total number of runs of the sequence. This could be set by specifying the amount of
total averages Nyt for the imaging protocol. The maximum value possible for Ny, was
510. All fields were accessible using the standard MRI control software.

The value 7(7 = 0) is controlled by adjusting the delay between the trigger detection and
the toggling of the control valves of the pneumatic system (cf. section 2.1.1.1). Typically,
the delay was tuned so that 7(7 = 0) was slightly below 0 ms to make sure the beginning
of the trajectories was sampled. Therefore, for all measurements presented in this thesis,
T ~ 7 apart from a small constant offset. Therefore, if not mentioned otherwise, only 7
will be used throughout this thesis while keeping the potential offset in mind.

35



2 Experimental Methods

2.1.2.2 Sensitivity

Letting ¢ = 0 and neglecting the constant y, (2.2) equals the convolution r * G except for
the sign of ¢ in r. According to the convolution theorem, this equals the multiplication of
the Fourier transformed quantities:

F(p)=F(r+G)=F(r) F(G), (2.3)

where ¥ (r) and ¥ (G) are the Fourier transforms of r and G respectively. Therefore, one
expects limited sensitivity of MRR measurements at those frequencies where the spectrum
of G has minimums, namely % and % (cf. fig. 2.6).
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2.1.2.3 Data storage

The recorded image data was stored in the format of the DICOM standard. For every run
of the sequence that was performed, the magnitude data respectively the phase data of
the magnetization were used to reconstruct two single images stored in separate DICOM
files. Most imaging parameters were stored in the extensive header of this files as well.
Additionally, all parameters needed to reconstruct the location of the MEG as well as the
value of 7 were stored in special fields within the private CSA header of DICOM files
created by Siemens MRI scanners. An overview over these fields is provided in table A.3
in appendix A.2.

2.1.3 Coordinate Alignment

The trajectories of the measured volume elements during a drop experiment are encoded in
the phase progression of the corresponding voxel. The position of those volumetric pixels
(voxels) is known accurately in the DPCS. In order to interpret the phase progressions, it
would be beneficial to know the motion of the shell in the same coordinate system.

The trajectory of the shell in the three-dimensional space can be reconstructed from
the data of the three OPMs (see section 2.1.1.2). In order to transfer this trajectory into
the DPCS, the position of the shell in the DPCS has to be known. Since the lifting device
itself is not visible in MRI, vitamin E capsules were put into holders permanently fixed to
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the shell close to the locations of the OPMs. The capsules appear bright in T,-weighted
images due to a long T,. Therefore, alignment scans were obtained prior to the actual
measurements. Those scans were sets of coronal images with a spatial resolution of
0.3 X 0.3 mm? in the horizontal plane and a slice thickness of 3 mm (cf. fig. 2.7). One
scan was obtained to find the two markers positioned dorsal left and right, and one
additional scan was obtained to image the third marker positioned at the cranial end of
the shell. Since the origin of the DPCS is the same for those scans and the later acquired
motion sensitive images (assuming the alignment of the patient/probe was not changed
in between), locating the signatures of the markers in the alignment scans provides a way
to locate the shell in the DPCS.

For the analysis of these scans and the deduction of the position of the shell in the
DPCS see section 3.1.2.

Figure 2.7: Coordinate alignment of the lifting device:
Shown is one slice of a set of transversal high-resolution
turbo spin echo (TSE) images of a phantom loaded in
the lifting device. Two vitamin E markers are visible
posterior left and right. The location of those markers
in the image set is used to determine the location of the
lifting device and the optical position monitioring in the
DPCS. Since the signal of the markers is weak compared
to the one of the phantom’s hydrogel, the positions of
the two markers are indicated by a red arrow.

2.2 Test Subjects

During the course of this thesis, measurements on tissue mimicking phantoms as well as
on human subjects were performed to asses the feasibility of the measurement principle.

2.2.1 Tissue Mimicking Phantoms

The phantoms used were made out of an agar based hydrogel inside a container made
from polymethyl methacrylate (PMMA), which is a common choice for such phantoms [cf.
22, 101, 102].

The phantom container had a length of 100 mm and a diameter of 127 mm. It was
covered with two plates fitting accurately into the shell of the lifting device (cf. fig. 2.8).
One of those plates could be removed to fill the container with the hydrogel. The inner
surface of the container was lined with approximately 18 mm thick fine-pored open-
celled sponge material on all faces. The inner surface of the material was sealed using a
polymer sealant!!. The sponge material was used to ensure a certain degree of mobility
of the incompressible hydrogel without introducing different boundary conditions on
individual surfaces. The volume filled with the hydrogel was therefore a cylinder with an

Poly Max glasklar express, UHU GmbH & Co KG, Biihl, Germany
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Figure 2.8: Phantom container.
The container was made from PMMA and shaped in such a way
that it fit tightly into the movable shell of the lifting device. The
inside of the container was lined with sponge material. [98]

approximate length of 64 mm and an approximate diameter of 90 mm, which corresponds
to a volume of about 400 ml. Since such a phantom weights only about 400 g, the phantom
was loaded with sandbags in the lifting device to match the weight of a typical head.

The hydrogel was produced in a similar fashion to the one described in [103]. The
agar!'? was added into water and cooked while stirring constantly for 2.5 min. After that
the fluid was cooled down in a water quench still under constant stirring to a temperature
of about 42 °C. The fluid was then filled into the container and stored in a cool place until
the gelling process was completed.

To adjust the mechanical properties of the gel, the agar concentration C was altered.
The Young’s modulus E of the gel subject to C roughly follows a powerlaw [102, 104]. For
this work, the Young’s modulus was estimated using the relationship provided in [102]:

C 1.87

The density of the agar hydrogel is pagar & 1g/cm? for small agar concentrations. To
alter this density, tungsten carbide powder!?® with an average particle size of 50 pm to
60 um was added to the hot fluid after cooking it. The volume Viyc of tungsten carbide
needed to realize a specific density pg1 of a hydrogel of volume V| can be calculated by

-
Ve = Peel ~ Pagar Vel (2.5)
PWC — ,Oagar

Tungsten carbide has a density of pwc = 15.63 g/cm>. Therefore, to realize a hydrogel
density of pg = 1.2g/cm?, only a volume Viyyc = 0.014 - Vg of tungsten carbide is
needed, corresponding to a mass of myc = 21.37 g per 100 ml of hydrogel. Due to this
small volume of added powder the elastic properties of the hydrogel should not be altered
much. To prevent the powder from sedimenting, the heated fluid was stirred until the
fluid was cooled down close to the gelling point before decanting it into the container. A
temperature of 35 °C to 37 °C was found to be sufficient.

After all measurements with a phantom were performed, the density of the phantom
material was measured using a pycnometer. For that, samples of approximately 1 cm?

12 Agar-Agar Kobe I, Carl Roth GmbH & Co. KG, Karlsruhe, Germany
3Wolframcarbid DS 50, H. C. Starck GmbH, Goslar, Germany

38



2.2 Test Subjects

were cut out and dissected into smaller pieces to fit through the neck of the pycnometer.
The masses of the empty pycnometer my, the pycnometer filled with distilled water my,
the pycnometer with the dissected sample m, and the pycnometer with the sample filled
up with distilled water ms where measured. The density of the sample was then calculated
via

msample mo — my
Psample = = PH,0- (2~6)
Vsample M1 + mz — mg — ms3

In this thesis, homogeneous phantoms and two-layered phantoms will be presented.
The layered phantoms each consisted of two differently produced layers. One phantom
had two layers with equal densities but different agar concentrations and therefore
different Young’s modulus, the other one had two layers with equal agar concentrations
but different densities. To fabricate these phantoms, approximately half the volume of the
phantom container was filled with liquid agar hydrogel and cooled resting on the side of
the container. When the gel was fully coagulated, the hydrogel was cut off at the top to
make room for the sponge layer of the cover plate. After that, the second hydrogel for the
second layer was cooked and filled in. The phantom container was then closed and stored
in a cool place until the MRR measurement. The detailed parameters of these phantoms
can be found in table 2.1. Details on the measured densities can be found in appendix A.1.

Table 2.1: Properties of the fab-
ricated phantoms.
Listed are the agar concentra-
tions C, the measured densities
p and the Young’s moduli E es-
timated with (2.4). The stated
Clg/L] plg/ecm®] E [kPa] errors are propagated from the

assumed measurement errors

PhantomI 1stlayer  8.1(2)  1.003(5) 17.4(9) and in case of p the standard
2nd layer  6.5(2)  1.002(5) 11.6(6) deviation of the weighted aver-

Phantom I 1stlayer  6.5(2)  0.996(5) 11.6(6) age of the individual samples
2nd layer  6.5(2)  1.197(10)  11.6(6) (see A.1 for details).

In the MRR measurements of these phantoms, three time series were recorded for each
phantom. Two measurement series were acquired with a sample interval of A7 = 2ms,
one from 0 ms to 100 ms and one from 1 ms to 99 ms. For these measurements N; was set
to 10. The third time series was measured with A7 = 1 ms from 7 = 0.5ms to 99.5 ms and
N; = 5. Combined, these measurements provided a time series covering 7 values from
0 ms to 100 ms with a sample interval of Az = 0.5 ms. In total 1510 images were acquired
in a scan time of 77 min for each phantom.

2.2.2 In vivo Measurements

The measurements on human subjects presented in this thesis were taken on one healthy
volunteer and on four patients with diagnosed meningioma prior to surgery (cf. sec-
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tion 1.2.3.1. The healthy volunteer was a 30 years old male, the meningioma patients were
two male aged 71 and 67 years (Patients B and C) and two female ones aged 43 and 55
years (Patients A and D). All these measurements were approved by the ethics committee
of the medical faculty of the University of Bonn'%.

For the experiment the head of the subject was placed on the lifting device and fixated
using a vacuum cushion to minimize head motion. Dependent on the size of the subject’s
head, either a standard vacuum cushion as part of the MRI scanner’s equipment or a custom
made one!® were chosen. A series of high resolution structural images of transversal
planes were obtained, as well as the alignment scans images to align the lifting device
with the scanner’s coordinate system (see section 2.1.3).

Subject At[ms] 7[ms] N:  Niotal tiotal [min]
Healthy volunteer 1.0 0.0-100.0 5 505 30
1.0 0.5- 995 5 500 30
10.0 110.0 - 400.0 5 150 9
10.0 105.0 - 395.0 5 150 9
Patient A 1.5 0.0- 69.0 10 470 28
10.0 75.0 - 175.0 10 110 7
10.0 80.0 - 180.0 10 110 7
Patient B 1.5 0.0- 690 10 470 28
Patients C and D 1.0 0.0- 80.0 5 405 24
10.0 100.0 - 290.0 5 100 7
10.0 95.0 - 285.0 5 100 7

Table 2.2: Summary of measurements on human subjects.
Listed are the sampling interval At, the range of the measured values of T, the amount of averages
N_ per value of T, the total number of images Nyoa1 acquired in this measurement sequence and the
total scan time tyoa. All images acquired for one subject were combined into one single timeline
during the post-processing.

A transversal slice (in the case of the meningioma patients one that contained the
meningioma) was selected that was measured using the motion sensitive sequence de-
scribed in section 2.1.2. A time series with varied 7 was recorded with the following
parameters: The motion sensitive gradients were chosen as § = 5ms, A = 45ms and
G = 34.82mT/m. 7 was varied from 0 ms to 400 ms for the healthy volunteer, 0 ms to
180 ms for the patients A and B, and from 0 ms to 290 ms for the patients C and D. Each
time series was sampled with varying steps of Az and for every 7 five to ten measurements
were taken. Due to the limitation of maximum 510 images per measuring protocol (cf.
section 2.1.2.1), these times series were sampled using up to four individual time series
and combining them. The details are summarized in table 2.2. All measurements were
performed with an echo time Ty = 80 ms and a repetition time Tr = 3500 ms. The voxel
sizes were 2 X 2 X 5 mm?. Partial Fourier was set to 6/8. For each subject, additional ten

4Healthy volunteers: No. 139/12, Meningioma patients: No. 019/15
>Made by Sylvia Napiletzki during her master’s thesis
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measurements were taken without induced motion of the head prior to the measurement
with motion.
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3 Data Analysis

During the course of this thesis, several methods were developed to analyze the data
obtained with the experimental setup as described in the last chapter. These methods
are introduced and described in this chapter. This includes the data of the OPMs and the
post-procession of the measured phase data. The chapter finishes with the description of
approaches to infer the physical trajectory of volume elements from the measured phase
progression.

All analysis methods presented in this chapter, including the phase unwrapping algo-
rithms, have been implemented in python [105] using the Numpy [106] and Scipy [107]
packages and have been bundled into the package PyMRR [108].

All data analysis for this thesis was done using the [Python notebook [109] and python
scripts based on the PyMRR package.

3.1 Reconstruction of the Induced Falling Motion

The prototype of the lifting device is equipped with three OPMs to monitor the motion of
the movable shell (cf. section 2.1.1.2). This section describes, how the voltage signal of
the OPM was processed to determine the motion of the shell in physical units.

3.1.1 Smoothing and Calibration

Every time an individual measurement with one specific 7 was performed, the data of
the three OPMs as well as the data of the RF-antenna (see section 2.1.1.2) was stored
automatically using the oscilloscope’s test mode'. Later, the saved waveforms were
matched to the acquired phase data by comparing the time stamp of the waveform files
with the acquisition time of the phase data stored in the DICOM files.

For further analysis the data was smoothed to remove the high frequency noise present
by convolving the sampled time series with a Hann window function [110]. The value of
this function at a sample n is defined as

2mn
N-1

w(n) = %(l—cos( )), 0<n<N-1. (3.1)

The length N of the window was usually chosen as an odd number of samples corre-
sponding to a width of 3 ms (N = 749 with a sampling interval At = 4 ps). This seemed to

! Storing was done in the oscilloscope’s binary format .ics to ensure the storing process finished before
the start of the next signal.
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be a reasonable compromise between sufficient smoothing and reduced dynamics of the
signal. Figure 3.1 shows an example of a measured signal and the smoothed equivalent.

If the OPMs were gauged prior to a measurement, the smoothed voltages were con-
verted to positions in a last step. For this calibration, a linear function was fitted to the
gauge data by orthogonal distance regression [111, present in 107] to be able to account
for measurement errors both in the voltage U as well as the calipered distances i (cf.
section 2.1.1.2). The standard deviation o(7s) of the position was then calculated in the
normal way using the covariance matrix Vy of the fit results [112, 60]:

o(js)* = g"Vug, 9= (yls) : (3.2)

An example of such a calibration is shown in fig. 3.2.

Figure 3.2: Exemplary calibration
curve.
The OPM at the patient right side
of the healthy volunteer (cf. sec-
tion 4.4) has been calibrated by
SIS gt N calipering the height ijs of the mov-
able shell with respect to a fixed
point at the base in the upper and
lower position and simultaneously
. measuring the voltage U of the
photo diode. A linear function has
been fitted to this data that was
: later on used as a calibration curve
for this OPM. The errorband indi-
! | | | | | cates the standard deviation of the
0 50 100 150 200 250 position based on the error matrix
U in mV of the fit parameters.
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3.1 Reconstruction of the Induced Falling Motion

3.1.2 Matching Coordinate Systems

To locate the lifting device and the OPMs in the DPCS, the location of the three vitamin
E markers fixed to the shell was analyzed in alighment scans obtained prior to an MRR
measurement. Those scans were sets of coronal slices (cf. section 2.1.3).

To ensure reproducibility over all measured slices for one measurement as well as over
different measurements, and to ease the work flow needed to analyze such a measurement,
a (semi)automatical way was chosen to find the signature of the vitamin E markers in
those images.

(a) Alignment scan partitioned into regions (b) Fit of an ellipse to a marker region

Figure 3.3: Partitioning of alignment scans and marker fitting.

(a) shows the partitioning of a single slice of an alignment. The slice used is the same as the one
shown in fig. 2.7. Regions that were classified as potential markers by the number of pixels in that
region are outlined in red. All other regions found are indicated in blue. Green lines indicate the
spatial limits for regions to be classified as markers. Only the two small regions anterior left and
right were classified as markers, as was intended. (b) shows the fit of an ellipse to the region of
the marker on the patient’s right side. The original region is outlined in dashed yellow, the grown
region R used for fitting is outlined in solid yellow, and the resulting ellipse and its center are
marked in red. In this case, the ellipse is almost circular.

First the image was partitioned in different regions. For this, a binary image of the
original one was created by setting all pixels above a certain threshold pyesh to one and
all other pixels to zero. Throughout this thesis, a threshold of pyesh = 35 was used. The
binary image was used to find clusters of connected pixels set to one using the DBSCAN
algorithm [113, implemented in 114, 115]. The algorithm was tuned such that each region
consists of connected valid pixels completely surrounded by other valid pixels, and their
neighboring valid pixels.

To find the regions corresponding to the markers in the binary image, the amount N
of pixels in each region was considered. All regions with N < 200 and N > 1000 were
rejected. In a second step, constrains on the location of the remaining regions were applied.
Only regions were considered whose pixels (7;, ¢;) were all located in the specified limits.
For the dorsal alignment scan, only regions with r € [200,350] were considered. For
the cranial scan, pixels were constrained to r € [50,200] and ¢ € [150,300]. Using these
selection criteria, the markers in almost all analyzed images were identified correctly: In
two of nine cases, the location of the dorsal scans were shifted so that the row constraint
had to be adapted, and in one case the binary threshold for the dorsal scan had to be
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raised to 60 due to ghost artifacts. In only one case more regions than markers were found
in the dorsal scan so that a manual selection had to be performed. An example of the
partition of the images is shown in fig. 3.3a.

The marker regions were transfered to the original alignment scans and each marker
region was used to fit an ellipse to the region to find the marker’s center. The ellipse was
chosen due to the ellipsoidal form of the vitamin E markers: every slice through such a
marker is either a circle or an ellipse. For fitting, the region was first grown by ten pixels
in each direction to minimize the influence of the binary threshold used for finding the
regions. The image data was normalized to the maximum value present in that grown
region R, so that all values p; of the pixels in that region were in the interval p; € [0, 1].
All pixels outside of R were set to zero.

The ellipse to be fitted was assumed to have the major axis aligned to the coordinate
axis of the image. Pixels (r;, ¢;) inside its area fulfill the equation

(ﬂ)z N (ﬂ)z <1 (3.3)

a as

with the two semi-axes a; and a, and the center point (m,, m.). To fit the ellipse, the
following minimization was performed:

arg min Z(pi — b))%, b; = b(ri,c;) = ! (%)2 - (%)2 =1, (3.4)

ar,az,me,mr€R j2p 0 else.

The b; describe a binary image with all pixels inside the ellipse equal to one and all pixels
outside equal to zero. Therefore, pixels with low intensity will contribute less likely to
the fit than pixels with high intensity. An exemplary result of the fitting process is shown
in fig. 3.3b.

The so found pixel coordinates (m,, m.) of the ellipse’s center in slice s of an alignment
scan were converted to the DPCS using eq. (1.23). The different centers found in different
slices were then averaged to get an estimate on the marker’s center in the coronal plane of
the DPCS. Since we were only interested in the motion of the shell relative to its starting
position, the position of the markers in the y-direction of the DPCS has been neglected.

The locations of the marker on the shell relative to the locations of the OPMs were
measured by means of a photograph of the shell taken from directly above. Chessboard
scales were positioned on the shell to be able to determine distances in this photograph.
The optical distortion of the objective lens used has been corrected using the manufacturers
software. The known locations of the markers were each used to calculate the location of
a fixed reference point in the DPCS. As the reference point, the center of the photograph
used to measure the distances was chosen. This point was roughly centered on the shell.
The weighted average of the coordinate of this reference point was then used to calculate
the locations of the OPMs in the DPCS. The measures of the lengths of the connection
lines from the markers to the reference point and from the reference point to the OPMs
can be found in table 3.1.
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3.1 Reconstruction of the Induced Falling Motion

Table 3.1: Horizontal distances on the
shell.

Listed are the horizontal measures of
conjunction x in mm z in mm the lengths of the connection lines from
the markers to the reference point (Ref)
and from the reference point to the
OPMs. left and right are named after

left marker =~ — Ref  -81.2(11) 47.5(7)
right marker — Ref 85.6(14) 42.9(7)

cranial marker — Ref -8.1(1)  -101.6(6) the position in the DPCS, i. e. accord-

ing to the patient’s orientation. These
Ref — left OPM -127.1(19) 89.3(14) measures and their listed standard devi-
Ref — right OPM 139.4(21) 78.1(12) ation were used to calculate the location
Ref — cranial OPM -6.4(1)  -129.4(8) of the OPMs in the DPCS.

3.1.3 Shell Motion

To closely investigate the falling motion during the MRR experiment, the data of the three
OPMs were used to reconstruct both location and orientation of the movable shell over
time. To do so, a horizontal plane through the shell was assumed, represented by the
Hesse normal form

r-n—d=0, (3.5)

where n is the unit normal vector of the plane, d the distance of the plane to the origin of
the coordinate system and r is the position vector of an arbitrary point on the plane. The
locations of the OPMs in the xz-plane of the DPCS (cf. last section) and the calibrated
optical data (cf. section 3.1.1) were used to create three position vectors p;(t), p2(t) and
p3(t). The y component of these vectors was normalized such that y = 0 in the upper
position of the shell. The p;, therefore, described the relative height of the shell at the
locations of the OPMs over time. The three position vectors were then used to construct
the plane:

"= (p1—p3) X (P2 — p3)
|(P1 - p3) X (p2 —P3)|

(3.6)

and
d=n-ps. (3.7)

n and d have been computed for different points in time over the course of the falling
motion. The systematic uncertainties of the position vectors p;, including those of the
location of the OPMs in the DPCS and of the calibration of the individual OPM have been
propagated to both n and d.

Using n(t) and d(t), the height of the movable shell ys(z, ¢, x, z) in the DPCS could be
computed by solving eq. (3.5) for ys = ry. In particular, this allowed the calculation of the
falling motion at the location of the measured transversal slice by choosing z accordingly.

47



3 Data Analysis

Additionally, the orientation of the shell during the falling motion was analyzed by
computing the azimuth and the inclination of n.

3.2 Phase Processing

This section describes how the phase data acquired with MRR was processed to obtain
the final multi-dimensional phase data.

3.2.1 Phase Unwrapping

As described in section 1.5, the phase in the acquired images is initially wrapped to
the interval [0, 2;7). To obtain a continuous image of the true phase, the data had to be
unwrapped. For this, all three algorithms described in section 1.5.2 have been implemented
in python and tested with the data acquired in MRR. In this section, typical results
and artifacts are presented by means of phase images of a homogeneous agar hydrogel
phantom.

(a) initial (b) Goldstein (c) mask cut (d) quality guided

Figure 3.4: Phase unwrapping using different algorithms.

The performance of three different unwrapping algorithms is presented by means of a single phase
image of a MRR measurement of a homogeneous agar hydrogel phantom. Fig. (a) shows the
unprocessed phase image. In the circular region of the phantom cross section the phase increases
from the center to the border. Three concentrical lines of discontinuity are visible. Especially in the
center of the phantom, significant measurement noise is visible as well. In the region outside of the
phantom area the phase shows random noise. (b) to (d) show the results of Goldstein’s algorithm,
the mask cut algorithm and the quality guided algorithm. Both Goldstein’s algorithm and the
mask cut algorithm partition the phantom area into discontinuously connected regions. Only the
quality guided algorithm creates a continuous phase over most of the phantom’s area. The contours
of the original phase discontinuities remain visible in all three unwrapped images.

Figure 3.4 shows the first unprocessed phase image of ten identical measurements and
the result of all three phase unwrapping algorithms. In the unprocessed image (fig. 3.4a),
several concentric phase discontinuities are visible as black-white transitions. The quality
of the measured phase appears to be low in some areas where a lot of noise is present, most
prominently in the center and at the right border of the phantom. The area outside of the
phantom is filled with random noise, since in this region no MRI signal is present during
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the measurement. Prior to the unwrapping these areas are masked so that the unwrapping
is restricted to the region of interest (ROI). The result of the phase unwrapping of this
image using Goldstein’s algorithm (cf. section 1.5.2.1) is partitioned into two large areas
and few small ones. Every area individually shows a continuous phase. The difference
in phase values on either side of the border of these areas is +27. The creation of these
areas can be explained by the branch cuts created by the algorithm. These are positioned
in such a way that they balance the residues that are created by noise in the image. In
this case, the branch cuts created separated regions that are unwrapped individually. In
the mask cut algorithm (cf. section 1.5.2.2) the placement of these cuts is supposed to
be optimized by the use of a quality map. However, in this case the algorithm does not
provide a better result: Although the cuts were placed at different locations, the result
is still partitioned in several regions. The quality guided algorithm (cf. section 1.5.2.3)
does not use cuts. Consequently, the result of this algorithm is not partitioned and shows
a continuous phase over a large percentage of the phantom area. However, there are
still small regions near the original discontinuities present. Additionally, in all three
unwrapped images, the original phase discontinuities are still visible as thin lines.

The results presented here are typical results for all measurements performed during in
this theses, albeit the line artifacts did not occur in every measurement and if so they did
not in every image. Generally speaking, the quality guided algorithm was supposed to be
the least robust one of the three tested algorithms (cf. section 1.5.2). Nevertheless, for the
phase images acquired in MRR it significantly outperformed the other two algorithms
in terms of amount and severity of the produced artifacts. Therefore, the quality guided
algorithm eventually became the common choice while post processing MRR data. This
came with the cost of increased run time: In the current implementation, the unwrapping
of the 3295 pixels in the unmasked region of the phantom took 336 ms with Goldstein’s
algorithm, but 743 ms with the quality guided algorithm on a common desktop machine.
The implementation of the algorithms was not run-time optimized, though, and can likely
be improved greatly.

Figure 3.5: Magnified region of the unprocessed phase image:
The phase increases from the inside (lower left corner) to the outside
(upper right corner) of the phantom, marked with the black arrow. The
discontinuities in the phase are sharp along the rows (blue arrow), but
smoothed along the column direction (red arrow). The intermediate
phase values of this smooth transition cause the contour lines in the

unwrapped images (cf. fig. 3.4).

The origin of the thin lines appearing along the location of the original phase wraps
can be seen in fig. 3.5. It shows a magnified portion of the unprocessed phase image in
fig. 3.4a. In the direction of the lower left corner to the upper right corner of the image,
the phase value increases until it reaches a value of 27 (white), is then wrapped to a value
near 0 (black) and continues to increase. However, closer inspection of the line of the
phase wrap shows, that the wrapping is only discontinuous along the rows of the image.
In column direction, black and white pixels are always separated by a gray pixel. This
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intermediate value smooths the phase wrap and destroys the underlying discontinuity.
After the phase unwrapping, these pixels with intermediate values remain and create the
line artifacts.

The origin of this smoothing of the phase wrap is currently unknown. The direction of
the smoothing is aligned with the direction of the falling motion in the measurement and
with the direction of the phase encoding gradients of the spatial encoding of the sequence.
Therefore, the phenomenon might be a motion artifact: As explained in sections 1.3.3.3
and 2.1.2, the y-direction of the image is encoded by altering the phase of the isochromats
in y-direction prior to the read-out. If there is still macroscopic motion present during this
process, this phase encoding might be altered and the signals of adjacent voxels might be
mixed [3, sqq.571]. However, the effect should then be greatest with small values of 7,
and smaller with large values, which is not what was observed. The effect might also be
originated in the image reconstruction algorithm used to create the phase images from
the measured MRI signal, that might use some kind of filtering or smoothing in the phase
encoding direction. This algorithm has been provided by the manufacturer of the used
MRI scanner and has not been altered during this thesis, so this assumption was not tested.
However, in this case the effect should have been present in all acquired images, which
was not observed, either.

Typically, measurements in MRR with specific values of 7 were repeated 5 to 10 times
and the average image was calculated to reduce the measurement noise. However, the
images have to be unwrapped prior to averaging them due to the phase wraps that are
present in the individual images. Unwrapping artifacts, especially whole regions with
phase offsets of multiples of 277, can have a large impact on the averaged images. However,
even small artifacts like the ones present in fig. 3.4d can significantly reduce the quality
of the averaged phase image in the respective area.

Therefore, it was beneficial to average the wrapped phase images and improve the
signal-to-noise ratio (SNR) of the phase prior to the unwrapping. This has been done by
representing the phase ¢ of each voxel as a phasor on the unit circle:

x cos(¢)
=1. . 3.8
o) = (565) 9
The mean phasor of N phase values could then be calculated by taking the mean value of
the x and y coordinates individually:

652 6) &

i

Finally, the mean phase of a voxel was calculated as the angle of the mean phasor by
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using ¢ = arctan2(y, X) with the two argument variant of the arctan function:

arctan () x>0,
arctan(%) +7 x<0AYy20,
arctan2(y, x) = qarctan(2) -7 x <0 A y <0, (3.10)
+5 x=0Ay>0,
-5 x=0Ay<O.

This function was used because it produces the whole range of angles (—x, 7]. For
consistency reasons, ¢ was finally mapped back into the range [0, 27).

Figure 3.6: Unwrapped average phase image.
Prior to unwrapping, an averaged wrapped
phase image (b) was calculated from all ten
identical measurements of the homogeneous
phantom. Due to the averaging, the measure-
ment noise in the image was significantly re-
duced (cf. fig. 3.4a). The average phase image
was unwrapped using the quality guided algo-
rithm. The result (b) is free of unwrapping ar-
tifacts. The contour lines of the original phase
discontinuities are still present, though, since
they appeared at the same location in every
individual image.

(a) Mean wrapped phase (b) Unwrapped average

Figure 3.6a shows the averaged wrapped phase image of all ten measurements of the
homogeneous phantom. The image shows significantly less noise than the single phase
image in fig. 3.4a. The average phase was unwrapped using the quality guided algorithm
(cf. fig. 3.6b). The small artifacts that were present in the corresponding single phase
image (cf. fig. 3.4d) are not visible here. The contours of the original phase discontinuities
are still visible, though. The fact that those lines do not vanish in the averaged image
is an indication of the reproducibility of the measurement: major changes in the falling
motion or image acquisition between measurements would misalign the phase wraps.

3.2.2 Combining Individual Measurements

As has been described in section 2.1.2.1, the data of an MRR measurement is present
in series of DICOM files, each representing one image of a measurement of one slice
at one specific 7 value. To combine these individual measurements, the data was first
sorted by 7. Then all images for a distinct value of 7 were averaged using the mean
phasor approach described in the last section and subsequently unwrapped. This ensured
as little unwrapping artifacts as possible were introduced into the data. The data was
then combined into a single three-dimensional array representing the temporal and
spatial evolution of the phase ¢(r, c, 7) of the isochromats in the measured slice. Since
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the images of different values of 7 were unwrapped individually, the phase progression
in the temporal direction was not continuous at this point. The phase was, therefore,
unwrapped along the 7-axis. The algorithms described in section 1.5.2 could not be used
for this since they only operate on two-dimensional data. Instead, the difference between
successive images was calculated pixel wise and the average difference examined. Similar
to the basic phase unwrapping concepts described in section 1.5.1, multiples of 27 were
added to all pixels of one image if this difference exceeded the range of [-x, +7]. An
example of this temporal unwrapping is shown in fig. 3.7.

40 |-

Figure 3.7: Phase unwrapping in the temporal
domain.
The phase of a single voxel of a homoge-
neous agar hydrogel phantom is plotted as
a function of . Blue marks show the phase
values prior to the temporal unwrapping of
the phase, the red line shows the continuous
phase progression after the temporal unwrap-

ping.

The measured phase contains, besides the encoded motion, all phase altering effects
like magnetic field inhomogeneities or local susceptibility distinctions. To remove all non-
motion effects, every series of measurements is accompanied by a baseline measurement
with the same sequence parameters but without induced motion. This baseline image
is unwrapped and averaged and subtracted from the phase progression pixel wise. This
way, the phase of those corrected phase images should only encode motion, provided the
other influences on the phase do not change during the measurement.

In the results section of the thesis, the post processed phase is presented with a standard
error. This has been computed by error propagating the standard error of the average of
the baseline along with the standard error of the average of the phase images pixel wise.

3.2.3 Relative Phase

After combining the individual measurements to a continuous data set (cf. the last section),
the phase ¢ encodes the total displacement of every measured volume element relative to
the original location of the element prior to the falling motion. For an examination of the
response of the brain tissue to the excitation by the falling motion only the displacement
relative to the original position of the volume element in the brain is relevant. If we
assume the cranial bone is not deformed during an MRR measurement, this is equivalent
to the displacement relative to the cranial bone. It would, therefore, be beneficial to
remove the phase signal of the falling motion from the measured phase.

This has been done by calculating the relative phase A¢, with respect to the phase of a
reference pixel inside the brain volume. This reference pixel was chosen as one of the
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pixel in the central part of the falx cerebri, since this part of the brain is assumed to show
little displacement relative to the cranial bone (cf. section 1.2.1.

In principle, this relative phase could be computed from the total phase ¢ directly.
However, to account for possible constant phase shifts between different phase images
obtained with the same value of 7, the reference phase has been computed for every single
phase image prior to any other post processing except masking areas outside of the ROL
Computing this differences in the measured wrapped phase ¥ yields (cf. eq. (1.24))

Ay =yr -
=¢1+ 27 - ny — (2 + 27 - np) (3.11)
= A¢ + 2mAn.

This means the differences in the wrapped and unwrapped phase images only differ by
multiples of 27, which will vanish by unwrapping the data. The computed wrapped phase
difference images have been averaged and unwrapped in the same way as described in
the last section. To perform the baseline correction, the same differences relative to the
reference pixel have been computed in the baseline images as well, averaged pixel wise
and subtracted from the relative phase images. Finally, the so obtained baseline corrected
relative phase was unwrapped in the temporal domain and normalized so that A¢,(0) = 0.

The standard error of the relative phase has been computed by computing the standard
error of the average of the relative phase images and propagating the standard error of
the average differences in the baseline images.

3.2.4 Strain Assessment

As described in section 2.1, the phase acquired in MRR measures deflection of the material
after an excitation with respect to the original location of the volume element prior to the
falling motion. The signal of the falling motion can to some extend be eliminated (cf. the
last section). However, even this signal still measures deflection, albeit with respect to the
cranial bone and with that to the original configuration of the material. This deflection
will however depend highly on the geometry and the boundary conditions of the test
subject: A homogeneous agar phantom for instance should show a high deflection in the
center of the volume and a low deflection near the phantom container. To minimize this
effect of the global boundary conditions, the measure phase strain €5 was introduced,
which is the gradient of the phase in y-direction:

€y(1) = %qS(T) (3.12)

The calculation was done by using central differences on the phase images. Prior to the
calculation the phase data was spatially smoothed using a gaussian kernel to avoid the
enhancement of noise. For the results presented in this thesis the width of this kernel
was o = 0.7 if not noted otherwise.
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Using eq. (2.2) one obtains
[9)
€4(1) = c')i /G(t) -r(t+17)dt (3.13)
y
t

and, since BQG = 0 (cf. section 1.3.1.2),
y

%)

eg(t) =y / G(t) - %r(t + 7)dt. (3.14)

t1

In MRR, the trajectory r is the sum of the trajectory of the falling motion ry,cro and the
relative displacement u of a volume element. If we assume the cranial bone does not
deform during an MRR experiment, we obtain a%rmacm = 0. If we further assume MRR
only encodes motion in the direction of the MEGs, we get u = u - €. Throughout this
thesis, the MEGs were always aligned with the falling motion, so that we get u = u,. We
can then write (cf. eq. (1.8))

0 0
—r = 8_yuy = €yy» (3.15)

dy
i.e. the derivative of the trajectory is the principal strain in the direction of the falling
motion. With that, eq. (3.14) becomes

%)

eg(t) =y / G(1) - €y(t + 7)dt. (3.16)

3]

Note the similarity of this equation with eq. (2.2). The phase strain defined in eq. (3.12)
is, therefore, the convolution of the strain and the gradients of the MRI sequence (again
except for the sign of t in €y, cf. eq. (2.3)):

€p = €yy * G,

Feg) = Fleyy) - F(G). (3.17)

The phase strain € is therefore a measure for the local principal strain €, in the same
way as the measured total phase ¢ is a measure for the local total deflection and should
be directly dependent on the local acting forces and the local mechanical properties of
the material.

If the volume elements in the brain tissue oscillate after the excitation, the strain will
oscillate as well and different parts of the brain volume will likely experience higher or
lower strain at different values of 7. For further analysis, the integrated absolute value of
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the phase strain

chioat = [ led (3.18)

Tmin

has been computed. While the integral over the phase strain should equal zero in the exact
case, this is obviously not the case for € ota1. However, this measure should yield higher
values for higher magnitudes of the strain. In general, higher strain values indicate softer
material, provided the acting forces are homogeneous (cf. section 1.1). Throughout this
thesis, €4, total has been computed from the sampled data using the composite trapezoidal
rule.

3.3 Deconvolution of the Phase Signal

The phase measured in one MRR decodes the occurring displacements r(t) convoluted with
the MRI sequence’s combined gradient form G(t) (cf. section 2.1.2.2). Similarly, the phase
strain introduced in section 3.2.4 is a convolution of the mechanical strain and G. It might
be beneficial to extract the physical displacement respectively the physical strain from
this phase data to be able to quantify the measured results. This is done by deconvolution
of eq. (2.2) or eq. (3.16) respectively. Means to perform this deconvolution are discussed
in this section. Since both equations are similar, we will only consider displacements in
the following derivations. The presented results hold true for the deconvolution of the
phase strain, too, though.

In principle, G(¢) encodes motion in arbitrary directions. In the following, we assume
one-dimensional displacement, so that gradients perpendicular to the direction of that
motion do not alter the measured phase ¢ and G(t) becomes G(t) - €,. We therefore write
G and r as scalars.

In the presence of measurement noise eq. (2.3) becomes

P(r) = (r = G)(z) + n(r) (3.19)

or
F(9)=F(r)-F(G)+F(n) (3.20)

with some noise term n.
The naive approach of reconstructing r, solving eq. (3.20) for F(r),

_F9) _Fm

7056 "oy

(3.21)

fails due to the form of 7 (G) which includes various zero points (cf. fig. 2.6). Additionally,
high-frequency parts of n will be increased disproportionately since #(G) decreases with
higher frequencies.
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Hence, three different approaches to solve eq. (2.2) have been developed and tested
during the course of this thesis, which will be described in the following parts. For all
those approaches, we assume r(t) = 0V t < t;, with t; being the start of the falling motion
and G(t) # 0 only for t € [t;, ;]%. We further assume the phase has no constant offset.
From this definitions follows ¢(7 = 0) = 0. In practice, as described in section 2.1.2.1, the
phase is only measured at N discrete values of 7, which we write as 7, . . ., 7n.

3.3.1 Direct Approach

The most basic approach was to iteratively use eq. (2.2) to calculate samples r; of the
trajectory. If we assume r(7) is known up to 7,1, #(7,,) can be written as

tz—AT ty

d(ty) =y / Gt)-r(t+t,)dt+y / G(t) - r(t + t,) dt, (3.22)

ty to—AT

with At = 1, — 7,_1. In the first term, which we denote as ¢pior, 7(t + 7,) is known, so
that the integral can be computed. The second integral can be approximated by

1)

y / G(t) - r(t + 1) dt ~ %”(G(tz)r(tz + 1) + Glty — AD)r(ty + rn_l)). (3.23)

tz—AT

As long as At < ¢ holds true, G(t) is approximately constant. Setting additionally ¢, = 0
leads to the following iteration formula for r:

2(¢(2) = fprioe(0))

AT — r(Tpo1). (3.24)

r(z) =

The approximation in eq. (3.23) becomes better, the smaller A7 becomes. At the same
time, the smaller A7 becomes, the lesser the assumption of a constant gradient G in
eq. (3.24) is justified due to the non-constant ramp of length { at the end of the gradient
(cf. fig. 2.5). Therefore, the accuracy of this approach is clearly limited.

2Due to the definition of 7, t; = t; if 7 = 0. See section 2.1.2.1.
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3.3 Deconvolution of the Phase Signal

3.3.2 Derivative Based Approach

Alternatively, one can take the derivative of eq. (3.22) with respect to 7. Using Leibniz’s
rule, this yields

di;_gb(fn) = C%_(ﬁprior(fn) + YG(r(tZ +17)—r(ty + Tn—l))

i (3.25)
+yG / Er(t + 1,) dt

to—AT

while again approximating G(t) ~ G for t € [t; — Ar, t;]. Assuming that the velocities
%r(t) are considerably smaller than the deflection r, we assume the last integral is
negligible. Setting again ¢, = 0, this leads to a different iterative formula to obtain r:

1
r(Tn) = —
yG

d%gb(fn) - %(ﬁprior(fn)) + r(Tn-1)- (3.26)

For a given n, ¢prior can be computed numerically using eq. (2.2) and the already computed
r(r;) with i = 0,...,n — 1. The derivatives with respect to 7 can also be evaluated
numerically using the previously computed values of @,rior(7;) and the measured values
P(7i).

The assumption of a constant gradient G is again only justified as long as At is con-
siderably larger than the length { of the gradient’s flank. If the second derivatives of
r(7) are not too large, though, the derivatives in eq. (3.26) may be determined accurately
without the need for small Az. Throughout this thesis, the derivatives were calculated
using central differences.

3.3.3 Least-squared Based Approach

If the motion encoding gradients are sampled as g, g1, - . . , gu, With M < N, with the
same constant sample spacing At as ¢, a discretization of eq. (2.2) yields

do=yAT -gm -1y
1 = YAT(QM—l “ro+9gm- r)

d2=y(gm—2"To+gm-1-11+9gm- r2)
(3.27)

N
¢n = yAT Z gM-N+i " Tis
i=N-M
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3 Data Analysis

withrg = r(t = 0),r; = r(r = iAr) and r = 0 V 7 < 0. By combining the r; and ¢; into
vectors r and ¢ respectively, and introducing the N X N matrix

g 0 0 .. 0
gM—l gM 0 .. 0
IM-2 GM-1 9M e 0

Ag =| : : : , (3.28)
gm0
0 0 0 s gM—l gM

eq. (3.27) can be written as

1
—¢=Ag-r. (3.29)
YAt

This is a common approach in deconvolution problems [cf. 116, 82 sqq.]. Although there
may not be an exact solution of this equation in the presence of noise, an estimate of r
can be found numerically by using a least-squared approach.
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4 Results

In this chapter, the results obtained during this thesis are presented and in parts briefly
discussed. An extensive discussion follows in the next chapter.

The chapter is structured into five sections. The first section describes numerical
simulations of the phase data of assumed trajectories of a single volume element. The
second section shows results of laboratory measurements performed to test the prototype
of the lifting device. The last three sections present exemplary experimental results of
measurements on phantoms and vivo on a healthy volunteer as well as results of an in
vivo study on four patients with diagnosed meningiomas.

4.1 Simulations

In this section results of numerical simulations are presented. These simulations were
performed to test the trajectory reconstruction algorithms described in section 3.3 and
to get an initial idea of what signal to expect during a measurement as described in
section 2.1.

4.1.1 Test Functions

0 N 0.08 B
02| | 0.06 .
E E 0.04 —
E -0.4 — E 0.02 |
g o6l . g 0 a
~ ~ —-0.02 —
o8| - —0.04 |
—0.06 .

-1 ! ! | ! ! ! ! !
0 10 20 30 0 100 200 300 400

T in ms T in ms
(a) Macroskopic test function (b) Microscopic oscillatory test function

Figure 4.1: Test functions used for simulations.
(a) represents a downward motion of 1 mm over a period of 20 ms similar to the typical motion of
the movable shell, whereas (b) shows a damped oscillatory behavior similar to what is expected as
responsive motion of tissue elements. For T < 0, both functions equal r(r) = 0.

All simulations in this chapter were performed using two test functions. The first one
(fig. 4.1a) represents a downwards motion of 1 mm over a period of 20 ms similar to the
motion of the shell of the lifting device. The second one (fig. 4.1b) represents a damped
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Figure 4.2: Idealized gradient waveform:
This gradient sequence was used to simulate
the measurement sequence’s gradients in one
spatial direction. The MEGs are plotted in

20 | i black, the crusher gradients of the fat satura-
E tion in red and the of the inversion pulse are
E ol _ﬂ | plotted in blue. The location of the RF pulses
k= U (fat saturation, 90° pulse and 180° pulse)
@) are indicated by vertical lines. In the mea-

o | surement sequence, both last gradients would

| | | | | have opposite polarity due to the inversion of
_80 —60 —40 —20 0 the NMR system. The end of the last gradient
t in ms has been chosen as t, = 0.

oscillation of the form r(t) = Ay - exp(—ft) sin(2x f - t) with initial amplitude A = 100 pm,
damping ratio f = 7/s and frequency f = 15Hz. This trajectory is similar to the one
expected as the response of a tissue element to the excitation (cf. section 2.1).

4.1.2 Phase Signal and Influence of Additional Gradients

In this section, the phase signal a measurement as it is described in section 2.1 would pro-
duce is investigated. For this, a single volume element that performs a specific trajectory
r(r) during the measurement was assumed.

Figure 4.2 shows an idealized version of the major gradients present in a measurement
sequence! with Tz = 80 ms (cf. section 2.1.2). The parameters for the crusher gradients
have been extracted from a simulation of the measurement sequence? [117]. Additional
gradients, especially those present during the actual imaging process, were neglected. The
gradient sequence was simplified to the spatial direction of the MEGs. It was expected,
that each gradient pair present (the MEGs and both the inversion and the fat saturation
crusher) will produce a similar signal, since they are all pairs of trapezoidal gradients.

This gradient waveform together with each of the test functions described in the
previous section was used to calculate the expected phase signal ¢(7) according to eq. (2.2).
Since the phase ¢ is a linear mapping of G, the phase for each of the gradient pairs could
be calculated separately and summed up afterwards to obtain the total phase signal.
Figure 4.3 shows the calculated signals for all gradient pairs both for the macroscopic and
the oscillatory microscopic trajectory. For better display, the individual contributions of
the gradient pairs have been plotted out of scale.

The phase progression of the macroscopic trajectory (cf. fig. 4.3a) due to the MEGs
showed a plateau with symmetric rising and falling flanks. The additional gradients each
produced a smaller but similar signal, although the one of the fat saturation crushers

IMEGs: § = 5.000 ms, A = 45.000 ms, G = 25.40 mT/m (b = 50), { = 0.361 ms;
fat saturation crushers: § = 3.000 ms, A = 13.800 ms, G = 8.00 mT/m, { = 0.501 ms;
inversion crusher: § = 1.880 ms, A = 5.520ms, G = 20.30 mT/m, { = 0.361 ms
IDEA Integrated Development Environment for Applications, Siemens Healthcare
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4.1 Simulations

did not show a plateau. The inversion crusher’s signal centered around the center of the
signal of the MEGs (at approx. 35.5ms). The center of the signal produced by the fat
saturation crushers was shifted to higher values of 7 (86 ms).

| ’ — tétal signi@ll L

’ — tofal sign‘al ‘

| | | | | |
0 20 40 60 80 100 0 100 200 300 400

T in ms T in ms

m \/\/W\/\/

M MEG
inv.

fat. sat. /\ Mat.

(a) Macroscopic phase signal. (b) Microscopic phase signal.

Figure 4.3: Phase signals produced by the test gradient sequence:
Using eq. (2.2), the phase progression that a measurement with the test sequence (cf. fig. 4.2) would
yield for each trajectory in section 4.1.1 was calculated. The total phase signal is shown in red in
the top panel, the individual contributions of the gradient pairs are indicated in black in the lower
panel. Note that the ordinate of these is not in true scale. (a) shows the results for the macroscopic
trajectory. For t-values greater than the ones shown, the phase equals zero. (b) shows the results of
the microscopic oscillatory trajectory.

With the oscillatory trajectory (cf. fig. 4.3b), the signal of the MEGs was again an
oscillation very similar to the one of the trajectory. The additional gradients each created
a smaller oscillation, too. The maximum value of the MEG signal was 6.1 rad, while the
maximum values of the signals of the inversion and the fat saturation crushers were
0.4rad and 0.6 rad respectively. As with the macroscopic trajectory, the signal of the
inversion crusher gradients was not shifted relative to the MEGs’ signal, whereas the
signal of the fat saturation crushers showed a phase shift. The total signal therefore was
a beat frequency. While the signal of the macroscopic trajectory seemed to be noticeable
distorted, the total oscillating signal does not differ much from the one resulting only
from the MEGs. This effect might be larger with other sequence parameters and therefore
with different phase shifts or with other frequencies of the oscillation, though.

As expected, the simulated signals of the different gradient pairs are qualitatively equal.
The exact form of such a signal then depends on the gradient pairs’ length and strength.
The temporal shifts of the additional signals are easily explained by the location of the
corresponding gradients in the sequence. The shifts between the starts of those signals
equals the distance between the end points of the corresponding gradient pairs in the
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sequence.

For both trajectories, the maximum of the signal of the inversion crusher gradients was
about 10 % and the maximum of the signal of the fat saturation crushers was about 15 %
of the signal of the MEGs.

4.1.3 Comparison of Trajectory Reconstruction Algorithms

To test the performance and accuracy of the three trajectory reconstruction algorithms
described in section 3.3, the idealized gradient waveform used in the last section (cf.
fig. 4.2) was further simplified by using only the MEGs. The calculated phase signals of
these gradients (cf. fig. 4.3, label "MEG") have been sampled with different sample spacings
(At = 1ms, 2ms and 4 ms) to create sampled phase data. Each of the three algorithms
described above were used to reconstruct the trajectory 7(7) from every set of phase data.

A i felctu Figure 4.4: Reconstruction of the macroscopic

‘ ‘ ‘ ‘ ‘ ‘ trajectory.
1k x ¢ linear approach Samples 7(t) of the macroscopic trajectory
« have been reconstructed from differently sam-

g
E 0l ) 1y - pled phase data with all three reconstruction
+
Ny s . approaches. For comparison, the original tra-
N

x i Jjectory r(t) is plotted in black.
L T The data reconstructed using the linear ap-
ol L A e B e B proach heavily oscillates around the original

7 in mm

r in mm

least-squared approach trajectory for > 20 ms. This effect is small-
est for the samples with At = 2 ms, though
b s . for larger , those values deviate to a great
wa«wm&ﬁ 0600000000, extent, too. The amplitude of the oscillation
H seems to increase exponentially to very large
b ”{ﬁﬁ{qu B numbers. To allow inspections of the results
P s e N A B e e for small T, the plot limits of the ordinate
derivative based approach have been adjusted.

The reconstruction using the least-squared
—os L | approach is accurate only with the small sam-
ple spacing (At = 1ms). Coarser spacing
leads to incorrectly reconstructed trajectories.
2 o The derivative based reconstruction worked
0 20 40 60 30 100 well for all sample spacings. For larger At a

7 in ms small deviation after T ~ 50 ms emerges.

The results for the macroscopic test trajectory (cf. fig. 4.1a) are shown in fig. 4.4. The
positions reconstructed using the linear approach (upper panel, cf. eq. (3.24)) initially
followed the original trajectory with some minor deviations up to the point were the
trajectory leveled out. With increasing 7, the reconstructed points oscillated increasingly
heavily around the original trajectory. The performance with A7 = 1 ms and 4 ms were
comparable, while the algorithm was able to reconstruct the trajectory slightly better
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from the phase data sampled with A7 = 2ms. However, this approach is clearly not
feasible and has therefore been excluded from further investigations.

In the case of the least-squared based matrix formulation (middle panel, cf. eq. (3.29)),
only the positions reconstructed with A7 = 1 ms followed the original trajectory. With
At = 2ms and 4 ms, 7 showed a steeper downward motion and a larger final displacement.
7(Ar = 2 ms) did not level out at all and additionally showed some oscillatory behavior
starting at about 70 ms.

The derivative based approach (lower panel, cf. eq. (3.26)) performed significantly better
than the other two approaches, since the trajectory was reconstructed correctly for all
three phase data sets. A small deviation occurred from 7 = 50 ms to 65 ms that was more
distinct with higher Az.

0.04 x" M x least-squared I
g x +derivative based
= . |
g x ox
= oozl Figure 4.5: Comparison of the reconstruction
. Y-
| x ) algorithms:
+ ~
= | ﬁ& tfhﬂ;# v Plotted is the absolute deviation |r(t) — #(7)|
ol & aaaaﬁ. | between the original trajectory r and the re-
0 60 80 100 constructed trajectories ¥ for At = 1ms. The
7 in ms linear reconstruction approach is not shown.

To compare the performance of the least-squared approach and the derivative based
approach with Az = 1ms, the absolute difference Ar = |r — 7| of the original and the
reconstructed trajectories are plotted against 7 in fig. 4.5. Both algorithms show the
largest differences at 7 < 20 ms during the actual motion of the original trajectory. The
maximum difference of the least-square based algorithm are approximately three times
as large as the maximum difference of the derivative based algorithm (Arpax ~ 45 pm to
Armax = 13 um). Both algorithms show an increase of Ar starting at 7 ~ 45 ms for about
20 ms and a second one starting at 7 = 95ms. The distance between those two events
equals the total length of the two gradients that were used to calculate the phase data.

The results of the microscopic oscillatory trajectory (cf. fig. 4.1b) are shown in fig. 4.6.
Note the longer range of 7-values compared to the previous results.

Matching the results obtained with the macroscopic trajectory, the least-squared ap-
proach (upper panel) reconstructed the positions 7 correctly for Az = 1ms. Even for
At = 4ms the reconstruction worked reasonably well. For At = 2ms, however, the
reconstruction failed for 7 > 100 ms. The positions reconstructed with the derivative
based approach (lower panel) follow the original trajectory nicely over the whole range
of 7. Only the reconstruction of the phase data sampled with Az = 4 ms accumulated a
slight offset with increasing 7.

The performance of the least-squared and derivative based algorithms was addition-
ally tested in the presence of additive gaussian noise. The quality of a noisy signal is
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xAT=1ms +Ar=2ms oAr =4ms
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| Figure 4.6: Reconstruction of an oscillatory tra-
| Jjectory:

A Samples 7(r) of the microscopic trajectory
have been reconstructed from the sampled
phase data. For comparison, the original
trajectory r(rt) is plotted in black. It is hid-
den behind the blue data points. The recon-
struction using the least-squared failed for
. a sample spacing of At = 1ms but worked
a reasonably well otherwise. The derivative
based approach worked well with all sample
0 100 200 300 400 spacings but accumulated a slight offset with

T in ms AT = 4ms.

characterized by the SNR. For this work, the following definition of SNR was used [118]:

Unoise =t

Py . 1 / 2
Q= > with Py = /¢ (t)dt, (4.1)
1y
with the standard deviation oyjse 0f the noise. For testing, random samples from a gaussian
distribution were added to the sampled phase data of the macroscopic test function with
At = 1ms. The standard deviation of the distribution was chosen such that an SNR of 50,
100 and 200 was achieved (0poise = 0.420, 0.210 and 0.105 according to eq. (4.1)).

The trajectories 7 reconstructed from these noisy phase samples for both the least-
squared approach as well as the derivative based approach are shown in fig. 4.7. Both
reconstructed time series oscillate around the original trajectory. These oscillations grow
stronger with higher 7 and with lower SNR. In all cases the derivative based algorithm
performed significantly better than the least-squared approach. The deconvolution of the
oscillatory trajectory with added noise are not shown here, since they qualitatively show
the same results like the one with the macroscopic trajectory.

In summary, the reconstruction of the oscillatory trajectory seems to work better in
general than of the macroscopic trajectory, which might be due to the fact that its progres-
sion is more continuous. With a sample spacing of At < 2 ms, however, the derivative
based approach seems to produce reliable results for both cases. Reconstructing 100 data-
points lasted 3 ms with the least-squared approach and 55 ms using the derivative based
approach. Regarding run time, thus, the least-squared based approach should be preferred,
as it is ten times faster than the derivative based one. Regarding the deconvolution of
measurement data, especially with relatively low SNR, noise reduction in the phase data
prior to reconstruction is clearly inevitable for both approaches.
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4.2 Laboratory Measurements

In this section, measurements that were performed under laboratory conditions are
presented. Two measurements have been conducted: one regarding the temporal stability
of the OPMs’ LEDs and one investigating the acceleration profile of the falling motion.

4.2.1 Stability of the Optical Control System

During this thesis, the OPMs (cf. section 2.1.1.2) were used to monitor and reconstruct the
trajectory of the movable shell of the lifting device during the experiment (cf. section 3.1).
Since this reconstruction is based on the measurement of the transmitted light, it was
important that the emitted light intensity of the LEDs remained unchanged during the
experiment. This has been tested under laboratory conditions with the exact set up used
in the actual measurement for all three used LEDs. Figure 4.8 shows the measured voltage
of the photo diodes of the three LEDs as a function of the time ¢ after connecting them to
the power supply unit. Two of the three diodes show a long transient until they reach a
stable output voltage after approximately 1 h.

It was not tested in detail whether this transient was produced by the photo diodes
or the LEDs, and what the origin of this effect was. However, in all MRR measurement
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D oas | ee” | Figure 4.8: Temporal stability of the LEDs.
x xLED 1 The voltage of the photo diodes of the OPMs
+LED 2 =75mV were measured at several points in time af-
180 || ¢ | O‘LED 3‘ 1 ter connecting the LEDs to the power supply
0 50 100 150 unit. Only after more than one hour are the
t in min measured voltages roughly constant.

presented in this thesis, the exact same set up of the OPMs was used. Due to these results,
we made sure the optical system was activated at least one hour prior to any actual
measurement.

4.2.2 Acceleration Measurements

The optical measurement of the shell motion (cf. section 2.1.1.2) monitors the position
over time. Since the excitation of the brain tissue depends on the acceleration of the
cranial bone, it was tested to what extent this acceleration can be extracted from that
measurement.

For that, the whole equipment was assembled in the laboratory outside the MRI scanner.
The shell was loaded with lead weights to make up for the weight of the proband’s head.

The shell was then equipped with an accelerometer® right above one of the OPM:s.
The optical positioning sensor was calibrated as described in section 2.1.1.2 and both the
optical signal and the acceleration signal after a drop of the shell were recorded. This was
repeated five times for all three locations of the OPMs. The accelerometer provided the
acceleration in multiples of the gravitational acceleration. Its signal has been sampled
with a sample rate of 10 kHz and the voltage of the photo diode U with a sample rate of
250 kHz, although the bandwidth of the diode itself was only 14 kHz.

Due to the supposed linear relation of U and the position of the shell (cf. section 2.1.1.2),
the acceleration could be calculated using

y(t)=m-U(t)+yo (4.2)
ij(t) =m-U(t) o(j) = o*(m) - U, (43)

with the slope of the linear calibration m.

For computing this, the measured voltage U of the photo diode was smoothed as
described in section 3.1 using a window length of 4001 samples (= 16 ms). This strong
smoothing ensured that no high frequency oscillations due to measurement noise remained
in the data. A spline representation U of fifth degree was then fitted to the data and the
second temporal derivative of that spline was computed. The degree of the spline was

33D acceleration sensor S, LD DIDACTIC GmbH, Hiirth, Germany
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chosen in that way to be able to readily compute the second derivative. The acceleration

was then computed using eq. (4.3) and U = Cf—:sz.

——optical —— acceleration sensor
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account for a delay in the recording system.
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cranial

The results of the five repetitions of the measurements all yielded almost identical
results. Figure 4.9 therefore only shows the results of the first measurement on each of
the three optical measurement positions. The readout system of the accelerometer was
delayed, so the corresponding graphs were shifted by 6 ms. The measured accelerations
matched the ones reconstructed from the measured position, although the magnitude
of the optical data was larger at some points. The data from the cranial measurement
position showed a larger deviation in the beginning of the progression. The source of
that deviation is currently unknown.

The acceleration progression showed that the shell did not come to a rest soon after
the landing, but performed several oscillations on the rubber of the pneumatic hoses over
a course of at least 100 ms. The frequency of this oscillation can be estimated to 38 Hz.
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4.3 Phantom Measurements

In this section measurements on agar based phantoms are presented. The first part
describes a measurement on a homogeneous phantom without induced motion to in-
vestigate the stability of the phase measurement of the MRI scanner. In the second part
measurements on inhomogeneous phantoms are presented.

4.3.1 Phase Stability

In a measurement on a healthy volunteer, Ulucay [40, 69] found in an analysis of MRR
images obtained without motion, that the phase measured in a single voxel as well as the
mean phase of the entire image fluctuated in a range of 7. In order to investigate this
further, a homogeneous agar hydrogel phantom was placed into the lifting device in the
scanner and a series of measurements without motion was conducted. The movable shell
was in the lower position during this measurement, i. e. the pneumatic system was vented
and the movable shell rested on the empty rubber hoses. The sequence parameters were
chosen as follows: Tg = 80 ms, Tg = 3000ms, = 5ms, A = 45ms and G = 34.07 mT/m,
the voxel sizes were 1.3 X 1.3 X 5mm?®. 150 images were acquired without interruption.
Because the pneumatic system was not fully vented yet when the measurement started,
the first two images were discarded, leaving a total of 148 images.

Figure 4.10: Reproducibility of the
measured phase:
A homogeneous agar hydrogel
phantom was measured using the
full MRR setup up but without in-
duced motion. The movable shell
including the phantom container
rested on the vented rubber hoses.
Both the phase ¢gingle of a single ar-

bitrary voxel and the mean phase ¢
of the entire phantom region of the
measured slice show a random fluc-
tuation and a trend towards higher
values. To guide the eye, a linear
regression has been computed on

Psingle in rad

0 20 40 60 80 100 120 140
n both data sets and plotted in black.

Figure 4.10 shows, similar to the data obtained by Ulucay, the phase ¢ingle of an arbitrary
single voxel and the mean phase ¢ of the entire phantom region as a function of the image
number n. It was verified that no air bubbles were enclosed in the measured slice that
might alter the phase. Both ¢i,g1 and $ fluctuate in a random fashion, although a slight
drift towards higher values is observable. To quantify this trend linear regressions have
been performed on both progressions: The slopes of these are 9.13 X 10™* rad/image and
9.15 X 10~* rad/image for dgingle and $ respectively. Using the specified repetition time,
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this translates to 3.05 X 107* rad/s. Over all acquired images, Psingle Varied over a range
of 0.3 rad with a standard deviation of o(@single) = 0.06 rad. This value is one magnitude
smaller than the one observed by Ulucay.

Ulucay found that the phase of a single voxel and the mean phase of the ROI behaved
similar up to a constant offset and deduced the reason for the fluctuations might be a
non-constant reference phase of the MRI scanner. However, this identical dynamics were
not observed in the measurement presented here. Ulucay used a different gradient setting
(6 = 15ms, A = 55ms and G = 22.29 mT/m) resulting in a b-value approximately four
times larger than the one used here. A fluctuation in the reference phase, however, should
not scale with the parameters of the MEGs. Ulucay obtained data in vivo, while the data
here was obtained from a phantom. Physiological processes (e. g. blood or CSF pulsations)
might lead to motion in the brain that can alter the measured phase. However, it seems
unlikely, that such a process would alter the mean phase of the ROI in such a large range.
Ulucay is not clear in the details on how the measurements were obtained. Based on his
descriptions and the results presented here, it seems likely that he measured in the upper
position with the movable shell resting on the filled rubber hoses. The fluctuations he
observed might have resulted from vibrations of the MRI scanner transfered to the lifting
device or involuntary movement of the volunteer. Whether the linear trend observed
here was present in Ulucay’s data could not be determined due to the form of display
and the large spread of the fluctuations. This trend might indeed originate from the MRI
scanner’s phase measurement.

4.3.2 Inhomogeneous Phantoms

In this section, results of measurements on two agar based hydrogel phantoms are pre-
sented. They serve as an indicator of the influence of the agar concentration (and with
that stiffness) and the density of the material on the generated displacements. Kofahl did
a more thorough analysis of agar based phantoms [38, 98].

The experiments have been conducted as described in section 2.2.1 and the data has
been processed as described in section 3.2.

4.3.2.1 Phantom |

Phantom I consisted of two layers of different agar concentration that resulted in Young’s
moduli of 11.6 kPa respectively 17.4 kPa (cf. section 2.2.1).

The phantom was placed in the movable shell so that the stiffer layer was located at
the right side and the softer layer was on the left side.

Figure 4.11 shows a high resolution magnitude image and a time series of 9 averaged
phase images. In the magnitude image, the two layers can be distinguished by their
different intensity. This is due to the fact, that the signal strength in the magnitude image is
weighted by the T; of the material, which is in turn affected by the agar concentration [119].
The phase images reveal a complex spatial oscillation pattern inside the phantom material.
The amplitude of these oscillations increases with higher values of 7. As expected, the
image with 7 = 0 ms shows an homogeneous gray value except for some measurement
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Figure 4.11: Representative phase images of Phantom I:

(a) shows a high-resolution magnitude image of the measured transversal slice. The phantom’s
layer on the patient’s right side had a higher agar concentration than the layer on the patient’s
left side, and was therefore stiffer (E = 11.6 kPa resp. 17.4kPa). The border between both layers
is visible as a hyper intense line. (b) to (j) show phase images of the same slice acquired with
different values of . All images are averages of 5 or 10 measurements and were corrected by the
baseline image. At t = 0 ms, the phase shows an almost flat gray value. With increasing t, the
contrast enlarges and a complex oscillation pattern becomes visible. Evidently the two different
layers of hydrogel behave differently as the boundary of the two regions is visible in all images
with 7 > 0 ms.

noise in the top region of the phantom. For this image, the induced motion did only start
after the motion encoding was finished. As one would expect, the oscillations in the
softer layer of the phantom show more dynamics than the one in the stiffer layer (cf. e.g.
fig. 4.11g). This makes it possible to distinguish the two layers and locate their border by
eye easily in the images figs. 4.11d-j.

Some of the phase images (figs. 4.11e, 4.11g and 4.11j) show phase unwrapping artifacts
in the form of lines at the position of phase discontinuities in the original wrapped phase
images as described in section 3.2.1.

The absolute value of the calculated phase strain (cf. section 3.2.4) is shown in fig. 4.12
for the same values of 7 as before. 7 = 0 ms is not shown, since the corresponding phase
image already did not show any contrast. The strain distribution in the measured slice
shows a complex pattern of regions with higher and lower strain, as was expected from
the phase images. Although the values of |e4| seem to be slightly lower in the stiffer layer
of the phantom, it is hard to identify the border of the two layers in the strain images.

Figure 4.12b shows the integrated absolute phase strain € tota1 (cf. €q. (3.18)). Here, the
distinction of the two layers is obvious by the much higher values in the softer layer of the
phantom. At the same time, an influence of the geometry of the phantom is apparent: The
central left and right regions show smaller values than the center, and the bottom shows
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(a) Magnitude (¢c)t=11.0ms (d)r=220ms (e)Jt=33.5ms (f)r =44.5ms
(b) €4, total (g)t=555ms (h)r=665ms ()7 =78.0ms (j)r =289.0ms

Figure 4.12: Absolute phase strain of phantom I:

(a) shows the high resolution magnitude image of the measured transversal slice. (c) to (j) show the
calculated absolute phase strain |es| at different values of 7. Similar to what was expected from the
phase images in fig. 4.11 the strain shows a complicated pattern of areas with high and low strain.
(b) shows the temporally integrated absolute phase strain €y oral. The stiffer layer of the phantom
clearly experienced less strain than the softer one, as one would expect. Additionally, it becomes
obvious that the response of the material to the excitation is also dependent on the geometry of the
phantom. The roughly concentric spatial distribution of regions of higher and lower strain suggests
a resonant oscillation of higher order.

slightly higher values than the top of the phantom. The pattern of the strain distribution
seems to fit the hypothesized excitation of resonance frequencies (cf. section 2.1), albeit
the measured oscillation seems to be a mode shape of higher order.

4.3.2.2 Phantom 1l

Phantom II consisted of two layers of equal agar concentration but different densities of
p=1.0g/cm?®and p = 1.2 g/cm? (cf. section 2.2.1).

The phantom was placed in the movable shell so that the denser layer was located at
the left side and the less dense layer on the right side.

Figure 4.13 shows again a high resolution magnitude image of the measured slice and
a series of 9 phase images post processed as described in section 3.2. In the magnitude
image, the border between the two layers is barely visible as a thin darker line. At the
posterior end, the border shows up as a hyper intense line. This may be an indicator that
the two layers were disconnected there and water gathered in the gap. In the less dense
layer, a hyper intense band running in the anterior-posterior direction is visible. The
origin of this band is unknown.

The phase images show a similar behavior to the ones of phantom I: At 7 = 0 ms, the
phase image shows no contrast but a homogeneous gray value (cf. fig. 4.13b). The images
for later values of 7 reveal again a global oscillation of the phantom material. Except for
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Figure 4.13: Representative phase images of phantom II:
Fig. (a) shows the high resolution magnitude image fo the measured transversal slice. Figs. (b) to
(j) show phase images of the same slice acquired at different values of t. All images are averages
of 5 or 10 measurements and were corrected by the baseline image. At r = 0 ms, the phase shows
an almost flat gray value, as expected. With increasing values of , a global oscillation becomes
apparent. Contrary to the result with phantom I, the two layers seem to behave very similar.

the anterior and posterior ends, the border of the two layers is not visible, though. In
general, the two layers seem to behave similar.

An inspection of the absolute phase strain images in fig. 4.14 reveals again a complex
pattern of areas with higher and lower strain. Again, the two layers seem to behave similar.
Only in the image depicting the integrated absolute phase strain €4, ota1 it becomes visible
that the denser layer experienced more strain than the less dense one. The difference is
much less than the one observed for phantom I, though. As with phantom I, the excited
oscillations look like a mode shape of higher order.

4.3.2.3 Relative Phase Progression

For both phantoms the phase A¢, relative to a reference was calculated as described in
section 3.2.3. Since there is no area without expected motion in the center of the presented
phantoms, the reference has been chosen as the mean phase of the outermost voxels
of the center line of the ROL Since eq. (3.11) does not hold true in this case, the phase
images had to be unwrapped individually prior to the computation of the relative phase.
Figure 4.15 shows A¢, for a single voxel in each layer of both phantoms.

The progression in phantom I (cf. fig. 4.15a) shows very small standard errors, depicted
by the errorband that is hardly visible. Nevertheless, the data scatters strongly around
the apparent progression. Both voxels show a similar oscillation. At larger values of 7,
the amplitude of the voxel in the stiffer layer is slightly reduced compared to the other
one. However, the distinction of the two layers, that was possible using the phase images
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Figure 4.14: Absolute phase strain of phantom II:

(a) shows the magnitude image of the measured transversal slice. (c) to (j) show the calculated
absolute phase strain |eg4| at different values of r. Similar to what was expected from the phase
images in fig. 4.13 and the results of phantom I, a complex pattern of regions with higher and
lower strain is visible. Both different layers seem to behave similar though, and the border of the
layers is not visible. (b) shows the temporally integrated absolute phase strain €y tora1. Both layers
experienced similar strain, although the denser layer shows slightly higher values. Similar to what
was observed in phantom I, the spatial distribution of the strain suggests a higher order resonant
oscillation of the material.

(cf. fig. 4.11) is not possible on the basis of this data.

Figure 4.15b shows the progression of two voxels in the two layers of phantom II. Here,
the scattering effect is not present except for a few r-values. The standard error is very
small, so that the errorband is not visible. The voxel in the denser layer shows a larger
initial deflection. Approximately starting at 7 =~ 25 ms, both voxels oscillate in phase
opposition, albeit with comparable amplitude.

These results do not match the analysis of the phase images (cf. figs. 4.11 and 4.13)
and the phase strain images (cf. figs. 4.12 and 4.14). However, as was observed there, the
oscillation pattern in these phantoms is complex. Most likely, the two phase progressions
shown for phantom II show a phase shift simply due to the specific choice of the voxels.
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Figure 4.15: Relative phase progression of the inhomogeneous phantoms.
For both both phantoms the relative phase A¢, has been computed. The computation was slightly
different than described in section 3.2.3, for details see the description in the text. (a) shows the
phase progression of one voxel in each layer of the phantom. The data shows large scattering
around the apparent progression albeit a very small standard error indicated by the errorband. (b)
shows the same plot for two voxel of phantom II. Here, the scattering is almost not visible. The
standard error is very small, so that the errorbar is not visible.

4.4 Healthy Volunteers

During the course of this thesis, the concept of MRR was tested on several healthy
volunteers. In this section, the results of one 30 years old male volunteer are presented.
They are representative for all measurements.

The experiment has been performed as described in sec. 2.2.2, resulting in a time series
with values of 7 from 0 ms to 400 ms with a A7t of 1 ms and 5ms and N; = 5. The phase
images were processed as described in section 3.2.

4.4.1 Phase Images

In fig. 4.16 a high resolution magnitude image and seven phase images at different values
of 7 are shown. These illustrate the general behavior of the brain tissue after the shock
excitation performed in MRR. Similar to what was observed with the agar hydrogel
phantoms, the phase image at 7 = 0 ms (a) shows an almost homogeneous gray value
without contrast. The other phase images show an increasing contrast with increasing ¢
((c) to (f)), that decreases again in images (g) and (h). Most prominently, the separation of
the hemispheres becomes visible with the division along the falx cerebri (cf. section 1.2.1).
Both hemispheres individually show an oscillation in gray values. The oscillation pattern
is less complex than it was the case for the phantoms. In some images, small structures in
the outer regions near the sulci become visible, especially in images (e) and (f).

The results in section 4.1.2 showed that a downwards motion (positive y axis in the
DPCS) produces a positive phase signal. Therefore, in the phase images shown here, areas
that appear lighter than the border regions were deflected downwards relative to the
cranial bone, whereas areas that appear darker than the border regions were deflected
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(a) Magnitude (b) r = 0.0ms (¢)t =29.0ms (d)r =59.0ms
(e) T = 89.0ms (f) r =120.0ms (g) T = 150.0 ms (h) r = 180.0 ms

Figure 4.16: Exemplary phase images of the healthy volunteer:

(a) shows a high-resolution image of the measured transverse slice. The arrows mark the location of
pixels further analyzed with the relative phase A¢, (cf. section 4.4.3). (b) to (h) show representative
phase images at different values of t. These images are averaged from five measurements and
corrected by the baseline image. The gray scale is identical in all images.

While the phase image at T = 0 ms only shows a homogeneous gray value, the images obtained at
later times show an increasing contrast between the center and the border of each hemisphere. Up
to T = 59 ms the contrast is symmetric on both sides of the brain, later the motion clearly becomes
asymmetric, as can be seen most prominently in (g).

upwards.

4.4.2 Strain Images

The absolute phase strain images in figs. 4.17c and 4.17h show regions of higher strain
in the anterior and posterior region and lower strain in the center region. The left
hemisphere shows slightly larger values than the right one. Additionally, small areas
of higher and lower strain are distributed almost equally over the measured slice. This
pattern cannot be matched directly to the structures visible in the magnitude image (cf.
fig. 4.17a). The integrated absolute phase strain depicted in fig. 4.17b again shows high
values in the anterior and posterior parts and low values in the center of each hemisphere.
The substructure shows several smaller features of high values that fit to the sulci visible
in the magnitude image.
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(a) Magnitude (¢c)t =29.0ms (d) T =59.0ms (e) T = 89.0ms

(b) €4, total (f) r = 120.0 ms (g) r = 150.0ms (h) = 180.0 ms

Figure 4.17: Phase strain images of the healthy volunteer:
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Figure (a) shows again the high-resolution image of the measured transverse slice (fig. 4.16a). The
arrows mark the location of pixels further analyzed with the relative phase A@, (cf. section 4.4.3).
Figures (c) to (h) show the absolute phase strain |eg| at the same values of T as the phase images in
fig. 4.16, except for T = 0 ms. This image is not shown, since it does not show any contrast. In all
those images, the color scale is identical. Figure (b) shows the integrated absolute phase strain over
all measured values of 7. In all phase strain images, darker colors represent lower strain, lighter
colors represent higher strain.



4.4 Healthy Volunteers

4.4.3 Phase Progression

To further investigate the temporal behavior of the measured phase signal, the phase has
been unwrapped in the temporal domain as described in section 3.2.

Figure 4.18 shows ¢(7) for two single voxels, one in the center of the right and one in
the center of the left hemisphere of the brain. The location of these voxels is indicated
in figs. 4.16 and 4.17: the voxel in the right hemisphere is marked in blue, the one in the
left hemisphere in red. The measurement of the phase turned out to be very accurate
with standard errors as small as 0.02 rad. The mean standard error of all voxels over all
measured values of 7 was 0.15 rad.

Both graphs show a large initial peak and some smaller oscillations afterwards, that
come to rest at approximately 350 ms. The asymmetry that was observed in the phase
images is visible here as well when the two curves show a different progression from
approximately 7 = 80 ms on. In the region with small Az, the data scatters around the
apparent progression stronger as the standard error, which might be an effect of the
interleaved fashion of the different measurement series. A similar behavior was already
observed in the measurement on phantom I (cf. fig. 4.15a).

The behavior of the phase is similar to what was expected from the simulated data in
section 4.1.2. The initial peak can be explained by the downward motion of the movable
shell (cf. fig. 4.3a). The smaller oscillation afterwards is likely governed by an oscillation
of the tissue element (cf. fig. 4.3b), that is not visible on top of the large peak at small
values of 7.

Figure 4.18: Phase progression of sin-

gle voxels of the healthy volunteer.

The phase ¢ of two wvoxels in

the center of each hemisphere of

the healthy volunteer are plotted

against 7. The standard error of

| | the measurement is indicated by
— right an errorband, but barely visible.

—left Both graphs show a large initial

peak that has its origin in the

global falling motion of the head

in the movable shell. Afterwards a

smaller oscillation is visible. Here,

20 N the head does not experience a lot

of motion, so that this part of the

graph is governed by the oscillation

¢ in rad

0l | of the corresponding volume ele-
| | | ‘ | | | | | ments relative to the cranial bone.
0 50 100 150 200 250 300 350 400 The oscillation comes to a rest at

7 in ms approximately T = 350 ms.

To be able to investigate the tissue response to the excitation without the superposed
signal of the falling motion, the phase of the motion of the tissue elements relative to the
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cranial bone was desired. For this, the phase of every measured voxel relative to the phase
of a reference voxel in the falx cerebri has been computed as described in section 3.2.3.
The location of the pixel chosen as reference is indicated in figs. 4.16 and 4.17 by a white
arrow.

Figure 4.19 shows the phase A¢, relative to the reference pixel for the same two voxels
that have been shown in fig. 4.18. The oscillations of the two graphs start in phase shortly
after 7 = 0 ms with an initial dip. At approximately 7 = 70 ms, the oscillations are both
disturbed (most prominently in the right hemisphere). From here on, both graphs oscillate
in phase opposition.

Figure 4.19: Phase progression rela-
tive to a reference pixel:
The phase A¢, has been computed
relative to the phase of the refer-
. ‘ _ ence pixel in the falx cerebri. Again,
— right the progression of the two voxels of
—left || the healthy volunteer (cf. fig. 4.18)
is shown as a function of . The er-
~ rorband indicates the standard er-
s ror. Both volume elements show an
E oL i oscillation starting in phase shortly
<
<

after t = Oms. At aboutt =

ol . 70 ms this oscillation is disturbed

and both volume elements continue

-4 = to oscillate in phase opposition. Ap-

| | | | | | | | | proximately 350 ms after the start

0 50 100 150 200 250 300 350 400 ofthefalling motion the oscillation
T in ms comes to rest.

4.4.4 Deconvolution of the Phase Data

To examine the real deflection of the tissue that took place after the excitation, the
relative phase A¢, of the two voxels elements needed to be deconvolved (cf. section 3.3).
However, the variable sampling intervals used while measuring the phase (0.5 ms resp.
5.0 ms) proved to be incompatible with the algorithms developed: the least squared based
algorithm (cf. section 3.3.3) needs evenly spaced samples per definition, and the derivative
based algorithm failed at the transition between the two sampling rates. This was probably
due to miscalculated derivatives in that region. Therefore, the relative phase data was
interpolated by a smoothing spline representation of third order with the constraints
of both a vanishing value and a vanishing derivative at 7 = 0 ms to comply with the
assumptions made while developing the algorithms. Figure 4.20 shows the result of
this interpolation for the two exemplary voxels in the two hemispheres. The spline
representation was then used to create evenly sampled data points of the relative phase
with a sample interval of A7 = 1 ms, which proved to be a value that yields reliable results
in the simulations (cf. section 4.1.3).
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Figure 4.20: Spline interpolation of
the relative phase:
The phase A¢, (light symbols) of
the exemplary voxels in the left
and right hemisphere has been in-
terpolated by a smoothing spline
(solid line). This spline interpola-
tion has been used to create evenly
spaced samples of the phase pro-
gression over the whole range of
i measured T values. The splines
fit the measured data well up to
i approximately T = 200 ms, after
that the spline deviates from the
0 50 100 150 200 250 300 350 400 measurement due to the applied
7 in ms smoothing.

A¢, in rad
[

Figure 4.21 shows the results of the derivative based algorithm on that evenly sampled
data. Both volume elements were initially deflected upwards and started oscillating.
During the oscillation, the elements accumulated a shift in height relative to the reference
point: the trajectory of the volume element in the right hemisphere leveled out approxi-
mately 20 pm lower than its original position, the volume element in the left hemisphere
approximately 30 pm higher. In both reconstructed trajectories, the effect of noise begins
to significantly distort the signal from roughly 7 = 200 ms on. This is expected: first, the
underlying interpolating spline did not fit the measurement data in that region. Second,
the numerical tests on the reconstruction algorithms showed already that measurement
noise is amplified greatly during the deconvolution (cf. fig. 4.7). For that reason, the results
of the least squared based algorithm (cf. section 3.3.3) are not shown: they initially show
the same behavior, but significantly stronger noise amplification.

The apparent behavior of the two volume elements seems to be counter intuitive at first
glance, since the relative phase (cf. fig. 4.19) seems to oscillate symmetrically around zero
and vanishes at higher values of 7. However, in section 4.1.2 it was shown that a constant
shift in the position of a volume element that is accumulated during the measurement
sequence creates a peak in the phase signal, but not a constant shift in the phase (cf.
fig. 4.3a). Therefore, the spatial shift experienced by the two volume elements is hard to
observe in the relative phase, since it manifests there as a possibly small peak on top of
the evident oscillation. The shift can possibly be explained by a rotation of the head along
the longitudinal axis of the body (the z-axis in the DPCS).

4.4.5 Quality of the Interleaved Measurement

To investigate the small scattering of the data observed in fig. 4.18 and fig. 4.19, the phase
values ¢; of the interleaved measurement series (cf. table 2.2) were evaluated individually.
For that, the values ¢,(z, r, ¢) at half-integral values of 7 that were measured with the
second measurement series where interpolated linearly in the time domain and evaluated
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Figure 4.21: Deconvolution of the relative phase:

For better display, the negative value of the reconstructed relative deflection Ay, is shown, i.e. a
higher value represents a higher position. The evenly spaced samples of the relative phase created
via the spline interpolation have been deconvolved using the derivative based algorithm. The
volume elements both in the right and the left hemisphere initially deflected upwards and oscillated
afterwards. During the oscillation, the volume elements accumulated a shift towards the reference
point: The element in the right hemisphere comes to rest approximately 20 um lower than it started,
the element in the left hemisphere approximately 30 um higher. This behavior might be explained
by a rotation of the head during the falling motion, which would also translate into a height shift
of the tissue with respect to the falx cerebri in the center of the measured slice. Both reconstructed
positions show a strong influence of noise for later values of r.

at integral values of 7. Then the difference of those interpolated values to the measured
values ¢;(, r, c) of the first measurement series was computed for every voxel inside the
brain region B and averaged spatially:

Mm=x > (himro-sro), @9

(r,c)eB

with N = 4022 being the total amount of voxels in 8.

In a noise free scenario, Ag should be close to zero for all values of 7, except for the
small errors introduced by the interpolation in the time domain. The measurement noise
present here could possibly lead to deviations from that. In the case of a drift in the
measured phase (cf. section 4.3.1), a constant value should be observed.

Figure 4.22 shows the computed values of Ag. One can observe an initial peak with a
maximum at approximately 7 = 50 ms and a succeeding dip with a minimum at approx-
imately 7 = 80 ms. The differences of the third and fourth measurement series with
values from 105 ms to 400 ms does not show a distinct structure. The time between the
measurements compared here were approximately 30 min for the first and the second
series and 10 min for the third and fourth series. If the effect is time dependent, this would
therefore lead to a smaller effect for the higher values of 7.
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Figure 4.22: Quality of the inter-
leaved fashion of the measurement:
The measured phase values of the
2 T : : ] second measurement series were in-
% x first sets

1 set terpolated to the values of T of the

+
& second sers first series and the difference was

XX
s X% i computed for every voxel. The plot
shows the average difference A¢(t)
of the voxels in the brain region as
Cx L ottt +++++ | a function of T. A constant drift of
g e * the reference phase should produce
Q% a constant value offside of zero in
e this plot. The peak and following
1 | | X | | | | | | ‘7 dip in the first 100 ms suggest a
0 50 100 150 200 250 300 350 400 change in the falling motion of the
7 in ms movable shell over time.

The behavior at small 7 could originate in a change of the shape of the falling motion
of the movable shell over the course of the measurement. A lower falling height and
a longer falling time would produce a smaller but broader initial peak in the measured
phase. A second possible explanation is a slight shift of the start of the falling motion
over time, resulting in a shift of the initial peak of the phase progression, which would
also produce the observed behavior.

4.4.6 Analysis of the Falling Motion

To further investigate the results of the last section, the data of the OPMs was analyzed
and the trajectory of the falling motion of the movable shell computed as described in
section 3.1. To look for the possible changes in the falling motion of the movable shell
over the measurement time, the change in height ys(z, t) at the location of the reference
pixel in the center of the brain region has been computed from the OPM data at different
value of 7.

The upper plot of fig. 4.23 shows the trajectories ys(7 = 50 ms, t) and ys(7 = 50.5 ms, ).
The time scale has been chosen arbitrarily such that #(7 = 0) = 0. To be able to compare
these two trajectories, both have been shifted on the ordinate by the same value so that
ys(tr = 50 ms, 0) = 0. Analogously, the center plot shows the trajectories ys(r = 200 ms, t)
and ys(r = 205 ms, t). The errorbands indicate the standard deviation of the systematic
error of the calculation that has been propagated from the errors on the location and the
calibration of the OPMs.

Both plots show that the trajectory of the shell only changed very little over the time of
the measurement: as explained above, due to the interleaved fashion of the measurement
(cf. table 2.2), the two trajectories in the upper plot were acquired approximately 30 min
after one another, while the two trajectories in the center plot were acquired approximately
9 min apart.

The lower plot in fig. 4.23 shows the difference Ays(r = 50 ms, t) = ys(r = 50 ms, t) —
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Figure 4.23: Reconstructed trajectories of the
movable shell.
Shown are the shell height ys reconstructed
from the OPM data at different values of 7.
The errorband indicates the systematic stan-
dard deviation of the reconstruction. For
better display, the negative value of ys is
plotted, so that a higher value corresponds
to a higher position. The upper and center
plot each show two trajectories of successive
values of T that were measured in differ-
ent measurement sequences due to the in-
terleaved fashion of the measurement. The
lower plot shows the difference of each of
the two pairs of trajectories. Although the
individual measurements were performed
with large temporal delays of continuous
measurements, there are only very small
differences observable.



4.5 Meningioma Patients

ys(r = 50.5ms, t) and the analogously calculated Ays(r = 200 ms, ¢). The deviations for
the earlier value of 7 are larger with a maximum value of approximately 17 pm. This
plot also reveals that Ays(r = 50 ms, t) > 0 for all times. This could either originate from
a small shift of the movable shell (e. g. induced by motion of the patient) or indicate a
small change in the photo voltage of the OPMs induced by a wobble of one of the fiber
connectors or by a change of the light intensity of the LED.

To test whether these small differences in the falling motion could create the phase
shift observed in the phase progression of the single voxels (cf. fig. 4.22), the Ay(t) were
used to calculate the phase signal of these differences with eq. (2.2):

#(Ays(r = 50 ms)) = 0.35rad

d(Ays(r = 200 ms)) = 0.03 rad. (4.5)
Especially for 7 = 50 ms this value is too small to explain the phase differences Ad(z) (cf.
fig. 4.22).

The OPM data was additionally used to calculate the orientation of the shell during the
falling motion. Figure 4.24 shows the projection of the normal vector n of the calculated
plane (cf. section 3.1.3) on the unit circle in the horizontal xz-plane of the DPCS, calculated
from the azimuth and the inclination of n. The plot reveals a rotation towards the foot of
the patient (e. g. a nodding) and a slight rotation of the shell to the patient’s right side.
Although the shell is inclined by less than 0.1° in the left-right direction, this may account
for a height shift of up to 0.1 mm over the width of a hemisphere with respect to the center
of the brain. This result, therefore, confirms the interpretation of the relative deflection
of the volume elements (fig. 4.21) and explains the left-right asymmetry observed in the
phase images (fig. 4.16).

H

Figure 4.24: Orientation of the movable shell during the
falling motion.
Plotted is the progression of the normal vector n pro-
jected to the horizontal plane of the DPCS over the time
L of the falling motion at one specific value of t. The re-
sult for other values of T of the same measurement series
are comparable. The radial axis depicts the inclination
of the normal vector. The plot indicates a small rotation
of the shell both along the longitudinal axis towards the
volunteer’s right side as well as one towards the foot of
the volunteer, which corresponds to a nodding.

0° 0.950 0.‘1O 0.1‘5

4.5 Meningioma Patients

In order to test the capabilities of MRR to depict local alterations in the elastic properties
of brain tissue in vivo, a study with four patients that were diagnosed with meningiomas
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Patient ID Sex Age Tumor location Consistency
A f 43  Right parietal convexity Firm chondroitic consistency, with some
softer areas similar to connective tissue
B m 71 Right frontal convexity =~ Firm with some tougher calcification ar-
eas. Deeper tissue showed fluid retention
C m 67 Left occipital Soft, fat-like with only some areas of

a more solid consistency comparable to
muscle tissue

D f 55  Right frontal falx Comparable to muscle tissue with some
even softer gelatinous areas

Table 4.1: Overview of the meningioma patients:
Listed are the patients’ age and sex, the location of the meningioma and the neurosurgeons’
interoperative assessment of the tumor consistency. [120]

was performed.

The MRR measurements have been conducted after all diagnostic scans took place and
usually one day before the patients underwent surgery. During surgery, the consistency
of the tumors was graded by the neurosurgeon. These assessments of the consistency
and other relevant patient data are summarized in table 4.1. The experiments were
conducted as described in section 2.2.2. All patients tolerated the measurement well,
except for patient B who experienced slight discomfort, which is why the measurement
was aborted after 28 min. Therefore, the time series for this patient only spans 7-values
up to 69 ms. Due to a failure of the oscilloscope, the data of the OPMs was not stored for
the measurement of patient A.

Figure 4.25 shows representative phase images of patient A. The meningioma, which is
easily located in the high resolution magnitude image (cf. fig. 4.25a), is not visible in the
phase image at 7 = 0 ms. In all successive images where significant motion took place
during the motion encoding, the meningioma region becomes visible as a homogeneous
area with different gray value than the surrounding healthy tissue. The contrast between
those areas differs, and is strongest in figs. 4.25e and 4.25f ( = 69 ms and 105 ms). Apart
from the tumor region, the overall contrast is comparable to the one observed in the
healthy volunteer (cf. fig. 4.16). The images show significantly more smaller structures at
the location of the sulci than it was observed in the healthy volunteer. All phase images
additionally show a ghost artifact in form of a bent line in the posterior region of the
measured slice.

Representative phase images of the patients B to D are presented in appendix A.3.1.
They show qualitatively similar results, which is also illustrated in fig. 4.26b, showing
phase images of all four meningioma patients at the time of the first maximum of Ag,.

Figure 4.26¢ shows the calculated absolute phase strain |eg| for the same values of ras
the phase images. In all four cases, the meningioma region shows up as a region with
more homogeneous and overall lower strain. In patients B and C the boundary of the
tumor is highlighted by a region of high strain. Especially in patient A the strain image
also shows several of the sulci both in the outer region of the brain as well as near the
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(a) Magnitude (b) T = 0ms ()t = 28.5ms (d) T =52.5ms

(e) T = 69.0ms (f) © = 105.0ms (g) T = 130.0ms (h) T = 160.0 ms

Figure 4.25: Representative phase images of Meningioma patient A:

(a) shows the high-resolution magnitude image. The meningioma is located at the right parietal
convexity (red arrow). Figs. (c) to (h) show representative averaged phase images at different values
of . The grayscale is identical in all those images. Similar to the results in fig. 4.16, the phase
image at 0 ms shows no contrast except a line in the posterior region of the slice, that originates
from a ghost in the image (black arrow). The meningioma is not visible in this image. However,
in all phase images with higher values of T, the meningioma becomes visible as a homogeneous
region with varying clarity. [data published in 38].

falx cerebri.

The four meningiomas were sorted from solid to soft based on the surgeons’ assessment
of the tumor consistency. The tumor of B was identified as the most solid one, followed
by the ones of the patients A, D and C in order of increasingly soft tissue consistency.
The absolute phase strain values of the four meningiomas could not be compared directly
due to the different excitations and the different location of the tumors in the cranial bone.
The absolute phase strain was therefore normalized for each patient individually to the
average value of the healthy region of the measured slice. This was done by manually
outlining the tumor region based on the magnitude images. The average value of ||
outside of the tumor region was then computed and the values inside the tumor region
were normalized by that value. Figure 4.27 shows these normalized phase strain values
as box plots compared to the tumor consistency. Although the spread of the values is
large, a trend to higher strain values for softer tumors is visible. It should be noted that in
this case the spread is not necessarily a measure for uncertainty, but mainly shows the
heterogeneity of the tissue in the tumor region.

Figure 4.28 shows the total absolute phase strain €4, tota1 of the four meningioma patients
(cf. section 3.2.4 and eq. (3.18)). Similar to the results of the healthy volunteer (cf. fig. 4.17),
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(a) Magnitude images

Qe

(b) Phase images at the time of the maximum deflection

' 2‘

¢) Absolute phase strain |eg| at the time of the maximum deflection
p ¢

Figure 4.26: Comparison of the four meningioma patients.

The meningioma patients A to D are shown from left to right. Fig. (a) shows the high-resolution
magnitude images of the measured slices. The meningiomas are marked with a red arrow. Fig. (b)
shows a phase image of every patient at the time of the maximum deflection of the relative phase.
Again, the meningiomas are marked with a red arrow. The phase images of patients B and C
show phase unwrapping artifacts (marked with 1). The tumor regions show a signature in all
images, although their visibility varies strongly: Patient B shows the highest visibility, while the
meningioma of patient D is barely visible. Fig. (c) shows the absolute phase strain |es| at the same
values of Tas in the phase images. Here, all four meningiomas are visible as a region of smaller
strain values. In patients B and C the region adjacent to the tumor is highlighted by high values of
leg| (marked with 2). [data published in 38].
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Figure 4.27: Comparison of the meningioma

stiffness.

The absolute phase strain of the meningioma
regions |€ § rumor| Was normalized to the av-
erage absolute phase strain in the correspond-
ing healthy region €4 nealthy|. This relative
absolute phase strain of the meningiomas is
shown as box plots sorted by the tumor con-
sistency derived from the intraoperative pal-
pation. The box plots’ whiskers show values
at 1.5 times the interquartile range below re-
spectively above the first and third quartile.
Outliers are not shown. Softer tumor tissue
shows a trend towards higher values, as one

would expect. [published in 38].

(c) Patient C (d) Patient D

Figure 4.28: Integrated absolute phase strain of the meningioma patients.
Depicted is the absolute phase strain of the four patients integrated over the whole sampled interval.
The scale of the images was adjusted individually. Darker colors represent low values, lighter colors

represent high values.
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the images for the patients A to C depict the structure of the sulci with much higher
clarity than the single phase strain images, which is most apparent in patient A (fig. 4.28a).
Consequently, the tumor boundaries, and in case of patient C the tumor heterogeneity,
are well defined in these images. They match the borders identified in the magnitude
images. The total phase strain image of patient D shows almost no contrast except for a
large amount of short horizontal lines. These are most likely artifacts of the horizontal
lines that are visible in the magnitude image and the phase images (cf. the corresponding
images in figs. 4.26a and 4.26b). Those are intensified during the computation of €, iotal-
In this case, the tumor region is almost not identifiable.
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Figure 4.29: Relative phase progression of the meningioma patients.
The relative phase A, is plotted for four voxel: for each patient, one in the meningioma region
(blue), one in the corresponding region of the healthy hemisphere (red) and two in the center of
each hemisphere were chosen. In patients A, B and C the oscillation of the voxel in the meningioma
region shows a reduced amplitude compared to the corresponding healthy region. The phase of
patient D shows significantly more noise than the data of the other patients, most likely due to
excessive motion of the patient.

Figure 4.29 shows the phase A¢, of exemplary voxels with respect to a reference voxel
in the falx cerebri for all four patients (cf. section 3.2.3). For every patient, a voxel in
the meningioma region (blue), one at a similar location in the other hemisphere (red)
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and one in the center of each hemisphere was chosen. Most prominently in patient A
but also in patient B the voxel in the meningioma region shows a reduced oscillation
magnitude compared to the one at the corresponding region in the healthy hemisphere.
In the patients C and D the oscillation in the meningioma region appears altered, too,
but the magnitude is not reduce significantly. The uncertainty of the relative phase of
patient D and the scattering of the data is noticeably higher than for the other patients
and for the healthy volunteer (cf. fig. 4.19), which is attributed to excessive motion of the
patient during the measurement.
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5 Discussion and Conclusion

In this chapter, the previously described analysis methods and the presented results are
discussed and put in a broader perspective.

First the quality and value of the phase images and of the phase progression is discussed,
followed by a discussion of the experimental setup is. Last, the feasibility of MRR to depict
mechanical properties space-resolved is discussed.

5.1 Phase Signal

In MRR the induced displacements of the tissue elements are encoded into the phase of
the NMR signal and measured using the MRI system. The reconstructed phase images
depicting this phase for every voxel in a single slice at a single value of 7 are the basic data
format provided by the MRR scanner. Numerical simulations have been used to predict
the phase signal of single volume elements In the following, the quality and value of these
images and the phase progression of the combined images are discussed.

5.1.1 Phase Images

The individual phase images of the phantom measurements (cf. figs. 4.11 and 4.13) match
the hypothesis of a global oscillation as a response to the shock excitation (cf. section 2.1)
with a higher deflection in the center than in the regions near the border. The baseline
corrected images at 7 = 0 ms showed no motion induced contrast. The motion pattern
in both presented phantoms (cf. figs. 4.11 and 4.13) was similar to a higher mode of the
vibration of a drum head. This indicates that some higher resonance frequencies did not
experience high damping. The relatively high mobility of the phantom material in the
container due to the sponge material at the container walls might play a role here, too.

The in vivo measurements both of the healthy volunteer and the patients revealed
a similar oscillation in each hemisphere of the brain. Here, the overall motion pattern
showed only the fundamental mode, which might indicate a higher damping constant of
the brain tissue compared to the agar hydrogel used in the phantoms.

5.1.2 Phase Progression

To better understand the phase progression ¢(7) (cf. section 3.2.2), numerical simulations
were used to predict the phase signal the MEGs would produce for a single voxel. A
constant shift in the position of a measured volume element similar to the falling motion
used for the shock excitation produces a single peak in the phase ¢(7) without a remaining

91



5 Discussion and Conclusion

constant offset. An oscillation of such a volume element on the other hand, as was
hypothesized as the response to the excitation, again produces an oscillation of the phase
(cf. section 4.1.2). This investigation also showed that the influence of the additional
gradients that are present in the measurement sequence, namely the crusher gradients,
is not negligible in general. In the investigated setup, the phase signal produced by
those gradients was up to 15 % as strong as the one produced by the MEGs. It is worth
noting that, since the crusher gradients are present in all spatial directions during the
measurement, a potential motion perpendicular to the direction of the MEGs is therefore
encoded into the measured signal with the same relative strength. These results explained
the phase progressions of single voxels both in the phantom measurements and in vivo
(cf. figs. 4.15 and 4.18).

To investigate the response of the volume elements to the excitation detached from the
signal of the falling motion, the relative phase A¢, with respect to a reference point in
the falx cerebri was calculated for the in vivo measurements (cf. figs. 4.16 and 4.29). The
reference point was chosen because the falx cerebri should move little to none relative
to the cranial bone. To which extent this assumption was justified could not be tested
during this thesis, however.

To reduce the dependency of the measured phase signal on the form of the gradients
of the MRI sequence, the trajectories of single voxels have been computed from the
corresponding phase data. Three algorithms for this computation were developed of
which two showed sufficient performance in tests with numerical data (cf. section 4.1.3).
Although these tests also showed that these computations were sensitive to measurement
noise, it was possible to use them to infer the trajectories of exemplary single voxels
for the healthy volunteer after reducing the measurement noise of the measured signal
(cf. fig. 4.21). However, the algorithms failed in deconvolving data with large changes
in the sampling interval Az, which is why the measured data had to be resampled. The
calculated trajectories also revealed a rotation of the head of the healthy volunteer during
the falling motion. They resulted in constant offsets in the location of volume elements
next to the center of rotation. The fact that this offset was not observable in the relative
phase is an indicator of the usefulness of the computation of the trajectories.

5.1.3 Phase Unwrapping and Quality of the Data

With the chosen settings of the MEGs, the range of the phase signal exceeded the range
of 27, which resulted in phase wraps that were removed using the algorithms described
in section 1.5.2. Using the quality guided algorithm and the work flow described in
section 3.2.1, this phase unwrapping process was sufficient for the cases presented here,
as it was possible to automatically average and unwrap all images without any manual
intervention. In some cases, the lines at which these wraps occurred were blurred in the
column direction of the images, which resulted in the introduction of sometimes heavy
artifacts by the phase unwrapping process (discussed in section 3.2.1). These artifacts
could be reduced significantly by averaging phase images of identical measurements prior
to the unwrapping (cf. fig. 3.6b), albeit without eliminating the smoothing effect in the
original phase data. The blurring effect did only occur in some images (cf. figs. 4.11g, 4.11j
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and 4.26b).

The phase measurement of the MRI system proved to be very accurate despite the
findings of Ulucay [40]: a measurement on a phantom without induced motion (cf. sec-
tion 4.3.1) showed that the chosen measurement sequence lead to results with a standard
deviation in the order of 107 rad in a single voxel. However, the measured phase showed
a small drift over successive measurements that is currently unexplained. Even for in
vivo experiments with induced motion, the phase measurements were still accurate with
standard errors in the order of 107! rad (cf. fig. 4.18). Excessive motion of the patient lead
to higher variabilities, as was most prominently observed with patient D (cf. fig. 4.29d).
This was expected, however, since such motion influences the reproducibility of the
induced falling motion.

5.1.4 Conclusion

The phase images provided a simple way of visually accessing the dynamics of the
deflection inside the phantoms respectively the brain tissue. With only phase unwrapping,
averaging and the baseline correction, there is no need for extensive post processing for
these images. Investigating several phase images at different values of 7 confirmed the
hypothesized form of the volume elements’ response to the excitation. The dynamics
of the tissue response could be investigated further by means of the relative phase A¢,
normalized to the phase of a reference point, which proved to be a reasonable approach.

Since the phase could be measured very precisely, future measurements might manage
with less averages. Additionally, since it is unnecessary to sample the total phase pro-
gression but only the relative phase A¢, is needed to investigate the tissue response to
the excitation, Az can be chosen much higher than in the measurements presented here.
From the data of the healthy volunteer one can deduce that a sample spacing of A7 < 4 ms
should be sufficient for the early part of the progression. The total measurement time
was very high for the results presented in this thesis (%80 min for the healthy volunteer).
Using both approaches described above it might be possible to reduce this by a factor
of more than ten (using one instead of five averages and a sample spacing of 4 ms for
r-values up to 100 ms).

Given the phase progression is sampled sufficiently in the temporal domain, it should
be possible to unwrap the whole three-dimensional phase data set at once. In this case
high quality regions at one value of 7 might reduce artifacts in adjacent images, which
might be especially beneficial with less averages (or even only a single image) per sampled
value of 7. The problem of line artifacts in the unwrapped phase images at the location
of the original phase wraps can in principle be avoided by choosing smaller MEGs and
such avoid phase wraps altogether. However, this approach would not eliminate the
apparent blurring of the original phase data. Furthermore, this would significantly lessen
the sensitivity of the method. Therefore, future research should look into ways to reduce
or eliminate the blurring.

The deconvolution approach to infer the actual deflection of volume elements developed
in this thesis worked in principle, but was still sensitive to measurement noise. In its
current implementation, it only operates on one-dimensional data so that it was only
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applied to the phase progression of selected voxels. In principle, an application to all
measured volume elements is possible, though. The performance of the deconvolution
could possibly be improved by choosing more suitable parameters for the MEGs. Choosing
smaller values for A would produce less gaps in the Fourier spectrum of the gradient
waveforms (cf. fig. 2.6), which might simplify the deconvolution. Choosing an altogether
different shape of the MEGs with a flat Fourier spectrum up to a desired frequency would
allow the use of the Fourier approach of the deconvolution (cf. section 3.3). A shape
similar to the sine cardinal function might be adaptable here. Such an approach might
alter the imaging contrast in the individual phase images, though.

To accurately calculate the deconvoluted deflection, the form of all gradients present
in the MRI sequence needs to be known. In this thesis, only the parameters of the MEGs
were extracted from the DICOM header, while the other gradients were assumed to be
identical in every measurement. This assumption could not be tested, however. It would
therefore be preferable to extract this data from the DICOM header as well.

5.2 Technical Realization

In this section the technical realization of the different parts of the MRR experiment are
discussed, mostly the lifting device and its pneumatic control and the OPM.

All measurements presented in this thesis have been conducted using a setup that was
the result of a series of prototypes developed our working group. These prototypes have
been described extensively in [40]. The custom made lifting device and the pneumatic
control create the desired motion of the head respectively the phantom with a high
reproducibility.

After Ulucay described the setup, the post trigger was introduced into the measurement
sequence that enabled the software based triggering of the motion (cf. sections 2.1.1.1
and 2.1.2.1). This greatly simplified the measurement process and lead to a semi-automatic
sampling of the induced motion. Additionally extracting the measurement details from
the DICOM header (cf. section 2.1.2.3) significantly simplified the post-processing of the
phase data.

5.2.1 Lifting Device and Excitation

The construction of the lifting device was supposed to provide a stable upper position
of the shell by means of the overpressure and determined by the flat headed screws (cf.
section 2.1.1.1). The exact form of the falling motion should be controllable by adjusting
the pressure and throttle valves. Bjérn Schemmann found in his diploma thesis that these
control elements could not be adjusted independently from each other in a sufficient
range. Moreover, the high pressure could not be adjusted in such a way that the upper
position of the shell was determined only by the adjustment of the flat headed screws. As
a consequence, both the orientation of the shell in the upper position and the trajectory of
the falling motion were dependent on the distribution of weight on the shell. In contrast
to the results of Ulucay [40], the detailed analysis of the OPMs unfortunately showed
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rotations of the shell in the transversal plane (cf. fig. 4.24 and appendix A.3.2). These may
originate from a distortion of the shell itself, or, more likely, from the flat springs, whose
stabilizing effect is not strong enough to effectively suppress such rotations, especially at
the far end of the shell.

This rotation lead to a left-right asymmetry of the excitation of the tissue and with
that also of the measured phase, which is visible in the phase images of all in vivo
measurements and which was observed by Kofahl, too [98]. Also the calculated deflection
of the healthy volunteer (fig. 4.21) clearly shows this asymmetry.

The interleaved fashion of the sampling of the phase progression additionally revealed
a slow variation of the measured phase signal (cf. section 4.4.5). Such a variation might
occur due to changes in the falling motion over the measurement time. However, the
analysis of the falling motion of the shell could only in parts explain the observed effect
(cf. fig. 4.23). The drift in the phase measurement (cf. section 4.3.1) might add to this
effect as well: in the approximately 30 min between the two measurement sequences, the
drift might accumulate a phase shift of more than 0.5 rad. However, this assumption can
currently not be confirmed. It might well be possible, that there were alterations in the
falling motion that were not depicted by the OPMs.

The measurement of the acceleration of the movable shell over the course of the falling
motion under laboratory conditions (fig. 4.9) revealed several oscillations of the shell after
the first landing on the vented rubber hoses. Since the excitation of the brain tissue in MRR
is determined by this acceleration, this leads to a significantly more complex excitation
profile than the one originally intended (cf. section 2.1). The observed accelerations were
significantly smaller than the ones used by Bayly et al.: while the acceleration here was
well below 1g, Bayly reported peak accelerations of nearly 4g [39]. Peak acceleration is
an important quantity regarding patient comfort.

5.2.2 Monitoring of the Shell Motion

The OPMs (section 2.1.1.2) have already been used by Ulucay [40] to qualitatively depict
the motion of the movable shell. The optical signal is proportional to the height of the
shell over a large range and provides a simple and fast way to monitor the shell motion in
real time. This is an important property, since the OPMs were among other things used
to tune the delay of the pneumatic control so that 7(7 = 0) < 0 ms and to monitor the
quality of the MRR measurement.

During this thesis, the OPM was also used to quantitatively measure the motion of
the movable shell in order to look for rotations of the shell during the measurement. For
that reason, the voltage of the photodiodes was calibrated by calipering the height of the
shell in the upper and lower position (sections 2.1.1.2 and 3.1.1). This calibration was
unsatisfactory for several reasons: Firstly, the connectors of the optical fibers did not
close precisely enough. A motion of the optical fibers did therefore lead to a change in
the measured signal. As a result the optical fibers had to be fixated prior to calibration, so
that calibration had to take place inside the MRI scanner after the shell was loaded. In
case of the in vivo measurements that meant calibration had to take place after the patient
was positioned in the scanner, thereby significantly extending the time the patient had to
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spend in the scanner. Secondly, calibration by only two individual positions is prone to
measurement errors. Under laboratory conditions, additional measurement points would
lead to a higher precision. Thirdly, since the calipering was performed in the presence of
the magnetic field of the MRI scanner, a non-magnetic sliding caliper with lower precision
had to be used. All these reasons lead to a rather low precision of the calibration (fig. 3.2),
that was propagated as a systematic uncertainty into all quantities depending on this
data.

Additionally, the LEDs used for the OPM took over half an hour to reach a stable signal
strength (fig. 4.8). Together with the calibration, this lead to a high amount of time needed
to prepare a measurement.

To be able to infer the form of the falling motion at the location of the measured
transversal slice, the location of the OPMs in the DPCS has to be known. For that reason,
three markers were fixated at the movable shell and alignment scans were obtained to
locate these markers in the DPCS (section 2.1.3). The semi-automatic locating of these
markers in the scans and the determination of their location in the xz-plane of the DPCS
(section 3.1.2 and fig. 3.3) was reliable and precise with standard deviations of 0.2 mm to
0.6 mm.

The transfer of these coordinates to the coordinates of the OPMs (section 3.1.2) was
less precise due to the rather large uncertainties of the relative positions of the OPMs to
the markers. As a result the standard deviations of the final location of the OPMs were in
the range of 2 mm to 5 mm. While calculating the motion the movable shell performed
during an MRR measurement (section 3.1.3), this led to a second systematic error next
to the one of the calibration of the OPMs. Nevertheless, the calculated trajectory of the
falling motion had a reasonably small uncertainty in the region of 1072 mm (cf. fig. 4.23).
Here, the location of the OPMs at the far end of the lifting device proofed to be beneficial
since the above mentioned uncertainties did not propagate.

5.2.3 Conclusion

The practical application of the lifting device revealed that still some modifications are
necessary to be able to produce reproducible acceleration profiles across measurements.
Almost all pneumatic components need to be able to work in a wider working range
to make sure the upper position of the shell is defined by the flat screws and not the
weight distribution on the shell. To reduce the observed rotations along the body axis,
the flat springs should either be adjusted or additional flat springs should be added at the
superior end of the shell. The bouncing of the shell on the vented rubber hoses should
be reduced to ensure no additional asymmetry is added and to simplify the acceleration
profile. Preliminary work for the implementation of a damping material into the baseplate
has been done by Roberto Correa Schragen in his bachelor thesis. Unfortunately, the
actual implementation of this material into the prototype was not possible in time for
the measurements presented here. Less oscillations might even help to reduce the phase
unwrapping artifacts (section 3.2.1), if the hypothesis of its origin being motion during
the read out parts of the sequence can be confirmed.

For a more precise calibration of the OPMs, different connectors for the optical fibers
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should be used whose transmission is less sensitive to motion of the fibers. This way,
a precise calibration may be performed under laboratory conditions and reused several
times. For the same reason, the system might benefit from the implementation of a
measurement of the transmitted light relative to the maximum intensity to eliminate
possible fluctuations in the light intensity emitted by the LEDs.

A higher precision of the location of the lifting device in the scanner’s coordinate
system could be achieved by a more precise measuring of the location of the marker on
the shell. The marker itself worked reasonable well but might benefit from a different
structure (like e.g. a cross shape) that makes it easier to determine their center.

A novel approach to create the desired motion of the head is been developed by Jakob
Bindl, who uses a stepping motor instead of a pneumatic control to lift the head [121].
This approach might provide higher flexibility in choosing an excitation profile in the
future.

5.3 Depiction of Mechanical Properties

The aim of MRR is the spatially resolved depiction of mechanical properties of brain
tissue in vivo. In this section, the presented experimental results are therefore discussed
regarding the potential of the novel method to depict local inhomogeneities in these
properties.

5.3.1 Agar Hydrogel Phantoms

The measurements of the agar based phantoms confirmed the hypothesized global reso-
nant oscillation of the volume elements of the material. The contrast in the phase images
also clearly shows that the deflection pattern is influenced by the agar concentration of
the agar hydrogel of the material since the different layers of both phantoms are distin-
guishable by eye (cf. fig. 4.11). Differences in the density of the agar hydrogel on the
other hand only lead to comparatively small alterations of the deflection pattern, albeit
the used difference of 20 % was much larger than what one would expect in brain tissue
(cf. table 1.1). It is therefore unlikely that MRR will depict local inhomogeneities of the
density of brain tissue in the current setup.

In both cases, the overall shape of the deflection pattern was similar in both layers of
the phantom, which suggests that this shape is highly influenced by the geometry of the
phantom and its boundary conditions. However, the phase images of phantom I (fig. 4.11)
also suggest an influence of the agar concentration on the frequency of the oscillation of
the volume elements. Both effects have been confirmed by Kofahl [38] in a systematic
study on different agar phantoms.

In both phantoms, the deflection shows a complex pattern similar to a higher vibration
mode of a drum sphere (cf. figs. 4.11 and 4.13). Therefore, areas of agar hydrogel with
homogeneous properties do not appear homogeneous. In some cases this might lead
to difficulties in the detection of smaller local alterations of these properties or in the
confirmation of the absence of such alterations.
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Due to the global oscillation of the material, the relative phase that encodes the deflec-
tion is not comparable directly over different locations in the measured volume. The aim
of the phase strain images (cf. section 3.2.4) was to create a measure of the principle strain
€yy that is less dependent on this total deflection pattern. However, the complex deflection
pattern in the phantoms naturally translated into a highly complex pattern in the phase
strain images as well (cf. figs. 4.12 and 4.14). In general, however, it was observed that the
area with a lower agar concentration showed higher values of €4, as one would expect.
Matching the observations in the phase images, the area of higher density in phantom II
showed slightly higher values of €4, too. Again, this effect is much smaller than the one
of the agar concentration.

In an attempt to compress the temporal information of the phase strain into a single
image, its absolute value was integrated over the total measured interval of 7 (cf. figs. 4.12b
and 4.14b). Although there is no intuitive interpretation ready for this quantity, regions
that experience higher strain over a significant amount of time should show higher values
than areas that in general experience less strain. The results in both phantoms clearly
reveal the mode shape of the oscillation. The lower regions of the hydrogel seem to
experience more strain than the regions in the upper part of the phantoms and very low
values near the left and right border of the phantom. This effect might be due to the fact
that only the strain in one spatial direction was investigated, though. For both phantoms,
these images provided the best way to distinguish the different layers of hydrogel with a
sharp visible boundary and overall different values over the whole area of a homogeneous
region.

5.3.2 In vivo Measurements

The general behavior of the agar hydrogel phantoms could be translated into the in
vivo measurements, where each hemisphere of the brain individually showed a similar
global oscillation (cf. figs. 4.16, 4.25 and 4.26b). In contrast to the results of the phantom
measurements, though, the observed mode shape was only of fundamental or first order,
which might serve as an indication that brain tissue is lossier than the agar hydrogel used
as phantom material.

The images of the healthy volunteer (fig. 4.16) show almost no additional contrast.
Intuitively, one would interpret this as a homogeneous tissue. However, the magnitude
image clearly shows several fluid filled sulci that constitute local inhomogeneities of the
mechanical properties. In the phase images of patient A, however, these sulci create a
distinct contrast (cf. fig. 4.25). While a single phase image does not depict all of these
sulci, images at different values of 7 highlight different sulci. The phase images of the
patients B and C also show signatures of sulci (cf. fig. 4.26b). In a study on ten healthy
volunteers, Kofahl, too, observed that these small scale structures were depicted in some
MRR measurements but not in all [98]. The reason for this behavior is currently unknown.

The absolute phase strain images of the healthy volunteer again confirm the basic
mode shape of the oscillation of the two hemispheres, as it was the case for the phantoms.
The posterior region shows slightly higher values than the anterior region, and, again
similar to what was observed in the phantoms, the central region shows smaller values.
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5.3 Depiction of Mechanical Properties

The advantage of the integrated absolute phase strain for a visual inspection is evident
in this measurement as well: In this image, many sulci show a signature, although they
were neither identifiable in the individual phase images nor in the individual phase strain
images. These signatures match the location of the sulci in the magnitude image.

5.3.3 Meningiomas

With the four meningioma patients, four in vivo MRR measurements could be performed
with known lesions that alter the mechanical properties of the tissue (cf. section 1.2.3.1).
All these tumor regions showed a distinct signature of a homogeneous region with less
deflection in the phase images (cf. figs. 4.25 and 4.26b). In the phase strain images (cf.
fig. 4.26¢) the meningiomas in general show smaller values than the healthy tissue. This
behavior can be explained by the stiffer tissue of these tumors relative to the healthy brain
tissue (cf. section 1.2.3.1), which was also confirmed by the neurosurgeons’ assessment of
the tumor consistency (cf. table 4.1).

Especially in the phase strain images, the borders of the meningiomas are well defined
and match their extent in the magnitude images. The patients B and C shows areas of
large values of |€g| in the healthy tissue next to the tumor region.

In an attempt to create a measure for the absolute phase strain that is comparable over
the measurements of the different meningioma patients, the absolute phase strain in the
meningioma region at the time of the first maximum of the deflection was normalized to
the mean value of the healthy region of the measured slice and compared to the apparent
stiffness based on the neurosurgeons’ assessment (cf. fig. 4.27). The result agrees with the
hypothesis that stiffer tissue experiences less strain. However, this result will not cover
the complete underlying mechanical properties of the tissue, since it will still depend
on on the overall geometry of the brain and the size of the tumor. Other studies on
meningioma patients also reported an increased stiffness in the tumor tissue [27, 69]. If
the spread of the values in the tumor regions is interpreted as heterogeneity, this estimate,
too, agrees with the corresponding assessment by the neurosurgeons.

The integrated absolute phase strain images of the patients A to C (cf. figs. 4.28a—
c) highlight the meningioma regions as areas with very low values and allow a clear
evaluation of the boundaries of the meningiomas. The heterogeneity of the meningioma
of patient C was depicted as well. A comparison of the meningioma stiffness based on
these images is not feasible, though, since, apart from the limitations discussed for the
individual phase strain images, the integrated value also depends on the length of the
measured timeline and possibly the sample spacing. The integrated absolute phase strain
of patient D is governed by what appears to be motion artifacts, that are enhanced by the
computation of this value.

The mechanical properties of the meningioma tissue should also manifest in the pro-
gression of the relative phase (cf. fig. 4.29), which is evident in the results of the patients
A and B. Here, the stiffer tissue shows a reduced oscillation amplitude as expected. For
the softer meningiomas of the patients C and D this reduced amplitude is observable
as well, however, the difference to a comparable volume element in the corresponding
healthy region is very small.
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5 Discussion and Conclusion

5.3.4 Conclusion

The results presented in this thesis confirm the hypothesized influence of the mechanical
properties of the tissue on the measured signals in MRR. Since the amount of measurements
is small, though, this can only serve as a first proof of concept.

The deflection in the phantoms showed a complex mode shape, that showed various re-
gions with low deflection that might limit the sensitivity of the method to local alterations
in these areas. However, the global deflection pattern in the in vivo measurements were
much simpler, so that various fluid filled sulci and all meningioma regions were visible
both in the phase and the phase strain images. This possibility of MRR to depict local
inhomogeneities in the mechanical properties was confirmed by Kofahl in measurements
of phantoms with various inclusion [98].

Not all in vivo measurements depicted small features like the sulci, although most did.
The reason for this sometimes lower spatial resolution is currently unknown, although
an effect of a different excitation seems likely. Additional research is needed to discover,
which excitation profiles lead to a desired contrast and to be able to reliably provide this
excitation.

Currently, the discovery of lesions based on the mechanical properties in MRR mea-
surements might be ambiguous, especially if the lesion is small, since at least some of
the presented images show a complex contrast. This might be overcome by further
measurements on healthy volunteers and a growing knowledge on the depiction of cer-
tain structures in MRR. The potential of MRR to depict small features may be used for
qualitative diagnosis of the boundaries and properties of different lesions of the brain.

A quantitative analysis of the mechanical properties of the tissue was not possible
during this thesis. In the future it might be desirable to infer mechanical parameters of
the tissue, though. This would help in comparing measurements on different patients
and would provide a way to detect and investigate diffuse neural diseases that alter
the mechanical properties of the a large portion or the whole volume of the brain at
once, as it was found for ageing [63], neurodegeneration [30, 122] and normal pressure
hydrocephalus [75, 76] (cf. section 1.2.3).

As it was shown by the results in this thesis, it is feasible to measure the complete
temporal evolution of the tissue deflection after the excitation, as well as the excitation
profile itself, in physical units. In principle, this data contains all information about the
mechanical properties of the system and can, therefore, be used to obtain quantitative
values of these properties by using models of viscoelasticity. Such an approach would
likely need three dimensional data encoding deflection in all three spatial dimensions,
which would provide the full deflection field.
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Summary

In this thesis the first application of Magnetic Resonance Rheology (MRR) to patients
with known brain lesions was presented.

MRR is a novel approach to image the mechanical properties of brain tissue in vivo. It
utilizes a short fall of the head of approximately 1 mm to create a global excitation of the
brain tissue. The resulting deformations of the tissue are measured by means of Magnetic
Resonance Imaging (MRI) and motion sensitive phase imaging techniques.

Numerical simulations were used to predict the signals MRR yields for volume elements
following specific trajectories during the experiment. A post-procession pipeline was
developed and implemented to analyze the measured phase data and to reconstruct the
induced falling motion based on the optically measured position of the lifting device.

The influence of mechanical properties of the investigated material (stiffness and
density) was presented on the basis of exemplary measurements on inhomogeneous
phantoms. These consisted of two layers of different agar hydrogel manufactured with
either different stiffness but similar density, or of similar stiffness but different density.
The application of the method in vivo was shown by means of exemplary measurements
on a healthy volunteer.

The measured data was analyzed by visual inspection of the resulting phase images
depicting deflection of the material and of computed phase strain images depicting the
principle strain in the direction of the falling motion. The dynamics of the material was
further investigated using the temporal evolution of the phase over the progression of
the falling motion.

The results confirmed a global oscillation of the material in response to the excitation.
Particularly useful for visual inspection proved the temporal integration of the phase
strain. Here, local differences in the mechanical properties of the phantom material
respectively the brain tissue were depicted best.

The presented methods have been used in a study on four patients diagnosed with
meningiomas, which are benign tumors originating from the meninges surrounding the
brain. Manual palpation by the neurosurgeons that resected the tumors after the MRR
measurements showed an increased stiffness of the tumor tissue compared to healthy
tissue. The tumor regions showed well defined signatures in the obtained images. Com-
paring the strain in the tumor regions with the one in healthy parts of the corresponding
brains showed a trend of lower strains with increased tumor stiffness.

These results can be considered a proof of concept of the feasibility of MRR to depict
local alterations of the mechanical properties of brain tissue in vivo.
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A Appendix

A.1 Phantom densities

In this section the measurement results of the densities of the phantom material is shown.
All collected samples had a size of about 1 X 1 X 1 cm?®. For every sample, the masses of the
empty pycnometer my, the pycnometer filled with distilled water m, the pycnometer with
the dissected sample m, and the pycnometer with sample filled up with distilled water ms
where measured. The density was calculated after equation (2.6). The measurement error
on the masses was assumed to be Am = 0.005 g, which should include inaccuracies due
to air bubbles or left over pollutions on the outside of the pycnometer. The masses my
and m; were averaged over all samples of one phantom before the calculation to provide
a better estimate.

A
R

Sample mo[g] mi[g] malg]l mslg]l p[g/em’] _.i
1 43.503 146.022 46.048 146.031 1.004(7) ! L
2 43.802 146.014 46.703 146.025 1.001(7) N
3 43.805 146.021 46.942 146.026 1.001(7)
4 43.783 146.013 46.685 146.032 1.003(7) P

(a) Measurement results (b) Location of the samples.

Table A.1: Density measurements of Phantom L
(a) shows the results of the pycnometer measurements of the individual samples. (b) shows the
location of the samples in the phantom oriented in the Dicom Patient Coordinate System (DPCS)
as it was in the scanner. The water used for the density measurements had a temperature of
Ti,0 = 19.0(2) °C and with that a density of pu,0 = 0.9984(1) g/cm?®.
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Sample mgo[g] my[g] molg] mslg]l plg/em®] R e

1 43500 145987 48.093 146.783 1.214(14)
2 43.660 145982 47.672 146.624 1.185(12)
3 43,611 145981 47.428 145975 0.996(6) L
4 43591 145978 47.134 145973  0.996(6)
5 43,601 145982 46.134 146.442 1.219(14) i
6 43587 145984 46.284 146.418 1.191(13) P
(a) Measurement results (b) Location of the samples.

Table A.2: Density measurements of Phantom IL
The results of the pycnometer measurements of the individual samples are shown in (a). The
location of the samples is shown in (b), that shows the phantom oriented in the DPCS as it was in
the scanner. The hydrogel on the patient’s left side (samples 1, 2, 5 and 6) was cooked with added
tungsten carbide to increase the density. The used water had a temperature of Tyy,0 = 20.0(5) °C
and with that a density of pu,0 = 0.9982(2) g/cm®.

A.2 Siemens CSA header fields

Quantity =~ Unit  Field in CSA header Description

Atgg [ms] sWiPMemBlock.adFree[9] Start of the first motion en-
coding gradient after the max-
imum of the 90° pulse

19 [ms] sWiPMemBlock.adFree[7] Length of the MEG
oA [ms]  sWiPMemBlock.adFree[8] Time between both MEG.
This value equals to A — §
G [mT/m] swWiPMemBlock.adFree[12] Maximum gradient strength
of the MEG
T [ms]  sWiPMemBlock.alFree[6] Post trigger fill time
At [ms]  sWiPMemBlock.alFree[20] PTFT Decrement
N; [] sWiPMemBlock.alFree[21] PTFT Averages

Table A.3: Quantities describing the form and position of the motion encoding gradients of the spin
echo (SE)-echo planar imaging (EPI) sequence “nin_ep2d_diff vb10r” and the respective fields in
the private CSA header of the DICOM files they are stored in.
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A.3 Additional experimental results

A.3 Additional experimental results

A.3.1 Representative phase images of the meningioma patients

80

(a) Magnitude (b)r =0ms (¢)t =12.0ms (d) r = 24.0ms

§ € ¢

()t =37.5ms (f) r = 48.0ms (g) T = 58.5ms (h) T = 69.0ms

Figure A.1: Representative phase images of Meningioma patient B:
(a) shows the high-resolution magnitude image. The meningioma is located at the right frontal
convexity. Figs. (c) to (h) show representative averaged phase images at different values of t. The
grayscale is identical in all those images. The phase images of this patient show a large amount of

o

phase unwrapping artifacts.

Pl
s ' '
N
l

(a) Magnitude (b)r =0ms (c) T = 28.0ms (d) T = 52.0ms
(e) T = 69.0ms (f) © = 105.0 ms (g) r = 130.0ms (h) r = 160.0 ms

Figure A.2: Representative phase images of Meningioma patient C:
(a) shows the high-resolution magnitude image. The meningioma is located left occipital. Figs. (c)

to (h) show representative averaged phase images at different values of t. The grayscale is identical

in all those images.
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. . .
-

(a) Magnitude (b) T =0ms (¢c)t =28.0ms (d) r =52.0ms

(e) T = 69.0ms (f) r = 105.0 ms (g) r = 130.0ms (h) r = 160.0 ms

Figure A.3: Representative phase images of Meningioma patient D:
(a) shows the high-resolution magnitude image. The meningioma is located at the right frontal falx.
Figs. (c) to (h) show representative averaged phase images at different values of r. The grayscale is
identical in all those images.

A.3.2 Orientation plots of the meningioma patients

—7=0ms
—— 7 =60ms

Figure A.4: Orientation of the movable shell
during the measurement of patient B.
Plotted is the progression of the normal vec-
tor n projected to the horizontal plane of the
DPCS over the time of the falling motion. The
radial axis depicts the inclination of the nor-
mal vector. The results varied for this mea-
surement, therefore the progression is shown
for two values of T outlining this variability.
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A.3 Additional experimental results

Figure A.5: Orientation of the movable shell
during the measurement of patient C.
Plotted is the progression of the normal vec-
tor n projected to the horizontal plane of the
DPCS over the time fo the falling motion at
one specific value of . The results for other
values of T were comparable. The radial axis
depicts the inclination of the normal vector.
This plot indicates a rotation of the shell along
the longitudinal axis towards the patient’s
right side.

Figure A.6: Orientation of the movable shell
during the measurement of patient D.
Plotted is the progression of the normal vec-
tor n projected to the horizontal plane of the
DPCS over the time fo the falling motion at
one specific value of t. The results for other
values of T were comparable. The radial axis
depicts the inclination of the normal vector.
This plot indicates a rotation of the shell along
the longitudinal axis towards the patient’s
right side.
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