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Abstract 

Paradigms based on event-related potentials (ERPs) are promising for detecting decep-

tion. However, less is known about moderators of the ERP patterns during deception 

tasks. To ensure that the investigated ERPs are markers for deception in multiple situa-

tions and for different individuals, their moderating variables need to be unraveled. Fur-

thermore, this allows to better understand the cognitive processes involved in deception 

tasks. Therefore, in three studies, determinants of P300s and medial frontal negativities 

(MFNs) in deception tasks were investigated. A special focus lied on variables related to 

morality. 

ERP-based deception studies typically apply the concealed information test (CIT): 

Participants conceal knowledge about probe items, which they have seen before, e.g., 

during a mock-crime, and honestly indicate for irrelevant items that they do not know 

them. In two of the thesis’ studies, the situations before the CIT, during which participants 

got to know the probe items, were manipulated. In one study, the moderating effect of 

moral involvement was analyzed: Some participants witnessed, and others demonstrated, 

a behavior causing a small social problem. Additionally, I investigated whether Machia-

vellianism moderates the patterns of P300 and MFN amplitudes. In another study, the 

moderating effect of moral valence was examined. Participants saw the probe items while 

performing a negative or positive behavior (committing mock-theft vs. giving a present). 

In a third study, participants lied about their attitudes. The moderating effect of Machia-

vellianism on P300 and MFN amplitudes was also investigated for this deception para-

digm.  

Overall, MFN amplitudes were enlarged for deceptive compared to honest re-

sponses, indicating stronger response conflicts for deception. As expected, the P300 dis-

played a dual-nature in the two deception paradigms. For CITs, P300s were enlarged for 

probe items requiring a deceptive response, compared to irrelevant items requiring an 

honest response, revealing a greater salience of probe items. In the paradigm that did not 

involve the concealment of knowledge but deception about attitudes, P300 amplitudes 

were suppressed for deceptive compared to honest responses, revealing a greater mental 

workload for deception. Whereas moral valence did not moderate patterns of MFN am-

plitudes, a moderation effect occurred for moral involvement. The difference of MFNs 

between probe and irrelevant items was reduced for participants witnessing a behavior 
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causing a problem than for participants demonstrating this behavior. Accordingly, con-

flicts during deception were attenuated for witnesses. In general, Machiavellianism did 

not moderate the conflicts during deception, as indicated by MFN amplitudes, but did so 

in one condition in which the benefits of deception could be perceived as high. Patterns 

of P300 amplitudes proved to be stable for differences in the variables related to morality. 

P300 amplitudes seem to be promising markers of deception, even in social, non-forensic 

situations. They were unaffected by Machiavellianism, situations with a positive and neg-

ative moral valence, witnesses as well as people performing a behavior causing a small 

social problem. 

 

Keywords: deception; CIT; MFN; P300; Machiavellianism; morality 
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Zusammenfassung 

Ereigniskorrelierte Potenziale (EKPs) gelten als erfolgversprechend für die Aufdeckung 

von Täuschung. Es ist aber noch wenig darüber bekannt, von welchen Variablen die EKPs 

während Täuschungsaufgaben beeinflusst werden. Um sicherzustellen, dass mittels EKPs 

Täuschung in unterschiedlichen Situationen und für verschiedene Personen erkennbar ist, 

müssen deren Einflussgrößen aufgedeckt werden. Dies bietet gleichzeitig die Möglich-

keit, ein besseres Verständnis von den während Täuschung ablaufenden kognitiven Pro-

zessen zu erlangen. In drei Studien wurden die Muster der P300 und medialen frontalen 

Negativität (MFN) sowie deren Moderatorvariablen in Täuschungsparadigmen unter-

sucht. Ein besonderer Fokus lag auf dem moralischen Kontext der Täuschungsaufgabe. 

In EKP-basierten Täuschungsstudien wird meist der Tatwissenstest eingesetzt. 

Die Probanden verheimlichen, dass sie bestimmte Items kennen (sogenannte Probe-

Items), welche sie zuvor gesehen haben, beispielsweise während eines gestellten Verbre-

chens. Bei anderen, irrelevanten Items geben sie dagegen ehrlich an, dass ihnen ebendiese 

unbekannt sind. In zwei Studien der Dissertation wurde die Situation vor dem Tatwis-

senstest verändert, während der die Probanden den Probe-Stimulus kennenlernen. In einer 

Studie wurde die moralische Involviertheit der Probanden manipuliert: Einige Probanden 

übten ein Verhalten aus, das zu einem kleinen sozialen Konflikt führte. Dagegen beo-

bachteten andere Probanden eine Person, welche dasselbe Verhalten zeigte. Zusätzlich 

wurde analysiert, ob Machiavellismus die Muster der P300- und MFN-Amplituden be-

einflusst. Innerhalb einer weiteren Studie wurde der Effekt von moralischer Valenz auf 

die beiden EKPs untersucht. Die Probanden sahen den Probe-Stimulus entweder während 

sie ein negativ oder positiv konnotiertes Verhalten ausübten (einen Diebstahl verüben vs. 

einer anderen Person ein Geschenk geben). In einer dritten Studie logen die Probanden 

über ihre eigenen Einstellungen. Auch für dieses Täuschungsparadigma wurde analysiert, 

ob Machiavellismus die P300- und MFN-Amplituden beeinflusst. 

In allen drei Studien ging Lügen mit negativeren MFN-Amplituden einher als ehr-

lich zu antworten, was darauf hinweist, dass Täuschung mit stärkeren Antwortkonflikten 

verbunden war. Wie erwartet zeigten sich unterschiedliche Muster der P300-Amplituden 

in den beiden Täuschungsparadigmen. Beim Tatwissenstest fanden sich positivere P300-

Amplituden für Probe-Items im Vergleich zu irrelevanten Items. Probe-Items waren dem-

zufolge salienter. Wenn es dagegen nicht um die Bekanntheit von Stimuli ging, sondern 
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die Probanden über ihre eigenen Einstellungen logen, zeigten sich verminderte P300-

Amplituden für Lügen im Vergleich zu ehrlichen Antworten. Dies weist darauf hin, dass 

Lügen mit einer erhöhten kognitiven Anstrengung verbunden war. Für Zeugen eines Ver-

haltens, das zu einem kleinen sozialen Konflikt führte, zeigte sich ein geringerer Unter-

schied der MFN-Amplituden zwischen irrelevanten und Probe-Stimuli als für Probanden, 

die das Verhalten selber ausübten. Für Zeugen war Lügen dementsprechend mit geringe-

ren Antwortkonflikten verbunden. Es fand sich kein allgemeiner Einfluss von Machia-

vellismus auf die MFN-Amplituden, sondern nur in einer Bedingung, in der die Vorteile 

der Täuschung als hoch eingeschätzt werden konnten. P300-Amplituden wurden nicht 

von den untersuchten moralischen Variablen beeinflusst. Daher scheinen P300-Amplitu-

den auch in nicht-forensischen, sozialen Situationen erfolgversprechend für die Aufde-

ckung von Täuschung zu sein. Sie wurden nicht von der Machiavellismusausprägung der 

Probanden beeinflusst, ebenso nicht von der moralischen Valenz der Situation sowie der 

Involviertheit der Probanden bei einem Verhalten, das einen kleinen sozialen Konflikt 

verursachte. 

 

Schlagwörter: Täuschung; Tatwissenstest; MFN; P300; Machiavellismus; Moral 
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1 Introduction 

“Lies, my dear boy, can easily be recognized. There are two kind of them: those with 

short legs, and those with long noses. Your kind have long noses.” 

—Carlo Collodi, Pinocchio 

 

“Rather than love, than money, than fame, give me truth.” 

—Thoreau, Walden, 1854 

 

Deception is common in everyday life (Vrij, 2008). On average, people tell 1-2 lies1 per 

day and lie in every fourth social interaction (Hancock et al., 2004; Kashy & DePaulo, 

1996; Serota et al., 2010). As frequent as lies are, as various are also the situations in 

which people lie. Pretending to like a distasteful homemade meal, acting delighted when 

faced with an unpleasant present, or covering up a surprise for a friend are just some 

examples in which lies could be considered as harmless or even be told with the intent to 

prevent harm from others. But there are also lies that are mainly told for egoistic reasons. 

For instance, to cover up one’s own misbehavior. This seems especially apparent in the 

forensic context when people try to cover up a theft or a violent crime. Yet, even in the 

forensic context, situations in which people lie are manifold, and some lies are also told 

to benefit others. This can be the case for sham marriages (D’Aoust, 2013), animal right 

extremists freeing animals (J. V. Carson et al., 2012), or physicians knowingly filling out 

their patients’ clinical reports incorrectly to provide them with the care they consider nec-

essary (Wynia et al., 2000).  

The fact that people can lie in every social interaction makes them more complex 

for both the liar and the recipient of the lie. When deciding to speak the truth, a person 

can respond to an answer with the words coming directly into mind. When deciding to 

lie, the truth has to be inhibited and a different response has to be given, which is therefore 

cognitively more challenging (Walczyk et al., 2003). Lies are usually seen as morally 

reprehensible, especially when they are told for selfish reasons (Backbier et al., 1997; 

Lavoie et al., 2016; Robinson, 1994). Accordingly, liars possibly have to cope with feel-

ings of remorse and moral conflicts. The fact that people lie frequently also means that 

                                                 
1 In line with the wording in previous deception literature (DePaulo et al., 2003; Ekman; 2001; Johnson et 

al., 2008; Rosenfeld, 2020; Rosenfeld et al., 2012; Suchotzki et al., 2015; Vrij, 2008), I use the terms ly-

ing and deception interchangeably in the thesis.  
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we cannot trust in every word another person says. There is always the possibility that a 

lie was told. Especially when personal involvement in the situation is high, a careful check 

whether the other person is saying the truth and the told story is plausible seems to be 

needed. How much easier life could be in such situations if one could detect a lie as in 

the tale of Pinocchio by the other person’s tip of the nose or as in the wizarding world of 

Harry Potter where some drops of a truth serum could ensure that the truth is being told.  

1.1 Deception detection methods: a brief overview 

Throughout history people have been fascinated by deception and its possible detection 

(Ford, 2006; Trovillo, 1939). Investigating cognitive, physiological and emotional pro-

cesses during deception went hand in hand with finding ways to detect deception. Already 

deception detection methods dated back as early as about 1000 B.C. relied on the assump-

tion that deception reflects itself in the bodily activity: In China people suspected to be 

lying had to chew rice powder and subsequently spit it out (Kleinmuntz & Szucko, 1984; 

Trovillo, 1939; Vrij, 2008). It was assumed that fear is accompanied by a dry mouth 

(Ford, 2006). Accordingly, if the rice powder remained dry, this was seen as a sign that 

the person was lying (Ford, 2006). Since then, deception has been further investigated 

and various methods for deception detection have been proposed. They can be broadly 

categorized into deception detection based on non-verbal, verbal, physiological and neu-

ral measures (Granhag et al., 2015; Granhag & Strömwall, 2004).  

When people have to judge whether others are lying, they are only slightly better 

than chance in detecting deception (Bond & DePaulo, 2006; Vrij, 2008). Also, experts in 

deception (i.e., people who have to deal with deception regularly at work, like police 

officers or judges) do not significantly outperform laypeople (Bond & DePaulo, 2006). 

To improve deception detection based on non-verbal behavior, Ekman and colleagues 

proposed to analyze facial expressions of emotions in detail. More precisely, one should 

pay attention to facial expressions with a very short duration, so called microexpressions 

(Ekman, 2003; Ekman & Friesen, 1969). According to Ekman, emotions are accompanied 

by specific facial muscle activities (Ekman, 2003; Ekman & Friesen, 1969). When people 

try to cover up their real emotions, it is possible that they involuntarily leak their real 

emotions via their facial expression for a very short time before they manage to mask 

them (Ekman, 2003; Ekman & Friesen, 1969). Yet, not all people display 
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microexpressions and even though microexpression can possibly give hints for the real 

emotion of a person, they still do not reveal why a person feels this emotion, which needs 

to be unraveled to know the exact content of the lie (Ekman, 2009).  

A prominent method to assess the veracity of a statement by its verbal content is 

statement validity assessment (SVA). SVA was originally applied for testimonies of chil-

dren about sexual abuse (Köhnken, 2004; Vrij, 2008). It consists of several steps: Based 

on a case-file analysis a semi-structured interview is conducted (Köhnken, 2004; Vrij, 

2008). The core component of SVA is the criteria-based content analysis: The credibility 

of the transcribed statements of the interview is assessed by 19 criteria. They involve, for 

instance, whether the said was logically consistent and included many details (Granhag 

& Vrij, 2005; Köhnken, 2004; Vrij, 2008). Finally, alternative explanations for the ful-

fillment or absence of the criteria in the statements are checked, e.g., influence of other 

persons and preparation for the interview (Vrij, 2008). It has to be noted that the outcome 

of an SVA also relies on the expertise of the interviewer and the evaluator of the tran-

scribed interview (Brigham, 1999; Lamb et al., 2008).  

Physiological and neural measures come with the promise to provide a more ob-

jective method to detect deception, especially since they are often combined with a com-

puterized questioning of examinees. A well-known physiological method is the poly-

graph. It is also known as “lie detector”. However, a word of caution is needed for this 

naming: The polygraph does not directly detect lies per se. Like all outlined methods 

intended to detect deception, it indicates processes accompanied by deception (Vrij, 

2008). The polygraph measures bodily activity, like changes in blood pressure, respira-

tion, and electrodermal activity (Ben-Shakhar & Elaad, 2003; Granhag & Vrij, 2005). A 

relatively well-researched and recommended test to be applied with the polygraph is the 

concealed information test (CIT; Ben-Shakhar & Elaad, 2003; Iacono, 2014; Meijer & 

Verschuere, 2015). As its name suggests, the CIT serves to reveal concealed knowledge. 

In the CIT, irrelevant unknown items are shown together with a probe item that is mean-

ingful and known only to certain people. For people who recognize the probe item and 

have to conceal their knowledge about it during the CIT, the probe stands out from the 

other irrelevant items. This goes along with different physiological responses for probe 

and irrelevant items (Ben-Shakhar, 2012; Meijer et al., 2007; Rosenfeld et al., 1991). For 
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instance, thieves could therefore be uncovered by their recognition of objects from the 

crime place.  

1.2 The focus of the present thesis 

Recently, the relevance and potential of neural measures to detect deception has been 

highlighted (Ford, 2006; Ganis & Keenan, 2009). In the last decades, an increasing num-

ber of ERP and functional magnetic resonance imaging (fMRI) studies emerged, investi-

gating cognitive processes involved in deception and ways to detect deception. Meijer et 

al. (2014) found in their meta-analysis that an ERP that is regularly analyzed in deception 

studies, the P300 amplitude, is as good as polygraphs in revealing concealed knowledge 

and even outperforms them for some item types. As a result, some researchers suggest 

that, in the future, ERP amplitudes should be used for detecting deception in practice 

(Farwell et al., 2013; Johnson, 2014; Meixner, 2018). However, for their application, it 

seems crucial to know which variables affect ERP amplitudes in deception tasks. Possible 

confounding variables have to be unraveled in order to minimize the risk of errors. This 

line of research also offers the possibility to gain a better understanding of the cognitive 

processes involved in deception.  

The focus of the thesis’ studies lies therefore on ERP patterns accompanied by 

deception and their determinants. As in the quote from Pinocchio, we investigate two 

possible markers of deception: the P300 amplitude and medial frontal negativity (MFN). 

It should be noted that ERPs are not direct indicators of deception, like the long noses and 

short legs in Pinocchio. They reflect cognitive processes that accompany deception. The 

P300 amplitude indicates, depending on the deception paradigm, an increased salience of 

concealed knowledge about an item or a greater mental workload for deceptive compared 

to honest responses (Johnson et al., 2008; Leue et al., 2012; Vendemia & Buzan, 2005). 

The MFN indicates conflicts, which are typically increased during deceptive compared 

to honest responses (Johnson et al., 2008; Leue et al., 2012). As the P300 amplitude and 

the MFN are both related to deceptive responses in the CIT, it should be investigated 

whether these ERPs are similar in different CIT contexts or whether they vary for differ-

ent individuals and situations. As outlined in the beginning of the introduction, situations 

in which people lie are manifold and, in some instances, lies can be perceived as more or 

less acceptable. In other words, situations in which people lie vary in their moral 
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reprehensibility. Hence, a central aim of the thesis was to elucidate whether MFN and 

P300 patterns differ depending on the moral context of the deception task. 

But not only situations in which people lie vary. People also differ in their percep-

tion of lies. Some people have less scruple to lie than others. Machiavellianism is a trait 

that is closely associated with both a tendency to be deceptive and a disregard of conven-

tional morality (Christie & Geis, 1970; Jones & Paulhus, 2009). It might therefore be 

expected that individuals differing in Machiavellianism also differ in the cognitive pro-

cesses accompanied by deception. If an item that has to be concealed is less salient or 

deception is accompanied by fewer conflicts for individuals higher in Machiavellianism, 

this could result in attenuated P300 and MFN amplitudes, respectively. In this case, it 

would be more difficult to differentiate between deceptive and honest responses based on 

P300 and MFN amplitudes for individuals higher in Machiavellianism. This seems highly 

relevant for the application of ERPs in deception detection. Hence, a further aim of the 

thesis was to investigate whether Machiavellianism moderates P300 and MFN amplitudes 

during deception tasks.  

1.3 Structure of the thesis 

When investigating ERP patterns during deception, it first seems essential to know which 

behaviors fall under the term deception. Accordingly, the theory section starts with an 

outlining of defining characteristics of deception (Chapter 2.1). Since ERPs elucidate 

cognitive processes and the present thesis focuses on cognitive processes during decep-

tion tasks, the following chapter deals with research findings and theories of cognitive 

processes involved in deception (Chapter 2.2). Subsequently, Chapter 2.3 provides an 

overview of the EEG, ERPs in general, and the ERPs investigated in the thesis, i.e., the 

P300 and MFN, and their role in deception paradigms. The most prominent and probably 

also a promising paradigm for the detection of deception based on ERPs is the CIT (Iac-

ono, 2014; Rosenfeld et al., 2013). Therefore, Chapter 2.4 deals with the CIT and its 

guiding principles. In all studies of the thesis, moderating effects of variables related to 

the moral context of the deception paradigm are investigated. Hence, Chapter 2.5 gives a 

brief overview of moral theories, morality in the context of deception and the personality 

trait in the focus of the thesis, Machiavellianism. This leads to the outlining of the 
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overarching goals and research questions of the studies and a description of methods cen-

tral to all studies of the thesis (Chapter 2.6 and 3).  

The studies of the thesis are presented in Chapter 4. In all studies, P300 and MFN 

amplitudes are investigated during deception paradigms. Study I focuses on individual 

differences in patterns of P300 and MFN amplitudes during a CIT by analyzing the mod-

erating effect of moral involvement (witnessing vs. demonstrating a behavior leading to 

a social conflict) and Machiavellianism. In study II, P300 and MFN amplitudes and mod-

erating effects of Machiavellianism are investigated for a deception paradigm that does 

not involve the recognition of items but deception about attitudes. Finally, study III fo-

cuses on the moderating effect of moral valence on P300 and MFN amplitudes during a 

CIT (giving a present vs. stealing an object and concealing knowledge about it). In the 

last chapter of the thesis, the results of the studies are interpreted as a whole and integrated 

into the existing literature. Their limitations are outlined and outlooks for future studies 

are derived. 
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2 Theoretical background 

2.1 Defining deception 

At first thought, the idea may arise that deception means saying something that is untrue. 

Yet, when defining deception by the actual falsehood of a statement, mistakenly saying 

something wrong as well as irony would be classified as deception. Accordingly, this 

definition does not seem to catch the gist of deception. Indeed, many definitions in the 

literature highlight that deception is an intentional act to mislead others (DePaulo et al., 

2003; Ekman, 2001; St Augustine, 395/1995). Already in early discourses about decep-

tion, the perspective of the deceiver was considered: For instance, St Augustine 

(395/1995) described that deceivers have something in their mind they believe to be true, 

yet they express–either verbally or non-verbally–something else. Vrij (2008) proposed a 

definition of deception, which incorporates this concept and specifies important addi-

tional aspects of deception. Vrij (2008, p. 15) defines deception as “a successful or un-

successful deliberate attempt, without forewarning, to create in another, a belief which 

the communicator considers to be untrue.” This definition does not exclude non-verbal 

behavior. A deceptive response does not have to be stated. Both verbal and non-verbal 

behavior can be deceptive. Likewise, intentionally hiding information counts as deception 

(Vrij, 2008). Furthermore, it is not decisive whether the communicator is successful. Even 

the attempt to mislead others is considered deceptive (Vrij, 2008). Ekman (2001) high-

lighted that it is important that the behavior of actors and magicians is not subsumed under 

deceptive behavior. This aspect is also included in the outlined definition by specifying 

that the attempt to mislead another is given without forewarning. Vrij (2008) deliberately 

did not state that deception harms the receiver, since some lies can be told with the intent 

to benefit others. Deception is also not restricted to deceptive behavior of humans (Vrij, 

2008). There are some examples in which behavior of animals or even plants can be cat-

egorized as deceptive. For instance, when observing chimpanzees during feedings, it has 

been found that a female chimpanzee demonstrated deceptive behavior to hide some left-

over food from the other chimpanzees, which they had missed (DeWaal, 1986). Yet, the 

present thesis focuses only on deceptive behavior of humans. Some researchers, for ex-

ample Bok (1978, p. 13), define lying as a subcategory of deception, by outlining that 
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lying is “any intentionally deceptive message which is stated.” However, in the deception 

literature on which the present thesis is based upon, the terms deception and lie are mainly 

used interchangeably (DePaulo et al., 2003; Rosenfeld, 2020; Rosenfeld et al., 2012; Su-

chotzki et al., 2015; Vrij, 2008). Therefore, I also follow this approach. 

2.2 Deception from a cognitive perspective 

The notion of St Augustine (395/1995) that deception requires keeping in mind two views 

already points out that deception is cognitively demanding. When a question is asked, the 

truth comes into mind (Vrij, 2008). For lying, the prepotent honest response has to be 

inhibited (Sip et al., 2008; Walczyk et al., 2003). A liar has to come up with a new, con-

sistent answer and remember this answer (Sip et al., 2008; Walczyk et al., 2003). During 

these steps, conflicts between the truth and lie have to be managed (Vrij, 2008; Johnson, 

2014). Furthermore, lying sometimes requires adapting emotional expressions and han-

dling feelings of guilt (Ekman, 2001). Verbal and non-verbal behavior contradictory to 

the lie has to be avoided (Suchotzki et al., 2017). In this line, working memory and espe-

cially executive processes have been associated with deception (Christ et al., 2009; Gom-

bos, 2006; Johnson, 2014; Sip et al., 2008).  

Baddeley (1992, 2010) introduced working memory as a brain system required 

during complex cognitive tasks to transitory store and manipulate information. Working 

memory consists of different components: The phonological loop and the visuospatial 

sketch pad store temporary memories (Baddeley, 1992). The phonological loop captures 

verbal information, whereas the visuospatial sketch pad captures visual images. Later, 

Baddeley added another memory system, the episodic buffer (Baddeley, 2010). The epi-

sodic buffer stores multidimensional episodes and can combine visual and auditory infor-

mation as well as information about smells and taste (Baddeley, 2010). Furthermore, Bad-

deley introduced a controlling instance, the central executive (Baddeley, 1992, 2010). The 

central executive coordinates information of the memory systems (Baddeley, 1992, 

2010). Likewise, it regulates the focus of attention and can activate information of long-

term memory (Baddeley & Logie, 2016). In sum, it controls and regulates cognitive pro-

cesses and is therefore in charge of executive functions (Baddeley, 1992; Miyake et al., 

2000).  

Miyake et al. (2000) described monitoring and updating of working memory 
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representations, inhibition of prepotent responses, and mental set shifting to be central 

executive functions. All of these processes are probably needed for deception (Christ et 

al., 2009): When the truth is kept in mind and a deceptive response is conceived, working 

memory representations have to be monitored and updated (Christ et al., 2009). The pre-

potent truthful answer has to be inhibited when responding deceptively (Christ et al., 

2009; Johnson et al., 2008). Furthermore, mental set shifting is required when switching 

between deceptive and truthful responses during an interaction (Christ et al., 2009).  

In a nutshell, deception is cognitively more challenging than speaking the truth. It 

relies on additional cognitive processes, some of which are needed to monitor and handle 

the additional conflicts that are prepotent when responding deceptively.  

2.3 The EEG and ERPs 

Cognitive processes that are prepotent during the completion of deception tasks can be 

indicated by ERPs. Moreover, the different cognitive processes during deceptive and hon-

est responses can help to reveal deception through their accompanied ERP patterns. 

Therefore, the following chapter introduces the EEG and in a second step the ERP tech-

nique. Furthermore, two prominent ERPs in the context of deception, the MFN and P300, 

will be described. 

2.3.1 The neural basis of EEG  

The electroencephalogram (EEG) records electrical activity of the human brain (Luck, 

2014; Speckmann et al., 2012). More precisely, electrodes placed on the scalp measure 

changes of voltage (i.e., electrical potential differences) over time (Luck, 2014). Apart 

from a few exceptions, the EEG reflects potential differences generated by postsynaptic 

potentials (see Luck, 2014; Yamada & Meng, 2018; or Zschocke, 2002, for a thorough 

description). The human brain consists of neurons, connected by synapses. The transmis-

sion of electrical signals between two cells takes place at the synapse (Yamada & Meng, 

2018). When a neurotransmitter binds to a receptor of the membrane of a postsynapse, 

ion channels open or close, causing a change of the number of positively and negatively 

charged ions inside and outside the synapse (Luck, 2014). The electrical charges around 

and in the postsynapse form a dipole, that is, a separated positive and negative charge 
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(Luck, 2014). The potential difference between the subsynaptic and postsynaptic mem-

brane is the postsynaptic potential (Zschocke, 2002). The voltage of a single postsynaptic 

potential is too small to be measurable at the scalp (Luck, 2014). Yet, the postsynaptic 

potentials of neurons can summate when they are active at the same time (Luck, 2014). 

The vector sum of the postsynaptic potential can be viewed as a single equivalent current 

dipole (Luck, 2014). For a measurable EEG signal, many postsynaptic potentials have to 

arise simultaneously at similarly oriented neurons (Luck, 2014). Due to the similar orien-

tation of the dipoles at pyramidal cells and since their synapses often fire at the same time, 

their dipoles summate and their signal travels to the scalp nearly at the speed of light 

(Foldvary-Schaefer & Grigg-Damberger, 2012; Luck, 2014). Herein, an important feature 

of the EEG is already named: its high temporal resolution. The EEG records electrical 

activity of the scalp in the range of milliseconds (Seifert, 2005). As a reference point, the 

temporal resolution of imaging techniques, like fMRI and positron emission tomography 

(PET), is in the range of seconds (Seifert, 2005). Therefore, the EEG is also able to record 

very short-lasting cognitive processes of the brain (Birbaumer & Schmidt, 2010). How-

ever, the EEG is restricted to a low spatial resolution due to the fact that only the aggre-

gated signal of many neurons is detectable at the scalp (Pape, 2009).  

2.3.2 Event-related potential components 

ERPs are changes of voltage recorded at the scalp related to a specific event (Luck, 2014). 

Moreover, ERP components are changes of voltage related to a specific event that indicate 

a certain neural or psychological process (Kappenman & Luck, 2010). They are system-

atic and reliable voltage changes originating from a single neuronal generator (Luck, 

2014). This means that as long as the same neural or psychological processes occur under 

similar conditions, a similar change of voltage should be observed at the scalp. When 

conditions are altered affecting the neural or psychological process in focus, this should 

lead to a variation in the change of voltage. By specifying that these voltage changes stem 

from a single neuronal generator, it is meant that they are represented by a single dipole 

(Luck, 2014). This does not imply that the exact part of the brain, from which the ERP 

components originate, has to be known (cf. Luck, 2014). In comparison to voltage 

changes in the raw EEG signal, ERP components are rather small, varying around 1-30 

µV (Sanei & Chambers, 2007). When collecting many epochs, meaning segments of the 
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continuous EEG time-locked to the onset of the event of interest, and averaging them, the 

unsystematically potential differences that are not related to the processing of the stimulus 

can be averaged out (Luck, 2014; Peng, 2019). Conversely, brain activity that is consist-

ently related to the processing of the event remains preserved (Luck, 2014; Sanei & 

Chambers, 2007). Therefore, this procedure allows uncovering even small ERP compo-

nents (Luck, 2014; Sanei & Chambers, 2007).  

ERP components are usually characterized by their amplitude (magnitude of the 

neural activity), latency (timing of the amplitude/neural activation), and scalp distribution 

(Luck, 2005; Sanei & Chambers, 2007). ERP components that occur very shortly after 

the presentation of a stimulus are often exogenous components, meaning that they are 

primarily determined by the physical properties of their eliciting external stimulus (Fabi-

ani et al., 2017; Birbaumer & Schmidt, 2010). Endogenous components tend to occur 

later and are dependent on psychological processes. They are related to processes inside 

the person and the interaction of the person with an event (Birbaumer & Schmidt, 2010; 

Donchin, 1978; Fabiani et al., 2017). Furthermore, there are also ERP components asso-

ciated with the execution or preparation of a motor response (Luck, 2014). The distinction 

between these categories of ERP components is not always clear-cut (Luck, 2014). Some 

ERP components share features of more than one of these categories (Luck, 2014). For 

instance, the N100 is dependent on both physical properties of the stimulus and cognitive 

processes (Fabiani et al., 2017). 

2.3.3 Why are ERP components suited to study deception? 

There are several features of ERPs that are beneficial for studying deception but also 

some limiting factors. In the following, an overview of them will be given. Due to its high 

temporal resolution, the EEG enables a continuous measure of cognitive processes 

occurring after stimuli and responses (Johnson, 2014; Luck, 2014). Accordingly, ERPs 

can provide a direct measure of the neural activity between a stimulus and a deceptive 

response (Johnson, 2014). Even rapid sequences of cognitive processes during deception 

can be revealed (Luck, 2014). ERPs represent a covert measurement of processing (Luck, 

2014), i.e., they do not rely on the ability of people to memorize and articulate their 

cognitive processes (Luck, 2014). This feature is decisive when thinking about the 

possibility to detect deception based on ERP components. Furthermore, EEG measures 
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are non-invasive and relatively inexpensive. It is therefore possible to take EEGs of many 

people. There are also some shortcomings, which should be considered when analyzing 

deception based on ERP components: ERP components rely on the averaging of many 

trials of the event of interest, meaning that examinees have to respond deceptively many 

times, which can possibly lead to an artificial situation (Luck, 2014). Furthermore, muscle 

movements can cause artifacts in the EEG and examinees need to be able to stand still for 

the time of interest (Luck, 2014).  

Nevertheless, ERP studies can lead to valuable insights to the cognitive processes 

involved in deception. They provide complementary information to deception studies 

based on other measures, like response times and fMRI studies. Based on response times, 

inferences can be drawn about the needed time for responding deceptively, in comparison 

to responding honestly, and whether deception is overall cognitively more challenging 

than being honest (Suchotzki et al., 2017). fMRI studies are preferred when studying 

which brain areas are active during deception (Luck, 2005). Conversely, ERP studies are 

especially suited to study multiple cognitive processes involved in deception and their 

timing. Based on the different cognitive processes of deceptive vs. honest responses, 

deception can possibly be revealed. The P300 and MFN are two ERP components that 

have been associated with cognitive processes involved in deception tasks and will 

therefore be introduced in the following (Johnson, 2014; Leue & Beauducel, 2019; 

Rosenfeld et al., 2013).  

2.3.4 MFN components 

MFNs are negative deflections of the ERP occurring at fronto-central electrodes (see Fig-

ure 1). They have been originally found for erroneous responses and were accordingly 

named error-related negativity or error negativity (ERN-Ne; Falkenstein et al., 1991; 

Gehring et al., 1993; Johnson et al., 2004). Yet, following studies discovered a negative 

deflection equivalent to the ERN-Ne for correct responses (Bartholow et al., 2005; 

Gehring & Knight, 2000; Vidal et al., 2000). This negative deflection, which is typically 

smaller than the ERN-Ne, occurred especially for trials implying a coactivation of differ-

ent responses and response conflicts (Bartholow et al., 2005; Coles et al., 2001; Vidal et 

al., 2000). Gehring and Willoughby (2004) applied the general term medial frontal neg-

ativities (MFNs) for ERN and ERN-like negativities with a medial frontal scalp 
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distribution. Deception researchers, like Johnson and colleagues, adopted the term MFN 

to refer to a negative deflection at fronto-central electrodes elicited around 0-100 ms fol-

lowing correct responses in deception paradigms2 (Dong et al., 2010; Johnson et al., 2004, 

2005, 2008; Leue et al., 2012). It should be emphasized that in this context responding 

correctly is meant as responding as intended, deceptively or truthful depending on the 

stimulus or task block.  

 

Figure 1 

Response-locked grand averages depicting the MFN in a deception task 

 

Note. Grand averages are based on the study by Scheuble and Beauducel (2020b), which 

involved a CIT. 

 

It is suspected that the MFN is generated in the anterior cingulate cortex (ACC) 

itself or areas nearby (Gehring & Willoughby, 2004; Johnson et al., 2008; Nieuwenhuis 

et al., 2004). The MFN as well as activity of the ACC have been associated with conflict-

ing response tendencies and response monitoring (Aron et al., 2004; Botvinick et al., 

2001; Carter et al., 1998; Johnson, 2014). More generally, the ACC seems to be central 

for the executive control of cognition (Carter et al., 1998; Posner & Deheane, 1994; Shen-

hav et al., 2016). Neuroimaging studies repeatedly found an increased activation of the 

ACC during deceptive responses (Langleben et al., 2002, 2005; Sip et al., 2008). Like-

wise, ERP studies found larger (more negative) MFN amplitudes for deceptive compared 

                                                 
2 Some deception researchers use the term correct response negativity referring to the same ERP (e.g., 

Suchotzki et al., 2015). 
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to truthful answers, revealing a greater response conflict for deception (Gibbons et al., 

2018; Johnson et al., 2005, 2008; Leue et al., 2012). This is in line with the notion that 

when responding deceptively, conflicts are prevalent and an inhibition of the truthful re-

sponse is needed (see Chapter 2.2.). 

2.3.5 P300 component 

The P300 component is a positive deflection usually occurring around 300-600 ms after 

the stimulus at parietal-central electrodes (Polich & Kok, 1995). A depiction of the P300 

in a deception paradigm is given in Figure 2. P300 components are prototypically ana-

lyzed in oddball paradigms (Hruby & Marsalek, 2003). During a classic oddball task, an 

infrequent stimulus is presented together with other frequent stimuli (Fabiani et al., 1986; 

Hruby & Marsalek, 2003). The participants react–either physically or mentally–to the 

infrequent stimuli (Polich & Criado, 2006). The oddball (i.e., the infrequent stimuli) elic-

its a P300 (Hruby & Marsalek, 2003; Polich & Criado, 2006). The P300 component has 

therefore been associated with attentional allocation (Polich & Kok, 1995; Pritchard, 

1981). Enlarged P300 amplitudes occur for salient or meaningful stimuli (Johnson, 1986). 

Moreover, the P300 component is sensitive to mental workload: Decreased P300 ampli-

tudes can be found when tasks become increasingly difficult, such as in dual-tasks 

(Beauducel et al., 2006; M. W. Miller et al., 2011; Palmer et al., 1994).  

In Johnson’s triarchic model (1986, 1988), different variables influencing P300 

amplitudes have been grouped into three categories: subjective probability, stimulus 

meaning, and information transmission. Subjective probability denotes the feature that 

unexpected stimuli, like stimuli perceived as infrequent, are accompanied by enlarged 

P300 amplitudes (Johnson, 1986, 1988). For multiple stimuli forming different 

categories, the frequency of each stimulus category rather than the frequency of each 

individual stimulus is decisive for the pattern of P300 amplitudes (Johnson, 1986). 

Accordingly, subjective probability refers to the perceived probabilities of stimuli (John-

son, 1986). The second category, stimulus meaning, subsumes variables influencing the 

extent to which a stimulus is processed (Johnson, 1986, 1988). For instance, stimuli with 

higher personal value, such as stimuli with a higher monetary payoff, are accompanied 

by enlarged P300 amplitudes (Johnson, 1986). The impact of subjective probability and 

stimulus meaning on the P300 amplitudes is dependent on how much of the transmitted 
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information of a stimulus is received by a person (Johnson, 1986, 1988). When a person 

is distracted by an additional task and therefore does not attend to the stimulus in focus, 

P300 amplitudes are typically decreased (Johnson, 1986, 1988). 

Most deception studies rely on the feature of the P300 to be sensitive to infrequent 

and meaningful stimuli (Leue & Beauducel, 2019; Rosenfeld et al., 2013). When a person 

recognizes a meaningful stimulus presented in a series of multiple, unknown stimuli, the 

known stimulus appears more infrequent and salient than the unknown stimuli (klein Selle 

et al., 2021; Leue & Beauducel, 2019; Meijer et al., 2007; Rosenfeld, 2011). As a result, 

enlarged P300 amplitudes occur for the known compared to the unknown stimuli (Leue 

& Beauducel, 2019; Rosenfeld et al., 2013). This pattern of P300 amplitudes also appears 

when the recognition of the stimulus is denied, opening the possibility to detect concealed 

knowledge, for instance of perpetrators of a crime (Leue & Beauducel, 2019; Rosenfeld 

et al., 2013). It has been argued that enhancing the awareness of deception can even 

increase the salience of the known stimuli leading to increased P300 amplitudes for 

concealed known stimuli (Rosenfeld et al., 2012, 2013; Rosenfeld, Ozsan, et al., 2017; 

Verschuere et al., 2009). However, it has to be noted that the results of these studies are 

restricted to concealed knowledge: The different patterns of P300 amplitudes are based 

on the concealment of the recognition of items that appear more infrequent and 

meaningful than other unknown items. 

 

Figure 2 

Stimulus-locked grand averages depicting the P300 in a CIT 

Note. Grand averages are based on the study by Scheuble et al. (2021). 
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Conversely, studies analyzing P300 amplitudes in deception tasks that are not 

based on the recognition of an infrequent stimulus presented in a series of unknown 

stimuli found suppressed P300 amplitudes for deceptive compared to honest responses 

(Dong et al., 2010; Johnson et al., 2008; Meek et al., 2013; Pfister et al., 2014). This 

pattern of P300 amplitudes has been associated with greater mental workload and 

additional cognitive effort that is required for deceptive compared to honest responses 

(Johnson et al., 2003, 2005; Meek et al., 2013; Vendemia & Buzan, 2005). Deception can 

be considered an additional task driving the attention away from the stimulus and 

hampering the processing of the stimulus information, which is accompanied by 

suppressed P300 amplitudes (Beauducel et al., 2006; Johnson, 1986; Johnson et al., 2003, 

2005; Palmer et al., 1994). 

 

2.4 The concealed information test 

The CIT is commonly applied when analyzing ERPs in the context of deception (Leue & 

Beauducel, 2019). It was initially named guilty knowledge test but is nowadays usually 

referred to as CIT (Lykken, 1959). The CIT serves to detect concealed knowledge (Ben-

Shakhar, 2012). For instance, a murderer knows and probably tries to conceal his recog-

nition of the murder weapon. Based on the different neurophysiological patterns of known 

compared to unknown items, concealed knowledge can be inferred (Lykken, 1959). In 

the CIT, three stimulus categories are presented, so-called probe, target and irrelevant 

items. The probe item is the stimulus of interest (e.g., the murder weapon). It is known 

only to certain people (e.g., the murderer), who deny their knowledge of the probe stimuli. 

Irrelevant items are similar stimuli that are unknown or without special meaning. Target 

items ensure that participants pay attention to the CIT by demanding a special response. 

During the CIT, probe items are usually presented less frequently than irrelevant items 

(Iacono, 2014). For people who know the probe item, it therefore reflects an oddball. 

Conversely, for participants who do not know the probe item, it belongs to the same cat-

egory as the other irrelevant items and accordingly does not represent an oddball. The 

difference between known probe and unknown irrelevant items is often labeled CIT effect 

(klein Selle et al., 2016; Meijer et al., 2016; Rosenfeld et al., 2012).  

Previous studies found enlarged P300 amplitudes for probe compared to irrelevant 
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items for people who know the probe items (Leue & Beauducel, 2019; Rosenfeld et al., 

2013). This pattern of P300 amplitudes has been associated with a greater salience of the 

known probe compared to the unknown irrelevant items (klein Selle et al., 2021; Leue & 

Beauducel, 2019). When people recognize the probe stimulus, it is distinct and stands out 

from the other irrelevant items (Iacono, 2014). Note that the determinants of P300 ampli-

tudes outlined in Johnson’s triarchic model (1985) fit to the probe item: For participants 

recognizing the probe item, it is an infrequently presented stimulus with a special mean-

ing. Furthermore, the CIT is constructed in a way that people should pay attention to the 

stimuli of the task by requiring a special response to target items. 

The P300 amplitude is the most prominent ERP analyzed in CIT studies (Leue & 

Beauducel, 2019; Meijer et al., 2014; Rosenfeld et al., 2013). Yet, some studies also an-

alyzed MFN amplitudes for participants completing the CIT (Gibbons et al., 2018; Leue 

et al., 2012). They found enlarged MFN amplitudes for probe compared to irrelevant 

items (Gibbons et al., 2018; Leue et al., 2012). This pattern of MFN amplitudes revealed 

that denying knowledge of the probe items was accompanied by response conflicts. The 

concealment of knowledge of probe items seems to rely on additional cognitive control 

processes (Gibbons et al., 2018; Leue et al., 2012). 

2.5 Moderators of ERPs in deception tasks 

In many previous ERP-based deception studies, participants first commit a mock-crime 

and subsequently complete a CIT (Leue & Beauducel, 2019). Typically, participants are 

instructed to steal an object, e.g., a piece of jewelry or files (Gamer & Berti, 2012; Rosen-

feld et al., 2018; Sai et al., 2020; Winograd & Rosenfeld, 2011). It is well documented 

that enlarged P300 amplitudes occur for crime-relevant probe items, compared to similar 

unknown irrelevant items (Leue & Beauducel, 2019; Rosenfeld et al., 2013). This line of 

work has motivated researchers to call for the future application of P300-based CITs in 

court (Farwell, 2012; Meixner, 2018; Rosenfeld et al., 2013). However, studies analyzing 

deception in contexts different from mock-thefts are scarce. A recent meta-analysis by 

Leue and Beauducel (2019) focused on the P300 in deception tasks. About 74% of the 

included studies with a pre-task scenario comprised an instructed mock-theft. It therefore 

remains questionable whether ERP patterns found in deception studies involving mock-

thefts are generalizable to other situations, for instance more prosocial situations. Only 2 
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out of all 77 included studies in the meta-analysis focused on deception that could be seen 

as morally more acceptable or other-oriented: Lefebvre et al. (2007) investigated decep-

tion of witnesses rather than perpetrators and Hu et al. (2011) analyzed lies of self- and 

other-oriented information. There seems to be a research gap for deception about socially 

more acceptable behavior that needs to be bridged.  

Likewise, Leue and Beauducel (2019) highlighted the importance of studying 

moderating effects of individual differences and sex on ERPs during deception. They 

were not able to analyze moderating effects of individual differences in their meta-anal-

ysis because there were not enough deception studies investigating them. Yet, in a re-

search study, Leue et al. (2012) found a moderating effect of sensitivity to injustice on 

ERP components during a CIT. The difference of MFN amplitudes between probe and 

irrelevant items was larger for participants with higher sensitivity to injustice. Accord-

ingly, deceptive responses for probe items were accompanied by stronger response con-

flicts for participants higher in sensitivity to injustice. Likewise, the difference of P300 

amplitudes between probe and irrelevant items was moderated by sensitivity to injustice. 

Probe items were more salient for participants with higher sensitivity to injustice. In a 

following study, Leue and Beauducel (2015) analyzed combined effects of sensitivity to 

injustice and gender. Results were similar to their previous study. For women, sensitivity 

to injustice moderated the difference of P300 amplitudes between probe and irrelevant 

items. Probe items were more salient for women higher in sensitivity to injustice. How-

ever, the moderating effect of sensitivity to injustice did not occur for men. The findings 

were explained by a differing sensitivity to moral values depending on gender (Leue & 

Beauducel, 2015). For women, lying was probably seen as unjust and breaking of a social 

rule (Leue & Beauducel, 2015). In contrast, men possibly perceived lying as following 

the instruction of a task and did not consider the morality of lying (Leue & Beauducel, 

2015). In conclusion, it may be important to consider the moral context when studying 

cognitive processes during deception. It is possible that differences in the moral context 

of deception coincide with a different cognitive processing of deception. The present the-

sis therefore focused on the moral context of the deception task, which can be altered by 

the situation but also interindividual differences. In the following, an introduction into 

moral theories will be given as well as aspects people consider when judging a behavior 

as moral or immoral.  
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2.5.1 The moral context 

Moral theories address the question of what is right/good and what is wrong/bad (Ellem-

ers et al., 2019; Mackey & Elvey, 2021). According to Turiel (1983), “The moral domain 

refers to prescriptive judgements of justice, rights, and welfare pertaining to how people 

ought to relate to each other.” Turiel’s definition already names the concrete content of 

morality, that is, justice, rights, and welfare. Judgements about them can be formed by 

experiences in social relationships when perceiving harm done to other people, violations 

of rights, and discussions about conflicting demands (Turiel, 1983). Due to moral virtues 

and principles, people can be inclined to display behavior that has no positive conse-

quences for themselves (Ellemers et al., 2019). Instead, they possibly foresee positive 

consequences for others, the society, or communities (Ellemers et al., 2019; Haidt & 

Kesebir, 2008). The need of moral behavior for social life is at the heart of a definition 

by Haidt and Kesebir (2008). Instead of naming the content of morality as Turiel, they 

focus on its function, by writing that “Moral systems are interlocking sets of values, prac-

tices, identities, institutions, technologies, and evolved psychological mechanisms that 

work together to suppress or regulate selfishness and make social life possible.” The reg-

ulation of selfishness and social life can be obtained in multiple ways (Haidt & Hersh, 

2001; Haidt & Kesebir, 2008). The exact content of these values, practices etc. is inten-

tionally left open. Haidt and Kesebir (2008) wanted to take into account that their content 

can vary across cultures.  

Two major moral theories are deontology and utilitarianism. Deontologists argue 

that acts in themselves are right or wrong, independent of their consequences (Haidt & 

Kesebir, 2008). The nature of the action defines whether people are ought to do it (Con-

way & Gawronski, 2013). An act that harms others is considered wrong, regardless of 

whether it helps more people in total (Conway & Gawronski, 2013). Immanuel Kant cre-

ated the most influential deontological theory (Haidt & Kesebir, 2008; Mackey & Elvey, 

2021). In his categorical imperative, he outlined that people should act after rules that are 

generalizable to universal rules for everyone (Kant, 1785). Actions are judged as right 

when a person consistently and rationally would want everyone to follow a rule deter-

mining the action (Haidt & Kesebir, 2008; Kant, 1785).  

Conversely, for utilitarians not the inherent righteousness of an action is decisive 

but its consequences. Actions are considered morally right when they bring the most good 
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for the most people (Driver, 2014; Mackey & Elvey, 2021). Jeremy Bentham and John 

Stuart Mill were two key advocates of utilitarianism, setting its ground foundations 

(Driver, 2014; Mackey & Elvey, 2021). They considered good what brings pleasure and 

reduces pain (Bentham, 1789/1961; Driver, 2014; Mackey & Elvey, 2021; Mill, 

1863/2001). Accordingly, one is ought to do what promotes the greatest happiness for the 

greatest number of people (Bentham, 1789/1961; Mill, 1863/2001). 

Despite their differences, many moral theories outline that protecting, helping or 

benefitting others is essential for morality (Gilligan & Attanucci, 1988; Gray & Wegner, 

2011; Haidt & Graham, 2007; Kohlberg, 2008). People should consider the welfare/hap-

piness of others and avoid harming them (Gilligan & Attanucci, 1988; Gray et al., 2012; 

Gray & Wegner, 2011; Haidt & Kesebir, 2008; Kohlberg, 2008). Likewise, people judge 

the reduction of harm as central to morality (Graham et al., 2011). In a study by Graham 

et al. (2011), 34,476 participants gave ratings about the moral relevance of harm doing 

and other aspects possibly relevant for morality. Graham et al. (2011, p. 15) came to the 

conclusion that “Concerns about harm and fairness are so widespread that they might be 

said to be universally used foundations of morality (upon which cultures construct differ-

ing ideas as to what counts as harm or what kinds of distributions are fair).” Relatedly, in 

the literature, moral behavior is often equated with helping, altruism, and prosocial be-

havior (Doris et al., 2018; Haidt & Kesebir, 2008). For instance, Rachels (2013) states, 

“Moral behavior is, at the most general level, altruistic behavior, motivated by the desire 

to promote not only our own welfare but the welfare of others.” The term prosocial be-

havior subsumes actions that are intended to benefit others (Batson & Powell, 2003; Ei-

senberg et al., 2006). The motivation for prosocial behaviors can be manifold. Con-

versely, altruistic behavior refers to behaviors with the primary motivation, or in other 

words the ultimate goal, to increase the welfare of others (Batson, 1987; Batson & Powell, 

2003). In accordance with the focus of moral theories on promoting vs. impairing the 

welfare of others, many studies about morality investigate actions that are intended to 

harm vs. help people (Decety et al., 2015; Kenward & Dahl, 2011; Leslie et al., 2006). 

This line is also followed in the present thesis. Nevertheless, it should be noted that some 

theories outline additional aspects of morality (see Haidt, 2008; Haidt & Kesebir, 2008; 

Killen & Smetana, 2014). 
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2.5.1.1 Deception in different moral contexts 

“Moral decency ensures for us the right to be deceived as surely as the right to truth: to 

extol the latter and deny the former is to misunderstand being human.” 

— David Nyberg, The varnished truth, 1993 

  

According to Kant, it is everyone’s duty to always speak the truth, even in situations in 

which a lie possibly prevents harm (Kant, 1797). He outlines that lies result in an untrust-

worthiness of statements in general, and therefore cause injustice to mankind (Kant, 

1797). In contrast, people lie frequently in their everyday life (Ennis et al., 2008; Kashy 

& DePaulo, 1996). People tell lies for various reasons, which can be self- but also other-

oriented (Camden et al., 1984; DePaulo & Bell, 1996; Turner et al., 1975). In a diary 

study by DePaulo et al. (1996), about 25% of the lies were prosocial (meaning lies told 

with the intent to benefit others). Furthermore, people also lie about prosocial behavior 

in order to protect others’ self-worth or avoid conflicts (Camden et al., 1984; DePaulo & 

Kashy, 1998; Turner et al., 1975). There is even a term for harmless lies: White lies are 

generally considered socially accepted lies (Bryant, 2008; Camden et al., 1984; D’Agata, 

2014). They are often called trivial in that they have little consequences and rather the 

potential to avoid harm (Bryant, 2008; Camden et al., 1984; D’Agata, 2014; Sweetser, 

1987). White lies are common in social interactions (Camden et al., 1984; DePaulo & 

Bell, 1996; DePaulo & Kashy, 1998; Turner et al., 1975). In contrast to Kant’s perspective 

on lying, for utilitarians the consequences expected to follow a lie are decisive for its 

moral value (T. L. Carson, 2010). From the utilitarian perspective, a lie can be judged as 

morally permissible when it leads in sum to more happiness or reduction of pain than any 

other act (T. L. Carson, 2010). However, in order to be consistent, one needs to assume 

that the untrustworthiness of statements in general that might even follow from white lies, 

does not result in a substantial increase of harm for a large number of individuals. 

After this short look at lying from the perspective of different philosophical theo-

ries, the question remains how people perceive lying. In general, people have a negative 

view on lying (Backbier et al., 1997; Lavoie et al., 2016; Robinson, 1994). Yet, when 

judging different kind of lies, they rate some lies as more acceptable than others (Levine 

& Schweitzer, 2014; Lindskold & Han, 1986; Robinson, 1994). Levine and Schweitzer 

(2015) found that people see prosocial lies as morally permissible. In their study, people 



 

32 Theoretical background 

 

even judged prosocial lies as morally superior to selfish truths. Likewise, other studies 

found that people rate prosocial lies as more acceptable than selfish lies and indicate feel-

ing less remorse when telling them (Hayashi et al., 2014; Lavoie et al., 2016; Lindskold 

& Han, 1986; McLeod & Genereux, 2008; Peterson, 1996; Robinson, 1994; Seiter et al., 

2009; Seiter & Bruschke, 2007).  

Independent of the objective definition of a lie (see Chapter 2.1), the subjective 

perception can differ between prosocial and egoistic lies. When judging to which extent 

a statement is perceived as a lie, people take its harm vs. helpfulness into account (Lee & 

Ross, 1997; Peterson et al., 1983; Xu et al., 2009). This is in line with Sweetser’s folklor-

istic model (1987) saying that the context has to be considered when defining lies. Giving 

somebody truthful information is normally beneficial for the recipient, in contrast, lies 

are usually harmful (Sweetser, 1987). However, this is not the case for prosocial lies 

(Sweetser, 1987). In accordance with Sweetser’s model, studies by different research 

groups found that people judge lies intended to promote the welfare of others as less rep-

resentative of lies than those told out of selfish reasons (Lee & Ross, 1997; Peterson et 

al., 1983; Xu et al., 2009). These different perspectives on prosocial and other types of 

lies also illustrate that it seems worthwhile to study whether cognitive processes differ 

between lies with a more prosocial or egoistic context. It should yet be noted that the 

extent to which people rate prosocial lies as representative for lies is out of the scope of 

the thesis. 

2.5.1.2 ERP studies with different moral contexts 

ERP studies analyzing deception in different moral contexts are scarce. However, some 

studies found moderating effects of variables related to the moral context on ERP ampli-

tudes. In the meta-analysis by Leue and Beauducel (2019), higher effect sizes were found 

for the difference of P300 amplitudes between deceptive and truthful answers when de-

ception was studied in a legal compared to a social context. Studies with legal context 

mainly comprised mock crimes. Conversely, studies with social context comprised de-

ception about attitudes, concealing knowledge about autobiographical data, or card 

games. Accordingly, it could be argued that these categories of studies also differed in 

their moral context. Studies with a legal context involved situations that could be per-

ceived as immoral, whereas the context of studies with social situations could rather be 
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perceived as neutral.  

Some studies compared the P300-based CIT effect for culprits of a mock-crime 

with witnesses or participants who were informed about the mock-crime (Jang et al., 

2013; Rosenfeld, Ozsan, et al., 2017; Winograd & Rosenfeld, 2014). Culprits performed 

or imagined performing an immoral behavior, like stealing a ring or intentionally hitting 

another person in a car crash. Conversely, witnesses and informed innocents did not per-

form an immoral behavior. They saw somebody else performing the immoral behavior or 

were informed about it. Hence, the two groups differed in their involvement in the behav-

ior causing harm to other people. Therefore, here and in the following, I refer to effects 

of moral involvement when comparing people who are actively involved in a behavior 

causing harm/problem and people who are not actively involved in the behavior (wit-

nesses/informed people). Moral involvement should not be mixed up with moral disen-

gagement, a term introduced by Bandura (1986). Moral disengagement does not refer to 

the involvement of a person in a certain behavior but subsumes cognitive mechanisms 

used to disengage from self-sanctions of immoral behavior, e.g., moral justification or 

diffusion of responsibility (Bandura et al., 1996; Moore et al., 2012). In existing studies, 

P300-based CIT effects were found for both culprits and witnesses/informed participants 

(Jang et al., 2013; Lefebvre et al., 2007, 2009; Rosenfeld, Ozsan, et al., 2017; Winograd 

& Rosenfeld, 2014). However, results regarding the moderating effect of moral involve-

ment were mixed. Winograd and Rosenfeld (2014) investigated P300s during a CIT for 

culprits and informed innocents. Culprits got instructions for a mock-theft and subse-

quently committed it. Informed innocents were informed about details of the mock-theft 

and the identity of the probe item by the same instructions but did not commit the theft. 

The P300-based CIT effect did not differ between the two groups. Jang et al. (2013) com-

pared P300s for three groups of participants: Culprits committing a crime in a virtual 

reality, witnesses observing the crime in a virtual reality, and informed participants, who 

read about the crime and were shown pictures of it. P300 amplitudes in a following CIT 

did not differ between culprits and witnesses. Yet, P300 amplitudes of probe items were 

reduced for informed participants, compared to culprits and witnesses. Lastly, in a study 

by Rosenfeld, Ozsan, et al. (2017), participants read a newspaper article and a video of a 

theft. They were instructed to imagine that they either committed or witnessed the theft. 

Larger differences of P300 amplitudes between probe and irrelevant items occurred for 
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culprits than for witnesses. The authors concluded that probe items were more meaningful 

for culprits, and they therefore turned their attention more towards probe items.  

Similarly, Lu et al. (2018) analyzed P300 amplitudes during a CIT for participants 

who committed a mock-theft alone and participants who committed it together with an-

other person. P300 amplitudes were enlarged for probe compared to irrelevant items for 

both groups. Nevertheless, the difference of P300 amplitudes between probe and irrele-

vant items were larger for participants who committed the mock-theft alone, compared to 

participants who committed it together with another person. Moreover, it has also been 

shown that greater differences of P300 amplitudes between probe and irrelevant items 

occur for people with a higher awareness of deception (Rosenfeld et al., 2012). Table 1 

gives an overview of the CIT studies analyzing the effect of moral variables on the P300. 

Even though the study results regarding moderating effects of variables related to the 

moral context on the P300-based CIT effect are mixed, findings of some research studies 

suggest that probe items could be perceived as more meaningful in immoral contexts 

leading to an enlarged P300-based CIT effect. Therefore, it might be worthwhile to fur-

ther investigate the moderating effect of variables related to morality on the P300-based 

CIT effect. This might also help to further understand and find explanations for the dif-

fering results of previous studies. 

Regarding moderating effects on MFN amplitudes, recall the study by Leue and 

Beauducel (2019). They found an increased difference of MFN amplitudes between de-

ceptive responses for probe items and honest responses for irrelevant items for people 

with a higher sensitivity to injustice. There is, to the best of my knowledge, no other study 

analyzing the moderating effect of variables related to morality on MFN amplitudes dur-

ing deception. However, some research groups analyzed MFN amplitudes during moral 

judgements. In a study by Boksem and De Cremer (2010), MFN amplitudes were ana-

lyzed during an ultimatum game. During the game, participants received unfair monetary 

offers, in which the sender of an offer assigned himself much more money than the par-

ticipant, as well as fair monetary offers, in which the sender of an offer assigned himself 

and the participant the same amount of money. MFN amplitudes were enlarged for unfair 

compared to fair offers. Moreover, a larger difference of MFN amplitudes between fair 

and unfair offers occurred for participants with higher concerns of fairness. Likewise, 

enlarged MFN amplitudes were found for fair compared to unfair offers in a study by Hu 
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and Mai (2021). They also reported a larger difference of MFN amplitudes between fair 

and unfair offers for individuals with a prosocial orientation (i.e., individuals focusing on 

the maximization of joint outcomes even at the expense of their own outcomes), com-

pared to individuals with a pro-self orientation (i.e., individuals focusing on the maximi-

zation of their own outcomes even at the expense of the outcomes of others). An important 

neural source of the MFN, the ACC, has also been associated with moral conflicts in some 

studies (Greene et al., 2004; Parkinson et al., 2011). Increased activity of the ACC has 

been found for people faced with difficult moral dilemmas (Greene et al., 2004). Simi-

larly, an increased activity of the ACC has been reported for people given descriptions of 

moral transgressions involving physical harm, compared to descriptions of neutral sce-

narios (Parkinson et al., 2011). Altogether, the result of these studies suggest that the ACC 

and the MFN may also be sensitive to moral conflict. 
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Table 1 

Deception studies analyzing effects on variables related to morality on P300 amplitudes 

Study Groups Manipulation/Task CIT 

effect 

Moderating effect 

Jang et al. 

(2013) 

Culprits (n = 15) 

Witnesses (n = 15) 

Informed innocents  

(n = 15) 

In a VR, culprits crashed their car into another car; 

witnesses observed the car crash; informed 

innocents read about it 

Yes No differences in P300s between 

witnesses and culprits. Larger 

P300s of probes for culprits than 

informed innocents. 

Rosenfeld, 

Ozsan, et al. 

(2017) 

Culprits (n = 15) 

Witnesses (n = 16) 

Participants read an article and saw a video of a 

theft. They imagined witnessing or committing the 

theft. 

Yes CIT effect occurred in both groups. 

The CIT effect was larger for 

culprits than witnesses. 

Winograd & 

Rosenfeld 

(2014) 

 

Informed innocent 

(n = 13) 

Informed guilty  

(n = 16) 

In both groups, participants got instructions for a 

theft. Only guilty participants committed it. 

Yes No differences in P300s between 

the two groups 

Lu et al. (2018) Individual group  

(n = 18) 

Collaborative group  

(n = 18) 

Participants committed theft alone or with another 

person. 

Yes CIT effect occurred in both groups. 

The CIT effect was larger in the 

individual than the collaborative 

group. 

Rosenfeld et al., 

(2012) 

Control group  

(n = 12) 

Deception group 

(n = 12) 

The CIT involved towns, inter alia, the hometown 

of the participant. The control group was instructed 

to sort the towns as targets and non-targets. The 

deception group was instructed to indicate whether 

they know the towns and respond deceptively for 

their hometown. 

Yes Larger CIT effect in the deception 

than the control group 

Note. VR= virtual reality; CIT effect= Difference of P300s between probe and irrelevant items. The study by Winograd and Rosenfeld (2014) involved 

additional groups that are not named in the table, since they are not relevant for comparisons of the moral context.
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2.5.2 Machiavellianism 

“[F]or a long time I have not said what I believed, nor do I ever believe what I say, and 

if indeed sometimes I do happen to tell the truth, I hide it behind so many lies that it is 

hard to find.” 

— Niccolò Machiavelli, Letter to Francesco Vettori, 1521 

 

The importance of considering personality traits when studying deception has been re-

peatedly emphasized by Leue and colleagues (Leue et al., 2012; Leue & Beauducel, 2015, 

2019). A personality trait that has been closely related to deception and to a disregard of 

conventional morality is Machiavellianism (Christie & Geis, 1970; Fehr et al., 1992; 

Jones & Paulhus, 2009). Christie and Geis (1970) conceptualized Machiavellianism based 

on the ideas of Machiavelli in his book the Prince. Machiavelli was a political advisor in 

the 16th century (Jones & Paulhus, 2009). In the Prince, he outlined that rulers should 

not shy back from immoral behavior when needed to maintain power, true to the motto 

“the end justifies the mean” (Jones & Paulhus, 2009; Machiavelli, 2009). Christie and 

Geis (1970) proposed that people differing in their agreement to principles laid out by 

Machiavelli also display stable differences in their behaviors in everyday life. They in-

troduced the personality trait Machiavellianism.  

Machiavellianism is defined by (1) the use of manipulative and strategical tactics, 

such as deception in interpersonal relationships (Christie & Geis, 1970; Fehr et al., 1992). 

A callous affect and lack of empathy helps Machiavellians to view others as manipulable 

and to use manipulative tactics for persuading other people to help them reach their goals 

(Christie & Geis, 1970). Individuals high in Machiavellianism are more successful in 

staying detached from irrelevant emotional information and instead focus on their goals 

(Geis et al., 1970). In a study by Geis et al. (1970), individuals with low vs. high Machi-

avellianism scores did not significantly differ in succeeding at a game comprising neutral 

issues. However, when the same game involved emotional issues individuals low in 

Machiavellianism seemed to get distracted from the emotional content and were less suc-

cessful than individuals high in Machiavellianism (Geis & Moon, 1981). A further char-

acteristic of Machiavellianism is (2) a cynical worldview. Other people are seen as selfish, 

weak, and untrustworthy (Christie & Geis, 1970; Fehr et al., 1992). Finally, 
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Machiavellianism is characterized by (3) a lack of conventional morality. Individuals high 

in Machiavellianism have a pragmatic view on relationships and on behaviors others nor-

mally view morally reprehensible, such as lying and cheating (Christie & Geis, 1970). 

They more likely engage in unethical behavior (Hegarty & Sims, 1978, 1979), rate ethical 

questionable behavior as more acceptable (Mudrack, 1993; Mudrack & Mason, 1995), 

and indicate to experience fewer moral conflicts in face of unethical behavior (Mudrack 

& Mason, 1995). The conceptualization of Machiavellianism was also influenced by the 

Chinese military strategist Sun Tzu (Jones & Paulhus, 2014). Based on his writings, Jones 

and Paulhus (2014) added planning, coalition formation, and reputation building as char-

acteristic of Machiavellianism. They highlighted that Machiavellians plan ahead strategi-

cally and take care of their reputation (Jones & Paulhus, 2014). In accordance, individuals 

scoring high on Machiavellianism help others more frequently when they are observed 

by group mates and they can hereby increase their reputation in a group (Bereczkei et al., 

2010). 

2.5.2.1 Machiavellianism and deception 

Machiavelli saw lying as a permissible mean to reach one’s goals (Machiavelli, 2009). In 

this line, multiple research groups found correlations between Machiavellianism and de-

ception: Individuals high in Machiavellianism indicate to lie more frequently in everyday 

life (Azizli et al., 2016; Kashy & DePaulo, 1996). Likewise, they are more prone to lie 

for financial gain in a laboratory setting (Ghosh & Crain, 1995; Murphy, 2012; Sakalaki 

et al., 2007), and have lower intentions to stay true to arranged deals (Forgas, 1998). 

Furthermore, Machiavellianism correlates negatively with the factor honesty/humility of 

the hexaco model as well as with its facet sincerity (r about -.40; Ashton et al., 2000; Lee 

& Ashton, 2005). Likewise, associations have been found between Machiavellianism and 

the telling of multiple types of lies. Individuals high in Machiavellianism indicate to tell 

more white lies with the intention not to hurt another person than individuals with lower 

Machiavellianism scores (Jonason et al., 2014). They also more likely tell self-serving 

lies as well as lies intended to avoid conflicts (Jonason et al., 2014; McLeod & Genereux, 

2008). Azizli et al. (2016) found that all personality traits of the dark triad (i.e., Machia-

vellianism, narcissism, and psychopathy) correlate with the propensity for high-stakes 

deception. Yet, in a multiple regression considering the dark triad traits and the 
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participant’s gender, only Machiavellianism was a significant predictor of high-stakes 

deception (Azizli et al., 2016). Machiavellians also seem to have fewer difficulties with 

telling lies: When thinking about the production of lies, individuals higher in Machiavel-

lianism perceive lying as cognitively less challenging (Gozna et al., 2001), and rate their 

abilities in lying as higher (Gozna et al., 2001; Wissing & Reinhard, 2019). They also 

indicate to feel less guilty when lying, compared to individuals lower in Machiavellianism 

(Gozna et al., 2001; Murphy, 2012). In a nutshell, individuals high in Machiavellianism 

seem to have less scruple to lie.  

2.5.2.2 ERP studies about Machiavellianism and deception 

Even though Machiavellianism has been closely related to deception, little is known about 

the moderating effect of Machiavellianism on P300 or MFN amplitudes during deception. 

Panasiti et al. (2014) found an association between Machiavellianism and the 

Bereitschaftspotential (i.e., a slow negative potential preceding a response) during decep-

tion. In their study, participants were honest as well as deceptive about the outcome of a 

card game. The amplitude of the Bereitschaftspotential was reduced for deceptive com-

pared to honest answers. For participants scoring lower on Machiavellianism, the 

Bereitschaftspotential of deceptive responses was more reduced. It has to be specified 

that responses were the same for deceptive and honest responses. Modulations of the 

Bereitschaftspotential could therefore not be explained by different response types. Pa-

nasiti et al. (2014) connected the modulations of the Bereitschaftspotential to moral con-

flicts and moral dilemmas. Accordingly, moral conflicts were increased for deceptive 

compared to honest responses. Likewise, moral conflicts during deception were stronger 

for people lower in Machiavellianism. Furthermore, in an fMRI study, Fullam et al. 

(2009) found associations between Machiavellian Egocentricity (which is characterized 

by looking out for one’s own interests before others) and the brain circuit that is activated 

during deception.  

A trait that also belongs to the dark triad and is related to Machiavellianism is 

psychopathy. Research findings regarding the P300 and psychopathy are mixed. As al-

ready outlined, the CIT can be seen as a kind of oddball task (see Chapter 2.4). In some 

studies using oddball tasks, reduced P300 amplitudes were found for psychopathic com-

pared to nonpsychopathic individuals (Kiehl et al., 1999, 2006). In contrast, in other 
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studies, P300 amplitudes of oddballs were enlarged for psychopaths (Raine & Venables, 

1988), and there are also studies in which no difference in P300 amplitudes between psy-

chopathic and nonpsychopathic individuals occurred (Campanella et al., 2004; Jutai et 

al., 1987). However, in a meta-analysis, an overall reduced P300 amplitude was found 

for psychopaths in standard oddball tasks (Gao & Raine, 2009). A. R. Miller and Rosen-

feld (2004) analyzed P300 amplitudes during a CIT for individuals categorized as highly 

and less psychopathic. P300 amplitudes did not significantly differ between the two 

groups. However, the authors discussed that effects of psychopathy were possibly not 

seen in their study due to opposing gender effects. The group of highly psychopathic 

individuals consisted mostly of men, whereas the group of less psychopathic individuals 

consisted mostly of women.  

2.6 Goals of the thesis 

Existing deception studies have a strong focus on finding the best way to detect deception 

(Rosenfeld, 2020; Rosenfeld et al., 2013). Deception tests and methods for the processing 

of EEG data are optimized for applied forensic assessments. In this regard, the CIT has 

prevailed as a method for detecting deception in the form of concealed knowledge, espe-

cially for mock-thefts (Rosenfeld et al., 2013). Concealed knowledge about objects from 

the theft is typically revealed by patterns of P300 amplitudes. Previous CIT studies al-

ready compared methods for the detection of concealed knowledge of mock-thefts, for 

instance, the quantification of ERP amplitudes and the way of the presentation of the 

stimuli of the CIT, in order to increase the number of accurately detected people who 

concealed knowledge (Ambach et al., 2010; Rosenfeld et al., 2015; Soskins et al., 2001). 

However, to ensure a successful application of deception tests, they also have to be based 

on a profound theory. It seems mandatory that possible determinants of the ERP patterns 

during deception are known. Confounding variables have to be revealed. This approach 

opens the possibility to learn more about the cognitive processes involved in deception 

tasks. Therefore, the goal of the present thesis is to advance the theoretical basis of de-

ception tasks by investigating determinants of ERP patterns during their completion. This 

line of research can help to set up a theoretical nomological net of the cognitive processes 

during deception tasks.  

The P300 is an ERP that has commonly been analyzed in deception tasks. 
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Different patterns of P300 amplitudes for deceptive compared to honest answers have 

repeatedly been found, especially for studies involving mock-crimes (Leue & Beauducel, 

2019). In contrast, the investigation of MFN amplitudes during deception is in its infancy 

and there are–to the best of my knowledge–only a handful of deception studies analyzing 

patterns of MFN amplitudes (Gibbons et al., 2018; Johnson et al., 2004, 2008; Leue et al., 

2012; Suchotzki et al., 2015). Therefore, one aim of the current thesis was to investigate 

whether response conflicts, as indicated by MFN amplitudes, commonly occur during 

deception. As already outlined, deception studies often involve forensic scenarios. In the 

studies of the current thesis, I wanted to focus on situations apart from classic mock-

thefts. It remained questionable whether the difference of P300 and MFN amplitudes be-

tween deceptive and honest responses also relies on the feature that they are usually ana-

lyzed in forensic scenarios. In order to get to know whether the salience of the probe item 

and the conflicts during deception are not based on the fact that the probe items are typi-

cally seen during a crime scene, these ERP components also had to be analyzed in situa-

tions apart from mock-crimes. Furthermore, situations people lie about are manifold. In-

vestigating P300 and MFN amplitudes also in non-forensic settings can further the un-

derstanding of the cognitive processes during deception. Therefore, all studies of the the-

sis involved at least one condition with a social, non-forensic situation. I was interested 

whether different patterns of P300 but also MFN amplitudes occur repeatedly in studies 

involving other situations than mock-thefts. Thereby, the generalizability of the patterns 

of P300 and MFN amplitudes can be tested. Likewise, this allows to unravel the ERP’s 

determinants. Accordingly, the first research question, investigated in all three studies of 

the thesis, was the following. 

1. Research question: Do different patterns of P300 as well as MFN amplitudes occur 

for deceptive compared to honest responses? 

Since enlarged MFN amplitudes indicate conflicts and deceptive responses should be ac-

companied by more intense response conflicts than being honest, I expected enlarged 

MFN amplitudes for deceptive compared to honest responses. The P300 has a dual nature 

in different deception paradigms (see Chapter 2.3.5): CIT studies rely on the feature of 

the P300 to indicate salience of infrequently presented, meaningful stimuli in a series of 

frequently presented, irrelevant stimuli. For a person who recognizes the meaningful 
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(probe) stimulus, it should appear more salient than other unknown irrelevant stimuli even 

when the recognition is denied. Therefore, the possibility to reveal concealed knowledge 

by the pattern of P300 amplitudes emerges. In the CIT studies of the present thesis (study 

I and III), participants gave deceptive responses for probe items, in that they indicated 

that they do not know them, although they had seen them before. For irrelevant items, 

they indicated honestly that they do not know them. Since probe items should appear 

more salient, I expected enlarged P300 amplitudes for probe compared to irrelevant stim-

uli. In studies involving deception tasks with an equal frequency of honest and deceptive 

responses and which do not rely on the recognition of items, suppressed P300 amplitudes 

were found for deceptive compared to honest responses (Dong et al., 2010; Johnson et 

al., 2008; Meek et al., 2013; Pfister et al., 2014). Since items requiring a deceptive re-

sponse are frequently presented and do not represent known items in a series of unknown 

irrelevant items, they should not appear more salient than items requiring honest re-

sponses. Instead, responding deceptively should be cognitively more challenging, should 

capture cognitive resources, and therefore drive attention away from stimulus processing. 

Correspondingly, for deception tasks apart from the CIT, suppressed P300 amplitudes 

were expected for items requiring a deceptive response, compared to items requiring an 

honest response (study II). 

Furthermore, in the studies of the thesis, I aimed to test whether cognitive pro-

cesses during deception tasks are similar for different individuals and situations, or if 

certain moderator variables have to be considered. Some previous studies found that var-

iables related to the moral context may moderate ERPs during deception (Leue et al., 

2012; Leue & Beauducel, 2015; Rosenfeld et al., 2012; Rosenfeld, Ozsan, et al., 2017). 

Therefore, a special focus was set on variables related to the evaluation of the moral con-

text of the deception task. The evaluation of the moral context can be determined by in-

dividual differences but also situational variables. Regarding individual differences, a 

trait that seems of special interest is Machiavellianism. Since individuals high in Machi-

avellianism seem to have less scruple to lie (see Chapter 2.5.2.1), it is possible that they 

also process lying differently than individuals low in Machiavellianism. Therefore, an 

additional research question of the thesis (investigated in studies I and II) was: 

2. Research question: Is the difference of MFN and P300 amplitudes between 

deceptive and honest responses moderated by Machiavellianism? 
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Individuals high in Machiavellianism are more prone to lie (Azizli et al., 2016; Kashy & 

DePaulo, 1996). Furthermore, they indicate to feel less guilty when lying and that lying 

is cognitively less strenuous for them (Gozna et al., 2001; Murphy, 2012). I wanted to 

explore whether these reports in questionnaire and diary studies are also reflected in the 

cognitive processes indicated by ERP amplitudes during deception tasks. Accordingly, I 

expected that deception would be accompanied by less intense conflicts for individuals 

higher in Machiavellianism, as indicated by a smaller difference of MFN amplitudes be-

tween deceptive and honest responses. Furthermore, I expected that deception would be 

cognitively less challenging for them. In deception paradigms beyond the CIT, in which 

participants have to lie equally often as respond honestly, suppressed P300 amplitudes 

for lies, compared to honest responses, reflect the additional mental workload for lying. 

Since lying should be cognitively less challenging for individuals higher in Machiavelli-

anism, I expected a smaller difference of P300 amplitudes between deceptive and honest 

responses for them in these deception paradigms.  

Situations people lie about and behaviors they try to cover up can be morally less 

or more reprehensible. For instance, people can cover up behavior of other people to save 

them from criticism or lie about a prosocial behavior, which could be judged as morally 

less reprehensible than lying about theft. It has already been found that MFN amplitudes 

can be sensitive to moral conflict (Boksem & De Cremer, 2010; Leue et al., 2012). When 

a lie is told in a situation in which the wellbeing or happiness of another person is in focus, 

lying can be even considered the morally superior way than being honest (Levine & 

Schweitzer, 2015). Accordingly, people possibly perceive less (moral) conflict when ly-

ing in a prosocial context, leading to different patterns of MFN amplitudes. Furthermore, 

Leue and colleagues found that moral sensitivity, represented in sensitivity to injustice, 

moderates the patterns of P300 amplitudes during the CIT (Leue et al., 2012; Leue & 

Beauducel, 2015). The question arose whether such a moderation effect can also be found 

for variables beyond personality traits, such as the morality of the situation in which the 

probe item is seen. The third research question, investigated in studies I and III, was the 

following. 

3. Research question: Is the difference of MFN and P300 amplitudes between 

deceptive and honest responses moderated by situational variables related to 

morality? 
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I expected smaller differences of MFN amplitudes between deceptive and honest re-

sponses in more prosocial situations. Lying was expected to be accompanied by less 

(moral) conflict in such situations. Furthermore, I aimed to investigate whether probe 

items requiring a deceptive response are less significant when they are seen in a prosocial 

context. This could lead to a smaller difference of P300 amplitudes between probe and 

irrelevant items.  

Altogether, the investigation of moderating effects on MFN and P300 amplitudes 

during deception tasks helps to build a conceptual framework of the cognitive processes 

during deception. If some variables moderate the ERP patterns during deception, these 

variables could explain inconsistencies in seemingly contradicting findings of deception 

studies. For instance, even though enlarged MFN amplitudes usually occur for deceptive 

compared to honest responses (Johnson et al., 2005, 2008; Leue et al., 2012), Suchotzki 

et al. (2015) found enlarged MFN amplitudes for honest compared to deceptive answers. 

Suchotzki et al. (2015) discussed that participants in their study possibly perceived lying 

as a positive and therefore correct response, since lying was promoted in their study. This 

would mean that the contextual embedding of lies and how they are perceived by partic-

ipants are also decisive for the patterns of MFN amplitudes. When such moderators of 

ERP components during deception paradigms are revealed, they can be considered in 

future studies, producing results that might be more comparable. Overall, this would lead 

to a clearer picture of the processes at work during deception.  

To investigate the research questions, three studies were conducted, which are 

listed in Table 2. In study I, individual differences in ERP patterns during CIT were in-

vestigated. We analyzed the moderating effect of personality characteristics, with a spe-

cial focus on Machiavellianism. Moreover, the moderating effect of moral involvement 

was investigated. In an uninstructed scenario before the CIT, participants either per-

formed a behavior causing a social conflict or witnessed the same behavior. In study II, 

ERPs were investigated for a deception paradigm that did not involve the concealment of 

knowledge. We aimed to replicate the results of a study by Johnson et al. (2008), in which 

participants lied about their attitudes. Attitude evaluations also touch moral themes in a 

wider sense as they are derived from a person’s values. As Johnson et al. (2008, p. 470) 

put it, “A central aspect of attitude evaluations is the requirement to make affective judge-

ment about the goodness/badness of the attitude object based on internal scales reflecting 
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the individual’s personal value system.” It is expected that the individual personal values 

are closely related to moral social norms (cf. Rokeach, 1973; Weber, 1993). Moreover, 

again, moderating effects of Machiavellianism on P300s and MFNs in this deception par-

adigm were analyzed. Finally, in study III, the moderating effect of the moral valence on 

the P300- and MFN-based CIT effect was investigated: Participants concealed knowledge 

of an item seen during a pro- vs. antisocial behavior. As a side note: Besides the fact that 

all studies investigate ERPs during deception tasks with a focus on different moral con-

texts, a further binding element of them is that variables related to the involvement of the 

participant play a central role. In study I, moderating effects of moral involvement are 

investigated, meaning in this case witnessing or demonstrating a behavior causing a small 

social problem. Furthermore, a characteristic of Machiavellianism is a form of non-in-

volvement in moral topics. Lastly, attitudes and the valence of a stimulus can trigger the 

involvement of a person in a situation or behavior. The overarching perspective of the 

three studies, investigating moral involvement (witnessing vs. performing behavior), 

Machiavellianism, and moral valence (pro- vs. antisocial behavior), is that this may allow 

for the detection of processes beyond the recognition of known probes. The investigated 

variables may all modulate the intensity of deception processes and may therefore affect 

the P300 and MFN amplitudes.  

 

Table 2 

Studies of the thesis 

Study Reference 

I Scheuble, V., & Beauducel, A. (2020). Individual differences in ERPs 

during deception: Observing vs. demonstrating behavior leading to a small 

social conflict. Biological Psychology, 150, 107830. 

https://doi.org/10.1016/j.biopsycho.2019.107830 

II Scheuble, V., & Beauducel, A. (2020). Cognitive processes during 

deception about attitudes revisited: a replication study. Social Cognitive and 

Affective Neuroscience, 15(8), 839-848. https://doi.org/10.1093/scan/nsaa107 

III Scheuble, V., Mildenberger, M. & Beauducel, A. (2021). The P300 and 

MFN as indicators of concealed knowledge in situations with negative and 

positive moral valence. Biological Psychology, 162, 108093. 

https://doi.org/10.1016/j.biopsycho.2021.108093 

  

https://doi.org/10.1016/j.biopsycho.2019.107830
https://doi.org/10.1093/scan/nsaa107
https://doi.org/10.1016/j.biopsycho.2021.108093
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3 Method 

In the following, the general methods of the studies will be described, meaning the re-

cording, processing and analyses of EEG data. Specific details of the methods of the re-

search studies can be found in the corresponding articles, and a general description of the 

applied deception tasks are also given in the chapters of the research studies. Two studies 

in the thesis (studies I and III) investigated deception in a CIT. For CIT studies, certain 

data preparation and quantification methods of the P300 have prevailed, especially since 

they have proven effective for detecting concealed knowledge. Pre-processing steps of 

EEG data of these studies were chosen in accordance to previous CIT studies to ensure 

the comparability of their results (Leue et al., 2012; Rosenfeld, Ozsan, et al., 2017). Con-

versely, study II did not analyze deception in a CIT but in a task in which participants 

lied about their attitudes. Study II was a replication study. The methods of this study were 

chosen in line with the original study by Johnson et al. (2008) to minimize the possibility 

that differences between the results of the replication and original study are attributable 

to differing data preparations. Table 3 at the end of Chapter 3.3 gives an overview of the 

settings of the data preparation steps in each of the three studies. The following descrip-

tions of the methods apply to all three research studies, unless otherwise stated. 

3.1 EEG recording and pre-processing 

The recorded potential at the scalp is not only determined by the brain activity of interest 

but also influenced by other electrical signals, stemming for example from muscular ac-

tivity, blinks, and skin potential (Fabiani et al., 2017; Luck, 2014). Such artifacts have to 

be minimized during recording and pre-processing of EEG data to optimize the signal-to-

noise ratio (Fabiani et al., 2017; Luck, 2014). To reduce the possibility that electrical 

noise of surrounding devices contaminates the EEG signal, the EEG examinations took 

place in an electrically shielded room. The EEG was recorded by 64 Ag/AgCl active scalp 

electrodes (Active Two BioSemi, Amsterdam, Netherlands), which were placed accord-

ing to the extended 10-20 system (Jasper, 1958). The 10-20 system is a standardized elec-

trode placement, ensuring that EEGs of different laboratories are comparable (Milnik, 

2012). Additional electrodes were placed near the eyes to record eye movements and to 

correct and eliminate such artifacts contaminating the data (the specific placement of 
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EOG electrodes is given in Table 3). The EEG signal is very weak and therefore needs to 

be amplified so that its trajectory is recognizable to the naked eye (Luck, 2014). However, 

the amplifier generates additional electrical noise (Luck, 2014). Ground electrodes serve 

to eliminate such electrical noise from the EEG signal (Luck, 2014). In contrast to other 

EEG systems with one ground electrode, the Biosemi system has two ground electrodes, 

the common mode sense (CMS) active electrode and driven right leg (DRL) passive elec-

trode. The CMS and DRL electrode form a feedback loop. The DRL electrode injects a 

small amount of current in the head, so that the average potential of the examinee is sim-

ilar to the potential of the amplifier’s ground circuit (Luck, 2014; What Is the Function of 

the CMS and DRL Electrodes, n.d.). This improves the rejection of electrical noise by the 

CMS electrode (Luck, 2014; What Is the Function of the CMS and DRL Electrodes, n.d.). 

The signal was sampled and digitized with ActiView (Biosemi). Electrode offsets are 

given in Biosemi systems to indicate contact problems between electrodes and the scalp 

as well as electrode corrosion (Smith, 2007). In line with the operating guidelines of Ac-

tiView (Smith, 2007, p. 51), electrode offsets were therefore kept below 30 mV. 

Offline analyses, such as offline re-referencing, were performed with EEGLab 

(version 12.0.2.6b; Delorme & Makeig, 2004). As outlined in Chapter 2.3.1, voltage rep-

resents the potential of charged particles to move from one place to another (Luck, 2014). 

Therefore, a reference point, or in other words a reference electrode, is needed to measure 

the voltage at a current electrode. In study I and III, data were re-referenced to the aver-

aged signal at electrodes P9/P10. They are like the references from previous CIT studies 

near the mastoids (Leue et al., 2012; Leue & Beauducel, 2015) but have the advantage 

that they do not record as much muscle activity from the neck as electrodes placed directly 

at the mastoids (Luck, 2014). In the replication study (study II), the same reference elec-

trodes were chosen as in the original study by Johnson et al. (2008), that is, we used the 

averaged signal at pre-auricular sites. Accordingly, in all studies, average signals of elec-

trodes placed at each hemisphere were used as references, avoiding a biased signal to-

wards one hemisphere (Luck, 2014). Furthermore, we avoided that reference electrodes 

were near the place where the ERPs of interest are largest: at fronto-central and parietal-

central electrodes.  

Data were filtered offline, after the recording concluded. Filtering EEG data helps 

to reduce artifacts that can be approximated by sine waves (Luck, 2014). ERPs have 
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usually a frequency spectrum between approximately 0.1 and 30 Hz (Luck, 2014). Con-

versely, very low frequencies typically stem from noise by the electrodes or skin and very 

high frequencies typically stem from muscular activity rather than brain activity (Luck, 

2014). Following previous CIT studies, the data from MFN amplitudes were band-pass 

filtered between 0.3 and 30 Hz in study I and III (Leue et al., 2012). Whereas MFN am-

plitudes are relatively small and narrow and a more restrictive low pass filter could distort 

MFN amplitudes, P300s have larger amplitudes and are more long-lasting. In accordance 

with filter settings of current P300-based CIT studies, a low pass filter of 6 Hz was applied 

on P300 data of study I and III (Olson et al., 2019; Rosenfeld, Ozsan, et al., 2017; Ward 

et al., 2020). This smoothens the curve of the P300, grand averages of different conditions 

can be more easily compared and, more importantly, results are better comparable to pre-

vious CIT studies. Following Johnson et al. (2008), the same band-pass filter was used 

for all ERPs in the replication study (study II), which was a bit less restrictive (0.1-35 

Hz).  

Ocular artifacts were corrected in study I and III by means of an independent com-

ponent analysis (ICA with infomax decomposition; Leue et al., 2012; Leue & Beauducel, 

2015). In the replication study (study II), participants were trained during the exercise to 

not blink frequently or avoid blinking during times of interest and epochs with remaining 

blinks were rejected in the following (Johnson et al., 2008).  

Data were segmented into epochs containing the time of interest of the ERPs (see 

Table 3). Since MFNs typically occur after the response, epochs of MFNs were in all 

studies time locked to the response. Conversely, in CIT studies, epochs of P300 ampli-

tudes are typically time locked to the stimulus onset and therefore this procedure was also 

chosen for data of P300s in our CIT studies. In the replication study, all ERPs were ana-

lyzed by the same epochs time-locked to the response, as in Johnson et al. (2008). To 

ensure an ERP neutral baseline, the baseline interval was set to a time before the mean 

response time for response-locked epochs (about -1,100 ms to -1,000 ms) and to a time 

before the stimulus for stimulus-locked epochs (-100 ms to 0 ms). Large artifacts in the 

epochs, such as muscle artifacts or remaining eye blinks, were eliminated by rejecting 

epochs comprising very high voltages (the exact thresholds are given in Table 3). Thresh-

olds were based on established values for the applied paradigms (Johnson et al., 2008; 

Olson et al., 2019; Rosenfeld, Labkovsky, et al., 2017; Sai et al., 2020). As outlined in 
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Chapter 2.3.2, ERPs are relatively small in comparison to the ongoing EEG (Fabiani et 

al., 2017; Luck, 2014). Therefore, epochs were averaged to optimize the signal-to-noise 

ratio to make ERPs visible (Fabiani et al., 2017; Luck, 2014). Participants included into 

data analysis had to have at least about 20 epochs per analyzed categories. Only correct 

trials were analyzed (meaning responding, as instructed, truthfully or deceptively). 

3.2 Quantification of ERP amplitudes 

There are two classic methods for quantifying ERP amplitudes: computing peak and mean 

amplitudes. Peak amplitudes are either the maximal or minimal point of voltage in a pre-

defined time window (Donchin & Coles, 1978; Luck, 2014). For mean amplitudes, the 

average voltage value of a specified time-window is computed (Luck, 2014). Peak 

amplitudes have a long tradition, especially since they were relatively easy to determine 

when there were no computer programs available to compute them automatically (Luck, 

2014). As Donchin and Coles (1978) pointed out, “It requires nothing but an x-y plot, a 

ruler, and enough time for this tedious job.” After peak amplitudes became standard, they 

were also applied when amplitudes could be computed automatically (Luck, 2014). 

However, nowadays, mean amplitudes are frequently used (Luck, 2014). Mean 

amplitudes better represent the ERP component as a voltage fluctuation extended over 

time than peak amplitudes (Luck, 2014). Furthermore, mean amplitudes have the 

advantage that they tend to be less influenced by high-frequency noise than peak 

amplitudes (Luck, 2014). In deception studies, MFNs are commonly quantified as mean 

amplitudes (Gibbons et al., 2018; Johnson et al., 2008; Suchotzki et al., 2015). 

Accordingly, in the research studies of the present thesis, MFNs were quantified as the 

mean amplitude of a time window occurring shortly after the response at fronto-central 

electrodes (Johnson et al., 2008). Following Johnson et al. (2008), also P300 amplitudes 

were quantified as mean amplitudes at a time window around the response at parietal-

central electrodes in study II.  

Conversely, P300s in CIT studies are usually quantified as peak-to-peak 

amplitudes at electrode Pz (Gamer & Berti, 2012; Olson et al., 2019; Rosenfeld, Ozsan, 

et al., 2017). The peak-to-peak amplitude is not, as the name suggests, formed by peaks 

of single voltage points but by two sliding means. Typically, the most positive mean 

amplitude of a time segment of 100 ms is searched in a time-window, which is in line 
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with the usual occurrence of the P300 and its waveform in the grand average of the study. 

Afterwards, the maximal negative amplitude of a time segment of 100 ms is searched 

from the midpoint (latency) of the positive peak to the end of the epoch. The difference 

between the positive and negative amplitude forms the peak-to-peak amplitude (Rosen-

feld et al., 2015; Rosenfeld, Ozsan, et al., 2017). It has been argued that the peak-to-peak 

P300 enables to incorporate more P300 related processes than a single peak amplitude 

(Soskins et al., 2001). Nevertheless, it is also possible that the peak-to-peak P300 

represents additional processes that are not characteristic for P300s (Leue & Beauducel, 

2019). Previous research comparing peak-to-peak amplitudes with other ERP 

quantifications, such as single peaks and mean amplitudes, came to the conclusion that 

the quantification of the P300 by peak-to-peak amplitudes is superior for detecting 

concealed knowledge (Leue & Beauducel, 2019; Meijer et al., 2007; Soskins et al., 2001). 

Accordingly, it has been recommended to compute peak-to-peak P300 amplitudes in CIT 

studies (Leue & Beauducel, 2019; Meijer et al., 2007; Soskins et al., 2001). Therefore, 

this approach was also followed in our CIT-studies. All ERP amplitudes were calculated 

with the statistical programming language R. 

3.3 Statistical analyses 

Research questions were tested by means of repeated measures ANOVAs. In the decep-

tion tasks of the studies, all participants gave deceptive as well as truthful responses. Ac-

cordingly, deceptive vs. truthful responses (meaning in the case of CIT studies probe vs. 

irrelevant items) were entered as a within-subject factor. When Machiavellianism was 

considered as a possible moderating predictor of the differences in ERPs between decep-

tive and truthful responses (studies I and II), mean centered Machiavellianism scores were 

entered as a covariate. When groups of participants with different moral contexts were 

analyzed (studies I and III), the group variable served as a between-subject factor. Fur-

thermore, the electrode position was entered as a within-subject factor for ERP amplitudes 

measured at multiple electrodes, which was the case for MFN amplitudes in all studies, 

and P300 amplitudes in the replication study. In case of violations of the sphericity as-

sumption, degrees of freedoms were corrected by means of Greenhouse-Geisser epsilon. 

Repeated measures ANOVAS were computed with IBM SPSS. 
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Table 3 

Settings for recording and pre-processing of EEG data 

 Study I  

(CIT study) 

Study II  

(Replication study) 

Study III  

(CIT study) 

EOG 

Electrodes at the epi-

canthis of both eyes, 

one electrode below 

the right eye  

One electrode below 

the epicanthus of the 

left eye, FP1  

Electrodes at the epi-

canthis of both eyes, 

one electrode below 

the right eye  

Sampling rate 512 Hz 128 Hz 512 Hz 

Reference electrode P9 and P10 pre-auricular sites P9 and P10 

Filtering 
P300: 0.16-6 Hz 

MFN: 0.3-30 Hz 

All ERPs:  

0.01-35 Hz 

P300: 0.3-6 Hz  

MFN: 0.3-30 Hz 

Threshold criteria 

for rejection of 

epochs 

EEG signal exceed-

ing ±80 μV  

EOG signal exceed-

ing ±50 μV during 

any eight consecutive 

sampling points  

EEG signal exceed-

ing ±80 μV  

P300 quantification 

Peak-to-Peak ampli-

tude at Pz  

 

Search window posi-

tive peak: 300-700 

ms post-stimulus 

 

Search window neg-

ative peak: latency of 

the positive peak un-

til 1300 ms post-

stimulus 

Mean amplitude at 

Pz, P3, P4, CP1, CP2 

between -100 until 

100 ms post-response 

 

Peak-to-Peak ampli-

tude at Pz  

 

Search window posi-

tive peak: 300-700 

ms post-stimulus 

 

Search window nega-

tive peak: latency of 

the positive peak un-

til 1300 ms post-

stimulus 

MFN quantification 

Mean amplitude at 

Fz, FCz, and Cz be-

tween 0-70 ms post-

response 

Mean amplitude at 

Fz, FC1, FC2, and 

Cz between 10-80 ms 

post-response 

Mean amplitude at 

Fz, FCz, and Cz be-

tween 0-70 ms post-

response 

Minimal number of 

epochs for partici-

pants to be included 

in data analysis 

At least 20 artifact 

free and correct trials 

of each stimulus of 

the CIT  

At least 16 artifact 

free and correct trials 

in one of the ana-

lyzed categories 

At least 20 artifact 

free and correct trials 

of each stimulus of 

the CIT 

Note. Settings were chosen in accordance with the study by Johnson et al. (2008) and previous 

CIT studies (references are given in the articles of the studies). Further descriptions of the 

settings can be found in the articles of the studies. 
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3.4 Participants and deception tasks 

Participants were right-handed and had no neurological disorders. They were young 

adults with a similar mean age of about 22 years (age range: 17-40 years). The gender 

was equally distributed in all three studies, about 50% were men. Furthermore, in studies 

with different conditions (study I and III), the gender distribution did not significantly 

differ between conditions. In all studies, about 40% were psychology students. People 

who had already participated in one of the studies were not allowed to participate in an-

other study of the thesis. The sample size of all studies was determined with G*Power. In 

line with previous CIT studies and the study by Johnson et al. (2008), deception tasks 

were completed on a computer. Participants gave their responses by button presses. 
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4 Studies 

The following chapter gives an overview of the thesis’ studies. The design and main find-

ings of the studies will be summarized. Precise details about the methods and results of 

the studies with their corresponding statistics can be found in the original articles of the 

studies, which are attached at the end of the thesis. In Table 4 at the end of the chapter, 

hypotheses of all studies and their results are listed. 

4.1 Study I. Individual differences in ERPs during deception 

It has already been found that gender and a personality trait associated with moral pro-

cessing (i.e., sensitivity to injustice) moderate MFN and P300 patterns during the con-

cealment of knowledge (Leue et al., 2012; Leue & Beauducel, 2015). Building upon these 

findings, an aim of the first research study was to investigate moderating effects of Mach-

iavellianism on MFNs and P300s during a CIT. Moreover, we wanted to take a further 

step by investigating whether the patterns of P300 and MFN amplitudes differ depending 

on whether the concealment of knowledge is more likely associated with helping another 

person vs. saving oneself from trouble. More precisely, the moderation effect of moral 

involvement on the MFN- and P300-based CIT effect was analyzed (witnessing vs. per-

forming a behavior causing a problem). Since participants got to know the probe items 

during a social interaction and results of previous studies revealed that women are more 

inclined to think about relationship aspects in their everyday life and tell more other-

oriented lies (Cross & Madson, 1997; DePaulo & Bell, 1996; Erat & Gneezy, 2012; Jaffe 

& Hyde, 2000; Wark & Krebs, 1996), we additionally investigated moderating effects of 

gender. Therefore, by considering Machiavellianism, moral involvement, and gender we 

aimed to get a fuller picture of the determinants of ERP patterns during deception and 

their interactions.  

As outlined in Chapter 2.4, in CIT-studies, participants typically get to know the 

probe item during an instructed mock-theft and subsequently conceal their knowledge of 

the probe item during the CIT to cover up that they are guilty of theft. In the present study, 

participants either got to know the probe item when they performed a behavior leading to 

a problem (active condition) or when they witnessed another person performing the same 

behavior (informed condition). Accordingly, in the active condition, participants covered 
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up a behavior of their own by concealing knowledge of the probe item, whereas in the 

informed condition participants covered up a behavior of somebody else and this person 

might hereby avoid potential criticism. Unlike in previous studies, participants were not 

instructed to perform the behavior causing a problem but performed it spontaneously on 

their own accord. We intentionally decided for this approach, since otherwise participants 

in the active condition could possibly blame the instructions for their behavior and may 

not feel as involved in the behavior causing a problem. During an interaction with an 

examiner, some participants had the opportunity to take a candy bar, which they either 

chose to eat (active condition, n = 31) or declined (neutral condition, n = 41). Other par-

ticipants witnessed an examiner eating the candy bar (informed condition; n = 34). The 

comparison of the active and informed condition was of primary interest to the study. In 

the informed and active condition, it was implied afterwards that the candy was not meant 

to be eaten. Shortly before the start of the CIT, an examiner, who was not present when 

the candy was eaten, remarked in an angry tone, “Where has all the candy gone?! Now 

somebody has to go and buy new ones.” The other examiner answered with a “Hmm”. A 

rather implicit accusation was given, in order to prevent a very artificial situation and to 

not offer participants the possibility to excuse themselves. During the CIT, pictures of 

objects were presented to the participants (see Figure 3 for trial sequence). 

 

Figure 3 

Trial sequence of the CIT in study I 

 

Note. Participants indicated for probe items that they are unknown by pressing the right arrow 

key and the feedback unknown occurred. The letters U and K were depicted together with the 

picture of the item to remind participants that the right arrow key stood for the response 

unknown and the left arrow key for known. Adapted from Scheuble and Beauducel (2020). 

 

The probe item was the candy bar participants had seen before. Irrelevant items were 
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formed by similar unknown items. The target item was a similar item that participants got 

to know before the CIT. Participants were instructed to indicate for the target item that 

they know it. For all other objects, including probe and irrelevant items, participants were 

instructed to indicate that they do not know them. Accordingly, they responded honestly 

for irrelevant items and deceptively for probe items as they actually had seen them before.  

After the CIT, participants completed questions about their concerns during lying 

and a Machiavellianism scale (Henning & Six, 1977). Participants in the active condition 

indicated to have more concerns during lying than participants in the informed condition. 

MFN amplitudes were enlarged for probe items, compared to irrelevant items (see Figure 

4), revealing that deceptive responses for probe items were accompanied by more conflict 

than honest responses for irrelevant items.  

 

Figure 4 

Response-locked grand averages of fronto-central electrodes 

 

Note. Epochs spanned from 1,100 ms before until 300 ms after the response. One tick at the x-

axis stands for 100 ms and one tick at the y-axis for 1 µV. Adapted from Scheuble and 

Beauducel (2020). 

 

The MFN-based CIT effect was moderated by moral involvement, revealing that lying as 

an informed participant was accompanied by less conflict than lying in the active condi-

tion (see Figure 5). Furthermore, the effect of moral involvement was moderated by gen-

der: For women but not for men, lying in the informed condition was accompanied by 

less conflict, as indicated by MFN amplitudes. This is in line with studies finding that 

women have less scruple to tell other-oriented lies (DePaulo et al., 1996; Erat & Gneezy, 

2012; Kashy & DePaulo, 1996). Furthermore, only for women in the informed condition, 

Machiavellianism moderated the MFN-based CIT effect. For women scoring lower on 
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Machiavellianism, a larger MFN-based CIT effect occurred, revealing that lying was ac-

companied by more conflict for them. According to previous research, women have a 

more interdependent self-construct and, as outlined before, tell more other-oriented lies 

(Cross & Madson, 1997; DePaulo et al., 1996). When lying has the potential to prevent a 

social conflict, women high in Machiavellianism could see lying as an appropriate mean 

to keep their relationships intact. Conversely, women lower in Machiavellianism proba-

bly perceive lying in general as morally reprehensible, and it was therefore accompanied 

by more conflict for them. 

 

Figure 5 

MFN amplitudes for the conditions of study I 

Notes. Error bars indicate standard errors. Active condition= Participants who ate the candy bar, 

Informed condition= Participants who saw another person eating the candy bar, Neutral 

condition= Participants who declined the candy bar. A bar chart depicting MFN amplitudes in 

the conditions for men and women can be found in the article of the study. 

 

In line with previous studies, P300 amplitudes were more positive for probe than irrele-

vant items, revealing that probe items were more salient (see Figure 6). Furthermore, the 

P300-based CIT effect (i.e., the difference between probe and irrelevant items) was larger 

for women than men. For men and women, P300 amplitudes were more positive for probe 

than irrelevant items, yet for women, probe items known from a social situation were 

even more salient than for men. This result fits well to the finding of previous studies that 

women are more likely to consider relationship aspects in their everyday life (Cross & 

Madson, 1997; Gilligan, 1977; Jaffe & Hyde, 2000; Rothbart et al., 1986; Wark & Krebs, 
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1996; You et al., 2011), and reveals that women and men may differ in their attention to 

probe stimuli known from a social context. Unexpectedly, the P300-based CIT effect was 

not moderated by moral involvement: The difference of P300s between probe and irrele-

vant items was not larger for participants in the active compared to the informed condi-

tion. Accordingly, probe items were not more salient for participants who got to know 

them while performing a behavior causing a problem, compared to participants witness-

ing the same behavior. Likewise, Machiavellianism did not moderate the P300-based CIT 

effect. Overall, the results of the present study highlight the importance of considering 

individual differences when studying deception. Especially conflicts during deception 

seem to be different for individuals, as they may also depend on an individual’s moral 

involvement, gender, and Machiavellianism score. 

 

Figure 6 

Stimulus-locked grand average at electrode Pz in study I 

 

Note. Epochs spanned from 100 ms before until 1,300 ms after the stimulus. One tick at the x-

axis stands for 100 ms and one tick at the y-axis for 1 µV. Adapted from Scheuble and 

Beauducel (2020b). 
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4.2 Study II. Cognitive processes during deception about 

attitudes revisited 

Even though the first study gave important insights about individual differences during 

deception, it has to be noted that only a certain type of deception was investigated: the 

concealment of knowledge. To get to know more about general cognitive processes dur-

ing deception tasks and their determinants, it seemed crucial to additionally study decep-

tion in a non-recognition context. Deception studies that do not involve recognition tasks 

are scarce and there are very few studies that analyze MFNs and P300s (Johnson et al., 

2008; Leue & Beauducel, 2019; Suchotzki et al., 2015).  

Johnson and colleagues (2008) analyzed lies about attitudes and found different patterns 

between lies and honest responses of MFNs, P300s3, and a new ERP they named pre-

response positivities (PRP). Even though the results of the study by Johnson et al. (2008) 

were promising, they were based on a small sample size (N = 17). Furthermore, previous 

studies investigating deception in non-recognition tasks, found mixed, and also converse 

results to the study by Johnson et al. (2008). Whereas Kireev et al. (2008) found enlarged 

amplitudes of an ERP component similar to the MFN during deception, in another study, 

enlarged MFN amplitudes occurred for honest compared to deceptive answers (Suchotzki 

et al., 2015). For these reasons, and since the need for replication studies has generally 

been emphasized, the second study of this thesis aimed to replicate the findings by John-

son et al. (2008). An additional goal of the study was to investigate moderating effects of 

Machiavellianism on ERP patterns during deception about attitudes. 

The study was pre-registered prior to data collection (link to pre-registration: 

https://osf.io/f6w97). Before the deception tasks, participant’s attitudes towards religious, 

political and moral themes, well-known people and preferences were assessed using a 

questionnaire. During the deception task, participants indicated whether they agree or 

disagree with the items from the attitude questionnaire (see Figure 7 for trial sequence) 

while their EEG was recorded. They were instructed to respond truthfully in one block of 

                                                 
3 In Johnson et al. (2008) and therefore also in our underlying article, the P300 is named LPC. Yet, John-

son et al. (2008, p. 470) ensures that he is referring by the name LPC to the same component as the P300 

by writing “the amplitude of the late positive component (LPC) of the ERP (also known as P300)”. Like-

wise, other (deception) researchers use the name P300 and LPC interchangeably (Leue & Beauducel, 

2019; Meijer et al., 2007; Polich, 2007). Since in deception studies the name P300 is more common and 

this name is also used in study I and III, I use the name P300 throughout the thesis.  

https://osf.io/f6w97
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the task and lie in another block of the task. After the deception task, participants com-

pleted a German Machiavellianism questionnaire based on the scale by Christie and Geis 

(1970) as well as a newer Machiavellianism scale (Henning & Six, 1977; Jones & 

Paulhus, 2014). Overall, the EEG of 99 participants was recorded. 

 

Figure 7 

Sequence of two trials of the deception task in study II 

 

Note. Figure is reproduced from Scheuble and Beauducel (2020a). 

 

Additional to conventional repeated measures ANOVAs, Bayes factors were computed. 

In contrast to frequentist statistics, Bayes factors also allow for an interpretation of null 

results. They indicate whether data are more likely under the alternative or null hypothe-

sis. For the following reported effects, results of significance tests and Bayes factors con-

verged. 

Results of Johnson et al. (2008) for MFN, P300 and PRP amplitudes could be 

replicated. Enlarged MFN amplitudes for lies, compared to honest answers, revealed that 

lies were accompanied by more conflict (see Figure 8). Likewise, suppressed P300 am-

plitudes for lies, compared to honest responses, indicated that lying relied on additional 

cognitive resources (see Figure 9). PRP amplitudes were suppressed for lies, compared 

to honest responses. Suppressed PRP amplitudes have been associated by Johnson and 

colleagues with strategical monitoring, meaning monitoring processes ensuring that a 

long-term goal is followed (Johnson et al., 2004, 2005, 2008). Accordingly, lying was 

accompanied by strategical monitoring.  
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Figure 8 

Response-locked grand averages of fronto-central electrodes in study II 

 

Notes. Epochs spanned from 1,150 ms before to 300 ms after the response. One tick at the x-

axis stands for 100 ms and one tick at the y-axis for 1 µV. Adapted from Scheuble and 

Beauducel (2020a). 

  

In line with Johnson et al. (2008), we also found moderating effects of the attitudes’ 

valence on ERP amplitudes: Patterns of P300 and MFN amplitudes revealed that lying 

about positively valued (agree) items were accompanied by stronger conflicts and relied 

on a greater mental workload than lying about negatively valued (disagree) items. John-

son et al. (2008) proposed that lying about positively valued topics was cognitively more 

challenging, since it could be perceived as a denial of the self. Conversely, lying about 

negatively valued items could be perceived as a form of compliance. Exaggerating posi-

tive aspects of a negatively valued theme is probably often perceived as socially more 

acceptable than being honest. This explanation is in line with studies finding that people 

overestimate the population consensus to a greater extent for items they like than for items 

they dislike and that it is easier for people to recall positive aspects of negatively judged 

items than the other way around (Gershoff et al., 2008). Furthermore, responses to posi-

tively valued items triggered strategical monitoring, as indicated by suppressed PRP am-

plitudes for responses to positively valued compared to negatively valued items. 
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Machiavellianism did not moderate the difference between lies and honest responses for 

any of the analyzed ERPs. In sum, patterns of P300, MFN and PRP amplitudes proved to 

be reliable indicators of the cognitive processes during lies about attitudes. Executive 

processes, like monitoring response conflicts, handling a greater mental workload, and 

strategical monitoring, seem to be essential when lying about attitudes for both individu-

als higher and lower in Machiavellianism. 

 

Figure 9 

Response-locked grand averages of parietal-central electrodes in study II 

 
 

Notes. Epochs spanned from 1,150 ms before to 300 ms after the response. One tick at the x-

axis stands for 100 ms and one tick at the y-axis for 1 µV. Adapted from Scheuble and 

Beauducel (2020a). 
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4.3 Study III. The P300 and MFN as indicators of concealed 

knowledge in situations with negative and positive moral 

valence 

The first study revealed that the MFN-based CIT effect can be sensitive to the moral 

involvement of the examinee. Furthermore, the results of the second study suggest that 

the valence of the items of the deception task affect P300 and MFN amplitudes. Even 

though the involvement of participants differed in the conditions of study I, participants 

in both conditions got to know the probe items in a negative context. In both conditions, 

the missing candy caused a problem. Likewise, in existing CIT studies, the scenario be-

fore the CIT has usually a morally negative connotation, in that a theft is committed. In 

this line of reasoning, probe items are in many studies referred to as crime related items 

(Gamer & Berti, 2012; Rosenfeld et al., 2013; Sai et al., 2014). Hence, it remains possible 

that the MFN- and P300-based CIT effect also relies on the negative context in which the 

probe item is typically seen. Therefore, the aim of the third study of the thesis was to 

investigate whether the moral valence of the situation in which participants got to know 

the probe item moderates the MFN- or P300-based CIT effect. 

For this purpose, some participants (n = 33) committed a classic mock-crime. 

They stole an object, more precisely a candy box, from an office. A theft harms another 

person and is therefore considered a behavior with negative moral valence. Other partic-

ipants (n = 28) performed a similar task that differed in its moral valence. They gave 

somebody a present by putting a candy box into an office. Since giving a present is usually 

meant to promote the happiness of others, it formed the behavior with positive moral 

valence. Besides giving or taking the candy box, the two conditions were kept the same. 

All objects and the office in the two conditions were identical. Likewise, all following 

instructions were the same in both conditions. While participants took the CIT, the EEG 

was recorded. Participants were instructed to indicate whether they recognize the pre-

sented stimuli of the CIT (see Figure 10 for trial sequence of the CIT). The probe items 

consisted of the candy box participants put respectively took from the office and a key 

that they also saw in the office. We used two probe items and the CIT therefore also 

consisted of two parts, with keys and gift boxes as picture stimuli, in order to ensure that 

the results are stable for different stimuli. The irrelevant items consisted of similar boxes 
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and keys. The target items were formed by a box and a key, with which participants got 

in touch shortly before the EEG examination. For target items, participants were in-

structed to indicate that they do know them. For all other items (including probe and 

irrelevant items), they should indicate that they do not know them. Accordingly, they 

responded honestly for irrelevant items and deceptively for probe items. 

 

Figure 10 

Trial sequence of the CIT in study III 

Note. K= known, U= unknown. Adapted from Scheuble et al. (2021). 

 

Additional to repeated measures ANOVAs, Bayes factors were computed. The 

results of the two analyses converged for the following reported results, unless otherwise 

stated. In line with previous studies of the thesis, MFN amplitudes were enlarged for 

probe compared to irrelevant items, indicating that deceptive responses for probe items 

were accompanied by more intense conflict than honest responses for irrelevant items 

(see Figure 11). Unexpectedly, the repeated measures ANOVAs revealed that the MFN-

based CIT effect was not moderated by moral valence. The Bayes factor was inconclusive 

and did therefore provide no clear evidence for or against the moderation effect of moral 

valence. Bayes factors and repeated measures ANOVAs yielded evidence for a CIT effect 

in both the moral negative and the moral positive condition: When participants got to 

know the probe items during a behavior with positive moral valence and when they got 

to know them during a behavior with negative moral valence, MFN amplitudes were en-

larged for probe in comparison to irrelevant items. Accordingly, in both conditions, de-

ceptive responses for probe items were accompanied by more response conflict than hon-

est responses for irrelevant items.  

 



 

64 Studies 

 

Figure 11 

Response-locked grand averages of fronto-central electrodes in study III 

Notes. Epochs spanned from 1,100 ms before until 300 ms after the response. One tick at the x-

axis stands for 100 ms and one tick at the y-axis for 1 µV. 

 

P300 amplitudes were enlarged for probe compared to irrelevant items, revealing 

that probe items were more salient than irrelevant items (see Figure 12). Moral valence 

did not moderate the P300-based CIT effect. In the conditions with negative moral va-

lence and positive moral valence, P300 amplitudes were enlarged for probe compared to 

irrelevant items. Overall, the MFN- and P300-based CIT effect proved to be stable for 

both a moral negative and positive context. 

 

Figure 12 

Stimulus-locked grand average at electrode Pz in study III 

Note. Epochs spanned from 100 ms before until 1,300 ms after the stimulus. One tick at the x-

axis stands for 100 ms and one tick at the y-axis for 1 µV. 
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Since in study I interaction effects of gender with moral involvement occurred, 

one could wonder whether a moderation effect of moral valence occurs in the present 

study when gender is considered as a between-subject factor. For a better comparability 

of the results of the two studies in the thesis, I performed additional analyses considering 

moderating effects of gender. Neither for MFN nor for P300 amplitudes gender moder-

ated the CIT effect in general or in the two conditions. Also, when considering gender as 

a moderating variable, categorization in significant and non-significant results were the 

same as reported before. The results of study III and the other two studies will be inter-

preted as a whole in the following discussion section. 
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Table 4 

Overview of hypotheses and results of the studies of the thesis 

 Study I Study II  Study III 

Deception task CIT Deception about attitudes CIT 

Enlarged MFNs for deceptive 

compared to honest responses + + + 

Differences of P300s between 

items requiring a deceptive 

and items requiring an honest 

response  

+ + + 

Moderating effects of varia-

bles related to the moral con-

text 

 

 

 

 

 

 

 

 

 

  

Moral involvement (witness-

ing vs. demonstrating behav-

ior leading to a social conflict) 

moderates the MFN-based 

CIT effect + 
 

Moral involvement moderates 

the P300-based CIT effect - 
 

Exploration of the moderating 

effect of Machiavellianism on 

ERPs: A moderating effect of 

Machiavellianism on the 

MFN-based CIT effect oc-

curred for female witnesses 

Machiavellianism moderates the 

difference of MFNs between de-

ceptive and honest responses - 
 

Machiavellianism moderates the 

difference of P300s between de-

ceptive and honest responses - 

Moral valence (performing a 

positive vs. negative behav-

ior before the CIT) moder-

ates the MFN-based CIT ef-

fect - 
 

P300-based CIT effect oc-

curs for both positive and 

negative behavior (based on 

the results of study I no 

moderation effect was ex-

pected) + 
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 Study I Study II  Study III 

Additional hypotheses result-

ing from the specific study de-

sign/topic: 

Moderating effect of moral in-

volvement on MFN-based 

CIT effect is more pro-

nounced for women than men 

+ 
 

Difference of P300s between 

probe items seen in a social 

context and unknown irrele-

vant items is larger for 

women than men + 

Larger MFNs and suppressed 

P300s for deception about posi-

tively valued items, compared to 

deception about negatively val-

ued items + 
 

Attenuated PRPs for deceptive 

compared to honest responses + 
 

Attenuated PRPs for positively 

valued compared to negatively 

valued items + 

 

Notes. + = Results were in line with hypothesis, - = Hypothesis could not be confirmed 
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5 Discussion 

The goal of the thesis was to investigate cognitive processes during deception tasks, as 

indicated by P300 and MFN amplitudes. Thereby, I aimed to reveal possible determinants 

of the cognitive processes during deception with a special focus on variables related to 

the moral context, that is, moral involvement, Machiavellianism, and moral valence. For 

ERP-based deception studies, certain designs are regularly applied, for instance, they of-

ten utilize CITs with a prior instructed mock-theft (Gamer & Berti, 2012; Lui & Rosen-

feld, 2008; Sai et al., 2020; Winograd & Rosenfeld, 2014). In the deception studies of the 

present thesis, we investigated whether the different patterns of MFN and P300 ampli-

tudes can also be repeatedly found when deviating from this design. The deception tasks 

of the studies of the thesis all involved non-forensic scenarios. Furthermore, in study I, 

the scenario before the CIT was not instructed, in study II, a deception paradigm other 

than the CIT was applied, and in study III, some participants demonstrated a pro-social 

behavior before the CIT. Altogether, the studies of the thesis aimed to underpin the theo-

retical basis of deception tasks by investigating on which situations the differing patterns 

of MFN and P300 amplitudes in deception task can be generalized and by which variables 

they are moderated. The results of the studies will be discussed in the following. Patterns 

of MFN amplitudes in deception tasks and their sensitivity to variables related to the 

moral context will be interpreted. Since the P300 proved to have a dual-nature in the 

different deception paradigms, the results of P300 amplitudes will be interpreted first for 

CITs and afterwards for deception about attitudes. When certain results have direct im-

plications for future research, they will be outlined after the interpretation of the results. 

Further outlooks will be given in a separate section of the discussion.  

5.1 The MFN as an indicator of conflicts during deception 

and the moderating role of the moral context 

In all studies of the thesis, MFN amplitudes were enlarged for deceptive compared to 

honest responses. Accordingly, deception was in general accompanied by more conflict 

than being honest. This pattern of MFN amplitudes was found across different deception 
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tasks, that is, for CITs (study I and III) and for deception about attitudes (study II). There-

fore, the MFN seems to be a promising marker of conflicts involved in deception.  

Nevertheless, some variables related to the moral context of the deception task 

moderated the patterns of MFN amplitudes. This became apparent in study I. The MFN-

based CIT effect was attenuated for participants witnessing another person performing a 

behavior causing a problem (informed participants), compared to participants who per-

formed the same behavior (active participants). Deception was accompanied by less con-

flict for informed compared to active participants, and this effect occurred especially for 

women. In this line, we also expected in study III that the moral valence of the pre-CIT 

scenario moderates the MFN-based CIT effect. Participants either saw probe items while 

performing a behavior with positive moral valence (giving a present) or while performing 

a behavior with negative moral valence (committing theft). Subsequently, they responded 

deceptively during the CIT that they do not know the probe item. We did not find a mod-

eration effect of moral valence. The pattern of MFN amplitudes revealed that participants 

performing a behavior with positive moral valence did not experience significantly less 

intense conflicts during deception than participants performing a behavior with negative 

moral valence.  

Altogether, the results of the two studies reveal an important difference between 

moderating effects of moral involvement and valence on the conflicts during deception. 

The results of study I suggest that moral involvement can moderate the conflicts during 

deception. Possibly, concealing knowledge of the probe item as an informed participant 

was linked to covering up a behavior of somebody else. Since it could therefore be con-

sidered as lying for somebody else, it was accompanied by less guilt and conflict. Con-

versely, the results of study III reveal that the conflicts during deception are stable for 

situations with positive vs. negative moral valence. Even though participants demon-

strated a positive behavior in the moral positive condition of study III, they still covered 

up their own behavior by concealing knowledge of the probe item and therefore lying 

could possibly not as easily be perceived as prosocial and accompanied by less conflict. 

However, this explanation is tentative and needs further support from future empirical 

data. The investigation of MFNs in deception tasks in general and in particular of moder-

ating effects of moral variables on MFNs is still in its infancy. Especially against this 

background, future studies are required to test whether the results regarding the 
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moderating effects of moral involvement as well as moral valence are replicable. In this 

regard, it also has to be noted that the moderating effect of moral valence was not signif-

icant and the significance test and Bayes factors yielded evidence for an MFN-based CIT 

effect in both the moral negative and moral positive condition of study III. Yet, the Bayes 

factor of the moderating effect of moral valence was inconclusive. Future replication 

studies and studies comparing directly the effect of moral valence and moral involvement 

within one study could give further evidence whether moral involvement has to be estab-

lished as a moderating variable of the MFN-based CIT effect and whether moral valence 

probably does not moderate the MFN-based CIT effect in general.  

5.2 Moderating effects of Machiavellianism on MFNs 

Besides elucidating moderating effects of moral valence and moral involvement on MFN 

amplitudes, a further aim of the present thesis was to investigate moderating effects of 

individual differences in Machiavellianism. We did not find a general moderation effect 

of Machiavellianism for the difference of MFN amplitudes between honest and deceptive 

responses. Accordingly, conflicts during deception were not in general reduced for indi-

viduals higher in Machiavellianism. Instead, Machiavellianism moderated the conflicts 

during deception only under certain conditions. A moderation effect of Machiavellianism 

did not occur for deception about attitudes (study II). Yet, in study I, Machiavellianism 

moderated the conflicts during deception for women in the informed condition. For 

women higher in Machiavellianism the MFN-based CIT effect was less pronounced. Ac-

cordingly, they experienced fewer conflicts when they lied.  

A possible explanation for the result that the moderation effect of Machiavellian-

ism occurred under these conditions is the following. One characteristic of Machiavelli-

anism is the care about one’s own reputation, as well as reputation building (see Chapter 

2.5.2). Previous research found that women have a more interdependent self-construal 

than men (Cross & Madson, 1997). Likewise, women tend to tell more other-oriented lies 

(DePaulo et al., 1996). As outlined before, informed participants rather covered up the 

behavior of another person than their own by responding deceptively during the CIT. 

Thereby, the other person could also possibly avoid further criticism. In this situation, 

women high in Machiavellianism may perceive lying as an acceptable mean to avoid an 

argument and to care for their relationships as well as social reputation. In contrast, 
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women lower in Machiavellianism possibly perceive lying in general as ethically objec-

tionable and hence experience more conflicts when responding deceptively.  

That a moderation effect of Machiavellianism was only found under certain con-

ditions, is in line with a current theory by Jones and Mueller (2021). They reviewed re-

search findings of Machiavellianism and summarized that many effects of Machiavelli-

anism are context dependent. Instead of asking the research question what antisocial be-

havior can be predicted by Machiavellianism, they concluded that it is more reasonable 

to ask when Machiavellianism predicts antisocial behavior. Keeping the guiding principle 

of Machiavellianism “the end justifies the means” in mind, a research approach in which 

the context and possible interactions with the situation are considered, seems to be com-

patible with the conceptualization of Machiavellianism. Considering personality charac-

teristics in combination with the situation is in tradition with interactionism theories. Al-

ready, Hartshorne and May (1928) found that the correlation of deceitful behavior be-

tween different situations is low and therefore highlighted the importance to consider the 

specificity of the situation when predicting deceitful behavior. Jones and Mueller (2021) 

proposed characteristics of trait-relevant situations for Machiavellianism. They outlined 

that Machiavellianism predicts antisocial behavior when the rewards of the antisocial be-

havior are higher than the risks out of it. It should be noted that in the informed condition 

of study I, the rewards of deception were also probably higher (prevent a possible argu-

ment and keeping relationships intact) than its risks. The finding that Machiavellianism 

does not moderate conflicts during deception in general but only in certain situations sug-

gests that the trait relevance of the situation may also be decisive for effects of Machia-

vellianism on cognition. Therefore, it might be worthwhile to focus in future studies fur-

ther on the question in which situations Machiavellianism moderates conflicts during de-

ception.  

5.3 P300s as stable indicators of the salience of probe items 

in CITs 

Beyond MFN amplitudes, we investigated in all studies the P300, an ERP component that 

is regularly analyzed in deception paradigms, especially CITs. The P300 proved to be a 

stable indicator of increased salience of probe items requiring a deceptive response, 
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compared to irrelevant items requiring an honest response. In the two studies applying a 

CIT (study I and III), P300 amplitudes were enlarged for probe compared to irrelevant 

items. Getting to know the probe item in a forensic context does not seem to be a prereq-

uisite for the P300-based CIT effect. In both studies, the P300-based CIT effect occurred 

in non-forensic situations. Furthermore, in all studies, P300 amplitudes were not moder-

ated by variables related to the moral context of the deception tasks. Neither Machiavel-

lianism, nor a prosocial vs. antisocial framing of the deception scenario moderated the 

P300-based CIT effect. The results of study I revealed that probe items were not less 

salient for individuals higher in Machiavellianism. In other words, probe items did not 

appear less meaningful for individuals who tend to have less scruple and ethical concerns 

to lie. Moreover, neither moral involvement (study I) nor moral valence (study III) mod-

erated the P300-based CIT effect.  

The result of study I that moral involvement did not moderate the P300-based CIT 

effect was unexpected. In a former study by Rosenfeld, Ozsan, et al. (2017), a greater 

P300-based CIT effect was found for perpetrators than witnesses of a mock-theft. Simi-

larly, we expected probe items to be more salient for participants who performed a be-

havior causing a problem than for participants who witnessed somebody else demonstrat-

ing the same behavior. However, the P300-based CIT effect did not significantly differ 

between the two conditions. Yet, this finding is in line with results from some other stud-

ies: Jang et al. (2013) also found no difference of the P300-based CIT effect between 

witnesses and perpetrators of a mock-crime. Furthermore, in a study by Winograd and 

Rosenfeld (2014), the P300-based CIT effect did not differ between perpetrators of a 

mock-crime and participants who were only informed about the crime but did not commit 

it. A possible explanation for the differing results is that in the study in which a modera-

tion effect was found (Rosenfeld, Ozsan et al., 2017), witnesses and perpetrators got dif-

ferent instructions for the CIT: Perpetrators were instructed to conceal their knowledge 

of the probe item, whereas witnesses were instructed to try to reveal their knowledge of 

the probe item. Conversely, in the studies in which no moderation effect was found (study 

I of the present thesis; Jang et al., 2013; Winograd & Rosenfeld, 2014), participants of 

the different conditions got the same instructions during the CIT. All of them were in-

structed to conceal their knowledge of the probe items. Heightened deception awareness 

as well as instructing participants to respond deceptively during the CIT can increase the 
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P300-based CIT effect (Rosenfeld et al., 2012; Verschuere et al., 2009). Accordingly, the 

difference in the instructions of the CIT (trying to conceal vs. reveal the knowledge of the 

probe item as witnesses/informed participants) can offer a possible explanation for the 

differing results between study I and the study by Rosenfeld, Ozsan et al. (2017).  

Moreover, in study III, we found that the P300-based CIT effect also occurs for 

participants who did not perform a behavior causing harm to others. For both, participants 

who got to know the probe item while performing a behavior with positive moral valence 

(giving a present) and participants who performed a behavior with negative moral valence 

(committing theft), probe items were more salient than irrelevant items during the CIT. It 

should be noted that also in study III, participants of both conditions were instructed to 

conceal their knowledge of the probe items. Altogether, the results of study I and III imply 

that neither moral valence nor moral involvement determine the P300-based CIT effect. 

The greater salience of the probe item does not seem to depend on getting to know the 

probe item while performing a negative, crime-related behavior. Probe items did not ap-

pear to be more salient or meaningful when they were related to a negative compared to 

a positive behavior. Likewise, the results of study I imply that participants do not have to 

touch the probe item themselves or be actively involved in the relevant behavior during 

which they got to know the probe item for the probe to be more salient than irrelevant 

items. Also, for informed participants, probe items were more salient than irrelevant 

items. The results seem to indicate that moral valence and moral involvement do not rep-

resent confounding variables of the P300-based CIT effect, hindering its validity. They 

suggest that the P300-based CIT may also be applicable to reveal concealed knowledge 

about morally positive connoted situations, as well as concealed knowledge of informed 

people. Whereas MFN amplitudes indicating conflicts during deception seemed to be 

sensitive to some variables related to the moral context of the CIT, the salience of the 

probe items, as indicated by P300 amplitudes, proved to be stable for all analyzed moral 

contexts. It seems like the salience of the probe item, which is based on basic processes 

as the recognition of an item and its additional concealment, is unaffected by the moral 

context in the form of moral involvement and valence. 
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5.4 Patterns of P300s for deception about attitudes 

In a deception task differing from the CIT, a converse pattern of P300 amplitudes oc-

curred (study II): When participants lied about their attitudes, P300 amplitudes were sup-

pressed for deceptive compared to honest responses. This pattern of P300 amplitudes was 

expected and replicated the findings of Johnson et al. (2008). The dual nature of the pat-

tern of P300 amplitudes in CITs and deception task that do not rely on the recognition of 

an item has to be considered in deception tasks. In CITs, probe items are distinct from 

irrelevant items for people who recognize the probe items and accordingly conceal 

knowledge about them. Their attention is therefore drawn to the known probe items. They 

appear more significant than the irrelevant items, which goes along with enlarged P300 

amplitudes. Conversely, in deception tasks beyond the CIT, in which participants give 

deceptive and honest responses with the same frequency and the stimulus material does 

not consist of known vs. unknown items, the mental workload hypothesis more likely 

holds: Deception requires more cognitive resources and can be considered an additional 

task. The attention is therefore drawn away from the stimulus, which goes along with 

suppressed P300 amplitudes for deceptive compared to honest responses. This pattern of 

P300 amplitudes could repeatedly be found for deception about attitudes; in the study by 

Johnson et al. (2008) in a US sample and in our study for a German sample. Therefore, 

the P300 seems to be a promising indicator of the mental efforts during deception in non-

recognition tasks.  

Analyzing P300 amplitudes–in addition to MFN amplitudes–in deception tasks 

seems to have the potential to better get to know the cognitive processes during deception. 

By analyzing these ERPs not only in CITs but also other deception tasks, ERP patterns 

and cognitive processes which are specific for certain deception paradigms and those that 

generally occur during deception can be uncovered. Whereas MFNs indicated stronger 

response conflicts in both CITs and paradigms involving deception about attitudes, pat-

terns of P300 amplitudes were different in the two deception paradigms. P300s indicated 

a greater mental workload for deception about attitudes, though in CITs the salience of 

the probe items overrode the mental workload effect. Nowadays, ERP-based deception 

studies mainly apply CITs and the investigation of ERPs in other deception paradigms 

seems to standstill. However, the results of the thesis’ studies imply that differing patterns 

of ERPs can not only be repeatedly found in CITs but also in other deception paradigms, 
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more precisely for lies about attitudes. The results of the study are encouraging to further 

investigate P300s, MFNs, and also PRPs in non-recognition deception paradigms. In this 

regard, it also has to be considered that the CIT has a restricted scope. It can only be 

applied when the researcher knows a relevant stimulus, of which a certain target person, 

such as the perpetrator of a crime, and only this person, tries to conceal knowledge about 

(Farwell, 2012). Investigating ERPs also in non-recognition deception tasks has therefore 

not only the potential to get to know more about the general cognitive processes during 

deception, but it can also possibly widen the scope of ERP-based deception detection in 

the long run. With the MFN and P300, two ERPs are already available that reproducibly 

indicate stronger conflicts and mental effort of deceptive compared to truthful responses, 

at least for deception about attitudes. It remains for future studies to further investigate 

whether MFN and P300s are also reproducible markers for conflicts and mental effort 

during deception in other non-recognition contexts.  

In this context, I want to highlight that deception research can benefit from studies 

finding different patterns of ERPs between deceptive and honest responses but also from 

the reporting of findings when no significant difference in ERPs between deception and 

honest responses occurs. Only this allows to get an overarching view on the mental efforts 

and conflicts during deception. It is important to know when mental efforts and conflicts 

are more intense for deceptive compared to honest responses, as well as when and why 

this is not the case. Especially for a research field that can always be viewed with a focus 

on its practical application (in this case deception detection), the possibility of a publica-

tion bias needs to be prevented. For this purpose, preregistration and registered reports 

can be helpful (Scheel et al., 2021). An emerging number of journals, also those important 

for the ERP-based deception research, already introduced these publication forms, and it 

could further the deception research when journals more regularly offer publication forms 

like registered reports, and they do not represent exceptions. 

As outlined before, together the studies of the thesis also underlined the dual na-

ture of P300s in different deception paradigms. Studies investigating deception based on 

the mental workload hypothesis and CIT-studies, which are based on the salience hypoth-

esis, are currently two mainly independent research streams. This becomes also apparent 

in that different methods are predominantly used for studies based on the salience and 

those based on the workload hypothesis, e.g., for the pre-processing of their data (i.e., 
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filter settings, amplitude quantification etc.). The thesis’ studies revealed that patterns of 

P300 amplitudes based on the salience as well as mental workload hypothesis can repro-

ducibly be found. As a next step, it seems worthwhile to conceptually align CITs and 

other deception paradigms and investigate where the mental workload hypothesis holds 

and at which point the salience of a stimulus overrides the mental workload effect of 

deception. For instance, in a task in which participants lie about their attitudes, the fre-

quency of lies and honest responses could be equalized to those in CITs (in which partic-

ipants lie less frequently for probe items than they give honest responses for irrelevant 

items). Based on the investigation of such paradigms at the border between CITs and 

other deception paradigms, it can more thoroughly be analyzed when P300s are enlarged 

vs. suppressed for items requiring a deceptive response. Furthermore, it could be worth-

while to compare the differing methods for the quantification of the ERPs of the two 

research streams in future studies. For example, in CIT studies, peak-to-peak P300 am-

plitudes are predominantly computed (Gamer & Berti, 2012; Olson et al., 2019; Rosen-

feld, Ozsan, et al., 2017), whereas in deception paradigms beyond the CIT P300s are 

usually quantified as mean amplitudes (Dong et al., 2010; Johnson et al., 2008; Meek et 

al., 2013; Suchotzki et al., 2015). Therefore, in future studies, the quantification of P300 

amplitudes as mean and peak-to-peak amplitudes could be compared for both CITs and 

non-recognition deception paradigms. Soskins et al. (2001) already compared the quanti-

fication of P300s as peak-to-peak amplitudes with a single positive sliding mean and 

found that the quantification with the peak-to-peak amplitude is superior for the detection 

of concealed knowledge. Yet, it seems additionally important to compare the quantifica-

tion of the P300 as a peak-to-peak amplitude with the quantification of the P300 as a mean 

amplitude for deception paradigms that do not involve the concealment of knowledge.  

Additional to replicating the main ERP results for deception about attitudes found 

in the study by Johnson et al. (2008), we also analyzed the moderating effect of Machia-

vellianism on the ERPs. As in the CIT study (study I), Machiavellianism did not moderate 

the difference of P300 amplitudes between deceptive and honest responses about atti-

tudes. Together the studies revealed that in both deception paradigms, when P300s indi-

cated a greater salience of probe compared to irrelevant items, and when P300s indicated 

a greater mental workload for deceptive compared to honest responses about attitudes, 

individual differences in Machiavellianism did not moderate the patterns of P300 
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amplitudes. With regard to the results of study II, this meant that deception about attitudes 

were not cognitively less challenging for individuals higher in Machiavellianism. This 

result was also in line with the patterns of MFN amplitudes, indicating that conflicts dur-

ing deception about attitudes were not reduced for individuals higher in Machiavellian-

ism.  

5.5 Limitations 

The implications of the results hold for the conditions of the respective studies, and a rash 

generalization to other contexts should be avoided. Therefore, limitations of the studies 

are outlined in the following. 

First, characteristics of the sample of the present studies have to be considered. 

This seems especially important for the analyses of the moderating effects of Machiavel-

lianism on ERP patterns. The participants of the studies had mainly an academic back-

ground, and it was not secured by a pre-selection that the sample comprises individuals 

with low and middle scores in Machiavellianism as well as many individuals scoring high 

on Machiavellianism. As described before, we found a moderation effect of Machiavel-

lianism on MFN amplitudes only in a certain condition of one study (i.e., for women in 

the informed condition in study I). It is possible that results for Machiavellianism are 

more conclusive or that moderation effects of Machiavellianism more likely occur when 

individuals with more extreme scores in Machiavellianism are considered. Either way, 

future studies investigating the moderation effect of Machiavellianism on ERPs during 

deception for individuals with extreme values in Machiavellianism (e.g., by a pre-selected 

sample, prisoners or a clinical sample) could complement the findings of the present the-

sis.  

Furthermore, in all three studies, data from young adults were analyzed. When 

comparing P300 amplitudes over the lifespan, P300 amplitudes are most pronounced for 

this age group and decrease for older people (Dinteren et al., 2014). Likewise, it has al-

ready been found that MFN amplitudes can differ between younger and older adults (Tays 

et al., 2008). Thus, it is questionable whether the thesis’ results can be generalized to 

older adults, meaning especially people older than 40 years. Considering that ERP-based 

deception paradigms mainly involve young adults and that there are to the best of my 

knowledge no P300- or MFN-based deception studies that specifically analyzed data from 
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older adults, it seems especially important to further investigate whether the found ERP 

effects also hold true for this population.  

Second, it has to be noted that the conditions of the studies did not involve high 

stake situations. In study I, investigating the moderating effect of moral involvement, 

missing candy caused a problem. Accordingly, ERP patterns for a small social conflict 

were elucidated. We chose this approach, since observing a severe form of misbehaving 

as well as leading participants to demonstrate such behavior could possibly result in a 

very artificial situation in a laboratory study, which could in turn hinder the moral in-

volvement of participants in the situation. Moreover, the generalizability of the CIT effect 

to social situations beyond crimes was also an important aim of the present thesis. In 

accordance, the probe stimuli were objects that are regularly present in experimental set-

tings (i.e., candy). However, this also means that the study can only provide preliminary 

hints for the cognitive processes and corresponding ERPs for a CIT involving more severe 

misbehavior. Likewise, in study III, participants either demonstrated a behavior with 

moderate positive or moderate negative moral valence. At a first step, we found it im-

portant to compare a negative behavior that is regularly investigated in CITs (taking an 

object in a theft) with a positive behavior of similar intensity (giving an object as a pre-

sent). However, from the results of the study, it cannot be concluded that the same patterns 

of ERPs appear when comparing behaviors with a very positive vs. very negative moral 

valence or when the consequences of the behaviors are more severe. 

On a related note, participants in study III were, as in previous mock-theft studies, 

instructed to demonstrate the behaviors with negative and positive moral valence. Despite 

the fact that participants of the study were repeatedly informed–before the examination 

and in the letter in which the instructions were given–that they could quit the task any 

time, it is possible that moderating effects of moral valence on P300 or MFNs are present 

when people demonstrate a behavior of their own choice. In this context, a study by Na-

hari et al. (2017) seems important. They investigated the effect of the free will to demon-

strate a mock-crime on psychophysiological data (electrodermal and respiration 

measures) and response times during a CIT. The CIT-effect did not differ between par-

ticipants choosing on their own to either commit a mock-crime or another task, and par-

ticipants who were instructed to commit one of the tasks. Yet, it is possible that, especially 

for effects of moral valence, it is decisive that the behavior is self-initiated. 
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Finally, it has to be highlighted that I analyzed deception in regularly used decep-

tion paradigms of ERP-studies and wanted to underpin their theoretical basis. Yet, the 

deception paradigms differ in important aspects from deception in everyday life and 

might not capture all of its features. They are simplified deception tasks under controlled 

laboratory settings. Therefore, a harsh generalization of the found results to lies in every-

day life is premature and should be avoided. For instance, participants of the studies 

pressed buttons for responding deceptively. In real life, participants often speak when 

responding deceptively. Speaking is accompanied by muscle activity, for instance of the 

tongue, which can distort the analyzed ERPs (Luck, 2014). This is especially problematic 

for response-locked ERPs, like the MFN. In this line, ERP-based deception paradigms, 

and also those used in the present thesis, mainly involve responses as button presses rather 

than verbal answers. Furthermore, the social component in the deception paradigms was 

low. We applied classic CIT paradigms, in which participants respond deceptively during 

a computer task and only get feedback by screen displays. Likewise, the deception para-

digm comprising attitudes was a computer task, as in the replicated study. In real life, 

participants are possibly more focused to not only control their responses but also their 

non-verbal expressions during deception. In this context, a study by Carrión et al. (2010) 

seems worth noting. They investigated data of participants who sat face-to-face to another 

person while giving deceptive responses by button presses. They analyzed N450s, an ERP 

that is also closely associated to conflict monitoring, and found increased conflict moni-

toring for deceptive compared to honest responses. However, for face-to-face deception 

studies, it has to be carefully avoided that experimenter effects occur. This seems espe-

cially important when the moderating effect of multiple conditions or of personality con-

structs are analyzed, and examiners can possibly differ between conditions or display 

different non-verbal behavior towards different personalities. Therefore, we also did not 

modify the CIT and the deception paradigm involving attitudes in our studies. Neverthe-

less, new technologies, like virtual realities and mobile EEGs, can be promising to inves-

tigate in future studies deception in more ecologically valid paradigms. In sum, it is pos-

sible that face-to-face lies in everyday life may comprise additional cognitive load or 

inhibition processes that are not captured in the deception paradigms of the studies of the 

thesis. Therefore, the results of the study currently only allow interpretations for cognitive 

processes in the corresponding deception tasks and can only give hints which ERP 
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patterns might be expected for real-life face-to-face lies. Nevertheless, it also should be 

noted that this is not crucial for the application of the analyzed deception paradigms in 

order to detect deception, since they are intended to be applied also in real-life settings in 

their current form as a computer task. 

5.6 Outlook 

While the previous sections already included some hints for future work, in this section a 

more generic outlook on the field is given. In the thesis’ studies, we departed from classic 

scenarios of deception paradigms and analyzed deception in non-forensic situations. To 

ensure that findings of deception studies are generalizable to multiple situations, further 

studies are needed analyzing deception in other than mock-theft scenarios.  

For instance, the ERP-based deception research could profit from studies investi-

gating deception at the workplace. When thinking about personnel selection or miscon-

duct at work, it becomes apparent that deception is also present at the workplace. How-

ever, there are, to the best of my knowledge, no ERP studies investigating deception in a 

work-related context. Therefore, investigating deception in these situations could open up 

a possible application setting for ERP-based deception detection and further the under-

standing of deception taking place at the workplace. Also, in the workplace, the moral 

background of deception can vary. For instance, employees can lie for their own personal 

gain or for the benefit of the organization (Sims, 2002). Analyzing deception with these 

different goals could complement our findings regarding the moderating effect of pro- vs. 

antisocial settings on the processes during deception. 

In a similar vein, in the forensic context many crime situations are not yet inves-

tigated, and future studies should involve more diverse crime scenarios. ERP-based de-

ception studies typically investigate thefts, e.g., of a ring. However, previous cases in 

which the application of ERP-based CITs have been considered in court, were predomi-

nantly murders (Farwell, 2012). Therefore, it is important that the ERP-based CIT-effect 

is generalizable to multiple situations and also its specific applications. A further prom-

ising application of ERP-based CITs, which is not yet well investigated, are planned 

crimes. Applying the CIT to planned crimes has the potential to prevent crimes from hap-

pening. Since in our study a P300-based CIT effect also occurred for participants who did 

not actually get in touch with the probe item but only knew it, our results may suggest 
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that the CIT effect also holds true for crimes that are planned but not (yet) committed. 

Indeed, Meixner and Rosenfeld (2011) found a P300-based CIT effect for a planned ter-

rorist attack. It seems interesting to get to know whether the MFN-based CIT effect is 

also generalizable to planned crimes. Recall our findings in study I that the MFN-based 

CIT effect was similar in the active and neutral condition (in which participants knew 

about the probe item but did not cause a problem) but differed between the active and 

informed condition. These findings may suggest that an MFN-based CIT effect occurs 

for planned crimes as long as the participants themselves planned to perform them.  

The result that the P300-based CIT effect also occurred for participants who only 

knew the probe item but did not perform the problematic behavior also suggests that in-

formed participants or witnesses cannot be differentiated from people who actually mis-

behaved while getting to know the probe items. Accordingly, a different method seems 

to be needed to differentiate these two groups of people. The guilty action test (GAT), an 

adaption of the CIT, has been introduced for this purpose in the context of polygraph 

measures (Bradley et al., 1996). The GAT also involves probe and irrelevant items, but 

instead of asking examinees whether they recognize the probe item, they are directly 

asked whether they committed the behavior in question, e.g., “Did you steal the ring?”. 

Both guilty examinees and witnesses, should recognize the probe item. However, guilty 

participants lie when denying these questions, whereas witnesses tell the truth. It has been 

questioned that polygraph tests involving the GAT are successful in differentiating be-

tween guilty and informed people (Gamer, 2010). Therefore, it seems worthwhile to in-

vestigate whether the GAT based on P300s and MFNs is able to differentiate between 

guilty, informed people and people who do not know the probe item, by indexing both 

the salience of the probe item and the conflicts during deception. 

P300 amplitudes proved to be stable across different manipulations of the moral 

context in the present studies. Yet, gender moderated the P300-based CIT effect when 

participants saw the probe item during a social interaction. We explained this result with 

women having a greater focus on social stimuli. It is possible that moral variables that are 

more strongly related to the attentional focus, moderate P300 amplitudes. For instance, it 

would be interesting to investigate moderating effects of xenophobia. When a participant 

has to conceal knowledge about the identity of a searched person, this person could share 

relevant characteristics (e.g., ethnicity, gender) with the examinee or not. Based on 
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previous research, competing expectations of P300 patterns seem possible for this com-

parison: The P300-based CIT effect proved to be more pronounced for personally more 

relevant items (Rosenfeld et al., 2006). When the examinees conceal knowledge about a 

person who shares relevant features with themselves, this person could be perceived as 

personally more relevant. Accordingly, an enlarged P300-based CIT effect would be ex-

pected when the examinee is more similar to the searched person. Conversely, in catego-

rization tasks, enlarged P300 amplitudes were found for faces of participants ethnical out- 

compared to their ingroup (Dickter & Bartholow, 2007; Pesciarelli et al., 2021). Based 

on these findings, an enlarged CIT effect would be expected when the searched person 

differs from the examinee, for instance by having a different ethnicity. 

Finally, it should be noted that even though the P300 and MFN are promising for 

revealing deception, they both have their limitations. There is, at least not yet, a Pinoc-

chio’s nose indicating deception in all circumstances. The MFN can also be sensitive to 

the moral context of deception. The P300 seems to be a stable indicator of concealed 

knowledge in CITs. However, the concealment of knowledge is just one form of decep-

tion. For deception paradigms beyond the CIT, converse P300 patterns occur and P300s 

in non-recognition deception paradigms are also investigated less. As outlined in the in-

troduction, many methods are available for the detection of deception, and they all seem 

to have their limitations. The different methods for detecting deception are usually inves-

tigated separately in different research studies, different journals and also often treated as 

competing methods for the detection of deception. Yet, a multi-method approach com-

prising, for instance, ERPs, fMRI, verbal and non-verbal signs for the detecting of decep-

tion could help to overcome the specific limitations of the single methods. Investigating 

converse results of these different deception measures could help to further understand 

their determinants and the processes involved in deception. Likewise, different paradigms 

can be applied to find the best way to combine their results to increase deception detection 

rates. For instance, the implicit association test (IAT) is another paradigm that can be used 

to uncover concealed knowledge or attitudes (Greenwald et al., 2009; Sartori et al., 2008). 

Hu and Rosenfeld (2012) found that a combination of the results of an IAT and CIT out-

performs any single measure. It seems promising to further examine the best way to com-

bine different paradigms to detect deception. Nowadays, conducting studies across dif-

ferent research groups has been promoted (Wacker, 2017). Even though a multi-method 
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approach can be time-consuming and the expertise of different researchers is needed, this 

could be worthwhile to find an optimal way for detecting deception. 

5.7 Conclusion 

In all studies of the thesis, involving various deception paradigms, MFN as well as P300 

amplitudes differed for deceptive compared to honest responses. Previous deception stud-

ies rarely investigated MFN amplitudes. The thesis’ studies thus contribute to establishing 

the MFN as an ERP component that is worthwhile to investigate in deception studies 

additional to P300 amplitudes. MFN amplitudes repeatedly indicated stronger conflicts 

during deceptive compared to honest responses for CITs as well as for a paradigm involv-

ing deception about attitudes. In CITs, P300 amplitudes indicated a greater salience of 

probe items, for which participants denied recognizing them, compared to irrelevant items 

requiring the honest response that they do know them. For deception about attitudes, P300 

amplitudes indicated a stronger mental workload for items requiring a deceptive vs. hon-

est response. The different patterns of P300 and MFN amplitudes for deceptive and honest 

response do not seem to rely on a forensic context of the deception paradigms. Unlike 

many previous deception studies, at least one condition of all studies of the thesis did not 

involve a crime and differing MFN and P300 amplitudes between deceptive and honest 

responses were also found in these non-forensic situations. Furthermore, study I involved 

a scenario in which participants were not exactly instructed what to do: They witnessed 

another person demonstrating a behavior causing a problem or demonstrated the same 

behavior on their own accord. The results of the study revealed that the P300- as well as 

MFN-based CIT effect was generalizable to a situation in which participants got to know 

the probe item during an uninstructed behavior. 

Yet, for women, conflicts during deception, as indicated by MFN amplitudes, 

seem to be sensitive to the moral involvement of the person (witnessing vs. performing a 

behavior causing a problem). Accordingly, when relying on the MFN as a marker for 

deception, it has to be taken into account that an MFN-based CIT effect possibly does not 

occur for witnesses. Furthermore, it should be considered that in some situations, Mach-

iavellianism can moderate the MFN-based CIT effect, in that conflicts during deception 

are less pronounced for individuals higher in Machiavellianism. In our study, this was the 

case for women witnessing another person performing a problematic behavior. In 
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contrast, the MFN-based CIT effect proved to occur for a morally negative (committing 

theft) as well as a morally positive situation (giving a present). Therefore, the MFN seems 

to be applicable as a marker for concealed knowledge for both morally negative and pos-

itive situations.  

The patterns of P300 amplitudes in the deception paradigms were neither sensitive 

to moral involvement, nor moral valence, nor individual differences in Machiavellianism. 

The results suggest that the P300-based CIT effect holds true for multiple situations: mor-

ally positive and morally negative situations, witnesses as well as people performing a 

behavior causing a problem. Furthermore, the differing P300 amplitudes for probe vs. 

irrelevant items in CITs as well as for deceptive vs. honest responses about attitudes seem 

to be stable for individual differences in Machiavellianism. Overall, both P300- and 

MFN-based deception paradigms proved to be promising for detecting deception. Yet, it 

should be noted that MFN amplitudes can also be sensitive to the moral involvement of 

the examinee and that different patterns of P300 amplitudes occur in CITs and non-recog-

nition deception tasks.  
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