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## Abstract

In recent years, analysing the long-time behaviour of stochastic processes has received increasing interest. Firstly, efficient sampling of a given probability measure is an important task that arises in various fields such as Bayesian statistics or computational physics. Markov Chain Monte Carlo (MCMC) algorithms form a powerful class of sampling methods for which guarantees for fast mixing are of particular interest, especially for intractable target measures. Secondly, one would like to better understand the convergence behaviour of stochastic processes which have their origin in modelling phenomena in physics and are used in deep learning, among others.

In this thesis, we focus on specific high-dimensional problems. We are interested in sampling target measures of mean-field particle type consisting of a unary potential that is in general not strongly convex and of a pairwise interaction potential. Correspondingly, we consider a system of many particles moving according to an external confining force and a pairwise interaction force. Further, we address the connection between processes of mean-field particle type and their corresponding McKean-Vlasov process, where only one particle is considered and whose moves are determined by a nonlinear stochastic differential equation (SDE) with an external force and a distribution-dependent interaction force. We are interested in quantitative estimates between the laws of these two types of processes.

The thesis covers three projects. In the first part, we analyse the behaviour of the unadjusted Hamiltonian Monte Carlo (uHMC) algorithm which forms an MCMC method that samples approximately a given target measure. For a target measure of mean-field type, contraction in Wasserstein distance with dimension-free rates is established under certain conditions on the unary part and the interaction part of the mean-field potential. Furthermore, error estimates between the target measure and the measure sampled by uHMC are provided.

In the second part, we investigate nonlinear stochastic differential equations without confinement and their corresponding mean-field particle systems. To show contraction in Wasserstein distance, the so-called sticky coupling is established for nonlinear SDEs and a novel class of nonlinear one-dimensional SDEs with a sticky boundary behaviour at zero is introduced. For these equations, existence and uniqueness of a weak solution are proven and a phase transition from a unique to several invariant probability measures is analysed. Provided a unique invariant probability measure exists and contraction towards this measure holds, we deduce contraction in Wasserstein distance for the nonlinear SDE without confinement. Further, we establish uniform in time propagation of chaos estimates for the corresponding particle system.

In the final part, we study the long-time behaviour of diffusions given by the second-order Langevin dynamics with distribution-dependent forces. Global contraction in Wasserstein distance with dimension-free rates is shown via a coupling approach and a carefully constructed distance function. In addition, we analyse the optimal order of the contraction rates for the classical second-order Langevin dynamics with a strongly convex potential. Finally, we provide uniform in time propagation of chaos bounds for the corresponding mean-field particle system.
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## 1

## Introduction

Obtaining quantitative estimates for the long-time behaviour of stochastic processes is a relevant issue occurring in many applications. Firstly, we are interested in getting guarantees for fast mixing of Markov Chain Monte Carlo (MCMC) methods which form a powerful class of sampling algorithms. In particular, efficient sampling of given intractable probability distribution is of great interest. Secondly, we want to better understand the convergence behaviour of stochastic processes that describe phenomena, for instance, in physics and are determined by stochastic differential equations.

In this PhD thesis, we study the Hamiltonian Monte Carlo (HMC) algorithm for mean-field models and two specific types of stochastic differential equations (SDEs) of McKean-Vlasov type and investigate their long-time behaviour using coupling methods as an analytic tool. The thesis covers three projects.

In the first project, we consider unadjusted HMC (uHMC) for mean-field models using the velocity Verlet discretisation of the Hamiltonian dynamics given by

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} q_{t}^{i}=p_{\lfloor t\rfloor_{h}}^{i}-\frac{h}{2} \nabla_{i} U\left(q_{\left.[t]_{h}\right)}\right)  \tag{1.1}\\
\frac{\mathrm{d}}{\mathrm{~d} t} p_{t}^{i}=-\frac{1}{2}\left(\nabla_{i} U\left(q_{[t]_{h}}\right)+\nabla_{i} U\left(q_{[t]_{h}}\right)\right),
\end{array} \quad i=1, \ldots, n,\right.
$$

where the mean-field potential $U: \mathbb{R}^{n d} \rightarrow \mathbb{R}$ is given by $U(x)=\sum_{i=1}^{n}\left(V\left(x^{i}\right)+\frac{\epsilon}{n} \sum_{j=1}^{n} W\left(x^{i}-x^{j}\right)\right)$ and $\lfloor t\rfloor_{h}$ and $\lceil t\rceil_{h}$ denote the floor and ceiling function, respectively, with respect to the discretisation parameter $h>0$. Using a particlewise coupling and a complementary particlewise metric, we establish dimension-free contraction bounds in $L^{1}$ Wasserstein distance. These bounds hold for unary potentials $V$ including non-strongly convex functions provided the interaction parameter $\epsilon$, the discretisation parameter $h$ and the duration time of each uHMC step are sufficiently small. Moreover, we establish strong accuracy bounds for uHMC applied to mean-field models and derive quantitative error bounds between the target measure and the measure sampled using uHMC.

In the second project, we study nonlinear unconfined SDEs of McKean-Vlasov type on $\mathbb{R}^{d}$ given by

$$
\begin{equation*}
\mathrm{d} X_{t}=\left(\int_{\mathbb{R}^{d}} b\left(X_{t}-x\right) \mu_{t}(\mathrm{~d} x)\right) \mathrm{d} t+\mathrm{d} B_{t}, \quad \mu_{t}=\operatorname{Law}\left(X_{t}\right), \tag{1.2}
\end{equation*}
$$

where $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional Brownian motion and the force $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ consists of a linear function and a bounded, Lipschitz continuous perturbation. We introduce a sticky coupling for nonlinear SDEs of McKean-Vlasov type and establish conditions under which contraction
in Wasserstein distance holds. For this, we show that the distance process of the two copies of the coupling is controlled by the solution to a one-dimensional nonlinear equation with a sticky boundary at 0 given by

$$
\begin{equation*}
\mathrm{d} r_{t}=\left(\tilde{b}\left(r_{t}\right)+\int_{\mathbb{R}^{d}} g(y) P_{t}(\mathrm{~d} y)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} W_{t}, \quad P_{t}=\operatorname{Law}\left(r_{t}\right) \tag{1.3}
\end{equation*}
$$

where $\left(W_{t}\right)_{t \geq 0}$ is a one-dimensional Brownian motion, $\tilde{b}$ is a Lipschitz continuous function and $g$ is a bounded measurable function. For this novel class of SDEs, we prove existence and uniqueness in law of a weak solution. Further, we exhibit a phase transition for its invariant probability measures. In the case of a unique invariant probability measure, we establish conditions under which convergence to the invariant measure holds. Eventually, we show uniform in time propagation of chaos for the mean-field particle system corresponding to (1.2).

In the third project, we consider the Langevin dynamics with nonlinear interactions of McKean-Vlasov type given by

$$
\left\{\begin{array}{l}
\mathrm{d} X_{t}=Y_{t} \mathrm{~d} t  \tag{1.4}\\
\mathrm{~d} Y_{t}=\left(-\gamma Y_{t}+u b\left(X_{t}\right)+u \int_{\mathbb{R}^{d}} \tilde{b}\left(X_{t}, x\right) \mu_{t}^{x}(\mathrm{~d} x)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t}, \quad \mu_{t}^{x}=\operatorname{Law}\left(X_{t}\right),
\end{array}\right.
$$

where $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional Brownian motion, and where the confinement force $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and the interaction force $\tilde{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ are Lipschitz continuous functions. We prove global contraction in Wasserstein distance under certain assumptions on $b, \tilde{b}$, the friction coefficient $\gamma>0$ and the inverse mass $u>0$ via a specifically designed distance function and a carefully aligned coupling approach. This distance is equivalent to the Euclidean distance and combines optimally two contraction results for large and small distances. In addition, we provide uniform in time propagation of chaos bounds for the corresponding particle systems.

Before we step into the details of the three projects, we introduce some notations and recall basic definitions and known facts. First, we define a distance between two probability measures and the notion of contraction in Wasserstein distance. In Section 1.2, we introduce the basic idea of Markov Chain Monte Carlo methods and define HMC. In Section 1.3, we present Langevin diffusions, before we recall some coupling techniques in Section 1.4 and present known contraction results for MCMC methods and SDEs in Section 1.5. Finally, we introduce nonlinear SDEs and establish the concept of propagation of chaos in Section 1.6. The references are directly provided in the respective sections.

### 1.1 Wasserstein distance and contraction

### 1.1.1 Wasserstein distance

Let $(\mathbb{X}, d)$ be some Polish space endowed with the Borel $\sigma$-algebra $\mathcal{B}(\mathbb{X})$. Often, we consider $\mathbb{X}=\mathbb{R}^{d}$ and the Euclidean distance $d(x, y)=|x-y|$ for all $x, y \in \mathbb{R}^{d}$. The set of all probability measures on $\mathbb{X}$ is denoted by $\mathcal{P}(\mathbb{X})$. To define the distance between two probability distributions $\mu, \nu \in \mathcal{P}(\mathbb{X})$, we first introduce the notion of a coupling between two probability measures. We call $\gamma \in \mathcal{P}(\mathbb{X} \times \mathbb{X})$ a coupling of the measures $\mu$ and $\nu$ if

$$
\gamma(A \times \mathbb{X})=\mu(A) \quad \text { and } \quad \gamma(\mathbb{X} \times B)=\nu(B) \quad \text { for any } A, B \in \mathcal{B}(\mathbb{X})
$$

The set of all couplings of $\mu$ and $\nu$ is denoted by $\Pi(\mu, \nu)$. We say that the coupling is realised by random variables $X, Y: \Omega \rightarrow \mathbb{X}$ defined on a common probability space $(\Omega, \mathcal{A}, P)$ such that $(X, Y) \sim \gamma$.

Let $\rho: \mathbb{X} \times \mathbb{X} \rightarrow[0, \infty)$ be a metric on $\mathbb{X}$ that can differ from $d$. Fix $p \in[0, \infty)$. We define the $L^{p}$ Wasserstein distance with respect to $\rho$ on the set

$$
\begin{equation*}
\mathcal{P}_{\rho}^{p}(\mathbb{X})=\left\{\mu \in \mathcal{P}(\mathbb{X}): \int_{\mathbb{R}^{d}} \rho(x, y)^{p} \mu(\mathrm{~d} x)<\infty \text { for some } y \in \mathbb{X}\right\} \tag{1.5}
\end{equation*}
$$

by

$$
\begin{equation*}
\mathcal{W}_{\rho}^{p}(\mu, \nu)=\inf _{\gamma \in \Pi(\mu, \nu)}\left(\int_{\mathbb{X} \times \mathbb{X}} \rho(x, y)^{p} \gamma(\mathrm{~d} x \mathrm{~d} y)\right)^{1 / p}=\inf _{X \sim \mu, Y \sim \nu} E\left[\rho(X, Y)^{p}\right]^{1 / p} \tag{1.6}
\end{equation*}
$$

In the case $\rho=d$, we write $\mathcal{W}^{p}$ and $\mathcal{P}^{p}$. It holds that $\left(\mathcal{P}^{p}(\mathbb{X}), \mathcal{W}^{p}\right)$ defines a Polish space, and if a sequence of measures $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{P}^{p}(\mathbb{X})$ converges to a measure $\mu \in \mathcal{P}^{p}(\mathbb{X})$, then $\mu_{n} \rightarrow \mu$ weakly, see [192, Theorem 6.9]. Note that if $\rho$ and $d$ are equivalent, then $\mathcal{P}^{p}=\mathcal{P}_{\rho}^{p}$. For $p=1$, $\mathcal{W}_{\rho}^{1}$ is called Kantorovich distance, and the exponent is often omitted for simplicity. We remark that the Kantorovich distance is often defined for a more general function $\rho$ which only forms a semimetric, i.e. $\rho$ satisfies $\rho(x, y)=\rho(y, x)$ for all $x, y \in \mathbb{X}$ and $\rho(x, y)=0$ if and only if $x=y$. In that case, $\mathcal{W}_{\rho}$ defines a semimetric on the space $\mathcal{P}_{\rho}(\mathbb{X})$.

The Wasserstein distance with respect to $d$ can easily be modified by considering a function $f:[0, \infty) \rightarrow[0, \infty)$ that is non-decreasing, concave and satisfies $f(0)=0$ and $f^{\prime}(0)>0$. Then, $f \circ d$ defines again a metric and the corresponding Kantorovich distance is given by $\mathcal{W}_{f}(\mu, \nu)=\inf _{\gamma \in \Pi(\mu, \nu)} \int_{\mathbb{X} \times \mathbb{X}}(f \circ d)(x, y) \gamma(\mathrm{d} x \mathrm{~d} y)$.

The total variation distance (TV distance) forms a prominent example for the Kantorovich distance, where the underlying distance is given by $\rho(x, y)=\mathbb{1}_{\{x \neq y\}}$. We denote the TV distance of two probability measure $\mu, \nu \in \mathcal{P}(\mathbb{X})$ by

$$
\|\mu-\nu\|_{\mathrm{TV}}=\mathcal{W}_{\rho}(\mu, \nu)=\inf _{X \sim \mu, Y \sim \nu} P[X \neq Y] .
$$

We refer to [131, Chapter 4.2] for a detailed study on the TV distance.
We note that (1.6) represents a special case of the optimal transport problem where a general cost function $c: \mathbb{X} \times \mathbb{X} \rightarrow[0, \infty)$ is considered instead of the metric $\rho$. In the Monge formulation, a map $T: \mathbb{X} \rightarrow \mathbb{X}$ is searched that minimises $\int c(x, T(x)) \mu(\mathrm{d} x)$ under the constraint $\nu=\mu \circ T^{-1}$, whereas in the less restrictive Kantorovich formulation, a coupling $\gamma \in \Pi(\mu, \nu)$ is searched that minimises $\int c(x, y) \gamma(\mathrm{d} x \mathrm{~d} y)$.

The presented definitions and statements on the Wasserstein distance are taken from [192, Chapter 6].

### 1.1.2 Contraction in Wasserstein distance

Using the previously introduced distances for probability measures we are interested in the longtime behaviour of a given process. Next, we define the Markov transition function and introduce the concept of contraction in Wasserstein distance for a given transition function.

Let $I=\mathbb{N}$ or $I=\mathbb{R}_{+}$be an index set. We denote by $\left(p_{t}\right)_{t \in I}$ a time-homogeneous transition function on $(\mathbb{X}, \mathcal{B}(\mathbb{X}))$, which is a collection of probability kernels $p_{t}: \mathbb{X} \times \mathcal{B}(\mathbb{X}) \rightarrow[0,1]$ satisfying $p_{0}(x, \cdot)=\delta_{x}$ and $p_{s} p_{t}=p_{s+t}$ for all $s, t \in I$, where $\left(p_{s} p_{t}\right)(x, A)=\int_{\mathbb{X}} p_{s}(x, \mathrm{~d} y) p_{t}(y, A)$ for all $x \in \mathbb{X}$ and $A \in \mathcal{B}(\mathbb{X})$. We write $\mu p_{t}(\mathrm{~d} x)=\int_{\mathbb{X}} p_{t}(y, \mathrm{~d} x) \mu(\mathrm{d} y)$ for all probability measures
$\mu$ and $\left(p_{t} f\right)(x)=\int_{\mathbb{X}} p_{t}(x, \mathrm{~d} y) f(y)$ for all functions $f: \mathbb{X} \rightarrow \mathbb{R}$. Given a transition function $\left(p_{t}\right)_{t \in I}$ and a filtration $\left(\mathcal{F}_{t}\right)_{t \in I}$ on a probability space $(\Omega, \mathcal{A}, P)$, a stochastic process $\left(X_{t}\right)_{t \in I}$ on $(\Omega, \mathcal{A}, P)$ with values in $\mathbb{X}$ is called an $\left(\mathcal{F}_{t}\right)$-Markov process with transition function $\left(p_{t}\right)_{t \in I}$ if and only if $\left(X_{t}\right)_{t \in I}$ is $\mathcal{F}_{t}$-adapted and it holds that $P\left[X_{t} \in A \mid \mathcal{F}_{s}\right]=p_{t-s}\left(X_{s}, A\right) P$-almost surely for all $s, t \in I$ with $s \leq t$ and for all $A \in \mathcal{B}(\mathbb{X})$. Given a transition function $\left(p_{t}\right)_{t \in I}$ and a probability measure $\nu \in \mathcal{P}(\mathbb{X})$, there exists a unique probability measure $P_{\nu}$ on the product space $\left(\Omega_{c a n}, \mathcal{A}_{c a n}\right)$ such that $\left(X_{t}\right)_{t \in I}, X_{t}(\omega)=\omega(t)$ is a Markov process on $\left(\Omega_{c a n}, \mathcal{A}_{c a n}, P_{\nu}\right)$ with transition function $\left(p_{t}\right)_{t \in I}$ and $P_{\nu} \circ X_{0}^{-1}=\nu$, where $\Omega_{c a n}=\mathbb{X}^{I}=\{\omega: I \rightarrow \mathbb{X}\}$ is the product space and $\mathcal{A}_{\text {can }}=\sigma\left(X_{t}: t \in I\right)$ is the product $\sigma$-algebra on $\Omega_{c a n}$. This result holds as a consequence of Kolmogorov's extension theorem [123]. Moreover, we assume that the transition function $\left(p_{t}\right)_{t \in I}$ is Feller, which means that for all functions $f \in \mathcal{C}_{b}(\mathbb{X})$ it holds that $p_{t} f \in \mathcal{C}_{b}(\mathbb{X})$, where $\mathcal{C}_{b}(\mathbb{X})$ denotes the set of continuous and bounded functions $f: \mathbb{X} \rightarrow \mathbb{R}$. The Feller property implies existence of a strong Markov process $\left(X_{t}\right)_{t \in I}$ with càdlàg paths (right continuous paths with left limits), cf. [123, Theorem 21.27].

For $1 \leq p<\infty$, we say contraction in $L^{p}$ Wasserstein distance with respect to the metric $\rho: \mathbb{X} \times \mathbb{X} \rightarrow[0, \infty)$ holds if there exists a constant $c>0$ such that

$$
\begin{equation*}
\mathcal{W}_{\rho}^{p}\left(\nu p_{t}, \eta p_{t}\right) \leq e^{-c t} \mathcal{W}_{\rho}^{p}(\nu, \eta) \quad \text { for all probability measures } \nu, \eta \in \mathcal{P}_{\rho}^{p}(\mathbb{X}) \text { and } t \in I \tag{1.7}
\end{equation*}
$$

The constant $c$ is called contraction rate. Inequalities of this form, which were first studied by Dobrushin in [66] and which are also known as Dobrushin uniqueness condition in statistical mechanics, give results on the long-time behaviour of the Markov process corresponding to $\left(p_{t}\right)_{t \in I}$. Motivated by the concept of Ricci curvature bounds on Riemannian manifolds (cf. $[9,193])$, the contraction rate is alternatively called Ricci-Wasserstein curvature or Wasserstein curvature with respect to $\rho[117,162,180]$.

The issue of showing contraction in Wasserstein distance (1.7) is addressed in Section 1.4. Next, we present several consequences of (1.7). In the following, we assume that $\rho$ is equivalent to $d$, i.e. there exist $C_{1}, C_{2}>0$ such that $C_{1} \rho(x, y) \leq d(x, y) \leq C_{2} \rho(x, y)$. As a direct consequence of contraction in $L^{p}$ Wasserstein distance it holds:

Theorem 1.1 (Existence of a unique invariant measure and geometric ergodicity). There exists a unique invariant measure $\mu$ of $\left(p_{t}\right)_{t \in I}$ in $\mathcal{P}^{p}(\mathbb{X})$ and for every initial distribution $\nu \in \mathcal{P}^{p}(\mathbb{X})$, $\nu p_{t}$ converges to $\mu$, i.e.

$$
\mathcal{W}_{\rho}^{p}\left(\nu p_{t}, \mu\right) \leq e^{-c t} \mathcal{W}_{\rho}^{p}(\nu, \mu), \quad \text { and } \quad \mathcal{W}^{p}\left(\nu p_{t}, \mu\right) \leq M e^{-c t} \mathcal{W}^{p}(\nu, \mu)
$$

where $M=C_{2} / C_{1}$.
Proof. Since $\left(\mathcal{P}^{p}(\mathbb{X}), \mathcal{W}^{p}\right)$ defines a Polish space the result holds by Banach fixed point theorem, [198, Chapter IV. 7].

To present another consequence, let us assume for a moment that $I=\mathbb{N}$ and let $\left(\mathbf{X}_{n}\right)_{n \in \mathbb{N}}$ be a Markov chain with transition function $\left(p_{n}\right)_{n \in \mathbb{N}}$, which admits a unique invariant probability measure $\mu$. As we see in more detail in the next section on MCMC methods, one is often interested in approximating quantities of the form $\int f \mathrm{~d} \mu$ for some observable $f: \mathbb{X} \rightarrow \mathbb{R}$ and some target measure $\mu$ on $\mathbb{X}$. Then, conversely, the Markov chain $\left(\mathbf{X}_{n}\right)_{n \in \mathbb{N}}$ is constructed such that $\mu$ is its unique invariant probability measure and the ergodic averages of the Markov chain converge to the desired quantity, i.e,

$$
n^{-1} \sum_{i=1}^{n} f\left(\mathbf{X}_{i}\right) \rightarrow \int_{\mathbb{X}} f \mathrm{~d} \mu \quad \text { for } n \rightarrow \infty
$$

If (1.7) holds, we deduce quantitative bounds on the bias of the ergodic averages. This analysis is based on work by Joulin and Ollivier [118].

Corollary 1.2. Let $g: \mathbb{X} \rightarrow \mathbb{R}$ be a Lipschitz continuous function with respect to $\rho$ with Lipschitz constant $\|g\|_{\text {Lip }(\rho)}$ given by

$$
\|g\|_{\operatorname{Lip}(\rho)}=\sup \{|g(x)-g(y)| / \rho(x, y): x, y \in \mathbb{X}\}
$$

Then for any $n \in \mathbb{N}$ and $x \in \mathbb{X}$,

$$
\begin{aligned}
& \left|E_{x}\left[n^{-1} \sum_{i=1}^{n} g\left(\mathbf{X}_{i}\right)\right]-\int_{\mathbb{X}} g \mathrm{~d} \mu\right| \leq c^{-1}\|g\|_{\operatorname{Lip}(\rho)} \int_{\mathbb{X}} \rho(x, y) \mu(\mathrm{d} y), \\
& \operatorname{Var}_{x}\left[n^{-1} \sum_{i=1}^{n} g\left(\mathbf{X}_{i}\right)\right] \leq \frac{1}{2\left(1-e^{-c}\right) n}\|g\|_{\operatorname{Lip}(\rho)}^{2} \int_{\mathbb{X}} \int_{\mathbb{X}} \rho(y, z)^{2} p_{n}(x, \mathrm{~d} y) p_{n}(x, \mathrm{~d} z),
\end{aligned}
$$

where $E_{x}$ and $\operatorname{Var}_{x}$ denote the expectation and the variance given the Markov chain $\left(\mathbf{X}_{n}\right)_{n \in \mathbb{N}}$ started in $x$.

A proof is given in [118].
We note that more consequences result from (1.7) such as bounds on the $L^{2}(\mu)$ spectral gap, see [48, 105], and concentration inequalities, see e.g. [118]. Furthermore, the results can be transferred to similar statements if $\rho$ only constitutes a semimetric, i.e. the triangle inequality is not satisfied, see [201, Section 0.2].

### 1.1.3 Exponential decay in $f$-divergence and mixing time

Besides contraction in Wasserstein distance, there are further possibilities to control the longtime behaviour of stochastic processes. For this reason, we introduce another quantity to measure the difference between two probability measures $\mu, \nu \in \mathcal{P}(\mathbb{X})$, which was first studied by Rényi [171] and further developed by Csiszár [58] and Morimoto [154]. Assume that $\nu$ is absolutely continuous with respect to $\mu, \nu \ll \mu$, and denote by $\rho=\frac{\mathrm{d} \nu}{\mathrm{d} \mu}$ the Radon-Nikodym density. Let $f:(0, \infty) \rightarrow \mathbb{R}$ be a convex function with $f(1)=0$ and we extend $f$ to 0 by $f(0)=\lim _{t \downarrow 0} f(t)$, which is well-defined by convexity of $f$ but can be infinite. The $f$-divergence of $\mu$ with respect to $\nu$ is given by

$$
\begin{equation*}
D_{f}(\nu \mid \mu)=\int_{\mathbb{X}} f(\rho(x)) \mathrm{d} \mu(x) . \tag{1.8}
\end{equation*}
$$

For $f(t)=(t-1)^{2}, D_{f}(\nu \mid \mu)=\chi^{2}(\nu \mid \mu)$ denotes the $\chi^{2}$-divergence, whereas for $f(t)=t \log (t)$, $D_{f}(\nu \mid \mu)=H(\nu \mid \mu)$ denotes the relative entropy or Kullback-Leibler divergence (KL divergence). For $f(t)=|t-1| / 2$, we recover the total variation distance, $\|\mu-\nu\|_{\mathrm{TV}}$. The definition and the notation of the $f$-divergence are based on [84].

The $f$-divergence can be used to analyse the long-time behaviour of stochastic processes. As in the previous subsection, let $I=\mathbb{R}_{+}$or $I=\mathbb{N}$ and let $\left(p_{t}\right)_{t \in I}$ denote a transition function of a time-homogeneous Markov process on $(\mathbb{X}, \mathcal{B}(\mathbb{X})$ ) with invariant probability measure $\mu$. For any probability measures $\nu \in \mathcal{P}(\mathbb{X}), t \rightarrow D_{f}\left(\nu p_{t} \mid \mu\right)$ is a non-increasing function [171]. For the relative entropy this result is known as $H$-theorem in statistical physics.

We remark that the $\chi^{2}$-divergence and the relative entropy control the TV distance, i.e. $\|\mu-\nu\|_{\mathrm{TV}} \leq(1 / 2) \chi^{2}(\nu \mid \mu)^{1 / 2}$ by Jensen's inequality and $\|\mu-\nu\|_{\mathrm{TV}} \leq(H(\nu \mid \mu) / 2)^{1 / 2}$ for any
probability measure $\mu, \nu \in \mathcal{P}(\mathbb{X})$. The latter bound is known as Pinsker's inequality, see e.g. [191, Section 22]. Therefore if contraction holds for the transition semigroup $\left(p_{t}\right)_{t \in I}$ in $\chi^{2}-$ divergence or relative entropy with rate $c>0$, exponential decay can be deduced for the TV distance with rate $c / 2$, i.e

$$
\begin{array}{ll}
\left\|\nu p_{t}-\mu\right\|_{T V} \leq(1 / 2) \sqrt{\chi^{2}\left(\nu p_{t} \mid \mu\right)} \leq(1 / 2) e^{-c t / 2} \sqrt{\chi^{2}(\nu \mid \mu)} & \text { and } \\
\left\|\nu p_{t}-\mu\right\|_{T V} \leq \sqrt{H\left(\nu p_{t} \mid \mu\right) / 2} \leq e^{-c t / 2} \sqrt{H(\nu \mid \mu) / 2}, & \text { respectively. }
\end{array}
$$

We remark that common analytic tools to obtain exponential decay in $\chi^{2}$-divergence and relative entropy are given by functional inequalities such as the Logarithmic Sobolev inequality and the Poincaré inequality, see e.g. [179]. The estimates are obtained by differentiating the $f$-divergence in time and bound its derivative by the $f$-divergence itself by applying either the Poincaré inequality or the Logarithmic Sobolev inequality which provide a bound on the $\chi^{2}$-divergence and the relative entropy, respectively. We note that in addition, if the Logarithmic Sobolev inequality holds, then Talagrand's inequality is satisfied, which bounds the $L^{2}$ Wasserstein distance by the relative entropy and exponential decay in Wasserstein distance holds [163], i.e

$$
\mathcal{W}^{2}\left(\nu p_{t}, \mu\right) \leq \sqrt{2 H\left(\nu p_{t} \mid \mu\right)} \leq e^{-c t / 2} \sqrt{2 H(\nu \mid \mu)}
$$

Here, we do not focus on the techniques relying on functional inequalities and further references can be found in Appendix B and Appendix C, where the results via analytic tools for the respective framework are discussed.

Finally, we briefly turn our attention to the TV distance and introduce the mixing time. To that end, we assume that the transition function $\left(p_{t}\right)_{t \in I}$ has a unique invariant probability distribution $\mu$ and we introduce the time it takes for the distance between the invariant probability distribution $\mu$ and the distribution $\delta_{x} p_{t}$ of the process started in $x \in \mathbb{X}$ to become smaller than a given value. For a set $K \in \mathcal{B}(\mathbb{X})$ and $t \in I$, we denote the maximal total variation distance to equilibrium at time $t$ for the Markov process $\left(p_{t}\right)_{t \in I}$ started in $K$ by

$$
d(t, K)=\sup _{x \in K}\left\|p_{t}(x, \cdot)-\mu\right\|_{\mathrm{TV}}
$$

Fix $\epsilon>0$. The $\epsilon$-mixing time of the Markov process with starting point in $K$ is defined by

$$
t_{m i x}(\epsilon, K)=\inf \{t \in I: d(t, K) \leq \epsilon\}
$$

We write $t_{m i x}(\epsilon)$ for the global $\epsilon$-mixing time $t_{\text {mix }}(\epsilon, \mathbb{X})$. A common choice is $\epsilon=1 / 4$. Since for all $K \in \mathcal{B}(\mathbb{X}), d(t, K)$ is non-increasing in $t$, it holds that $d(t, K) \leq \epsilon$ for all $t \geq t_{m i x}(\epsilon, K)$. The definition of the mixing time is stated, for instance, in [131, Chapter 4], where also a comprehensive study on mixing times to analyse the long-time behaviour of Markov chains is given.

### 1.2 Markov Chain Monte Carlo methods

In this section, we introduce the Markov Chain Monte Carlo (MCMC) methods which form a class of sampling algorithms going back to [147, 107].

In many applications, one aims to generate samples from a probability distribution $\mu$ on some space $(\mathbb{X}, \mathcal{B}(\mathbb{X}))$ and to approximately compute quantities of the form $\mu(f)=\int f \mathrm{~d} \mu$. For a
probability measure $\mu$ on $\mathbb{R}$, a direct sampling method is given by the generalised inverse of the cumulative distribution function $F$. This method is easy to implement if $F^{-1}$ is accessible. Then for $U \sim \operatorname{Unif}(0,1)$, the random variable $X=F^{-1}(U)$ is distributed according to $\mu$. However, exact sampling is often not possible due to the complexity of $\mu$, the high-dimensionality of the state space or since $\mu$ is only known up to a multiplicative constant. This motivates us to consider other sampling methods.

The MCMC method simulates a time-homogeneous Markov chain ( $\mathbf{X}_{n}, P$ ) with a transition kernel $\pi$ that leaves the target measure $\mu$ invariant, i.e. $\mu \pi=\mu$. More precisely, it holds that $\mu(B)=\int_{\mathbb{R}^{d}} \mu(\mathrm{~d} x) \pi(x, B)$ for all $B \in \mathcal{B}\left(\mathbb{R}^{d}\right)$.

If the Markov chain is reversible, i.e. if its transition kernel $\pi$ satisfies the detailed balance condition

$$
\begin{equation*}
\mu(\mathrm{d} x) \pi(x, \mathrm{~d} y)=\mu(\mathrm{d} y) \pi(y, \mathrm{~d} x) \tag{1.9}
\end{equation*}
$$

it follows directly that $\pi$ leaves the target measure $\mu$ invariant since by Fubini's theorem for all $B \in \mathcal{B}\left(\mathbb{R}^{d}\right)$,

$$
\mu(B)=\int_{B} \mu(\mathrm{~d} x)=\int_{B} \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} x) \pi(x, \mathrm{~d} y)=\int_{\mathbb{R}^{d}} \int_{B} \mu(\mathrm{~d} y) \pi(y, \mathrm{~d} x)=\int_{\mathbb{R}^{d}} \mu(\mathrm{~d} y) \pi(y, B) .
$$

Under appropriate ergodic properties for the transition kernel $\pi$, one can expect for large $n \in \mathbb{N}$, that the law of $\mathbf{X}_{n}$ gives a good approximation for the target measure $\mu$ and that the integral $\mu(f)$ can approximately be computed by ergodic averages, i.e.

$$
\mu(f) \approx \frac{1}{m} \sum_{i=b}^{b+m-1} f\left(\mathbf{X}_{i}\right)
$$

where $b$ denotes the burn-in time. In simulations, one is often interested in choosing $b$ and $m$ sufficiently large so that the law of the Markov chain after $b$ steps is sufficiently close to the invariant measure $\mu$ in an appropriate sense and that the ergodic average involving $m$ steps of the Markov chain builds a good approximation of the quantity of interest.

Before we introduce the Metropolis-Hastings method, which is probably the most well-known MCMC method, let us note that in some MCMC methods the transition kernel leaves the target measure only approximately invariant, i.e. $\mu \approx \mu \pi$ in an appropriate sense. Hence, the law of $\mathbf{X}_{n}$ does not directly approximate $\mu$ and an additional error term occurs. In certain cases, this bias can be uniformly controlled for all steps $m \in \mathbb{N}$, as for uHMC in Appendix A. 3 and for more general inexact MCMC methods in [73].

### 1.2.1 Metropolis-Hastings method

Next, we state the Metropolis-Hastings algorithm which forms the origin of the MCMC methods and which was introduced by Metropolis and his co-authors in [147] and further developed by Hastings in [107]. The basic idea of this method lies in adapting a given proposal transition kernel $p(x, \mathrm{~d} y)$ such that the detailed balance condition is satisfied for the new transition kernel $\pi$. This modification is implemented by rejecting the proposal with an appropriate probability. We assume that the proposal kernel $p(x, \mathrm{~d} y)$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^{d}$,

$$
p(x, \mathrm{~d} y)=p(x, y) \mathrm{d} y
$$

where $p(x, y)$ is a strictly positive density. A move from $x$ to $y$ that is proposed accordingly to $p(x, \mathrm{~d} y)$ is accepted with probability

$$
\alpha(x, y)=\min \left(1, \frac{\mu(y) p(y, x)}{\mu(x) p(x, y)}\right)
$$

Otherwise the move is rejected and the Markov chain stays at $x$. This transition rule is encoded in the transition kernel $\pi$ given by

$$
\pi(x, \mathrm{~d} y)=\alpha(x, y) p(x, \mathrm{~d} y)+r(x) \delta_{x}(\mathrm{~d} y)
$$

where the rejection probability from $x$ to a new state is given by

$$
r(x)=\int_{\mathbb{R}^{d}}(1-\alpha(x, y)) p(x, \mathrm{~d} y)
$$

For the transition kernel $\pi$ the detailed balance condition holds, since

$$
\begin{aligned}
\mu(\mathrm{d} x) \pi(x, \mathrm{~d} y) & =\mu(\mathrm{d} x) \alpha(x, y) p(x, \mathrm{~d} y)+\mu(\mathrm{d} x) r(x) \delta_{x}(\mathrm{~d} y) \\
& =\min (\mu(\mathrm{d} x) p(x, \mathrm{~d} y), \mu(\mathrm{d} y) p(y, \mathrm{~d} x))+\mu(\mathrm{d} y) r(y) \delta_{y}(\mathrm{~d} x)=\mu(\mathrm{d} y) \pi(y, \mathrm{~d} x)
\end{aligned}
$$

and hence $\mu \pi=\mu$. The crucial advantage of this method is that it is sufficient to know the target measure only up to a multiplicative constant as this constant is cancelled out in the acceptance probability $\alpha$.

```
Algorithm 1.2.1 Metropolis-Hastings algorithm
Require: proposal transition kernel \(p(x, \mathrm{~d} y)\), initial probability measure \(\nu(\mathrm{d} x)\), acceptance
    probability \(\alpha(x, y)\) corresponding to the desired target measure \(\mu(\mathrm{d} x)\)
    \(n \leftarrow 0\), sample \(\mathbf{X}_{0} \sim \nu\);
    while Markov chain has not terminated do
        sample \(\mathbf{Y}_{n+1} \sim p\left(\mathbf{X}_{n}, \cdot\right)\);
        sample \(\mathrm{U}_{n+1} \sim \operatorname{Unif}[0,1]\);
        if \(\mathrm{U}_{n+1} \leq \alpha\left(\mathbf{X}_{n}, \mathbf{Y}_{n+1}\right)\) then
            \(\mathbf{X}_{n+1} \leftarrow \mathbf{Y}_{n+1} ;\)
        else
            \(\mathbf{X}_{n+1} \leftarrow \mathbf{Y}_{n} ;\)
        end if
        \(n \leftarrow n+1 ;\)
    end while
    return \(\mathbf{X}_{0}, \mathbf{X}_{1}, \ldots\) Markov chain with initial law \(\nu\) and invariant measure \(\mu\)
```

If the proposal kernel $p(x, \mathrm{~d} y)$ describes a random walk, the algorithm is called Random Walk Metropolis (RWM). A common choice for the proposal transition kernel $p(x, \mathrm{~d} y)$ is given by the normal distribution centred at $x$ with density $p(x, y)=1 /(2 \pi)^{d / 2} \exp \left(-|x-y|^{2} / 2\right)$. In that case, states close to $x$ are more likely to be chosen than states far away, and the acceptance probability simplifies to $\alpha(x, y)=\min (1, \mu(y) / \mu(x))$, since $p(x, y)=p(y, x)$. As stated later in Section 1.4, RWM exhibits a diffusive behaviour and displays slow convergence to the target measure, especially in a high dimensional setting, see [173].

Therefore, it is reasonable to look for a more sophisticated proposal transition kernel that exploits certain information of the target distribution if it is accessible. If, for instance, the gradient of the potential is known, the Hamiltonian Monte Carlo algorithm which is the object of the next section can be considered.

### 1.2.2 Hamiltonian Monte Carlo

Hamiltonian Monte Carlo, which was first established as Hybrid Monte Carlo, is a sampling method that relies on the Hamiltonian dynamics. It was originally developed to perform simulations for Lattice Quantum Chromodynamics [69]. In the '90s, Neal exploited the method for statistical computing [155].

Consider a twice differentiable function $U: \mathbb{R}^{d} \rightarrow \mathbb{R}$ satisfying $\int_{\mathbb{R}^{d}} \exp (-U(x)) \mathrm{d} x<\infty$. Let $\mu$ be a probability measure on $\mathbb{R}^{d}$ of the form

$$
\begin{equation*}
\mu(\mathrm{d} x)=Z^{-1} \exp (-U(x)) \mathrm{d} x \tag{1.10}
\end{equation*}
$$

where $Z=\int_{\mathbb{R}^{d}} \exp (-U(x)) \mathrm{d} x$ is the normalising constant. The Hamiltonian is defined by $H(x, v)=U(x)+|v|^{2} / 2$, where $U$ corresponds to the potential energy and $|v|^{2} / 2$ to the kinetic energy. Here, we omit an additional mass matrix $M$ appearing often in the kinetic energy. To sample $\mu$, we construct a Markov chain on $\mathbb{R}^{d}$ using the Hamiltonian dynamics given by

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} q_{t}=\frac{\partial H\left(q_{t}, p_{t}\right)}{\partial p_{t}}=p_{t}  \tag{1.11}\\
\mathrm{~d} p_{t}=-\frac{\left.\partial H H q_{t}, p_{t}\right)}{\partial q_{t}}=-\nabla U\left(q_{t}\right)
\end{array}\right.
$$

with initial condition $\left(q_{0}, p_{0}\right)=(x, v) \in \mathbb{R}^{2 d}$. The transition step of exact HMC is given by $\mathbf{X}(x)=q_{T}(x, \xi)$, where $\xi \sim \mathcal{N}\left(0, \mathrm{I}_{d}\right)$ is a standard normally distributed random variable and $T>0$ is the duration time. The transition kernel $\pi$ for the time-homogeneous Markov chain corresponding to exact HMC is given by

$$
\begin{equation*}
\pi(x, A)=P\left[q_{T}(x, \xi) \in A\right] \quad \text { for } x \in \mathbb{R}^{d}, A \in \mathcal{B}\left(\mathbb{R}^{d}\right) \tag{1.12}
\end{equation*}
$$

We note that the Hamiltonian dynamics given by (1.11) preserves the Hamiltonian, i.e. $\mathrm{d} H / \mathrm{d} t=$ 0 and it is symplectic and volume preserving [156]. Moreover, the Hamiltonian flow $\varphi_{t}=\left(q_{t}, p_{t}\right)$ forms a deterministic Markov process on $\mathbb{R}^{2 d}$ with transition function $\left(p_{t}\right)_{t \geq 0}$, that satisfies the generalised detailed balance condition (cf. [84, Section 9])

$$
\begin{equation*}
\left(\mu \otimes \mathcal{N}\left(0, \mathrm{I}_{d}\right)\right)(\mathrm{d} x \mathrm{~d} v) \mathrm{p}_{t}((x, v), \mathrm{d} y \mathrm{~d} u)=\left(\mu \otimes \mathcal{N}\left(0, \mathrm{I}_{d}\right)\right)(\mathrm{d} y \mathrm{~d} u) \mathrm{p}_{t}\left(S^{-1}(y, u), S^{-1}(\mathrm{~d} x \mathrm{~d} v)\right), \tag{1.13}
\end{equation*}
$$

where $\mathrm{p}_{t}((x, v), \cdot)=\delta_{\varphi_{t}(x, v)}$ and $\mathcal{S}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{2 d}$ is a measurable transformation given by $\mathcal{S}(x, v)=$ $(x,-v)$ for $(x, v) \in \mathbb{R}^{2 d}$. More precisely, generalised reversibility

$$
\begin{equation*}
\varphi_{-t}(x, v)=\mathcal{S}\left(\varphi_{t}(\mathcal{S}(x, v))\right) \tag{1.14}
\end{equation*}
$$

holds for the Hamiltonian flow and therefore (1.13) is satisfied. These properties of the Hamiltonian dynamics imply that the transition kernel of the Markov chain of exact HMC leaves the target measure $\mu$ invariant, i.e. $\mu=\mu \pi$, cf. [156].

Unfortunately, the Hamiltonian dynamics is numerically not exactly solvable. An implementable discretisation of the Hamiltonian dynamics is given by the velocity Verlet integrator,

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{q}_{t}=\tilde{p}_{[t]_{h}}-\frac{h}{2} \nabla U\left(\tilde{q}_{\left[t t_{h}\right.}\right) \\
\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{p}_{t}=-\frac{1}{2}\left(\nabla U\left(\tilde{q}_{[t]_{h}}+\nabla U\left(\tilde{q}_{[t]_{h}}\right)\right)\right.
\end{array}\right.
$$

with $\left(\tilde{q}_{0}, \tilde{p}_{0}\right)=(x, v) \in \mathbb{R}^{2 d}$, where $h>0$ is the discretisation parameter and

$$
\begin{equation*}
\lfloor t\rfloor_{h}=\sup \{s \in h \mathbb{Z}: s \leq t\} \quad \text { and } \quad\lceil t\rceil_{h}=\inf \{s \in h \mathbb{Z}: s \geq t\} . \tag{1.15}
\end{equation*}
$$

This discretisation scheme which is also called Leapfrog method is volume preserving and satisfies generalised reversibility (1.14), see [156, Section 5.2.3]. The transition step of unadjusted HMC (uHMC) is given by $x \rightarrow \mathbf{X}_{h}(x)=\tilde{q}_{T}(x, \xi)$ with $\xi \sim \mathcal{N}\left(0, \mathrm{I}_{d}\right)$. Analogously to exact HMC, the transition kernel for the time-homogeneous Markov chain induced by unadjusted HMC is given by $\pi_{h}(x, A)=P\left[\tilde{q}_{T}(x, \xi) \in A\right]$ for $x \in \mathbb{R}^{d}, A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$. We note that in general $\mu \pi_{h} \neq \mu$, since the velocity Verlet integrator does not preserve the Hamiltonian operator. Under appropriate conditions on $U, T$ and $h, \pi_{h}$ leaves $\mu$ asymptotically invariant and the invariant measure corresponding to $\pi_{h}$ is close to $\mu$ in an appropriate sense, see Appendix A.

A numerically implementable HMC method that leaves the target measure $\mu$ invariant is attained by taking $\pi_{h}$ as a proposal kernel and adding a Metropolis adjustment step. The acceptance probability is given by
$\alpha\left(x, \tilde{q}_{T}(x, \xi)\right)=\min \left(1, \frac{\exp \left(-U\left(\tilde{q}_{T}(x, \xi)\right)-\frac{\left|\tilde{p}_{T}(x, \xi)\right|^{2}}{2}\right)}{\exp \left(-U(x)-\frac{|\xi|^{2}}{2}\right)}\right)=\min \left(1, \frac{\exp \left(-H\left(\tilde{q}_{T}(x, \xi), \tilde{p}_{T}(x, \xi)\right)\right.}{\exp (-H(x, \xi))}\right)$,
since $\xi \sim \mathcal{N}\left(0, \mathrm{I}_{d}\right)$ and since $(x,-\xi)=\left(\tilde{q}_{T}(y,-u), \tilde{p}_{T}(y,-u)\right)$ for $(y, u)=\left(\tilde{q}_{T}(x, \xi), \tilde{p}_{T}(x, \xi)\right)$ by symmetry of the Hamiltonian dynamics and of the discretisation scheme. The transition step of Metropolis adjusted HMC (MaHMC) is given by $x \rightarrow \tilde{\mathbf{X}}_{h}(x)=\tilde{q}_{T}(x, \xi) \mathbb{1}_{\mathcal{A}(x)}+x \mathbb{1}_{\mathcal{A}(x)^{c}}$ for $\xi \sim \mathcal{N}\left(0, \mathrm{I}_{d}\right)$, where the event $\mathcal{A}(x)$ is given by

$$
\mathcal{A}(x)=\left\{\mathcal{U} \leq \exp \left(H(x, \xi)-H\left(\tilde{q}_{T}(x, \xi), \tilde{p}_{T}(x, \xi)\right)\right\} \quad \text { with } \mathcal{U} \sim \operatorname{Unif}[0,1]\right.
$$

The transition kernel for the time-homogeneous Markov chain induced by MaHMC is defined by $\tilde{\pi}_{h}(x, A)=P\left[\tilde{\mathbf{X}}_{h}(x) \in A\right]=P\left[\left\{\tilde{q}_{T}(x, \xi) \in A\right\} \cap \mathcal{A}(x)\right]+(1-P[\mathcal{A}(x)]) \delta_{x}(A)$.

The definitions and statements are based on the work [156] and on the lecture notes [27]. Results on the behaviour of uHMC and MaHMC are postponed to Section 1.5.

```
Algorithm 1.2.2 Unadjusted HMC/ Metropolis adjusted HMC
Require: initial probability measure \(\nu\), duration time \(T>0\), discretisation parameter \(h>0\)
    such that \(T / h \in \mathbb{N}, \nabla U\) corresponding to the desired target measure \(\mu\)
    \(n \leftarrow 0\), sample \(\mathbf{X}_{0} \sim \nu, K \leftarrow T / h ;\)
    while Markov chain has not terminated do
        sample \(\xi \sim \mathcal{N}\left(0, I_{d}\right), q_{0} \leftarrow \mathbf{X}_{n}, p_{0} \leftarrow \xi\);
        for \(k=1, \ldots, K\) do
            \(q_{k} \leftarrow q_{k-1}+h p_{k-1}-\frac{h^{2}}{2} \nabla U\left(q_{k-1}\right) ;\)
            \(p_{k} \leftarrow p_{k-1}-\frac{h}{2}\left(\nabla U\left(q_{k-1}\right)+\nabla U\left(q_{k}\right)\right) ;\)
        end for
        \(\mathbf{X}_{n+1} \leftarrow q_{K} ; \quad\{\) for uHMC\}
        \(\mathbf{Y}_{n+1} \leftarrow q_{K}\), implement line 4-9 of Algorithm 1.2.1; \(\quad\) for MaHMC \(\}\)
        \(n \leftarrow n+1 ;\)
    end while
    return \(\mathbf{X}_{0}, \mathbf{X}_{1}, \ldots\) Markov chain with initial law \(\nu\)
```

To complete the description of HMC, let us mention further variants of HMC. Instead of updating the full velocity component in each step, a partial velocity randomisation can be considered [113]. In this case, the initial velocity for the Hamiltonian dynamics in each HMC step is given by $y=\delta y^{\prime}+\sqrt{1-\delta^{2}} \xi$ for some $\delta \in(0,1)$, where $\xi \sim \mathcal{N}\left(0, \mathrm{I}_{d}\right)$ and $y^{\prime}$ is the velocity of
the previous step at time $T$. If the duration time $T$ is not a fixed constant but an exponentially distributed random variable, we refer to the method as randomised HMC. The corresponding Markov process leaves the measure $\mu \otimes \mathcal{N}\left(0, \mathrm{I}_{d}\right)$ invariant, see [34]. If additionally the velocity is only updated partially, i.e. only a few randomly selected components are updated, we obtain the so-called Andersen dynamics, see [8] and [30] for a recent analysis of this dynamics. We remark that both the randomised HMC and the Andersen dynamics are part of the broader class of Piecewise Deterministic Markov Processes (PDMPs). These processes are characterised by a deterministic flow, a jump or event rate and a transition kernel, determining the transition at the event, cf. [62]. They form a very interesting and promising class of processes and we refer, for instance, to $[19,35,76]$ for more details on various PDMPs.

### 1.3 Stochastic Differential Equations

In this section, we consider diffusions on $\mathbb{R}^{d}$. We introduce the Langevin dynamics and its overdamped version and give the connection between them. We follow mainly the work of Pavliotis [165, Chapter 4 and 6$]$. We remark that we are particularly interested in the long-time behaviour of the Langevin diffusions, as the Langevin dynamics can be used to generate samples for given probability measures on $\mathbb{R}^{d}$ of the form (1.10).

Given $x \in \mathbb{R}^{d}$ and a $d$-dimensional standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$, we consider the solution $\left(X_{t}\right)_{t \geq 0}$ of the first-order stochastic differential equation given by

$$
\begin{equation*}
\mathrm{d} X_{t}=-\nabla U\left(X_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}, \quad X_{0}=x . \tag{1.16}
\end{equation*}
$$

A unique strong solution exists under mild conditions on the drift, e.g. if $\nabla U$ is Lipschitz continuous, see e.g. [172, Chapter 9] and [161, Chapter 5.2]. That means that there exists a stochastic process with continuous sample paths, $X_{0}=x$, and

$$
X_{t}=X_{0}-\int_{0}^{t} \nabla U\left(X_{s}\right) \mathrm{d} s+\sqrt{2} B_{t} \quad \text { for } t \geq 0
$$

The solution $\left(X_{t}\right)_{t \geq 0}$ is called overdamped Langevin diffusion.
Let $\nu_{0}$ be some probability measure on $\mathbb{R}^{d}$ of the form $\nu_{0}(\mathrm{~d} x)=\rho_{0}(x) \mathrm{d} x$ for some probability density function $\rho_{0}$. If $X_{0}$ is distributed according to $\nu_{0}$, we remark that for each $t \geq 0$ the probability density function $\rho_{t}(x)$ of $X_{t}$ solves the corresponding Fokker-Planck equation

$$
\begin{equation*}
\partial_{t} \rho_{t}(x)=\nabla \cdot\left(\nabla U(x) \rho_{t}(x)\right)+\Delta \rho_{t}(x), \tag{1.17}
\end{equation*}
$$

see e.g. [165, Section 4.5]. The corresponding generator of the diffusion process $\left(X_{t}\right)_{t \geq 0}$ is given by

$$
\begin{equation*}
\mathcal{L}=-\nabla U(x) \cdot \nabla+\Delta . \tag{1.18}
\end{equation*}
$$

Under appropriate conditions on the potential $U$, the Markov process with generator $\mathcal{L}$ is ergodic and the probability measure $\mu$, given in (1.10), is the invariant distribution. In particular, $\mu$ is the unique invariant measure if $U$ is a smooth potential satisfying $\lim _{|x| \rightarrow \infty} U(x)=+\infty$ and $e^{-U(x)} \in L^{1}\left(\mathbb{R}^{d}\right)$, see [165, Proposition 4.2].

A common numerically realisable approximation of (1.23) is given by the unadjusted Langevin algorithm (ULA) which uses the Euler discretisation with discretisation parameter $h>0$ of (1.16) given by

$$
\mathbf{X}_{k}=\mathbf{X}_{k-1}+h \nabla U\left(\mathbf{X}_{k-1}\right)+\sqrt{2 h} \xi_{k},
$$

where $\left(\xi_{k}\right)_{k \in \mathbb{N}}$ is a sequence of independent normally distributed random variables, cf. [164, $175,59,77]$. This method with fixed step size $h$ generates a Markov chain $\left(\mathbf{X}_{k}\right)_{k \geq 0}$ on $\mathbb{R}^{d}$ that leaves the target measure $\mu$ only approximately invariant. Therefore, often an adaptive sequence for the step size $\left(h_{k}\right)_{k \in \mathbb{N}}$ with $h_{k} \rightarrow 0$ as $k \rightarrow \infty$ is considered [77, 78]. Alternatively, the implementation of an additional Metropolis-Hastings step produces the Metropolis-adjusted Langevin algorithm (MALA), whose corresponding transition kernel leaves the target measure invariant [175, 81, 79, 177].

Next, we consider the classical Langevin dynamics, whose origin goes back to modelling the evolution of a particle in statistical physics that is characterised by a position and a velocity component and undergoes damping and external forces [88, 126]. As for the Hamiltonian dynamics, an extended state space $\mathbb{R}^{d} \times \mathbb{R}^{d}$ is considered and the diffusion consists of a position $\left(X_{t}\right)$ and a velocity $\left(Y_{t}\right)$ which are driven by the stochastic differential equation

$$
\left\{\begin{array}{l}
\mathrm{d} X_{t}=Y_{t} \mathrm{~d} t  \tag{1.19}\\
\mathrm{~d} Y_{t}=-\gamma Y_{t} \mathrm{~d} t-u \nabla U\left(X_{t}\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t},
\end{array} \quad\left(X_{0}, Y_{0}\right)=(x, y)\right.
$$

where the constant $\gamma \in(0, \infty)$ corresponds to friction, $u \in(0, \infty)$ to the inverse of the mass of the particle and $(x, y) \in \mathbb{R}^{2 d}$ is the initial condition. As for the overdamped Langevin diffusion, a solution exists under appropriate mild assumptions on $U$, i.e. if $\nabla U$ is Lipschitz continuous, see e.g. [172, Chapter 9.2]. The generator of the Markov process $\left(X_{t}, Y_{t}\right)_{t \geq 0}$ is given by

$$
\begin{equation*}
\mathcal{L}=y \cdot \nabla_{x}-u \nabla_{x} U \cdot \nabla_{y}+\gamma\left(-y \nabla_{y}+u \Delta_{y}\right) \tag{1.20}
\end{equation*}
$$

Let $\rho_{0}(x, y)$ be a probability density function on $\mathbb{R}^{2 d}$ and let $\nu_{0}$ be the probability measure on $\mathbb{R}^{2 d}$ of the form $\nu_{0}(\mathrm{~d} x \mathrm{~d} y)=\rho_{0}(x, y) \mathrm{d} x \mathrm{~d} y$. If $\left(X_{0}, Y_{0}\right)$ is distributed according to $\nu_{0}$, then the probability density function $\rho_{t}(x, y)$ corresponding to the diffusion process $\left(X_{t}, Y_{t}\right)_{t \geq 0}$ solves the kinetic Fokker-Planck equation given by

$$
\partial_{t} \rho_{t}(x, y)=-y \cdot \nabla_{x} \rho_{t}(x, y)+u \nabla_{x} U(x) \cdot \nabla_{y} \rho_{t}(x, y)+\gamma\left(\nabla_{y} \cdot\left(y \rho_{t}(x, y)\right)+u \Delta_{y} \rho_{t}(x, y)\right)
$$

We note that the overdamped Langevin dynamics (1.16) is obtained by taking the limit $\gamma \rightarrow \infty$ in (1.19). Under appropriate assumptions on $U$, e.g., if $U$ is a smooth potential satisfying $\lim _{|x| \rightarrow \infty} U(x)=+\infty$ and $e^{-U(x)} \in L^{1}\left(\mathbb{R}^{d}\right)$, the diffusion $\left(X_{t}, Y_{t}\right)_{t \geq 0}$ with generator given in (1.20) is ergodic and the Boltzmann-Gibbs measure $\mu \otimes \mathcal{N}\left(0, u \mathrm{I}_{d}\right)$ with $\mu$ given in (1.10) is the unique invariant measure, see [165, Proposition 6.1].

As for the overdamped dynamics, this property is used to generate samples via discretised versions of the dynamics, see e.g. $[37,55,60,128,153]$. Often, the dynamics is split into the classical velocity Verlet integrator approximating the Hamiltonian dynamics and in the OrnsteinUhlenbeck process and the steps are successively implemented. The generator $\mathcal{L}$ is decomposed in $\mathcal{L}=\mathcal{L}_{A}+\mathcal{L}_{B}+\mathcal{L}_{O}$ with

$$
\mathcal{L}_{A}=y \cdot \nabla_{x}, \quad \mathcal{L}_{B}=-\nabla_{x} U \cdot \nabla_{y} \quad \text { and } \quad \mathcal{L}_{O}=-\gamma y \cdot \nabla_{y}+\gamma \Delta_{y}
$$

where $u=1$ is assumed for simplicity. Let $h>0$ be the discretisation step and define $\delta=e^{-h \gamma / 2}$. Making use of the decomposition, the sampling scheme referred as $O B A B O$ algorithm is given
by

$$
\begin{align*}
\tilde{y}_{0} & =\delta y_{0}+\sqrt{1-\delta^{2}} \xi  \tag{O}\\
y_{1 / 2} & =\tilde{y}_{0}-(h / 2) \nabla U\left(x_{0}\right)  \tag{B}\\
x_{1} & =x_{0}+h y_{1 / 2}  \tag{A}\\
\tilde{y}_{1} & =y_{1 / 2}-(h / 2) \nabla U\left(x_{1}\right)  \tag{B}\\
y_{1} & =\delta \tilde{y}_{1}+\sqrt{1-\delta^{2}} \xi^{\prime} \tag{O}
\end{align*}
$$

where $\xi, \xi^{\prime} \sim \mathcal{N}\left(0, \mathrm{I}_{d}\right)$ are two independent random variables. This second order scheme satisfies generalised reversibility (1.14) and the generalised detailed balance condition (1.13) with transformation map $\mathcal{S}(x, v)=(x,-v)$ for $(x, v) \in \mathbb{R}^{2 d}$. If we consider the scheme $O(B A B)^{k} O$ where the steps $B A B$ are $k$-times repeated for some $k \in \mathbb{N}$, we directly recover uHMC for $\delta=0$ with step size $h$ and duration length $T=h k$. For $\delta>0$, we obtain uHMC with partial velocity randomisation.

Finally, let us introduce a class of diffusions on $\mathbb{R}$ where the diffusion parameter of the corresponding SDE is not constant and which exhibits a sticky behaviour at 0 . Consider the solution $\left(X_{t}\right)_{t \geq 0}$ of the stochastic differential equation with sticky boundary at 0 given by

$$
\begin{equation*}
\mathrm{d} X_{t}=b\left(X_{t}\right) \mathrm{d} t+\mathbb{1}_{\left\{X_{t}>0\right\}} \mathrm{d} W_{t} \tag{1.21}
\end{equation*}
$$

where $b: \mathbb{R} \rightarrow \mathbb{R}$ is a Lipschitz continuous function and $\left(W_{t}\right)_{t \geq 0}$ is a one-dimensional standard Brownian motion. Existence and uniqueness in law of weak solutions to (1.21) is investigated in e.g. $[196,197]$. Sticky diffusions play an important role in analysing sticky couplings, see [87]. A variant of these diffusions is of particular interest in the second work given in Appendix B. An overview of the development of the sticky diffusions first studied by Feller [92] is given in [166] and we refer to the references given in Appendix B.

### 1.4 Couplings and contraction results

In this section, we address the question of how contraction in Wasserstein distance (1.7) can be established via couplings. Further, we describe direct coupling approaches for solutions to SDEs and exact HMC and show how these approaches are exploited to prove (1.7).

A coupling of two stochastic processes $\left(\left(\mathbf{X}_{t}\right), P\right)$ and $\left(\left(\mathbf{Y}_{t}\right), P^{\prime}\right)$ both with state space $\mathbb{X}$ is given by a process $\left(\left(\overline{\mathbf{X}}_{t}, \overline{\mathbf{Y}}_{t}\right), \bar{P}\right)$ with state space $\mathbb{X} \times \mathbb{X}$ such that the laws of $\left(\overline{\mathbf{X}}_{t}\right)_{t \in I}$ and $\left(\overline{\mathbf{Y}}_{t}\right)_{t \in I}$ under $\bar{P}$ coincide with laws of $\left(\mathbf{X}_{t}\right)_{t \in I}$ under $P$ and $\left(\mathbf{Y}_{t}\right)_{t \in I}$ under $P^{\prime}$, respectively. We say that the coupling is Markovian iff the process $\left(\left(\overline{\mathbf{X}}_{t}, \overline{\mathbf{Y}}_{t}\right), \bar{P}\right)$ is a right-continuous strong Markov process, cf. [84, Definition 3.23]. We note that a coupling of two strong Markov processes is not Markovian in general. For time-discrete processes, the coupling is Markovian if the process satisfies the Markov property. In the time-continuous case, the coupling is Markovian if the transition semi-group is Feller and the process is right-continuous [176, Chapter III.2.8].

Given two Markov chains $\left(\mathbf{X}_{n}\right)_{n \in \mathbb{N}}$ and $\left(\mathbf{Y}_{n}\right)_{n \in \mathbb{N}}$ with transition kernels $\pi$ and $\pi^{\prime}$ on $(\mathbb{X}, \mathcal{B}(\mathbb{X}))$, the transition kernel $\bar{\pi}$ on $(\mathbb{X} \times \mathbb{X}, \mathcal{B}(\mathbb{X}) \otimes \mathcal{B}(\mathbb{X}))$ is called a coupling of $\pi$ and $\pi^{\prime}$ if the measure $\bar{\pi}\left((x, y), \mathrm{d} x^{\prime} \mathrm{d} y^{\prime}\right)$ is a coupling of the measures $\pi\left(x, \mathrm{~d} x^{\prime}\right)$ and $\pi\left(y, \mathrm{~d} y^{\prime}\right)$ for all $x, y \in \mathbb{X}$. If $\gamma$ is a coupling of two probability measures $\nu$ and $\eta$ on $\mathbb{X}$, the canonical Markov chain $\left(\left(\mathbf{X}_{n}, \mathbf{Y}_{n}\right), P_{\gamma}\right)$ with transition kernel $\bar{\pi}$ and initial distribution $\gamma$ is a Markovian coupling of the Markov chains $\pi$ and $\pi^{\prime}$ and initial distributions $\nu$ and $\eta$, respectively.

To give the strategy to prove (1.7) via couplings, we focus first on time-discrete Markov processes with one-step transition kernel $\pi$. The basic idea relies on finding a suitable coupling and a distance function $\rho: \mathbb{X} \times \mathbb{X} \rightarrow[0, \infty)$ such that the generator $\overline{\mathcal{L}}=\bar{\pi}-\mathrm{I}$ associated to the coupling transition kernel $\bar{\pi}$ of two copies of $\pi$ satisfies

$$
\begin{equation*}
\overline{\mathcal{L}} \rho(x, y) \leq-c \rho(x, y) \quad \text { for all } x, y \in \mathbb{X} \tag{1.22}
\end{equation*}
$$

Then,

$$
\mathcal{W}_{\rho}(\nu \pi, \eta \pi) \leq E_{\overline{\mathbf{X}}_{0} \sim \nu, \overline{\mathbf{Y}}_{0} \sim \eta}\left[\rho\left(\overline{\mathbf{X}}_{1}, \overline{\mathbf{Y}}_{1}\right)\right] \leq(1-c) E_{\overline{\mathbf{X}}_{0} \sim \nu, \overline{\mathbf{Y}}_{0 \sim \eta}}\left[\rho\left(\overline{\mathbf{X}}_{0}, \overline{\mathbf{Y}}_{0}\right)\right] \quad \text { for all } \nu, \eta \in \mathcal{P}(\mathbb{X})
$$

Taking the infimum over all couplings $\gamma$ of $\nu$ and $\eta$ yields contraction in Wasserstein distance (1.7). To show contraction for a time-continuous Markov process, one is interested in aligning a Markovian coupling of two copies of the time-continuous Markov process with different initial conditions and a distance function $\rho$ such that a similar equation as (1.22) can be proven, where $\overline{\mathcal{L}}$ is replaced by the generator of the time-continuous coupling process.

The idea of combining coupling and distance function is explored by Mu-Fa Chen and FengYu Wang [49, 50] to obtain bounds for the spectral gap. Hairer, Mattingly and Scheutzow [104, 103, 102] and Eberle [83] used this ansatz to get contraction in Wasserstein distance. In particular, Harris type theorems are established in [104, 103, 102], which give contraction in Wasserstein distance by combining a local minorisation condition and a global Lyapunov condition. Eberle applied the interplay of coupling and distance to optimise the contraction rate for diffusions. The coupling and the distance construction of [83] are presented for specific SDEs in the next subsection.

### 1.4.1 Couplings and contraction results for first order SDEs

We consider the stochastic differential equation

$$
\begin{equation*}
\mathrm{d} X_{t}=b\left(X_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}, \quad X_{0}=x \tag{1.23}
\end{equation*}
$$

where $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a locally Lipschitz continuous function and $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion. We remark that there exists a unique strong solution $\left(X_{t}\right)_{t \geq 0}$ of (1.23) for a given $x \in \mathbb{R}^{d}$ and a given standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$.

In the first instance, we impose for the function $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ :
Assumption 1.1. There exists $\kappa>0$ such that

$$
\langle b(x)-b(y), x-y\rangle \leq-\kappa|x-y|^{2} \quad \text { for all } x, y \in \mathbb{R}^{d}
$$

We note that Assumption 1.1 is satisfied for $b=-\nabla U$ where $U \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$ is some $\kappa$-strongly convex potential.

Let $(x, y) \in \mathbb{R}^{2 d}$ and let $\left(B_{t}\right)_{t \geq 0}$ be a $d$-dimensional standard Brownian motion. We define the synchronous coupling of two solutions of $(1.23)$ as a diffusion process $\left(X_{t}, Y_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{2 d}$ solving the the stochastic differential equation given by

$$
\begin{cases}\mathrm{d} X_{t}=b\left(X_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t} & X_{0}=x \\ \mathrm{~d} Y_{t}=b\left(Y_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}, & Y_{0}=y\end{cases}
$$



Figure 1.1: Synchronous coupling of two diffusions on $\mathbb{R}$ given by the $S D E \mathrm{~d} X_{t}=-X_{t} \mathrm{~d} t+\mathrm{d} B_{t}$ with different initial values.

Note that both copies $\left(X_{t}\right)_{t \geq 0}$ and $\left(Y_{t}\right)_{t \geq 0}$ are solutions of (1.23) with different initial conditions and are driven by the same noise, see Figure 1.1.

We note that the process $\left(X_{t}-Y_{t}\right)_{t \geq 0}$ has a $t$-continuous sample path. By Assumption 1.1, it holds that

$$
\mathrm{d}\left|X_{t}-Y_{t}\right|^{2}=2\left\langle X_{t}-Y_{t}, b\left(X_{t}\right)-b\left(Y_{t}\right)\right\rangle \mathrm{d} t \leq-2 \kappa\left|X_{t}-Y_{t}\right|^{2} \mathrm{~d} t
$$

and hence, $\left|X_{t}-Y_{t}\right|^{2} \leq e^{-2 \kappa t}|x-y|^{2}$ for all $t \geq 0$. Therefore, for all $1 \leq p<\infty$ it holds that

$$
\mathcal{W}^{p}\left(\delta_{x} p_{t}, \delta_{y} p_{t}\right) \leq e^{-\kappa t} \mathcal{W}^{p}\left(\delta_{x}, \delta_{y}\right) \quad \text { for all } x, y \in \mathbb{R}^{d} \text { and } t \geq 0 .
$$

We also obtain contraction for the purely deterministic dynamics when the Brownian motion is absent since Assumption 1.1 yields a global contractivity condition. Further, the contraction rate $\kappa$ is independent of the dimension $d$ and is often understood as a lower curvature bound.

If Assumption 1.1 is not globally satisfied, it is still possible to prove global contraction in Wasserstein distance by exploiting the noise and using a carefully constructed distance function. Here, we consider the reflection coupling introduced by Lindvall and Rogers in [133]. The reflection coupling or mirror coupling of two solutions of (1.23) is a diffusion process $\left(X_{t}, Y_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{2 d}$ solving the stochastic differential equation given by

$$
\begin{array}{lll}
\mathrm{d} X_{t}=b\left(X_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}, & X_{0}=x, \\
\mathrm{~d} Y_{t}= \begin{cases}b\left(Y_{t}\right) \mathrm{d} t+\sqrt{2}\left(\mathrm{I}_{d}-2 e_{t} e_{t}^{T}\right) \mathrm{d} B_{t}, & \text { if } t<\tau \\
b\left(Y_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}, & \text { if } t \geq \tau\end{cases} & Y_{0}=y, \tag{1.24}
\end{array}
$$

where $x, y \in \mathbb{R}^{d},\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$ and $\tau=\inf \{t \geq$ $\left.0: X_{t}=Y_{t}\right\}$ denotes the coupling time. For $t<\tau$, the process $e_{t}$ is given by $e_{t}=\left(X_{t}-Y_{t}\right) / \mid X_{t}-$ $Y_{t} \mid$. In particular, for each time $t<\tau$ the Brownian motion is reflected at the hyperplane with normal vector $e_{t}$. This coupling given by (1.24) defines indeed a coupling for (1.23), since $\int_{0}^{t}\left(\mathrm{I}_{d}-2 e_{s} e_{s}^{T}\right) \mathrm{d} B_{s}$ is a standard Brownian motion by Levy's characterisation [172, Chapter 4, Theorem 3.6]. The difference process satisfies for $t<\tau$,

$$
\begin{equation*}
\mathrm{d}\left(X_{t}-Y_{t}\right)=\left(b\left(X_{t}\right)-b\left(Y_{t}\right)\right) \mathrm{d} t+\sqrt{8} e_{t} e_{t}^{T} \mathrm{~d} B_{t} . \tag{1.25}
\end{equation*}
$$

Instead of Assumption 1.1, we impose the weaker condition:

Assumption 1.2. There exist $\kappa>0, L>0$ and $R>0$ such that

$$
\langle b(x)-b(y), x-y\rangle \leq\left(-\kappa \mathbb{1}_{\{|x-y| \geq R\}}+L \mathbb{1}_{\{|x-y|<R\}}\right)|x-y|^{2} \quad \text { for all } x, y \in \mathbb{R}^{d}
$$

If there exists $U \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$ such that $b=\nabla U$, this condition corresponds to $U$ being strongly convex outside a Euclidean ball. The assumption is satisfied for instance for a double-well potential.

Then, under Assumption 1.2 the reflection coupling combined with a modified distance function gives contraction in average. Consider a non-decreasing, concave function $f:[0, \infty) \rightarrow$ $[0, \infty)$ which is $\mathcal{C}^{1}$ and satisfies $f(0)=0$. For $r_{t}=\left|X_{t}-Y_{t}\right|$, we obtain by (1.25), Assumption 1.2 and by Ito's formula,

$$
\mathrm{d} f\left(r_{t}\right) \leq f^{\prime}\left(r_{t}\right)\left(-\kappa \mathbb{1}_{\left\{r_{t} \geq R\right\}}+L \mathbb{1}_{\left\{r_{t}<R\right\}}\right) r_{t} \mathrm{~d} t+\sqrt{2} f^{\prime}\left(r_{t}\right) 2 \mathrm{~d} W_{t}+4 f^{\prime \prime}\left(r_{t}\right) \mathrm{d} t \quad \text { for } t<\tau
$$

where $W_{t}=\int_{0}^{t} e_{s}^{T} \mathrm{~d} B_{s}$ is a one-dimensional Brownian motion by Levy's characterisation. If there exists a non-decreasing, concave $f$ satisfying

$$
\begin{equation*}
f^{\prime}(r)\left(-\kappa \mathbb{1}_{\{r \geq R\}}+L \mathbb{1}_{\{r<R\}}\right) r+4 f^{\prime \prime}(r) \leq-c f(r) \tag{1.26}
\end{equation*}
$$

for some constant $c>0$, we can deduce contraction in $L^{1}$ Wasserstein distance with respect to the distance function $\rho: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow[0, \infty)$ given by $\rho(x, y)=f(|x-y|)$ for all $x, y \in \mathbb{R}^{d}$. Condition (1.26) is satisfied for

$$
\begin{aligned}
& f(r)=\int_{0}^{r} g(s) \varphi(s) \mathrm{d} s, \quad \text { where } \\
& \varphi(r)=\exp \left(-L(r \wedge R)^{2} / 8\right), \quad \Phi(r)=\int_{0}^{r} \varphi(s) \mathrm{d} s, \quad g(r)=1-\frac{1}{2} \int_{0}^{r \wedge R} \frac{\Phi(s)}{\varphi(s)} \mathrm{d} s / \int_{0}^{R} \frac{\Phi(s)}{\varphi(s)} \mathrm{d} s
\end{aligned}
$$

Then, by (1.26) for the above constructed function $f$,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} E\left[f\left(r_{t}\right)\right] \leq-c E\left[f\left(r_{t}\right)\right]
$$

with rate $c=\min \left(\kappa R \varphi(R) / 2\left(\int_{0}^{R} g(s) \varphi(s) \mathrm{d} s\right)^{-1}, 2\left(\int_{0}^{R} \Phi(s) \varphi(s)^{-1} \mathrm{~d} s\right)^{-1}\right)$ and hence by Grönwall's inequality

$$
\mathcal{W}_{\rho}\left(\delta_{x} p_{t}, \delta_{y} p_{t}\right) \leq E\left[f\left(\left|X_{t}-Y_{t}\right|\right)\right] \leq e^{-c t} E\left[f\left(\left|X_{0}-Y_{0}\right|\right)\right]
$$

Taking the infimum over all couplings yields contraction in $L^{1}$ Wasserstein distance with respect to $\rho$. Since $f$ satisfies

$$
r \varphi(R) / 2=r f^{\prime}(R) \leq f(r) \leq \Phi(r) \leq r \quad \text { for any } r \in \mathbb{R}_{+}
$$

we obtain contraction in $L^{1}$ Wasserstein distance with respect to the Euclidean distance,

$$
\mathcal{W}\left(\delta_{x} p_{t}, \delta_{y} p_{t}\right) \leq M e^{-c t} \mathcal{W}\left(\delta_{x}, \delta_{y}\right) \quad \text { for all } t \geq 0 \text { and } x, y \in \mathbb{R}^{d}
$$

where $M=2 \varphi(R)^{-1}=2 \exp \left(L R^{2} / 2\right)$.
Alternatively, there exist constants $\tilde{c}, a, M_{1}, R_{1} \in(0, \infty)$ and a concave function $\tilde{f}:[0, \infty) \rightarrow$ $[0, \infty)$ such that $\tilde{f}$ is $\mathcal{C}^{1}$, satisfies $\tilde{f}(0)=0, \lim _{r \downarrow 0} \tilde{f}(r)=a, \lim _{r \downarrow 0} \tilde{f}^{\prime}(r)=1, f^{\prime}(r)=1 / M_{1}$ for


Figure 1.2: Reflection coupling of two diffusions on $\mathbb{R}$ given by the $S D E \mathrm{~d} X_{t}=-4 X_{t}\left(X_{t}-1\right) \mathrm{d} t+\mathrm{d} B_{t}$ with different initial values.
all $r \geq R_{1}$ and $\tilde{f}$ solves (1.26). This function has the advantage that we can deduce additionally bounds in TV distance of the form

$$
\left\|\delta_{x} p_{t}, \delta_{y} p_{t}\right\|_{T V} \leq e^{-\tilde{c} t}\left(a+\mathcal{W}\left(\delta_{x}, \delta_{y}\right)\right) / a \quad \text { for all } t \geq 0 \text { and } x, y \in \mathbb{R}^{d} .
$$

The above calculations rely on [83, 84] where Eberle obtained contraction in Wasserstein distance and TV distance using a reflection coupling and a distance involving a carefully constructed concave function. The technique using couplings and concave functions is captured in different frameworks in subsequent works, see e.g. [31, 85].

### 1.4.2 Coupling and contraction for SDEs with degenerate noise

Next, we exhibit contraction for explicit SDEs with degenerate noise applying a synchronous coupling. We consider the Langevin dynamics (1.19), where the potential $U$ is $\kappa$-strongly convex and has a Lipschitz continuous gradient, i.e. $\nabla U$ satisfies Assumption 1.1 and there exists $L \in(0, \infty)$ such that $|\nabla U(x)-\nabla U(y)| \leq L|x-y|$ for all $x, y \in \mathbb{R}^{d}$. This framework is also studied in detail in [181], see Appendix C. Since this case gives insight into the order of the contraction rate, the main calculations and the contraction results are provided here.

Given $x, y, x^{\prime}, y^{\prime} \in \mathbb{R}^{d}$, a $d$-dimensional standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$ and $\gamma, u>0$, we consider the synchronous coupling $\left(X_{t}, Y_{t}, X_{t}^{\prime}, Y_{t}^{\prime}\right)_{t \geq 0}$ of (1.4) given by

$$
\begin{aligned}
& \left\{\begin{array}{l}
\mathrm{d} X_{t}=Y_{t} \mathrm{~d} t \\
\mathrm{~d} Y_{t}=\left(-\gamma Y_{t}-u \nabla U\left(X_{t}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t},
\end{array}\right. \\
& \left\{\begin{array}{l}
\mathrm{d} X_{t}^{\prime}=Y_{t}^{\prime} \mathrm{d} t \\
\mathrm{~d} Y_{t}^{\prime}=\left(-\gamma Y_{t}^{\prime}-u \nabla U\left(X_{t}^{\prime}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t},
\end{array}\right. \\
& \left(X_{0}^{\prime}, Y_{0}^{\prime}\right)=\left(x^{\prime}, y^{\prime}\right) .
\end{aligned}
$$

Under the above condition on $U$, there exists a unique strong solution $\left(X_{t}, Y_{t}\right)_{t \geq 0}$. We refer to Figure 1.3 for an illustration of the coupling.

Since $U$ is $\kappa$-strongly convex with Lipschitz continuous gradients, there exists a positive definite matrix $K \in \mathbb{R}^{d \times d}$ with smallest eigenvalue $\kappa>0$ and a convex function $G: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$


Figure 1.3: Synchronous coupling of two Langevin diffusions on $\mathbb{R}^{2}$.
with a Lipschitz continuous gradient such that

$$
\begin{equation*}
U(x)=(x \cdot(K x)) / 2+G(x) . \tag{1.27}
\end{equation*}
$$

Note that this splitting is not unique and a natural choice is given by $K=\kappa I_{d}$. As we see in later computations, we are particularly interested in a splitting, where the Lipschitz constant $L_{G}$ of the gradient of $G$ is minimised.

The convexity and the Lipschitz continuous gradient of $G$, i.e.

$$
\left\langle\nabla G(x)-\nabla G\left(x^{\prime}\right), x-x^{\prime}\right\rangle \geq 0 \quad \text { and } \quad\left|\nabla G(x)-\nabla G\left(x^{\prime}\right)\right| \leq L_{G}\left|x-x^{\prime}\right| \quad \text { for all } x, x^{\prime} \in \mathbb{R}^{d},
$$

imply co-coercivity of $G$ (see [157, Theorem 2.1.5]),

$$
\left|\nabla G(x)-\nabla G\left(x^{\prime}\right)\right|^{2} \leq L_{G}\left\langle\nabla G(x)-\nabla G\left(x^{\prime}\right), x-x^{\prime}\right\rangle \quad \text { for all } x, x^{\prime} \in \mathbb{R}^{d} .
$$

Let $\left(Z_{t}, W_{t}\right)_{t \geq 0}=\left(X_{t}-X_{t}^{\prime}, Y_{t}-Y_{t}^{\prime}\right)_{t \geq 0}$ denote the difference process and let $A, B, C \in \mathbb{R}^{d \times d}$ be positive definite matrices of the form

$$
A=\gamma^{-2} u K+(1 / 2)(1-2 \lambda)^{2} \mathrm{I}_{d}, \quad B=(1 / 2)(1-2 \lambda) \gamma^{-1} \mathrm{I}_{d} \quad \text { and } \quad C=\gamma^{-2} \mathrm{I}_{d}
$$

with $\lambda=\min \left(1 / 8, \kappa u \gamma^{-2} / 2\right)$. We consider the function $\rho: \mathbb{R}^{2 d} \times \mathbb{R}^{2 d} \rightarrow[0, \infty)$ given by

$$
\begin{aligned}
\rho\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)= & \left(\left(x-x^{\prime}\right) \cdot\left(A\left(x-x^{\prime}\right)\right)+\left(x-x^{\prime}\right) \cdot\left(B\left(y-y^{\prime}\right)\right)+\left(y-y^{\prime}\right) \cdot\left(C\left(y-y^{\prime}\right)\right)^{1 / 2}\right. \\
= & \left(\gamma^{-2} u\left(x-x^{\prime}\right) \cdot\left(K\left(x-x^{\prime}\right)\right)+(1 / 2)\left|(1-\lambda)\left(x-x^{\prime}\right)+\gamma^{-1}\left(y-y^{\prime}\right)\right|^{2}\right. \\
& \left.\left.+(1 / 2) \gamma^{-2} \mid y-y^{\prime}\right)\left.\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

for all $(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{2 d}$, which defines a metric that is equivalent to the Euclidean distance $d\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=\left|(x, y)-\left(x^{\prime}, y^{\prime}\right)\right|$, i.e. there exists $C_{1}, C_{2} \in(0, \infty)$ such that

$$
C_{1} d\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right) \leq \rho\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right) \leq C_{2} d\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right) \quad \text { for all }(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{2 d} .
$$

Then by Ito's formula, Young's inequality and co-coercivity of $G$, it holds that for $\rho_{t}^{2}=$ $\rho\left(\left(X_{t}, Y_{t}\right),\left(X_{t}^{\prime}, Y_{t}^{\prime}\right)\right)^{2}$

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{t}^{2} & \leq 2 W_{t} \cdot\left(A Z_{t}\right)+2 W_{t} \cdot\left(B W_{t}\right)-2 Z_{t} \cdot\left(B\left(u K Z_{t}-u\left(\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right)\right)\right) \\
& -2 W_{t} \cdot\left(C W_{t}\right)-W_{t} \cdot\left(C\left(u K Z_{t}-u\left(\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right)\right)\right) \\
& \leq-(1-2 \lambda) \gamma^{-1} u Z_{t} \cdot\left(K Z_{t}\right)-\left((1-2 \lambda) \gamma^{-1} u+L_{G} u^{2} \gamma^{-3}\right) Z_{t} \cdot\left(\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right) \\
& -2 \lambda \gamma\left(2 Z_{t} \cdot\left(B Z_{t}\right)+W_{t} \cdot\left(C W_{t}\right)\right) .
\end{aligned}
$$

If $L_{G} u \gamma^{-2} \leq 3 / 4$, we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{t}^{2} \leq-2 c \rho_{t}^{2}
$$

where $c=\lambda \gamma$, since $-(1-4 \lambda) \gamma^{-1} u Z_{t} \cdot\left(K Z_{t}\right) \leq-\gamma^{-1} u(\kappa / 2)\left|Z_{t}\right|^{2} \leq-\lambda \gamma\left|Z_{t}\right|^{2}$ by the definition of $\lambda$. Then by Grönwall's inequality, $\rho_{t} \leq e^{-c t} \rho_{0}$ for all $t \geq 0$. Therefore, if $L_{G} u \gamma^{-2} \leq 3 / 4$, it holds that for all $1 \leq p<\infty$

$$
\mathcal{W}_{\rho}^{p}\left(\mu_{t}, \nu_{t}\right) \leq e^{-c t} \mathcal{W}_{\rho}^{p}\left(\delta_{(x, y)}, \delta_{\left(x^{\prime}, y^{\prime}\right)}\right) \quad \text { for all }(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{2 d} \text { and } t \geq 0,
$$

where $\mu_{t}=\operatorname{Law}\left(X_{t}, Y_{t}\right)$ and $\nu_{t}=\operatorname{Law}\left(X_{t}^{\prime}, Y_{t}^{\prime}\right)$. By the equivalence of $\rho$ and $d$, we obtain

$$
\mathcal{W}^{p}\left(\mu_{t}, \nu_{t}\right) \leq M e^{-c t} \mathcal{W}^{p}\left(\delta_{(x, y)}, \delta_{\left(x^{\prime}, y^{\prime}\right)}\right) \quad \text { for all }(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{2 d} \text { and } t \geq 0,
$$

where $M=C_{2} / C_{1}$.
A study of the contraction for Langevin dynamics in the above framework is also given in [60, 152] using a synchronous coupling approach and a different distance function. If $U$ is not strongly convex, the analysis becomes more involved and we need to make use of the noise which is only present in the velocity component. In [85], a new coupling is established yielding local contraction for small distances in an appropriate distance. This approach combined with a semimetric involving a Lyapunov function yields a contraction result for strongly convex potentials outside a Euclidean ball. Another approach relying on a novel distance function is presented in Appendix C.

### 1.4.3 Coupling and contraction for exact HMC

Next, we present the synchronous coupling construction for exact HMC and its impact on obtaining contraction. The computations rely on [31, Lemma 3.4]. Given $(x, y) \in \mathbb{R}^{2 d}$ and $\xi \sim \mathcal{N}\left(0, \mathrm{I}_{d}\right)$, the synchronous coupling of two transition kernels $\pi(x, \cdot)$ and $\pi(y, \cdot)$ is given by the transition step $(\mathbf{X}(x, y), \mathbf{Y}(x, y))$ satisfying

$$
\mathbf{X}(x, y)=q_{t}(x, \xi) \quad \text { and } \quad \mathbf{Y}(x, y)=q_{t}(y, \xi)
$$

The difference process $\left(z_{t}, w_{t}\right)_{t \geq 0}=\left(q_{t}(x, \xi)-q_{t}(y, \xi), p_{t}(x, \xi)-p_{t}(y, \xi)\right)_{t \geq 0}$ is given by

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} z_{t}=w_{t} \\
\frac{\mathrm{~d}}{\mathrm{~d} t} w_{t}=-\left(\nabla U\left(q_{t}(x, \xi)\right)-\nabla U\left(q_{t}(y, \xi)\right)\right.
\end{array}\right.
$$

We suppose that $U$ is twice differentiable and $\nabla U$ satisfies Assumption 1.1 and is Lipschitz continuous with Lipschitz constant $L$. Note that $\kappa \leq L$. Then for $(a(t), b(t))=\left(\left|z_{t}\right|^{2}, 2 z_{t} \cdot w_{t}\right)$ it holds that

$$
\begin{cases}\frac{\mathrm{d}}{\mathrm{~d} t} a(t)=b(t) & a(0)=\left|z_{0}\right|^{2}=|x-y|^{2} \\ \frac{\mathrm{~d}}{\mathrm{~d} t} b(t)=-2 \kappa a(t)+\beta(t) & b(0)=0\end{cases}
$$

where $\beta(t)=-\left(\nabla U\left(q_{t}(x, \xi)\right)-\nabla U\left(q_{t}(y, \xi)\right) \cdot z_{t}+2 \kappa a(t)+2\left|w_{t}\right|^{2} \leq 2\left|w_{t}\right|^{2}\right.$. The initial value problem is solved by

$$
a(t) \leq \cos (\sqrt{2 \kappa} t) a(0)+\int_{0}^{t}(2 \kappa)^{-1 / 2} \sin (\sqrt{2 \kappa}(t-r)) \beta(r) \mathrm{d} r .
$$

By Taylor expansion and if $L t^{2} \leq 1$, it holds that $\cos (\sqrt{2 \kappa} t) \leq 1-\kappa t^{2}+(1 / 6) \kappa^{2} t^{4} \leq 1-(5 / 6) \kappa t^{2}$, and $(2 \kappa)^{-1 / 2} \sin (\sqrt{2 \kappa}(t-r)) \leq(t-r)$. To bound $\beta(r) \leq\left|w_{r}\right|^{2}$, we note that

$$
\begin{aligned}
\max _{s \leq t}\left|z_{s}-z_{0}\right| & \leq \max _{s \leq t} \int_{0}^{s} \int_{0}^{u} \mid \nabla U\left(q_{r}(x, \xi)\right)-\nabla U\left(q_{r}(y, \xi) \mid \mathrm{d} r \mathrm{~d} u\right. \\
& \leq \frac{L t^{2}}{2} \max _{s \leq t}\left|z_{s}\right| \leq \frac{L t^{2}}{2} \max _{s \leq t}\left(\left|z_{s}-z_{0}\right|+\left|z_{0}\right|\right)
\end{aligned}
$$

For $L t^{2} \leq 1, \max _{s \leq t}\left|z_{s}-z_{0}\right| \leq L t^{2}\left|z_{0}\right|$, and hence, $\max _{s \leq t}\left|z_{s}\right| \leq\left(1+L t^{2}\right)\left|z_{0}\right|$. Then,

$$
\max _{s \leq r}\left|w_{s}\right| \leq \max _{s \leq r} \int_{0}^{s} \mid \nabla U\left(q_{u}(x, \xi)\right)-\nabla U\left(q_{u}(y, \xi)\left|\mathrm{d} u \leq L r \max _{s \leq r}\right| z_{s}\left|\leq L r\left(1+L r^{2}\right)\right| z_{0} \mid\right.
$$

Hence, if $L t^{2} \leq \min (1, \kappa / L)=\kappa / L$, then

$$
\begin{aligned}
a(t) & \leq\left(1-(5 / 6) \kappa t^{2}\right)\left|z_{0}\right|^{2}+\int_{0}^{t}\left((t-r) 2\left(L r\left(1+L r^{2}\right)\left|z_{0}\right|\right)^{2}\right) \mathrm{d} r \\
& \leq\left(1-(5 / 6) \kappa t^{2}\right)\left|z_{0}\right|^{2}+(1 / 6) t^{4}\left(L\left(1+L t^{2}\right)^{2}\left|z_{0}\right|^{2} \leq\left(1-(5 / 6) \kappa t^{2}\right)\left|z_{0}\right|^{2}\right.
\end{aligned}
$$

Therefore, we obtain for $L T^{2} \leq \kappa / L$

$$
|\mathbf{X}(x, y)-\mathbf{Y}(x, y)| \leq\left(1-(1 / 12) \kappa T^{2}\right)|x-y|
$$

and for all $1 \leq p<\infty$ and $m \in \mathbb{N}$

$$
\mathcal{W}^{p}\left(\delta_{x} \pi^{m}, \delta_{y} \pi^{m}\right) \leq e^{-c m} \mathcal{W}^{p}\left(\delta_{x}, \delta_{y}\right) \quad \text { with } c=(1 / 12) \kappa T^{2}
$$

see Figure 1.4 illustrating the synchronous coupling and the contraction.
If Assumption 1.1 is relaxed to a more general assumption, the analysis of the convergence behaviour becomes more involved. If Assumption 1.2 is supposed, contraction in an $L^{1}$ Wasserstein distance is shown for exact HMC and local contraction is proven for MaHMC in [31] by applying a new coupling approach. Contraction in an $L^{1}$ Wasserstein distance for the uHMC is covered in Appendix A.

### 1.5 Summary of existing contraction results

In this section, we give an overview and comparison of existing contraction and complexity results. We begin with summarising and comparing the results for overdamped Langevin diffusions, classical Langevin diffusions and exact HMC before we state results for numerically implementable sampling algorithms.


Figure 1.4: Two synchronously coupled HMC chains $\left(\mathbf{X}_{m}\right)_{m \geq 0}$ and $\left(\mathbf{Y}_{m}\right)_{m \geq 0}$ on $\mathbb{R}$ for a quadratic potential. Left: Evolution in time of the two Markov chains. Right top: Difference of the two Hamiltonian flows $\left(q_{t}(x, \xi)-q_{t}(y, \xi), p_{t}(x, \xi)-p_{t}(y, \xi)\right)$ in $\mathbb{R}^{2}$. Right bottom: Difference of the two corresponding Markov chains $\left(\mathbf{X}_{m}-\mathbf{Y}_{m}\right)_{m \geq 0}$.

### 1.5.1 Analysis and comparison of results given in Section 1.4

By Section 1.4.1, contraction for the overdamped Langevin dynamics with $b=u \nabla U$ holds with contraction rate $\kappa$ for $\kappa$-strongly convex potentials $U$ (i.e. $\nabla U$ satisfies Assumption 1.1). An additional inverse mass $u$ is considered in the SDE which is chosen to be of order $\mathcal{O}\left(L^{-1}\right)$ to guarantee that the drift is of order $\mathcal{O}(1)$. Hence, the contraction rate is of order $\mathcal{O}\left(\mathcal{K}^{-1}\right)$ where $\mathcal{K}=L / \kappa$ denotes the condition number. The contraction rate coincides with the contraction rate obtained via functional inequalities, cf. [11, Theorem 9.7.2]. If the potential $U$ is only $\kappa$-strongly convex outside a Euclidean ball with radius $R$ and has an $L$-Lipschitz lower bounded gradient (see Assumption 1.2), contraction holds with a rate that is upper bounded by $\kappa$ and a quantity depending on $L$ and $R$.

For the Langevin dynamics with quadratic potentials satisfying Assumption 1.1, we deduce from Section 1.4.2 that contraction holds for any friction coefficient $\gamma>0$ with contraction rate $c=\gamma / 8 \wedge \kappa u \gamma^{-1} / 2$, which fits in with the spectral gap obtained in [165, Chapter 6.3] up to a constant. Then, for $\gamma=2 \sqrt{\kappa u}$ the contraction rate is optimised and given by $c=\sqrt{\kappa u} / 4$. If an additional convex perturbation is considered as in Section 1.4.2, the additional constraint $L_{G} u \gamma^{-2} \leq 3 / 4$ appears where $L_{G}$ denotes the Lipschitz constant of gradient of the convex perturbation. If $L_{G}>3 \kappa$, the rate is optimised for $\gamma=\sqrt{3 L_{G} u / 4}$ and is of order $\mathcal{O}\left(\kappa \sqrt{u} / \sqrt{L_{G}}\right)$. In particular if $L_{G}$ is of the same order as the Lipschitz constant $L$ of $\nabla U$, the rate is of the same order as in the work by Dalalyan and Riou-Durand [60]. If $L_{G} \leq 3 \kappa$, we obtain a contraction rate of order $\mathcal{O}(\sqrt{\kappa u})$ for $\gamma=2 \sqrt{\kappa u}$ as for the quadratic potentials. This rate corresponds with the rate of the contraction result in $L^{2}$ norm obtained in [40]. To ensure that the drift is of order $\mathcal{O}(1)$ as in the overdamped case, we suppose $u \in \mathcal{O}(1 / L)$. Then the rate is of order $\mathcal{O}\left(\mathcal{K}^{-1 / 2}\right)$ for $L_{G} \leq 3 \kappa$ and of order $\mathcal{O}\left(\mathcal{K}^{-1}\right)$ for $L_{G}>3 \kappa$, respectively.

If Assumption 1.2 is supposed instead of Assumption 1.1, contraction is established in [85] by aligning a coupling approach and a semimetric based on a Lyapunov function. The approach is further developed in Appendix C observing a contraction rate that depends on $\kappa, L_{G}, \gamma$ and $R$, but is independent of the dimension, see Section 2.3 for an outlook of the results.

By Section 1.4.3, we obtain a contraction rate of order $\mathcal{O}\left(\mathcal{K}^{-2}\right)$ for exact HMC if $T$ is of order $\mathcal{O}(\sqrt{\kappa} / L)$. In [27, Section 5], the constraint on $T$ is improved to $L T^{2} \leq 1 / 4$ leading to a

| Dynamics | rate | constraint | for | rate |
| :--- | :--- | :--- | :--- | :--- |
| overdamped LD | $\mathcal{O}(\kappa u)$ |  | $u \in \mathcal{O}(1 / L)$ | $\mathcal{O}\left(\mathcal{K}^{-1}\right)$ |
| LD (if $\left.L_{G} \leq 3 \kappa\right)$ | $\mathcal{O}\left((\gamma / 4) \wedge\left(\kappa u \gamma^{-1}\right)\right)$ | $L_{G} u \gamma^{-2} \leq 3 / 4$ | $\gamma=2 \sqrt{\kappa u}$, <br> $u \in \mathcal{O}(1 / L)$ | $\mathcal{O}\left(\mathcal{K}^{-1 / 2}\right)$ |
| LD (if $\left.L_{G}>3 \kappa\right)$ | $\mathcal{O}\left((\gamma / 4) \wedge\left(\kappa u \gamma^{-1}\right)\right)$ | $L_{G} u \gamma^{-2} \leq 3 / 4$ | $\gamma=2 \sqrt{L_{G} u / 3}$, <br> $u \in \mathcal{O}(1 / L)$ | $\mathcal{O}\left(\mathcal{K}^{-1}\right)$ |
| HMC [Section 1.4.3] | $\mathcal{O}\left(\kappa T^{2}\right)$ | $L T^{2} \leq(\kappa / L)$ | $T \in \mathcal{O}(\sqrt{\kappa} / L)$ | $\mathcal{O}\left(\mathcal{K}^{-2}\right)$ |
| HMC [27, Thm 5.4] | $\mathcal{O}\left(\kappa T^{2}\right)$ | $L T^{2} \leq 1 / 4$ | $T \in \mathcal{O}(1 / \sqrt{L})$ | $\mathcal{O}\left(\mathcal{K}^{-1}\right)$ |

Table 1.1: Contraction rates for contraction in Wasserstein distance of overdamped and classical Langevin diffusions (LD) and of HMC for $\kappa$-strongly convex potential with L-Lipschitz continuous gradients.
contraction rate of order $\mathcal{O}\left(\mathcal{K}^{-1}\right)$.

### 1.5.2 Results of numerically implementable sampling methods

Next, we focus on the contraction and complexity results for numerically implementable sampling algorithms.

First, let us mention the optimal scaling limits which are an often considered technique to accomplish a non-asymptotic analysis of MCMC methods in high dimensions. For this purpose, a target measure of product form $\mu(\mathrm{d} x) \propto \prod_{i=1}^{n} \exp \left(-U\left(x^{i}\right)\right) \mathrm{d} x$ on $\mathbb{R}^{n d}$ is considered where $U: \mathbb{R}^{d} \rightarrow \mathbb{R}$ satisfies sufficient regularity conditions, and the optimal choice of the free parameters in the sampling algorithm is studied for $n \rightarrow \infty$ to balance the computational cost and to make acceptable moves. Although this approach is not further discussed in the thesis, we review some known results for completeness. First introduced in [173], Gelman, Gilks and Roberts showed that in the Random Walk Metropolis the step size should be chosen of order $\mathcal{O}\left(n^{-1}\right)$ to obtain an average acceptance probability of $\mathcal{O}(1)$. For MALA, the optimal order for the step size improves to $\mathcal{O}\left(n^{-1 / 3}\right)$, cf. [174, 168]. For Metropolis adjusted HMC, a discretisation step $h$ of order $\mathcal{O}\left(n^{-1 / 4}\right)$ leads to an average acceptance probability of $\mathcal{O}(1)$, cf. [17].

Furthermore, one is interested in non-asymptotic bounds of the error between the distribution obtained by running the sampling algorithm and the target measure $\mu$. In the following, we assume that the potential $U: \mathbb{R}^{d} \rightarrow \mathbb{R}$ of the target measure $\mu(\mathrm{d} x) \propto \exp (-U(x)) \mathrm{d} x$ is differentiable, $\kappa$-strongly convex and has an $L$-Lipschitz continuous gradient. As before, $\mathcal{K}=L / \kappa$ denotes the condition number. Given $M_{0} \in \mathbb{R}_{+}$, we say that an initial measure $\mu_{0}$ has a $M_{0 \text {-warm }}$ start if

$$
\sup _{B \in \mathcal{B}\left(\mathbb{R}^{d}\right)} \frac{\mu_{0}(B)}{\mu(B)}=M_{0}
$$

and the constant $M_{0}$ does not scale with the condition number $\mathcal{K}$ or the dimension $d$. Under a warm start, RWM has an $\epsilon$-mixing in TV distance of order $\mathcal{O}\left(d \mathcal{K}^{2}\right)$ [81]. For MALA, [199] proved that given $\epsilon>0$ an $\epsilon$-mixing in TV distance occurs in $\mathcal{O}\left(\mathcal{K} d^{1 / 2}\right)$ steps with step size scaling with $h \propto(L \sqrt{d})^{-1}$. These upper bounds improve previous results given in [56, 127] and are of the same order in the condition number $\mathcal{K}$ and the dimension $d$ as the lower bounds. For Metropolis adjusted HMC, $\epsilon$-mixing occurs in $\mathcal{O}\left(d^{2 / 3} \mathcal{K}\right)$ steps, cf. [52]. In all three results, terms of logarithmic order in $\mathcal{K}, d$ and $\epsilon$ are omitted and the proofs rely on conductance techniques

| Method | $\epsilon$-mixing | \#gradient evaluations | step size |
| :--- | :--- | :--- | :--- |
| RWM [81] | $d \mathcal{K}^{2}$ | - | $h \propto(d L \mathcal{K})^{-1}$ |
| MALA [199] | $d^{1 / 2} \mathcal{K}$ | $d^{1 / 2} \mathcal{K}$ | $h \propto(L \sqrt{d})^{-1}$ |
| MaHMC [52] | $d^{2 / 3} \mathcal{K}$ | $d^{11 / 12} \mathcal{K}$ | $h \propto\left(L d^{7 / 6}\right)^{-1 / 2}$ |
| ULA [59] | $d \mathcal{K}^{2} / \epsilon^{2}$ | $d \mathcal{K}^{2} / \epsilon^{2}$ | $h \propto\left(L \mathcal{K} d^{2} \epsilon^{-2}\right)^{-1}$ |

Table 1.2: Upper bounds on $\epsilon$-mixing in TV distance starting from a warm start. Here, logarithmic factors are omitted.
which measure the bottleneck ratio of a Markov process in equilibrium and which give lower and upper bounds on the mixing time, cf. [131, 47].

Focusing on unadjusted sampling algorithms, Dalalyan [59] proved that for a warm start ULA achieves an $\epsilon$-approximation of the target measure in total variation distance in $\mathcal{O}\left(d \mathcal{K}^{2} / \epsilon^{2}\right)$ steps where the logarithmic dependences are omitted. By [78], the same order of steps lead to an $\epsilon$-approximation in $L^{2}$ Wasserstein distance. In [55], an $\epsilon$-approximation in $L^{2}$ Wasserstein distance is shown in $\mathcal{O}(\sqrt{d} \mathcal{K} / \epsilon)$ steps for a discretisation scheme of Langevin diffusion. In Appendix A, contraction in Wasserstein distance and complexity bounds for uHMC are provided without assuming a warm start and further improved for the strongly convex case in [27, Section 5]. If the duration time satisfies $L T^{2} \leq 1 / 4$, contraction is shown with rate $\kappa T^{2} / 4$, which leads in combination with the restriction on the duration time to a rate of order $\mathcal{O}\left(\mathcal{K}^{-1}\right)$ as in the exact case. Then complexity bounds for uHMC are obtained by applying the following general triangle trick, cf. [141]. If contraction in Wasserstein distance with respect to some distance $\rho$ is satisfied for $u H M C$, it holds for the target measure $\mu$ and the invariant probability measures $\mu_{h}$ of uHMC that

$$
\begin{equation*}
\mathcal{W}_{\rho}\left(\mu, \mu_{h}\right) \leq \mathcal{W}_{\rho}\left(\mu \pi, \mu \pi_{h}\right)+\mathcal{W}_{\rho}\left(\mu \pi_{h}, \mu_{h} \pi_{h}\right) \leq \mathcal{W}_{\rho}\left(\mu \pi, \mu \pi_{h}\right)+(1-c) \mathcal{W}_{\rho}\left(\mu, \mu_{h}\right) \tag{1.28}
\end{equation*}
$$

which implies

$$
\mathcal{W}_{\rho}\left(\mu, \mu_{h}\right) \leq c^{-1} \mathcal{W}_{\rho}\left(\mu \pi, \mu \pi_{h}\right)
$$

Note that the unique existence of $\mu_{h}$ holds by the contraction result. Therefore, the distance between $\mu$ and $\mu_{h}$ can be bounded from above by estimating the strong accuracy of the sampling algorithm. In the case of strongly convex potentials with bounded third derivatives, $\mathcal{W}^{1}\left(\mu \pi, \mu \pi_{h}\right)$ is of order $\mathcal{O}\left(h^{2} d\right)$. Then given $\epsilon>0$ and $h$ of order $\mathcal{O}\left(d^{-1 / 2}\right)$, an $\epsilon$-approximation in Wasserstein distance of the target measure can be achieved by $\mathcal{O}\left(d^{1 / 2} \log (d / \epsilon)\right)$ gradient evaluations if the Wasserstein distance between the initial measure and the target measure is of order $\mathcal{O}(d)$. In [28], for given $\epsilon>0$, it is shown that an $\epsilon$-mixing of $u H M C$ to its invariant measure is of order $\mathcal{O}(\log (d / \epsilon))$ by applying the bounds in Wasserstein distance and a one-shot coupling. Hence, an $\epsilon$-approximation of the invariant measure of $u H M C$ is obtained in $\mathcal{O}\left(h^{-1} \log (d / \epsilon)\right)$ gradient evaluations. An $\epsilon$-approximation of the target measure is achieved in $\mathcal{O}\left(d^{3 / 4} \epsilon^{-1 / 2} \log (d / \epsilon)\right)$ gradient evaluations provided the discretisation step $h$ is chosen of order $\mathcal{O}\left(d^{-3 / 4} \epsilon^{1 / 2}\right)$. This idea of estimating the complexity via the triangle trick is further developed for general inexact sampling algorithms in [73]. For ULA, the Wasserstein distance between the target measure and the invariant measure of ULA is of order $\mathcal{O}(h d)$. For $h$ chosen of order $\mathcal{O}\left(d^{-1}\right)$, an $\epsilon-$ approximation to the target measure can be achieved in $\mathcal{O}(d \log (d / \epsilon))$ gradient evaluations. For frameworks satisfying Assumption 1.2 instead of Assumption 1.1, we refer for uHMC to Section 2.1, where the results of Appendix A are summarised, and to [73, Example 15] for ULA.

### 1.6 Propagation of chaos

### 1.6.1 Introduction to propagation of chaos

In this section, we introduce the phenomenon propagation of chaos and describe the connection between solutions of nonlinear stochastic differential equations given by

$$
\left\{\begin{array}{l}
\mathrm{d} \bar{X}_{t}=\left(b\left(\bar{X}_{t}\right)+\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, x\right) \bar{\mu}_{t}(\mathrm{~d} x)\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}, \quad \bar{\mu}_{t}=\operatorname{Law}\left(\bar{X}_{t}\right),  \tag{1.29}\\
\bar{X}_{0}=\bar{x}
\end{array}\right.
$$

with $\bar{x} \in \mathbb{R}^{d}$ and $d$-dimensional standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$, and the mean-field particle system $\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N}\right)_{t \geq 0}$ with $N \in \mathbb{N}$ particles determined by

$$
\left\{\begin{array}{l}
\mathrm{d} X_{t}^{i, N}=\left(b\left(X_{t}^{i, N}\right)+N^{-1} \sum_{j=1}^{N} \tilde{b}\left(X_{t}^{i, N}, X_{t}^{j, N}\right)\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}^{i},  \tag{1.30}\\
X_{0}^{i, N}=x^{i},
\end{array} \quad i=1, \ldots, N,\right.
$$

where $\left\{x^{i}\right\}_{i=1}^{N} \in \mathbb{R}^{N d}$ and $\left\{\left(B_{t}\right)_{t \geq 0}\right\}_{i=1}^{N}$ are $N$ independent $d$-dimensional standard Brownian motion. Here, $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\hat{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ are two locally Lipschitz continuous functions.

The notion propagation of chaos was formed by Kac, who was originally interested in describing mathematical rigorously the connection between the Boltzmann equation modelling a large system of interacting gas particles and the nonlinear Liouville equation [120]. Making use of the idea of linking particle systems with nonlinear equations, McKean studied a class of diffusions, which are unrelated to the Boltzmann theory, and observed that under specific assumptions the law of the particle system can be approximated by the law of the nonlinear equation in an appropriate sense [144].

Here, we concentrate on SDEs given by (1.29) and (1.30), where the drift consists of a confining force $b$ and of a pairwise interaction force $\tilde{b}$. We remark that (1.29) forms the probabilistic description of the Fokker-Planck equation given by

$$
\partial_{t} \rho_{t}(x)=-\nabla_{x} \cdot\left(b(x) \rho_{t}(x)+\int_{\mathbb{R}^{d}} \tilde{b}(x, u) \bar{\mu}_{t}(\mathrm{~d} u) \rho_{t}(x)\right)+\Delta_{x} \rho_{t}(x),
$$

where $\rho_{t}$ denotes the time-dependent density function corresponding to the law $\bar{\mu}_{t}(\mathrm{~d} x)$ of $\bar{X}_{t}$. We note that given $\bar{x}_{0} \in \mathbb{R}^{d}$ and a $d$-dimensional standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$ existence of a unique strong solution to (1.29) holds by [146, Theorem 2.2].

There are several ways to characterise propagation of chaos rigorously, see [45, Section 2.3] for an overview of different definitions. Here, we focus on describing the connection between (1.29) and (1.30) via probabilistic techniques and we follow the definition of chaos given in [45, Section 2.3.1], where a coupling between a solution to the mean-field model with $N$ particles and $N$ i.i.d. solutions to the nonlinear SDE (1.29) is considered and the trajectories of the coupling are compared.

Definition 1.3 (Propagation of chaos). Let $\rho$ denote a distance on $\mathbb{R}^{d}$, let $p \in[1, \infty)$ and $T \in(0, \infty]$. We say that propagation of chaos holds if for all $N \in \mathbb{N}$, there exist a coupling $\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N},\left\{\bar{X}_{t}\right\}_{i=1}^{N}\right)_{0 \leq t \leq T}$ of a mean-field particle system $\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N}\right)_{0 \leq t \leq T}$ driven by (1.30) with law $\mu_{t}^{N}=\operatorname{Law}\left(\left\{\bar{X}_{t}\right\}_{i=1}^{N}\right)$ and of $N$ independent processes $\left(\left\{\bar{X}_{t}\right\}_{i=1}^{N}\right)_{0 \leq t \leq T}$ driven by (1.29) with law $\bar{\mu}_{t}=\operatorname{Law}\left(\bar{X}_{t}^{i}\right)$ for all $i=1, \ldots, N$ and a constant $C_{(N, T)}>0$ depending on $N$ and $T$
with $C_{(N, T)} \rightarrow 0$ as $N \rightarrow \infty$, such that

$$
\begin{equation*}
N^{-1} \sum_{i=1}^{N} E\left[\sup _{t \leq T} \rho\left(X_{t}^{i, N}, \bar{X}_{t}^{i}\right)^{p}\right] \leq C_{(N, T)} \quad \text { (pathwise formulation) } \tag{1.31}
\end{equation*}
$$

or

$$
\begin{equation*}
N^{-1} \sum_{i=1}^{N} \sup _{t \leq T} E\left[\rho\left(X_{t}^{i, N}, \bar{X}_{t}^{i}\right)^{p}\right] \leq C_{(N, T)} . \quad \text { (pointwise formulation) } \tag{1.32}
\end{equation*}
$$

We say uniform in time propagation of chaos holds if $C_{(N, T)}$ is independent of $T$ and (1.31), respectively (1.32), holds for all $T \in(0, \infty]$.

We note that (1.31) implies (1.32), and (1.32) implies

$$
\sup _{t \leq T} \mathcal{W}_{\rho}^{p}\left(\mu_{t}^{N}, \bar{\mu}_{t}^{\otimes N}\right) \leq C_{(N, T)} \rightarrow 0 \quad \text { as } N \rightarrow \infty
$$

### 1.6.2 Propagation of chaos results

Next, we present some known propagation of chaos results. The difference of the trajectories of the particle system given by (1.30) with $N$ copies of the process driven by the nonlinear SDE (1.29) was first studied by McKean [144] and Sznitman [187] by applying coupling methods. We adapt this propagation of chaos result with a fixed time-horizon presented in [45, Theorem 3.1] to the mean-field particle system given in (1.30).
Theorem 1.4 (Finite time propagation of chaos - McKean). Let $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\tilde{b}: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}^{d}$ be Lipschitz continuous functions and let $\tilde{b}$ be bounded. Fix $N \in \mathbb{N}$. Let $\left\{\left(B_{t}^{i}\right)_{t \geq 0}\right\}_{i=1}^{N}$ be $N$ independent d-dimensional standard Brownian motions. Let $\left(\left\{\bar{X}_{t}^{i}\right\}_{i=1}^{N},\left\{X_{t}^{i, N}\right\}_{i=1}^{N}\right)_{t \geq 0}$ be the synchronous coupling of the mean-field particle system and $N$ copies of the nonlinear stochastic differential equation, solving

$$
\left\{\begin{array}{l}
\mathrm{d} \bar{X}_{t}^{i}=\left(b\left(\bar{X}_{t}^{i}\right)+\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}-x\right) \bar{\mu}_{t}(\mathrm{~d} x)\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}^{i},  \tag{1.33}\\
\mathrm{~d} X_{t}^{i, N}=\left(b\left(X_{t}^{i, N}\right)+N^{-1} \sum_{j=1}^{N} \tilde{b}\left(X_{t}^{i, N}-X_{t}^{j, N}\right)\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}^{i}
\end{array} \bar{\mu}_{t}=\operatorname{Law}\left(\bar{X}_{t}^{i}\right)\right.
$$

for $i=1, \ldots N$. Then for any $T>0$, propagation of chaos holds in the pathwise sense, i.e. there exists $C_{(N, T)}>0$ such that

$$
N^{-1} \sum_{i=1}^{N} E\left[\sup _{t \leq T}\left|X_{t}^{i, N}-\bar{X}_{t}^{i}\right|^{2}\right] \leq C_{(N, T)}
$$

The constant $C_{(N, T)}$ is of order $\mathcal{O}\left(N^{-1}\right)$ and grows exponentially fast in $T$.
The original proof of this theorem by McKean is given in [144], see also [187] for an alternative proof. Extensions of McKean's finite propagation of chaos bounds are provided by Sznitman [187] and Méléard [146]. Relaxations of the Lipschitz condition of the drift including more singular drifts are addressed for instance in [23, 119, 159, 160]. In [108, 148, 149], uniform in time propagation of chaos estimates are established via analytic techniques.

Using probabilistic tools, uniform in time propagation of chaos estimates are established by Malrieu in [137] for the following framework:

Theorem 1.5 (Uniform in time propagation of chaos). Fix $N \in \mathbb{N}$. Let the confining force $b$ be of the form $b=-\nabla V$ for some potential $V \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$, locally Lipschitz continuous and satisfy Assumption 1.1, i.e. $V$ is a $\kappa$-strongly convex confinement potential. Let the interaction force $\tilde{b}$ be of the form $\tilde{b}(x, y)=-\nabla W(x-y)$ for some potential $W \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$ that is symmetric and convex. Moreover, $\nabla W$ is locally Lipschitz continuous and there exists $q \geq 1$ such that $\nabla W$ has polynomial growth of order $q$. Let $\left(\left\{\bar{X}_{t}^{i}\right\}_{i=1}^{N},\left\{X_{t}^{i, N}\right\}_{i=1}^{N}\right)_{t \geq 0}$ be the solution to the synchronous coupling (1.33), where the initial law $\bar{\mu}_{0}$ has bounded moments of order $2 q$. Then, there exists a constant $C>0$, depending on $\kappa$, such that

$$
\sup _{t \geq 0} N^{-1} \sum_{i=1}^{N} E\left[\left|X_{t}^{i, N}-\bar{X}_{t}^{i}\right|^{2}\right] \leq C N^{-1}
$$

A proof is given in [45, Section 3.1.3] and relies on a synchronous coupling, on applying the strong convexity of $V$ and the convexity of $W$ and on a uniform second moment bound for the law $\bar{\mu}_{t}$. Extensions to non-strongly convex confinement potentials are studied in [44]. In [75], a coupling approach involving a reflection coupling is applied to prove uniform in time propagation of chaos for non-strongly convex confinement potentials.

Let us generalise the idea of [75] how uniform in time propagation of chaos can be established if uniform in time second moment bounds hold for the solution to the nonlinear SDE (1.29) and if contraction in an $L^{1}$ Wasserstein distance holds for the mean-field particle system (1.30) with Lipschitz continuous interaction force $\tilde{b}$. We assume that there exists a coupling $\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N},\left\{Y_{t}^{i, N}\right\}_{i=1}^{N}\right)_{t \geq 0}$ of two solutions to (1.30) and a distance function $\rho_{N}: \mathbb{R}^{N d} \times \mathbb{R}^{N d} \rightarrow[0, \infty)$ of the form $\rho_{N}\left(\left\{x^{i}\right\}_{i=1}^{N},\left\{y^{i}\right\}_{i=1}^{N}\right)=N^{-1} \sum_{i=1}^{N} f\left(\left|x^{i}-y^{i}\right|\right)$ for some increasing, concave function $f$ with $f(0)=0$ and $f^{\prime}(0)=1$ such that

$$
\mathrm{d} \rho_{N}\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N},\left\{Y_{t}^{i, N}\right\}_{i=1}^{N}\right) \leq-c \rho_{N}\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N},\left\{Y_{t}^{i, N}\right\}_{i=1}^{N}\right) \mathrm{d} t+\mathrm{d} M_{t},
$$

where $c>0$ is a positive constant independent of $N$ and $\left(M_{t}\right)_{t \geq 0}$ is some martingale. Following the proof approach of Section 1.4.1, it holds that

$$
\mathcal{W}_{\rho_{N}}\left(\mu_{t}^{N}, \nu_{t}^{N}\right) \leq e^{-c t} \mathcal{W}_{\rho_{N}}\left(\mu_{0}^{\otimes N}, \nu_{0}^{\otimes N}\right)
$$

where $X_{0}^{i} \sim \mu_{0}$ and $Y_{0}^{i} \sim \nu_{0}$ for all $i=1, \ldots, N$ and $\mu_{t}^{N}=\operatorname{Law}\left(\left\{X_{t}^{i}\right\}_{i=1}^{N}\right)$ and $\nu_{t}^{N}=$ $\operatorname{Law}\left(\left\{Y_{t}^{i}\right\}_{i=1}^{N}\right)$. In this case, we can establish uniform in time propagation of chaos by considering the same coupling approach for a mean-field particle system $\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N}\right)_{t \geq 0}$ and $N$ i.i.d. copies of solutions $\left(\left\{\bar{X}_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ to (1.29). Then,

$$
\begin{equation*}
\mathrm{d} \rho_{N}\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N},\left\{\bar{X}_{t}^{i}\right\}_{i=1}^{N}\right) \leq-c \rho_{N}\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N},\left\{\bar{X}_{t}^{i}\right\}_{i=1}^{N}\right) \mathrm{d} t+N^{-1} \sum_{i=1}^{N} A_{t}^{i} \mathrm{~d} t+\mathrm{d} M_{t} \tag{1.34}
\end{equation*}
$$

where $\left(M_{t}\right)_{t \geq 0}$ is some martingale and $\left(A_{t}^{i}\right)_{t \geq 0}(i=1, \ldots, N)$ are adapted stochastic processes satisfying

$$
A_{t}^{i} \leq\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, x\right) \bar{\mu}_{t}(\mathrm{~d} x)-N^{-1} \sum_{i=1}^{N} \tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right|
$$

Given $\bar{X}_{t}^{i}$, we note that $\bar{X}_{t}^{j}(j \neq i)$ are i.i.d. random variables with law $\bar{\mu}_{t}$. Then,

$$
E\left[\tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right) \mid \bar{X}_{t}^{i}\right]=\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, x\right) \bar{\mu}_{t}(\mathrm{~d} x)
$$

and

$$
\begin{aligned}
& E\left[\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, x\right) \bar{\mu}_{t}(\mathrm{~d} x)-N^{-1} \sum_{i=1}^{N} \tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right|^{2} \mid \bar{X}_{t}^{i}\right] \\
& \quad=\frac{N-1}{N^{2}} \operatorname{Var}_{\bar{\mu}_{t}}\left(\tilde{b}\left(\bar{X}_{t}^{i}, \cdot\right)\right)+\frac{1}{N^{2}} E\left[\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, x\right) \bar{\mu}_{t}(\mathrm{~d} x)-\tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{i}\right)\right|^{2} \mid \bar{X}_{t}^{i}\right] \\
& \quad+\frac{2}{N^{2}} \sum_{j=1, j \neq i}^{N} E\left[\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, x\right) \bar{\mu}_{t}(\mathrm{~d} x)-\tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right| \cdot\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, x\right) \bar{\mu}_{t}(\mathrm{~d} x)-\tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{i}\right)\right| \mid \bar{X}_{t}^{i}\right] .
\end{aligned}
$$

Hence, by Lipschitz continuity of $\tilde{b}$ and Young's inequality,

$$
\begin{aligned}
& E\left[!\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, x\right) \bar{\mu}_{t}(\mathrm{~d} x)-\left.N^{-1} \sum_{i=1}^{N} \tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right|^{2}\right] \\
& \quad \leq \frac{4\|\tilde{b}\|_{\text {Lip }}^{2}}{N} \int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}(\mathrm{~d} x)+\frac{4\|\tilde{b}\|_{\text {Lip }}^{2}}{N^{2}} \int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}(\mathrm{~d} x)+\frac{8\|\tilde{b}\|_{\text {Lip }}^{2}}{N} \int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}(\mathrm{~d} x) .
\end{aligned}
$$

Then by Jensen's inequality and the uniform in time second moment bound of the solution to (1.29), there exists $C>0$ such that

$$
E\left[A_{t}^{i}\right] \leq \frac{4\|\tilde{\|}\|_{\text {Lip }}}{N^{1 / 2}}\left(\int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}(\mathrm{~d} x)\right)^{1 / 2} \leq C N^{-1 / 2}
$$

Taking expectation in (1.34), inserting the upper bound and applying Grönwall's inequality yields

$$
E\left[\rho_{N}\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N},\left\{\bar{X}_{t}^{i}\right\}_{i=1}^{N}\right)\right] \leq e^{-c t} E\left[\rho\left(\left\{X_{0}^{i, N}\right\}_{i=1}^{N},\left\{\bar{X}_{0}^{i}\right\}_{i=1}^{N}\right)\right]+C N^{-1 / 2} c^{-1}
$$

If for some probability measure $\mu_{0}$ on $\mathbb{R}^{d}$ with finite second moment $X_{0}^{i, N}, \bar{X}_{0}^{i} \sim \mu_{0}$ for all $i=1, \ldots, N$,

$$
N^{-1} \sum_{i=1}^{N} \sup _{t \geq 0} E\left[f\left(\left|X_{t}^{i, N}-\bar{X}_{t}^{i}\right|\right)\right] \leq C N^{-1 / 2} c^{-1}
$$

and hence uniform in time propagation of chaos holds in the pointwise sense.
This approach to show propagation of chaos is based on the results of [75]. Note that compared to the calculations in [75], the process $A_{t}^{i}$ is controlled differently and the assumption $\tilde{b}(x, y)=\hat{b}(x-y)$ with $\hat{b}(0)=0$ for some Lipschitz continuous function $\hat{b}$ is not required here. A modification of the stated calculations is applied in [181], see Appendix C. The statements of this section up to and including the propagation of chaos result by Malrieu are based on the recent reviews [45, 46], where a detailed summary of the historical development and statements of propagation of chaos is given, see also the references therein.

### 1.6.3 Application to Deep Learning

The concept of propagation of chaos is applicable in the analysis of training a one-hidden layer neural network. We are interested in finding a function $f: \mathbb{R}^{d-1} \rightarrow \mathbb{R}$ such that for given input data $z=\left(z_{1}, \ldots, z_{d-1}\right) \in \mathbb{R}^{d-1}$ and output data $y \in \mathbb{R}, f(z)$ provides a good approximation of $y$. In the case of a one-hidden layer neural network, we consider $f$ to be of the form $f(z)=$
$\frac{1}{N} \sum_{i=1}^{N} \beta_{i, N} \phi\left(\alpha_{N, i} \cdot z\right)$, where $N$ represents the number of neurons in the hidden layer, $\phi: \mathbb{R} \rightarrow \mathbb{R}$ is a bounded, continuous, non-constant activation function. A typical example for $\phi$ is the sigmoid function $\phi(r)=1 /\left(1+e^{-r}\right)$ [178]. We are looking for optimal parameters $\alpha_{N, i} \in \mathbb{R}^{d-1}$ and $\beta_{i, N} \in \mathbb{R}, i=1, . ., N$. More precisely, we are intersted in solving the non-convex optimisation problem

$$
\min _{\alpha_{i, N}, \beta_{i, N}}\left\{\int_{\mathbb{R} \times \mathbb{R}^{d-1}}\left|y-\frac{1}{N} \sum_{i=1}^{N} \beta_{i, N} \phi\left(\alpha_{i, N} \cdot z\right)\right|^{2} \nu(\mathrm{~d} y \mathrm{~d} z)\right\},
$$

where $\nu$ is the measure with compact support of the data $(y, z) \in \mathbb{R} \times \mathbb{R}^{d-1}$. We denote by $\mu^{N}=\frac{1}{N} \sum_{i=1}^{N} \delta_{\beta_{i, N}, \alpha_{i, N}}$ the empirical law of the parameters and we rewrite $f$ to $f(z)=$ $\int_{\mathbb{R}^{d}} \beta \phi(\alpha \cdot z) \mu^{N}(\mathrm{~d} \beta \mathrm{~d} \alpha)=\int_{\mathbb{R}^{d}} \varphi(x, z) \mu^{N}(\mathrm{~d} x)$, where $x=(\alpha, \beta)$ and $\varphi(x, z)=\beta \phi(\alpha \cdot z)$. Then, instead of the non-convex minimisation problem on the finite dimensional parameter space, we consider the minimisation problem over probability distributions on $\mathbb{R}^{d}$

$$
\bar{\mu}=\operatorname{argmin}_{\mu}\left\{\int_{\mathbb{R}^{d}}\left|y-\int_{\mathbb{R}^{d}} \varphi(x, z) \mu(\mathrm{d} x)\right|^{2} \nu(\mathrm{~d} y \mathrm{~d} z)+H\left(\mu \mid \mathcal{N}\left(0, I_{d}\right)\right)\right\},
$$

where an additional regulariser $H\left(\mu \mid \mathcal{N}\left(0, I_{d}\right)\right)$ is considered, which is given by the relative entropy with respect the normal distribution $\mathcal{N}\left(0, I_{d}\right)$. By [114], this is a convex minimisation problem and the minimiser is given by

$$
\bar{\mu}(\mathrm{d} x) \propto \exp \left(-\frac{1}{2}|x|^{2}-\int_{\mathbb{R}^{d}} 2 \varphi(x, z)\left(-y+\int_{\mathbb{R}^{d}} \varphi(\tilde{x}, z) \bar{\mu}(\mathrm{d} \tilde{x})\right) \nu(\mathrm{d} y \mathrm{~d} z)\right) \mathrm{d} x
$$

We note that $\bar{\mu}$ is an invariant probability measure of the nonlinear $\operatorname{SDE}$ (1.29) with

$$
b(x)=-x-2 \int_{\mathbb{R}^{d}} \nabla_{x} \varphi(x, z) y \nu(\mathrm{~d} y \mathrm{~d} z) \quad \text { and } \quad \tilde{b}(x, \bar{x})=2 \int_{\mathbb{R}^{d}} \nabla_{x} \varphi(x, z) \nabla_{\bar{x}} \varphi(\bar{x}, z) \nu(\mathrm{d} y \mathrm{~d} z)
$$

Further, we observe that given data points $(y, z)=\left(y,\left(z_{1}, \ldots z_{d-1}\right)\right) \in \mathbb{R}^{d}$ distributed according to $\nu$, the Euler discretisation of the mean-field particle system (1.30) given by

$$
\mathbf{X}_{k+1}^{i}=\mathbf{X}_{k}^{i}-h\left(\mathbf{X}_{k}^{i}+2 \nabla_{x} \varphi\left(\mathbf{X}_{k}^{i}, z\right) y-\frac{1}{N} \sum_{j=1}^{N} 2 \nabla_{x} \varphi\left(\mathbf{X}_{k}^{i}, z\right) \nabla_{x} \varphi\left(\mathbf{X}_{k}^{j}, z\right)\right)+\sqrt{2 h} \xi_{k+1}
$$

with step size $h>0$ and $\xi_{k} \sim \mathcal{N}\left(0, I_{d}\right)$ provides a sampling algorithm of the distribution of the parameters $X_{i, N}=\left(\beta_{i, N}, \alpha_{i, N}\right)$. Therefore, if uniform in time propagation of chaos bounds, quantitative bounds on the contraction behaviour of the nonlinear SDE and error bounds on the disretisation scheme are given, we obtain quantitative estimates for the sampling behaviour.

The description of the application to deep learning relies on [114], see also [145, 178] for further information.

## 2

## Outline of Projects

### 2.1 Outline of Project A

In the first project, we establish contraction with dimension-free rates for unadjusted HMC for mean-field models using a particlewise coupling approach. The results were distributed as a research article on the online-portal ArXiv:

## N. Bou-Rabee and K. Schuh. Convergence of unadjusted Hamiltonian Monte Carlo for mean-field models, ArXiv preprint 2009.08735, September 2020.

The article is a joint work with Nawaf Bou-Rabee (Rutgers University Camden). Appendix A contains the article as stated on the online portal ArXiv. This subsection presents the main subject and results of the article. The precise statements, proofs and the context of the existing literature are given in Appendix A.

We consider the unadjusted Hamiltonian Monte Carlo method to sample the probability distribution $\mu(\mathrm{d} x) \propto \exp (-U(x)) \mathrm{d} x$ on $\mathbb{R}^{n d}$ where the twice differentiable potential $U: \mathbb{R}^{n d} \rightarrow \mathbb{R}$ is of mean-field particle type given by

$$
U(x)=\sum_{i=1}^{n}\left(V\left(x^{i}\right)+\frac{\epsilon}{n} \sum_{j=1}^{n} W\left(x^{i}-x^{j}\right)\right) .
$$

The function $V$ denotes the unary potential, $W$ the pairwise interaction potential and the positive constant $\epsilon>0$ the interaction parameter. The parameter $n$ corresponds to the number of particles and $d$ to the dimension of one particle. Generating samples of the desired measure $\mu$ plays an essential role in understanding statistical properties of high-dimensional models which have applications in many areas such as chemical physics, material science and deep learning.

Unadjusted HMC generates a Markov chain on $\mathbb{R}^{\text {nd }}$ where the transition step of one uHMC step is given by $\mathbf{X}^{\prime}(x)=q_{T}(x, \xi)$, where $q_{T}(x, \xi)$ denotes the position at duration time $T>0$ of the velocity Verlet discretisation scheme of the Hamiltonian dynamics,

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} \mathrm{t}} q_{t}^{i}=p_{\lfloor t]_{h}}^{i}-\frac{h}{2} \nabla U_{i}\left(q_{\lfloor t t]_{h}}\right) \\
\frac{\mathrm{d}}{\mathrm{~d} t} p_{t}^{i}=-\frac{1}{2}\left(\nabla_{i} U\left(q_{[t]_{h}}\right)+\nabla_{i} U\left(q_{[t]_{h}}\right)\right),
\end{array} \quad i=1, \ldots, n\right.
$$

with initial value $(x, \xi) \in \mathbb{R}^{2 n d}$, where $\xi \sim \mathcal{N}\left(0, \mathrm{I}_{n d}\right)$ is a standard normally distributed random variable. The functions $\lfloor\cdot\rfloor_{h}$ and $\lceil\cdot\rceil_{h}$ are given in (1.15). Its transition kernel $\pi_{h}$ is given by $\pi_{h}(x, A)=P\left[\mathbf{X}^{\prime}(x) \in A\right]$ for any $x \in \mathbb{R}^{n d}$ and any $A \in \mathcal{B}\left(\mathbb{R}^{n d}\right)$.

We recall that compared to the Metropolis adjusted HMC introduced in Section 1.2.2, uHMC omits the acceptance-rejection step leaving the target measure only approximately invariant. Therefore, besides studying the long-time behaviour of uHMC and verifying the existence of a unique invariant measure $\mu_{h}$ of uHMC , one is interested in controlling the difference between the target measure and $\mu_{h}$ in an appropriate sense.

We impose the following conditions for the unary potential $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and the interaction potential $W: \mathbb{R}^{d} \rightarrow \mathbb{R}$ :

Assumption 2.1. It holds $V(0)=0, V(x) \geq 0$ for all $x \in \mathbb{R}^{d}$, and $V$ is strongly convex outside a Euclidean ball, i.e. there exist $K \in(0, \infty)$ and $R \in[0, \infty)$ such that

$$
(x-y) \cdot(\nabla V(x)-\nabla V(y)) \geq K|x-y|^{2} \quad \text { for all } x, y \in \mathbb{R}^{d} \text { such that }|x-y| \geq R .
$$

Further, $V$ and $W$ have bounded second and third derivatives, i.e. there exist $L, \tilde{L}, L_{H}, \tilde{L}_{H} \in$ $[0, \infty)$ such that

$$
\sup \left\|\nabla^{2} V\right\| \leq L, \quad \sup \left\|\nabla^{2} W\right\| \leq \tilde{L}, \quad \sup \left\|\nabla^{3} V\right\| \leq L_{H} \quad \text { and } \quad \sup \left\|\nabla^{3} W\right\| \leq \tilde{L}_{H}
$$

In Appendix A, we consider a particlewise coupling approach that adapts ideas of the coupling approach of [31]. The coupling transition step $(\mathbf{X}(x, y), \mathbf{Y}(x, y))$ defined by $\mathbf{X}(x, y)=$ $q_{T}(x, \xi)$ and $\mathbf{Y}(x, y)=q_{T}(y, \eta)$ is characterised by the pair of random variables $(\xi, \eta)$ defined on a common probability space satisfying $\operatorname{Law}(\xi)=\operatorname{Law}(\eta)=\mathcal{N}\left(0, \mathrm{I}_{n d}\right)$. For the particlewise construction we consider $\xi \sim \mathcal{N}\left(0, \mathrm{I}_{n d}\right)$ and construct $\eta^{i}$ for each $i=1, \ldots, n$ separately. Namely, if the distance $\left|x^{i}-y^{i}\right|$ is large, we consider a synchronous coupling $\eta^{i}=\xi^{i}$. If the distance is small, we set $\eta^{i}=\xi^{i}+\gamma\left(x^{i}-y^{i}\right)$ for some $0<\gamma<T^{-1}$ with maximal probability. Otherwise, we apply a reflection coupling, $\eta^{i}=\xi^{i}-2\left(e^{i} \cdot \xi^{i}\right) e^{i}$ with $e^{i}=\left(x^{i}-y^{i}\right) /\left|x^{i}-y^{i}\right|$ if $\left|x^{i}-y^{i}\right|>0$. Indeed, this construction satisfies $\operatorname{Law}(\xi)=\operatorname{Law}(\eta)=\mathcal{N}\left(0, \mathrm{I}_{n d}\right)$ and defines a coupling of two uHMC transition steps.

We remark that for a large distance $\left|x^{i}-y^{i}\right|$ the strong convexity property of the unary potential leads to contraction for the $i$-th component of the transition step provided the interaction is sufficiently small. The definition of the coupling for small distances is motivated by the free dynamics when $U \equiv 0$. In this case, it holds that $\left|\mathrm{X}^{i}(x, y)-\mathrm{Y}^{i}(x, y)\right|=\left|x^{i}-y^{i}+T\left(\xi^{i}-\eta^{i}\right)\right|=$ $\left|x^{i}-y^{i}\right||1-T \gamma|$ with maximal probability. By the boundedness of the second derivatives of $V$ and $W$, which corresponds to the Lipschitz continuity of the gradients of $V$ and $W$, the deviation from the free dynamics can be bounded in terms of $L$ and $\tilde{L}$ and contraction is obtained for this choice of $\xi^{i}$ and $\eta^{i}$.

Corresponding to the coupling, a concave function $f$ is aligned that puts more weight on a decrease in distance than an increase. This function in combination with the contraction for $\eta^{i}=\xi^{i}+\gamma\left(x^{i}-y^{i}\right)$ compensates for the missing contraction in the case when a reflection coupling occurs. Then, we establish contraction on average of one HMC transition step with respect to the $l^{1}$-distance $\rho(x, y)=\sum_{i=1}^{n} f\left(\left|x^{i}-y^{i}\right|\right)$, i.e.

$$
E\left[\sum_{i=1}^{n} f\left(\left|\mathrm{X}^{i}(x, y)-\mathrm{Y}^{i}(x, y)\right|\right)\right] \leq(1-c) \sum_{i=1}^{n} f\left(\left|x^{i}-y^{i}\right|\right) \quad \text { for all } x, y \in \mathbb{R}^{n d}
$$

provided the duration time $T$ and the discretisation step $h$ are sufficiently small and the interaction parameter $\epsilon$ is sufficiently small compared to the convexity parameter $K$ of the unary potential. From that we can deduce existence of a unique invariant measure $\mu_{h}$ of uHMC and
exponential contraction to the measure $\mu_{h}$ in $L^{1}$ Wasserstein distance with respect to $\rho$, i.e. for all initial distributions $\nu$ on $\mathbb{R}^{d}$,

$$
\mathcal{W}_{\rho}\left(\nu \pi_{h}{ }^{m}, \mu_{h}\right) \leq e^{-c m} \mathcal{W}_{\rho}\left(\nu, \mu_{h}\right) \quad \text { for any } m \in \mathbb{N} .
$$

We remark that the constraints on $T, h$ and $\epsilon$ are independent of the number of particles and depend only on $L, K$ and $R$.

Via the synchronous coupling, we verify that the $L^{1}$ Wasserstein distance with respect to $\rho$ of the distribution after an exact and an unadjusted HMC step is of order $\mathcal{O}\left(h^{2}\right)$. Applying this strong accuracy bound of the velocity Verlet integrator, the contraction result and the triangle trick (1.28), we establish bounds in an $L^{1}$ Wasserstein distance between the target measure $\mu$ and the invariant measure $\mu_{h}$ of the uHMC . This bound provides quantitative estimates for the discretisation step and for the number of HMC steps needed to reach the target distribution in $L^{1}$ Wasserstein distance up to a given error $\varepsilon$.

Additionally, given an observable $g \in \mathcal{C}_{b}^{1}\left(\mathbb{R}^{\text {nd }}\right)$, we are interested in quantitative bounds between $\mu(g)=\int_{\mathbb{R}^{n d}} g(x) \mu(\mathrm{d} x)$ and the estimator $A_{m, b} g=\frac{1}{m} \sum_{k=b}^{m+b-1} g\left(X_{k}\right)$, where $b$ denotes the burn-in time and $m$ denotes the number of steps of the Markov chain considered for the ergodic average. Using the contraction result and the strong accuracy bounds, we bound the bias of the estimator by

$$
\begin{equation*}
\left|E_{\nu}\left[A_{m, b} g\right]-\mu(g)\right| \leq \frac{1}{m} \max _{i}\left\|\nabla_{i} g\right\|_{\infty} M \frac{e^{-c b}}{1-e^{-c}} \mathcal{W}_{l^{1}}\left(\nu, \mu_{h}\right)+h^{2} \max _{i}\left\|\nabla_{i} g\right\|_{\infty} \mathrm{C}, \tag{2.1}
\end{equation*}
$$

where $\nu$ is the initial distribution of the Markov chain and $M$ is a constant relating the distance $\rho$ and the distance $l^{1}$ given by $l^{1}(x, y)=\sum_{i=1}^{n}\left|x^{i}-y^{i}\right|$. The distance $\mathcal{W}_{l^{1}}\left(\nu, \mu_{h}\right)$ between the initial distribution and the invariant measure of $u H M C$ is often of order $n$. Similarly, the constant C is linear in $n$. Hence, if $g$ is an intensive observable of the form $g(x)=\frac{1}{n} \sum_{i=1}^{n} \tilde{g}\left(x^{i}\right)$ for some $\tilde{g} \in \mathcal{C}_{b}^{1}\left(\mathbb{R}^{d}\right)$, the bias can be bounded from above in (2.1) by a given constant $\varepsilon>0$ by choosing $m, b$ sufficiently large and $h$ sufficiently small. This choice is independent of the number of particles $n$.

Contribution by the author of the thesis: The idea of studying HMC applied to meanfield models was given to me by my advisor Andreas Eberle. The theoretical contraction result was established by me. Initially, I obtained error bounds for uHMC via an inductive argument leading to similar bounds with the same dependence on the discretisation parameter as presented in the paper. My co-author, Nawaf Bou-Rabee, brought up the idea of directly using the triangle inequality trick given in (1.28) which shortens the proof and is presented in the current version of the paper. The technical details, the numerical simulations and the writing were done by me getting advice and assistance from Nawaf Bou-Rabee.

### 2.2 Outline of Project B

In the second project, we establish conditions under which contraction for solutions of nonlinear SDEs of McKean-Vlasov type using a sticky coupling holds, and we study nonlinear one-dimensional sticky SDEs. The results have been distributed through a research article on the online-portal ArXiv:
A. Durmus, A. Eberle, A. Guillin and K. Schuh. Sticky nonlinear SDEs and convergence of McKean-Vlasov equations without confinement, ArXiv preprint 2201.07652, January 2022.

The article is a joint work with Alain Durmus (Université Paris-Saclay), Andreas Eberle (University of Bonn) and Arnaud Guillin (Université Blaise Pascal). The work is presented in Appendix B as given on the online portal ArXiv. This subsection presents the main subject of the article. The precise statements, proofs and a survey of the existing literature are given in Appendix B.

We are interested in the long-time behaviour of the solution $\left(\bar{X}_{t}\right)_{t \geq 0}$ of the nonlinear stochastic differential equation of McKean-Vlasov type without confinement given by

$$
\begin{equation*}
\mathrm{d} \bar{X}_{t}=\left(\int_{\mathbb{R}^{d}} b\left(\bar{X}_{t}-x\right) \mu_{t}(\mathrm{~d} x)\right) \mathrm{d} t+\mathrm{d} B_{t}, \quad \mu_{t}=\operatorname{Law}\left(\bar{X}_{t}\right) \tag{2.2}
\end{equation*}
$$

where $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion and $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a Lipschitz continuous drift function.

We establish a new coupling approach for nonlinear SDEs to prove contraction for the process $\left(\bar{X}_{t}\right)_{t \geq 0}$. Before we introduce the coupling and state the main results, we specify the conditions we impose on the nonlinear SDE:

Assumption 2.2. The function $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is Lipschitz continuous and anti-symmetric. Further, there exist a constant $L \in(0, \infty)$, a bounded function $\gamma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and a Lipschitz continuous function $\kappa:[0, \infty) \rightarrow \mathbb{R}$ such that

$$
b(x)=-L x+\gamma(x)
$$

and the following three conditions are satisfied for $x, \bar{x}, y \in \mathbb{R}^{d}$ :

$$
\begin{aligned}
& \langle x-y, \gamma(x-\bar{x})-\gamma(y-\bar{x})\rangle \leq \kappa(|x-y|)|x-y|^{2}, \quad \limsup _{r \rightarrow \infty}(\kappa(r)-L)<0, \quad \text { and } \\
& \|\gamma\|_{\infty} \leq \mathrm{C}_{(L, \kappa)},
\end{aligned}
$$

where the constant $\mathrm{C}_{(L, \kappa)} \in(0, \infty)$ depends on $L$ and $\kappa$. Moreover, the initial distribution $\mu_{0}$ has bounded fourth moments and is centred, i.e. $\int_{\mathbb{R}^{d}} x \mu(\mathrm{~d} x)=0$.

We note that the condition on the initial distribution combined with the anti-symmetric drift implies that the solution of (2.2) is centred for all $t \geq 0$. This is crucial to guarantee convergence to equilibrium.

To analyse the long-time behaviour of the process $\left(\bar{X}_{t}\right)_{t \geq 0}$, a sticky coupling of two solutions of (2.2) with different initial conditions is constructed in the following way: If the two solutions coincide, the noise is synchronised in the nonlinear SDE and otherwise, a reflection coupling is considered. We note that compared to the SDE analysed in Section 1.4.1, the drifts of the two copies of the SDEs do not coincide when the solutions coincide, since their laws differ in general. Therefore, the solutions are driven apart again after they are coupled and this coupling construction leads to a sticky behaviour of the two solutions. We observe that the distance process of the two solutions is controlled by a process $\left(r_{t}\right)_{t \geq 0}$ solving the following nonlinear SDE on $\mathbb{R}$ with a sticky boundary at zero

$$
\mathrm{d} r_{t}=\bar{b}\left(r_{t}\right) \mathrm{d} t+a P\left[r_{t}>0\right] \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} W_{t},
$$

where $\left(W_{t}\right)_{t \geq 0}$ is a one-dimensional standard Brownian motion, $\bar{b}(r)=(\kappa(r)-L) r$ and $a=$ $2\|\gamma\|_{\infty}$. This SDE belongs to a new class of nonlinear SDEs with sticky boundary at zero, which is analysed carefully. In particular, existence of a solution and uniqueness in law are shown by considering a family of solutions $\left\{\left(r_{t}^{n, m}\right)_{t \geq 0}\right\}_{n, m \in \mathbb{N}}$ of approximating SDEs and by taking
the limit in two steps. More precisely, the nonlinear drift term $a P\left[r_{t}>0\right]$ and the diffusion term $2 \mathbb{1}_{(0, \infty)}\left(r_{t}\right)$ are approximated in two steps. Further, we detect that the SDE exhibits a phase transition. More precisely, if $a$ is sufficiently small compared to $\bar{b}$ and the nonlinear term contributes only a little to the drift, the Dirac measure at zero is the unique invariant measure. In this case, if we start outside equilibrium, we notice that if time evolves, more mass gets stuck at zero and we establish exponential convergence to equilibrium for the one-dimensional nonlinear sticky SDE. As in Section 1.4.1, the proof relies on a concave function $f$ that is aligned to the drift of the nonlinear sticky SDE and causes a decrease of the process to have a larger impact than an increase. In particular, we prove

$$
E\left[f\left(r_{t}\right)\right] \leq e^{-c t} f\left(r_{0}\right),
$$

where the rate $c$ depends on $\tilde{b}$ and $a$. Then, using the contraction result for the solution of the one-dimensional nonlinear sticky SDE which bounds the difference process of the sticky coupling from above and using that the distance function $\rho(x, y)=f(|x-y|)$ is equivalent to the Euclidean distance, we can deduce contraction in $L^{1}$ Wasserstein distance for the nonlinear unconfined SDE, i.e.

$$
\mathcal{W}^{1}\left(\mu_{t}, \nu_{t}\right) \leq M e^{-c t} \mathcal{W}^{1}\left(\mu_{0}, \nu_{0}\right)
$$

where $\mu_{t}$ and $\nu_{t}$ are the laws of the two copies of the coupling and the contraction rate $c$ and the constant $M$ depend on $L, \gamma$ through $a$ and $\tilde{b}$.

Additionally, we establish uniform in time propagation of chaos bounds for the corresponding mean-field particle system given by

$$
\begin{equation*}
\mathrm{d} X_{t}^{i}=\frac{1}{N} \sum_{j=1}^{N} b\left(X_{t}^{i}-X_{t}^{j}\right) \mathrm{d} t+\mathrm{d} B_{t}^{i}, \quad i=1, \ldots, N . \tag{2.3}
\end{equation*}
$$

with i.i.d. initial values $X_{0}^{1}, \ldots X_{0}^{N}$ and $N$ independent $d$-dimensional standard Brownian motions $\left\{\left(B_{t}^{i}\right)_{t \geq 0}\right\}_{i=1}^{N}$. We consider a componentwise sticky coupling of the mean-field system (2.3) with $N$ particles and of $N$ copies of (2.2) and observe analogously that the componentwise difference process is controlled by the process $\left(\left\{r_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ solving a system of $N$ sticky one-dimensional SDEs. For this system of sticky SDEs, we prove existence and uniqueness analogously. Then in the same spirit as in the nonlinear case, the observation that the componentwise difference process is controlled by the process $\left(\left\{r_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is used to provide uniform in time propagation of chaos estimates for the mean-field system.

Finally, we transfer the sticky coupling approach for nonlinear confined SDEs on $\mathbb{R}^{d}$ to SDEs on the one-dimensional torus $\mathbb{T}=\mathbb{R} /(2 \pi)$ and establish bounds on the contraction rate for the Kuramoto model, where the drift $b$ is of the form $b(z)=-k \sin (z)$ for some $k \in \mathbb{R}$.

Contribution by the author of the thesis: My co-authors, Alain Durmus, Arnaud Guillin and Andreas Eberle, conceived of the idea to study the long-time behaviour of unconfined nonlinear SDEs of McKean-Vlasov type via a sticky coupling. We developed the main theory together during several research visits. Afterwards, I worked out the technical details getting advice and support from my co-authors. In particular, the details of the analysis of sticky nonlinear SDEs were elaborated by myself getting assistance from my co-authors. The main body of the paper and the proofs are written by me assisted by Alain Durmus and Andreas Eberle.

### 2.3 Outline of Project C

In the third project, we study the long-time behaviour of the classical Langevin dynamics and the Langevin dynamics with distribution-dependent forces. The results are summarised in a research article that is available on the online-portal ArXiv:
K. Schuh. Global contractivity for Langevin dynamics with distribution-dependent forces and uniform in time propagation of chaos, ArXiv preprint arXiv:2206.03082, June 2022.

The work is presented in Appendix C as it is stated on the online portal ArXiv. Here, the main subject and the results of the article are summarised. Precise statements, proofs and references to linked literature are given in Appendix C.

Given a probability measure $\bar{\mu}_{0}$ on $\mathbb{R}^{2 d}$ and a $d$-dimensional Brownian motion $\left(B_{t}\right)_{t \geq 0}$, we consider the diffusion $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$, which is given as a solution to the Langevin dynamics with nonlinear McKean-Vlasov interactions of the form

$$
\left\{\begin{array}{l}
\mathrm{d} \bar{X}_{t}=\bar{Y}_{t} \mathrm{~d} t  \tag{2.4}\\
\mathrm{~d} \bar{Y}_{t}=\left(-\gamma \bar{Y}_{t}+u b\left(\bar{X}_{t}\right)+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, z\right) \bar{\mu}_{t}^{X}(\mathrm{~d} z)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t},
\end{array} \quad\left(\bar{X}_{0}, \bar{Y}_{0}\right) \sim \bar{\mu}_{0},\right.
$$

where $\bar{\mu}_{t}^{x}$ is the marginal distribution in the first component of $\mu_{t}=\operatorname{Law}\left(\bar{X}_{t}, \bar{Y}_{t}\right), \gamma, u>0$ are positive constants and $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\tilde{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ are two Lipschitz continuous functions. We are interested in the long-time behaviour of solutions to (2.4) and of the classical Langevin diffusion given by (2.4) with interaction force satisfying $\tilde{b} \equiv 0$. We impose the following assumption on the external force $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and the interaction force $\tilde{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ :

Assumption 2.3. The function $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is Lipschitz continuous and there exist a positive definite matrix $K \in \mathbb{R}^{d \times d}$ with smallest eigenvalue $\kappa>0$ and largest eigenvalue $L_{K}$, a positive constant $R \geq 0$ and a Lipschitz continuous function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ such that

$$
\begin{array}{ll}
b(x)=-K x+g(x) & \text { for all } x \in \mathbb{R}^{d} \text { and }  \tag{2.5}\\
(g(x)-g(y)) \cdot(x-y) \leq 0 & \text { for all } x, y \in \mathbb{R}^{d} \text { such that }|x-y| \geq R
\end{array}
$$

and the Lipschitz constant $L_{g}$ of $g$ satisfies

$$
L_{g} u \gamma^{-2}<\frac{\kappa}{2 L_{g}}
$$

The function $\tilde{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ is Lipschitz continuous with Lipschitz constant $\tilde{L}$ satisfying

$$
\tilde{L} \leq C_{\left(\kappa, L_{K}, R, L_{g}, u, \gamma\right)}
$$

where $C_{\left(\kappa, L_{K}, R, L_{g}, u, \gamma\right)}$ is an explicit constant depending on $\kappa, L_{K}, R, L_{g}, u$ and $\gamma$.
Note that (2.5) is equivalent to Assumption 1.2. Hence, $b$ is not restricted to gradients of strongly convex potentials. But it includes gradients of potentials that are only strongly convex outside a Euclidean ball with a radius depending on $R$. Moreover, the constraints on $L_{g}$ and $\tilde{L}$ in Assumption 2.3 are independent of the dimension $d$.

In this work, global contractivity is shown by combining two contraction results with respect to two different metrics for large and small distances and by exploiting a carefully aligned coupling approach. Let $\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)_{t \geq 0}$ be the coupling of $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ and $\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)_{t \geq 0}$ which
are both driven by (2.4) with two Brownian motions such that the noise is either synchronised or reflected at a certain hyperplane. On the one hand, we consider the process $r_{l}(t)=\left(\left(\bar{X}_{t}-\right.\right.$ $\left.\left.\bar{X}_{t}^{\prime}\right) \cdot\left(A\left(\bar{X}_{t}-\bar{X}_{t}^{\prime}\right)\right)+\left(\bar{X}_{t}-\bar{X}_{t}^{\prime}\right) \cdot\left(B\left(\bar{Y}_{t}-\bar{Y}_{t}^{\prime}\right)\right)+\left(\bar{Y}_{t}-\bar{Y}_{t}^{\prime}\right) \cdot\left(C\left(\bar{Y}_{t}-\bar{Y}_{t}^{\prime}\right)\right)\right)^{1 / 2}$ which relies on a twisted 2-norm structure and where $A, B, C \in \mathbb{R}^{d \times d}$ are positive definite matrices depending on $\gamma, u$ and $K$. If $r_{l}(t)$ is sufficiently large and hence either $\left|\bar{X}_{t}-\bar{X}_{t}^{\prime}\right|$ or $\left|\bar{Y}_{t}-\bar{Y}_{t}^{\prime}\right|$ is large, either the condition Assumption 2.3 or the damping term in (2.4) leads to contraction for the process $r_{l}(t)$. On the other hand, the distance process $r_{s}(t)=\alpha\left|\bar{X}_{t}-\bar{X}_{t}^{\prime}\right|+\left|\bar{X}_{t}-\bar{X}_{t}^{\prime}+\gamma^{-1}\left(\bar{Y}_{t}-\bar{Y}_{t}^{\prime}\right)\right|$ is considered with $\alpha>0$ depending on $\gamma, u, L_{K}$ and $L_{g}$. In that case, the coupling approach of [85] is used, where a synchronous coupling is considered for $\bar{X}_{t}-\bar{X}_{t}^{\prime}+\gamma^{-1}\left(\bar{Y}_{t}-\bar{Y}_{t}^{\prime}\right)=0$ since in that case contraction is observed for the first part of $r_{s}(t)$ and the second part vanishes. Otherwise a reflection coupling is considered, which returns the process to the hyperplane $\bar{X}_{t}-\bar{X}_{t}^{\prime}+\gamma^{-1}\left(\bar{Y}_{t}-\bar{Y}_{t}^{\prime}\right)=0$. Then, contraction is shown by exploiting this coupling and a concave function $f$ that leads to contraction for $f\left(r_{s}(t)\right)$ in a similar way as in Section 1.4.1 if the process $r_{s}(t)$ is sufficiently small.

The two processes $r_{l}(t)$ and $r_{s}(t)$ are glued together to $\rho_{t}=f\left(r_{s}(t) \wedge\left(D_{K}+\epsilon r_{l}(t)\right)\right)$ where $D_{K}, \epsilon$ are positive constants such that one can make use of the contraction result for $f\left(r_{s}(t)\right)$ for small distances and the contraction result for $r_{l}(t)$ for large distances. We refer to Figure C. 2 in Appendix C sketching the construction of $\rho$. Since $\rho$ finally defines a metric that is equivalent to the Euclidean distance, we deduce contraction in Wasserstein distance, i.e.

$$
\mathcal{W}^{1}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq M e^{-c t} \mathcal{W}^{1}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right),
$$

where $\bar{\mu}_{t}$ and $\bar{\nu}_{t}$ are the laws of $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ and $\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)_{t \geq 0}$, respectively, and the constant $c$ is a dimension-free contraction constant depending on $\kappa, L_{g}, \gamma$ and $R$. The constant $M$ is the quotient of the constants determining the equivalence between $\rho$ and the Euclidean distance. This result holds provided $L_{g} u \gamma^{-2}<\kappa /\left(2 L_{g}\right)$ is satisfied and $\tilde{L}$ is sufficiently small.

In particular for $R=0$, the metric $\rho$ reduces to $r_{l}$ and global contraction with rate $c=$ $\min \left(\gamma / 16, \kappa u \gamma^{-1} / 4-L_{g}^{3} u^{2} \gamma^{-3} / 2\right)$ is established. If the external force is additionally of gradient type and $\tilde{b}=0$, we obtain the framework considered in Section 1.4.2. Then, the use of the co-coercivity property relaxes the restriction on $\gamma$ to $L_{g}^{2} \gamma u \leq 3 / 4$ and gives contraction in an $L^{p}$ Wasserstein distance for $1 \leq p<\infty$ with improved contraction rate $c=\min \left(\gamma / 8, \kappa u \gamma^{-1} / 2\right)$.

Moreover, for fixed $N \in \mathbb{N}$, we consider the corresponding particle system with $N$ particles given by

$$
\left\{\begin{array}{l}
\mathrm{d} X_{t}^{i}=Y_{t}^{i} \mathrm{~d} t  \tag{2.6}\\
\mathrm{~d} Y_{t}^{i}=\left(-\gamma Y_{t}^{i}+u b\left(X_{t}^{i}\right)+u N^{-1} \sum_{j=1}^{N} \tilde{b}\left(X_{t}^{i}, X_{t}^{j}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t}^{i}, \quad i=1, \ldots, N,
\end{array}\right.
$$

with $\left(X_{0}^{i}, Y_{0}^{i}\right) \sim \mu_{0}$ for $i=1, \ldots, N$ for some probability measure $\mu_{0}$ on $\mathbb{R}^{2 d}$. Applying a componentwise version of the coupling and an averaged $l^{1}$ distance of the form $\rho_{N}((x, y),(\bar{x}, \bar{y}))=$ $N^{-1} \sum_{i=1}^{N} \rho\left(\left(x^{i}, y^{i}\right),\left(\bar{x}^{i}, \bar{y}^{i}\right)\right)$ for $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 N d}$, we prove propagation of chaos for the corresponding particle system, i.e. there exists a constant $C \in[0, \infty)$ such that for any $N \in \mathbb{N}$,

$$
\begin{equation*}
\sup _{t \geq 0} \mathcal{W}_{l_{N}^{1}}\left(\bar{\mu}_{t}^{\otimes N}, \mu_{t}^{N}\right) \leq C N^{-1 / 2} \tag{2.7}
\end{equation*}
$$

where $l_{N}^{1}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=N^{-1} \sum_{i=1}^{N}\left(\left|x-x^{\prime}\right|+\left|y-y^{\prime}\right|\right)$. Here, $\bar{\mu}_{t}^{\otimes N}$ denotes the product law of $N$ copies $\left(\bar{X}_{t}, \bar{Y}_{t}\right)$ driven by (2.4) with initial distribution $\bar{\mu}_{0}=\mu_{0}$, and $\mu_{t}^{N}$ denotes the law of $\left(X_{t}^{i}, Y_{t}^{i}\right)_{i=1}^{N}$ driven by (2.6) with initial distribution $\mu_{0}^{N}=\mu_{0}^{\otimes N}$. The constant $C$ depends on the
contraction rate $c$, on properties of the drift and on the second moment of the initial distribution $\mu_{0}$.

Eventually, we adapt the construction of the distance function to study certain unconfined dynamics ( $b \equiv 0$ ), where the interaction force is of the form

$$
\tilde{b}(x, y)=\tilde{K}(x-y)+\tilde{g}(x, y) \quad \text { for all } x, y \in \mathbb{R}^{d},
$$

where $\tilde{K} \in \mathbb{R}^{d \times d}$ is a positive definite matrix with smallest eigenvalue $\tilde{\kappa}$ and $\tilde{g}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is an anti-symmetric Lipschitz continuous function with Lipschitz constant $L_{\tilde{g}}$ satisfying $L_{\tilde{g}} \leq \tilde{\kappa} / 8$. Then using a synchronous coupling, contraction in an $L^{1}$ and $L^{2}$ Wasserstein distance is shown and uniform in time propagation of chaos bounds are provided for the corresponding recentred mean-field particle system.

## 3

## Conclusion

The thesis addressed the long-time behaviour of specific types of stochastic differential equations and Markov Chain Monte Carlo methods. Understanding especially the behaviour for highdimensional frameworks and for invariant probability measures that are not log-concave is of wide interest since sampling of high-dimensional probability measures has many applications in various areas. Therefore, finding a sampling algorithm that produces good samples in a reasonable number of steps and that is additionally numerically implementable is an important task. Furthermore, stochastic processes are used to describe dynamics appearing, for instance, in physics and biology, and therefore, understanding their long-time behaviour is of relevance.

In this work, we concentrated on the mean-field particle model, where the potential of the target measure consists of a unary potential for each particle, that is not necessarily strongly convex, and of pairwise weak interaction potentials having Lipschitz continuous gradients. Correspondingly, we considered the dynamics of many particles moving according to an external force and a pairwise interaction force. We studied three stochastic processes in detail. First, we looked at the unadjusted Hamiltonian Monte Carlo method applied to mean-field models, which forms a numerically implementable sampling algorithm. Second, we studied first-order unconfined SDEs with McKean-Vlasov interaction forces. Finally, we investigated the Langevin dynamics forming a second-order SDE with McKean-Vlasov interactions. For the two latter processes, we were particularly interested in the corresponding nonlinear SDE and the connection between the nonlinear SDE and the mean-field particle system.

In all three projects, we established conditions under which we proved contraction in an $L^{1}$ Wasserstein distance with dimension-free rates via a coupling approach. More precisely, if $\left(p_{t}\right)_{t \in I}$ denotes the transition functions corresponding either to the time-discrete HMC method $(I=\mathbb{N})$ or to the time-continuous nonlinear diffusions $\left(I=\mathbb{R}_{+}\right)$, then for any two initial distributions $\mu$ and $\nu$ satisfying the conditions imposed in the respective framework, we showed

$$
\mathcal{W}^{1}\left(\mu p_{t}, \nu p_{t}\right) \leq M e^{-c t} \mathcal{W}^{1}(\mu, \nu) \quad \text { for all } t \in I
$$

where the contraction rate $c$ is dimension-free and $M$ is a constant measuring the distance between the Euclidean distance and the distance function which is specifically aligned to the coupling approach. If we consider uHMC applied to the mean-field particle model with $n$ particles, the $l^{1}$-distance is taken instead of the Euclidean distance.

In the following, let us highlight the precise contributions of the three individual projects:

Contribution of Project A: As mentioned above, our first contribution is the global contraction result in an $L^{1}$ Wasserstein distance for unadjusted HMC to its invariant measure with
dimension-free rates. Since we considered a particlewise distance and a complementary particlewise coupling, the rate $c$ and the constant $M$ are independent of the number of particles. Furthermore, we established a bound on the distance between the invariant measure of uHMC and the desired target measure by establishing strong accuracy bounds for each uHMC step and using a triangle inequality trick. Combining the bound of the distance between the two probability measures and the contraction result for uHMC , we deduced a quantitative estimate of the number of $u H M C$ steps needed to sample a probability measure whose difference in $L^{1}$ Wasserstein distance to the target measure is smaller than a given constant. We observed that the discretisation parameter of order $\mathcal{O}\left((d n)^{-1 / 2}\right)$, where $n$ denotes the number of particles and $d$ is the dimension of each particle, guarantees that this bound does not degenerate. For this estimate, a warm start for the initial distribution is not required. Further, for the mean-field particle models, we showed that given an intensive observable such as the energy per particle, we can choose the discretisation parameter $h$ and the number of steps independent of the number of particles to prove that the bias of the ergodic average is smaller than a given value. We supported the theoretical contraction result with numerical simulations.

Contribution of Project B: The contribution of the second work is threefold. Firstly, we established a contraction result in Wasserstein distance for nonlinear unconfined SDEs of McKean-Vlasov type, where the interaction force consists of a linear part and a bounded Lipschitz continuous function. The proof approach was based on introducing a sticky coupling for the nonlinear unconfined SDEs.

Secondly, in the analysis of the sticky coupling, we dealt with a class of one-dimensional nonlinear SDEs with a sticky boundary behaviour at 0 . For this novel class of SDEs, we studied existence of a weak solution and uniqueness in law and established a result that provides a comparison between two solutions of one-dimensional nonlinear sticky SDEs with the same initial conditions and different drift functions. Additionally, we exhibited a phase transition for the appearance of multiple invariant probability measures and provided criteria for when a unique invariant measure exists and when the process converges to it in Wasserstein distance.

Thirdly, using a particlewise adaptation of the sticky coupling we gave uniform in time propagation of chaos bounds for the corresponding mean-field particle system.

Contribution of Project C: In the third project, we established a new approach to prove contraction in $L^{1}$ Wasserstein distance for the second-order Langevin dynamics. The proof relied on a novel construction of the underlying distance function that combines contraction results for different areas with respect to different distances and on aligning the coupling corresponding to the different areas. Via this construction, we improved existing contraction results by proving global contraction with dimension-free rates for non-strongly convex potentials. The results are further carried over to more general forces of non-gradient type. Additionally, this approach is applicable to provide contraction also for Langevin dynamics with nonlinear McKean-Vlasov interaction and to establish uniform in time propagation of chaos bounds for the corresponding particle system using a particlewise adaptation of the coupling and the distance function. Moreover, using the considered distance function for large distances, we proved global contraction in $L^{p}$ Wasserstein distance $(1 \leq p<\infty)$ with a contraction rate of order $\mathcal{O}(\sqrt{\kappa})$ for $\kappa$-strongly convex potentials, for which the deviation of a quadratic potential is of order $\mathcal{O}(\kappa)$. Finally, the approach is used to provide contraction in Wasserstein distance for certain unconfined Langevin dynamics with McKean-Vlasov interaction forces that form a small perturbation of a linear function.

Summarising the contributions of the individual project, on the one hand, this thesis gives a clear picture under which conditions contraction in $L^{1}$ Wasserstein distance holds for certain scenarios (i.e. for uHMC , the Langevin dynamics and nonlinear unconfined first-order SDEs). On the other hand, it also provides a couple of tools and techniques that may be relevant for the analysis of related problems.

First, the error bound analysis presented in the first project, where the difference between the invariant measure of the unadjusted measure and the true target measure is compared to the one-step error of the unadjusted method using a triangle trick and the contraction result, does not require a warm start for the initial distribution. Further, it provides a tool to analyse other unadjusted sampling methods (see also [73]).

The sticky coupling approach introduced in [87] and applied to nonlinear SDE in the second project provides an important tool to analyse and compare the long-time behaviour of SDEs with different drift and for which it is not guaranteed that the realisations stay together after they are coupled.

Eventually, the idea of combining two metrics, for which only partial contraction results are known, and constructing a new distance function as in the third project, can be transferred to other scenarios to obtain global contractivity there. We stress that this distance function benefits from avoiding a Lyapunov function in its construction and yields global contraction with dimension-free rates.

Outlook and open questions: Let us conclude by stating and discussing several questions and open problems that have arisen in the development of the thesis and which may be object of future research work.

In the first project, we focused mainly on the dimension-dependence in the choice of the discretisation parameter and the number of steps needed to obtain a good sample. Additionally, we are interested in working out the precise dependence on the condition number for strongly convex potentials. Particularly, we want to know how the optimal dependence on the condition number of uHMC compares with the dependence on the condition number of other sampling methods.

In addition, similarly to the nonlinear SDEs, one can ask whether we can make sense of a nonlinear HMC method and state analogously contraction bounds for the nonlinear HMC and uniform in time propagation of chaos results for HMC for mean-field models. In this case, target measures that are invariant to the transition kernel of nonlinear HMC can be approximated by uHMC applied to mean-field models. Indeed, we can prove propagation of chaos bounds which will be studied in detail in a future work.

It is essential in our analysis of nonlinear unconfined first order SDEs via sticky couplings that for the interaction forces the perturbation of the linear part is restricted to bounded Lipschitz continuous functions. Since the bound on the perturbation function is quite restrictive, it is of interest whether the contraction and propagation of chaos results can be extended to more general interaction forces.

For the one-dimensional nonlinear sticky SDE, we observed a phase transition from the existence of a unique invariant measure to the existence of multiple invariant measures. In the case of multiple invariant measures, we are interested in understanding better the behaviour of the nonlinear sticky SDE.

In the third project, for the classical Langevin dynamics, we established the contraction result in Wasserstein distance with a rate of order $\mathcal{O}(\sqrt{\kappa})$ for certain $\kappa$-strongly convex potentials that are not quadratic but form a small perturbation of a quadratic function. Since in [40]
the order $\mathcal{O}(\sqrt{\kappa})$ for the optimal rate is proven for contraction in $L^{2}$ distance for all strongly convex potential via a Poincaré-type inequality, the natural question of whether using a coupling approach allows relaxing the assumption on the potential and obtaining a rate of the same order for general strongly convex potentials arises. This does not seem possible with the construction of the distance function considered here. Therefore, we wonder whether and how the distance function must be modified to obtain the desired order for the contraction rate.

Additionally, in our approach for both the strongly convex case and the more general case, there are restrictions on $\gamma$, which do not allow to take $\gamma \rightarrow 0$. Since for the quadratic potential the conditions disappear, we wonder whether it is possible to get rid of the constraint on $\gamma$ and to obtain a contraction result in Wasserstein distance for the underdamped case via a coupling approach.

Last but not least, all results in our projects are restricted to Lipschitz continuous interaction forces. This restriction is an essential condition for the coupling approaches considered here. Since the interaction potentials in mean-field models are often singular in practice (as the Coulomb potential and the Newtonian potential), the question arises whether the condition on the Lipschitz condition of the interaction force can be removed, and whether and under which conditions contraction and uniform in time propagation of chaos bounds can still be shown via a coupling approach.
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#### Abstract

We present dimension-free convergence and discretization error bounds for the unadjusted Hamiltonian Monte Carlo algorithm applied to high-dimensional probability distributions of mean-field type. These bounds require the discretization step to be sufficiently small, but do not require strong convexity of either the unary or pairwise potential terms present in the mean-field model. To handle high dimensionality, our proof uses a particlewise coupling that is contractive in a complementary particlewise metric.
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## A. 1 Introduction

Markov Chain Monte Carlo (MCMC) methods are used to sample from a target probability distribution of the form $\mu(\mathrm{d} x) \propto \exp (-U(x)) \mathrm{d} x$. The simplest methods (e.g., Gibbs and random walk Metropolis) display random walk behavior which slow their convergence to equilibrium. This slow convergence motivates the Hamiltonian Monte Carlo (HMC) method, first established in [69], which offers the potential to converge faster, particularly in high dimension $[156,96,17$, $54,70]$.

The convergence properties of HMC have received increasing interest. Ergodicity was proven in $[182,39,185]$. By drift/minorization conditions, geometric ergodicity was demonstrated in $[34,135,80]$. In $[31,139,53]$, the convergence behavior is analyzed for a strongly convex potential $U$ and explicit bounds on convergence rates are obtained using a synchronous coupling

[^0]approach. In [31], contraction bounds were obtained for more general potentials $U$ by developing a coupling tailored to HMC. However, these convergence bounds deteriorate in high dimension for mean-field models (see, in particular, (A.11) for the precise form of these contraction bounds for high-dimensional mean-field models). Therefore, a new approach is needed to obtain convergence bounds for non-strongly convex potentials of mean-field type that are dimension-free, i.e., independent of the number of particles in the mean-field model.

Mean-field models play an important role in understanding statistical properties of high-dimensional systems. This connection was introduced by Kac in [120] as propagation of chaos and has been investigated amongst others in [143, 187, 146], for very recent related work on secondorder mean-field Langevin dynamics see [98, 100]. A key component in Kac's program was to establish bounds on relaxation times of many-body dynamical systems that are dimension-free, see Section 1.4 of [148] for a fuller discussion.

The behavior of HMC in high-dimensional mean-field models is also relevant, at least conceptually, to molecular dynamics (MD), see [6] and [94], or [130] for a mathematical perspective. MD involves the time integration of high-dimensional Hamiltonian dynamics often coupled to a heat or pressure bath $[6,94]$. The corresponding process typically admits a stationary distribution. Time discretization introduces an error in the numerically sampled stationary distribution. In general, one might hope that this discretization error is dimension-free for ergodic averages of measurable functions ("observables") that are intensive (e.g., energy per particle) as opposed to extensive (e.g., total energy). A key contribution of this paper is to demonstrate that this is indeed the case for particles with weak mean-field interactions (see Theorem A. 13 and Remark A.14).

In this paper, we consider high-dimensional mean-field models, where the potential $U$ : $\mathbb{R}^{d n} \rightarrow \mathbb{R}$ is a function of the form

$$
U(x)=\sum_{i=1}^{n}\left(V\left(x^{i}\right)+\frac{\epsilon}{n} \sum_{\substack{j=1 \\ j \neq i}}^{n} W\left(x^{i}-x^{j}\right)\right)
$$

Here, $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $W: \mathbb{R}^{d} \rightarrow \mathbb{R}$ are twice differentiable functions, $\epsilon$ is a real constant and $x=\left(x^{1}, \ldots, x^{n}\right)$ where $x^{i} \in \mathbb{R}^{d}$ represents the position of the $i$-th particle. Usually, $d$ is a small fixed number that represents the dimension per particle, whereas the number $n$ of particles is large. We call the unary potential $V$ the confinement potential per particle and the pairwise potential $W$ the interaction potential. While we focus on mean-field $U$ with pairwise interactions in this paper, our results can be readily extended to potentials $U$ with more general mean-field interactions (see Remark A.1).

In its simplest form, every HMC step uses the Hamiltonian dynamics $\left(q_{t}(x, v), p_{t}(x, v)\right)$ of the mean-field particle system with unit masses defined as the solution to the ordinary differential equations

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} q_{t}^{i}=p_{t}^{i} \\
& \frac{\mathrm{~d}}{\mathrm{~d} t} p_{t}^{i}=-\nabla_{i} U\left(q_{t}\right)=-\nabla V\left(q_{t}^{i}\right)-\frac{\epsilon}{n} \sum_{\substack{j=1 \\
j \neq i}}^{n}\left(\nabla W\left(q_{t}^{i}-q_{t}^{j}\right)-\nabla W\left(q_{t}^{j}-q_{t}^{i}\right)\right), \tag{A.1}
\end{align*}
$$

for $i=1, \ldots, n$ with initial value $\left(q_{0}, p_{0}\right)=(x, v)$. The transition step of the Markov chain in $\mathbb{R}^{d n}$ corresponding to HMC is given by

$$
\mathbf{X}(x)=q_{T}(x, \xi),
$$

where the initial velocity $\xi \sim \mathcal{N}\left(0, I_{d n}\right)$ is sampled independently per HMC step, and the integration time $T>0$ is a fixed constant, determining the duration of the Hamiltonian dynamics per HMC step. The corresponding Markov chain is known as exact HMC because it uses the exact Hamiltonian dynamics and therefore, leaves invariant the target measure $\mu$, cf. [33].

Generally, the choice of the duration $T$ has a large impact on the performance per HMC step. If $T$ is too small, we obtain a highly correlated chain indicative of random walk behavior. Whereas, if $T$ is chosen too large, due to periodicities and near-periodicities, $q_{T}(x, v)$ can realize U-turns even as the computational cost of the algorithm increases. This issue was observed by Mackenzie in [136], and motivated duration randomization [156, 39, 34] and the No-U-Turn sampler [112]. In contraction bounds for HMC, this issue leads to conditions that limit the duration $T$ of the Hamiltonian dynamics, e.g., for $U$ stronlgy convex $L T^{2} \leq$ constant where $L$ is the Lipschitz constant of $\nabla U$ [53]. As we discuss more below, non-convexity of $U$ leads to additional restrictions on the duration $T$.

Since the Hamiltonian dynamics cannot be simulated exactly in general, a numerical version of these dynamics comes into play to approximate the exact dynamics, and normally, the velocity Verlet algorithm is used, cf. [134, 33]. The numerical version contains an additional parameter, the discretization step $h>0$ satisfying $T \in h \mathbb{Z}$. Note that in the numerical version of HMC without adjusting the algorithm by an additional acceptance-rejection step (see e.g. [156, 33]), the corresponding Markov chain does not exactly preserve the target measure. This chain is called unadjusted HMC. In this article we focus on unadjusted HMC because both from the viewpoint of theory and practice the acceptance-rejection step in adjusted HMC may lead to difficulties in high dimension. Indeed, in the product case (when $\epsilon=0$ ), a dimension-dependent time step size $\left(h \propto n^{-1 / 4}\right)$ is needed to ensure that the acceptance rate in adjusted HMC is bounded away from zero as $n \uparrow \infty$, cf. [17, 101]. Further, as far as we know only a local contraction result for adjusted HMC is known (see Remark A.5). We stress that both adjusted and unadjusted HMC are implementable on a computer, whereas exact HMC is not.

The main result of this paper gives dimension-free convergence bounds for unadjusted HMC applied to mean-field models, i.e., bounds that are independent of the number of particles in the mean-field model. Our proof is motivated by the coupling approach in [31], but with a new 'particlewise' coupling and a complementary particlewise metric. We now state a simplified version of our main result, which holds in the special case of exact HMC where $h=0$.

We assume that $\nabla V$ and $\nabla W$ are Lipschitz continuous with Lipschitz constants $L$ and $\tilde{L}$, respectively. Further, we assume that $V$ is $K$-strongly convex outside a Euclidean ball of radius $R$, but possibly non-convex inside this ball. Let $\pi(x, d y)$ be the transition kernel of exact HMC, and let $\mathcal{W}_{\ell^{1}}$ denote the Kantorovich/ $L^{1}$-Wasserstein distance on $\mathbb{R}^{d n}$ based on an $\ell^{1}$-metric $\ell^{1}(x, y)=\sum_{i=1}^{n}\left|x^{i}-y^{i}\right|$. Then for any two probability measures $\eta$ and $\nu$ on $\mathbb{R}^{d n}$, we show that

$$
\begin{equation*}
\mathcal{W}_{\ell^{1}}\left(\eta \pi^{m}, \nu \pi^{m}\right) \leq M e^{-c m} \mathcal{W}_{\ell^{1}}(\eta, \nu) . \tag{A.2}
\end{equation*}
$$

Here, $M=\exp \left(\frac{5}{2}\left(1+\frac{4 R}{T} \sqrt{\frac{L+K}{K}}\right)\right)$ and the contraction rate $c$ is of the form

$$
c=\frac{1}{156} K T^{2} \exp \left(-10 \frac{R}{T} \sqrt{\frac{L+K}{K}}\right)
$$

This bound holds provided the duration $T$ and the interaction parameter $\epsilon$ are sufficiently small,
i.e.,

$$
\begin{aligned}
\frac{5}{3} L T^{2} & \leq \min \left(\frac{1}{4}, \frac{3 K}{10 L}, \frac{3 K}{256 \cdot 5 \cdot 2^{6} L R^{2}(L+K)}\right), \text { and } \\
|\epsilon| \tilde{L} & <\min \left(\frac{K}{6}, \frac{1}{2}\left(\frac{K}{36 \cdot 149}\right)^{2}\left(T+8 R \sqrt{\frac{L+K}{K}}\right)^{2} \exp \left(-40 \frac{R}{T} \sqrt{\frac{L+K}{K}}\right)\right)
\end{aligned}
$$

Note that both the contraction rate $c$ and the conditions above are dimension-free, i.e., independent of the number $n$ of particles. A restriction on the strength of interactions $\epsilon$ cannot be avoided because for large values of $\epsilon$ multiple invariant measures and phase transition phenomena can occur, which typically leads to an exponential deterioration in the rate of convergence as the number of particles tends to infinity [158, 187, 189]. Roughly speaking, the factor $L R^{2}$ appearing in the condition on $T$ measures the degree of non-convexity of $U$ and excludes the possibility of high energy barriers. To obtain this result, we first show contraction for a modified Wasserstein distance that is based on a specially designed particlewise metric $\rho$ on $\mathbb{R}^{d n}$, i.e. , $\mathcal{W}_{\rho}\left(\eta \pi^{m}, \nu \pi^{m}\right) \leq e^{-c m} \mathcal{W}_{\rho}(\eta, \nu)$, and by using that $\rho$ is equivalent to $\ell^{1}$, we obtain (A.2). From this result we deduce a quantitative bound for the number $m$ of steps required to approximate the target measure $\mu$ up to a given error $\tilde{\epsilon}$, i.e., $\mathcal{W}_{\ell^{1}}\left(\eta \pi^{m}, \mu\right) \leq \tilde{\epsilon}$. This bound may depend logarithmically on the number $n$ of particles through the distance between the initial distribution and the target measure. Finally, we show quantitative dimension-free bounds on the bias for ergodic averages of intensive observables of the form $f(x)=\frac{1}{n} \sum_{i} \hat{f}\left(x^{i}\right)$.

For unadjusted HMC, we show the same contraction result provided the discretization step $h$ is chosen small enough and deduce that there exists a unique invariant measure $\mu_{h}$ of unadjusted HMC. Since unadjusted HMC does not exactly preserve the target measure $\mu$, we prove that $\mathcal{W}_{\ell^{1}}\left(\mu, \mu_{h}\right)=\mathcal{O}\left(h^{2} n\right)$ provided enough regularity for $U$ is assumed, i.e., $V$ and $W$ are three times differentiable and have bounded third derivatives. If less regularity is assumed, i.e., $V$ and $W$ are only twice differentiable, an $\mathcal{O}(h n)$ bound is obtained. Invariant measure accuracy of numerical approximations for related second-order measure preserving dynamics has been extensively investigated in the literature [175, 140, 188, 141, 21, 32, 129, 1, 2], but according to our knowledge, it is new to obtain bounds on $\mathcal{W}_{l^{1}}$ with a precise dimension dependence (see Corollary A.9). Durmus and Eberle [73], using partially the same approach, generalize these results on invariant measure accuracy to a broader class of both models and inexact (or unadjusted) MCMC methods.

## Other work on HMC in high dimension

The study of the behavior of HMC as dimensionality increases is carried out in other settings, too. For example, in Bayesian inference problems with a large number of observations where the posterior itself is not necessarily high-dimensional. In this setting, sampling the posterior directly using HMC is computationally intractable, which motivates stochastic gradient HMC [51], the zig-zag process [19] and the bouncy particle sampler [65]. In [194], an ADMM-type splitting of the posterior in conjunction with a split Gibbs sampler are proposed, and a dimension-free convergence rate for the split Gibbs sampler is obtained.

Considering the truncation of infinite dimensional probability distributions having a density with respect to a Gaussian reference measure leads to another class of high-dimensional target measures, which arises for instance in path integral MD, cf. [124, 22, 169], and statistical inverse problems, cf. [61]. Dimension-free convergence bounds are obtained for the Metropolis adjusted Langevin Algorithm [82] and for preconditioned Crank Nicholson (pCN) [105]. Moreover, preconditioned HMC was introduced in [16]. The convergence of pHMC was analyzed under strong
convexity using a synchronous coupling [167], and by using a two-scale coupling, dimension-free convergence bounds are obtained for semi-discrete pHMC applied to potential energies that are not necessarily globally strongly convex [29].

Another standard approach to analyze convergence properties in high dimension is optimal scaling of MCMC, see $[173,174,18,70]$. This theory of optimal scaling provides a general way to tune the time step size in HMC [101, 17].

While our object of study is the simplest version of HMC applied to mean-field models, there are other variants of HMC available including one that uses a general reversible approximation of the Hamiltonian dynamics [91], HMC with partial randomization of momentum [113, 5], preconditioned HMC using a position dependent mass matrix [96], and adjusted HMC with delayed rejection [38].

## Outline

The rest of the paper is organized as follows. In Appendix A.2, we state the considered framework before presenting our main results in Appendix A.3. In Appendix A.4, estimates used to prove the main results are stated. Finally, Appendix A. 5 and Appendix A. 6 contain the proofs.

## A. 2 Preliminaries

We first give the definition of unadjusted HMC applied to mean-field models and state assumptions for the mean-field model before constructing the particlewise coupling used to obtain the contraction result in the next section.

## A.2.1 Hamiltonian Monte Carlo Method

Consider a function $U \in \mathcal{C}^{2}\left(\mathbb{R}^{d n}\right)$ of the form

$$
\begin{equation*}
U(x)=\sum_{i=1}^{n}\left(V\left(x^{i}\right)+\frac{\epsilon}{n} \sum_{\substack{j=1 \\ j \neq i}}^{n} W\left(x^{i}-x^{j}\right)\right) \tag{A.3}
\end{equation*}
$$

such that $\int \exp (-U(x)) \mathrm{d} x<\infty$ holds. Assuming all particles have unit masses, the corresponding Hamiltonian is defined by $H(x, v)=U(x)+\frac{1}{2}|v|^{2}$ for $x, v \in \mathbb{R}^{d n}$. The HMC method is an MCMC method for sampling from a 'target' probability distribution

$$
\begin{equation*}
\mu(\mathrm{d} x)=Z^{-1} \exp (-U(x)) \mathrm{d} x \tag{A.4}
\end{equation*}
$$

on $\mathbb{R}^{d n}$ with normalizing constant $Z=\int \exp (-U(x)) \mathrm{d} x$. In particular, the HMC method generates a Markov chain on $\mathbb{R}^{d n}$.

Since (A.1) is not exactly solvable, a discretized version is considered. Here, we consider the velocity Verlet integrator with discretization step $h>0$, cf. [33]. The numerical solution produced by the velocity Verlet integrator is interpolated by the flow $\left(q_{t}(x, v), p_{t}(x, v)\right)$ of the ODE

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} q_{t}^{i}=p_{\lfloor t\rfloor_{h}}^{i}-\frac{h}{2} \nabla_{i} U\left(q_{\lfloor t\rfloor_{h}}\right), \quad \frac{\mathrm{d}}{\mathrm{~d} t} p_{t}^{i}=-\frac{1}{2}\left(\nabla_{i} U\left(q_{\lfloor t\rfloor_{h}}\right)+\nabla_{i} U\left(q_{\lceil t]_{h}}\right)\right) \tag{A.5}
\end{equation*}
$$

with initial condition $\left(q_{0}, p_{0}\right)=(x, v)$ where

$$
\lfloor t\rfloor_{h}=\max \{s \in h \mathbb{Z}: s \leq t\}, \quad\lceil t\rceil_{h}=\min \{s \in h \mathbb{Z}: s \geq t\}
$$

and where $\nabla_{i} U: \mathbb{R}^{d n} \rightarrow \mathbb{R}^{d}$ is the gradient in the $x^{i}$-th direction, i.e., $\frac{\partial U}{\partial x^{i}}$. The transition step of unadjusted HMC is given by $x \mapsto \mathbf{X}_{h}(x)$ where $\mathbf{X}_{h}(x)=q_{T}(x, \xi), T / h \in \mathbb{Z}$ for $h>0$ and $\xi \sim \mathcal{N}\left(0, I_{d n}\right)$ is a random variable, where $\mathcal{N}\left(0, I_{d n}\right)$ denotes the centered normal distribution on $\mathbb{R}^{d n}$ with covariance given by the $d n \times d n$ identity matrix. The transition kernel of the Markov chain on $\mathbb{R}^{d n}$ induced by the unadjusted HMC algorithm is denoted by $\pi_{h}(x, B)=P\left[\mathbf{X}_{h}(x) \in B\right]$.

If $h>0$ is fixed, we write the abbreviation $\lfloor t\rfloor$ and $\lceil t\rceil$ instead of $\lfloor t\rfloor_{h}$ and $\lceil t\rceil_{h}$ and omit the $h$ dependence in $\mathbf{X}_{h}(x)$. For $h=0$ we consider the solution $\left(q_{t}(x, \xi), p_{t}(x, \xi)\right)$ of (A.1) and obtain exact HMC with transition step $\mathbf{X}(x):=\mathbf{X}_{0}(x)=q_{T}(x, \xi)$ and transition kernel $\pi(x, B):=\pi_{0}(x, B)$. As the Hamiltonian is not preserved by the numerical flow with $h>0$, unadjusted HMC does not preserve the target measure $\mu$. Therefore, after we study convergence of unadjusted HMC, we then bound the error between exact and unadjusted HMC in Appendix A.3.

## A.2.2 Mean-field particle model

Let $U: \mathbb{R}^{d n} \rightarrow \mathbb{R}$ be a potential function of the form (A.3) where $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $W: \mathbb{R}^{d} \rightarrow \mathbb{R}$ are twice continuously differentiable functions such that $\int \exp (-U(x)) \mu(\mathrm{d} x)<\infty$. Without loss of generality we assume that $\epsilon$ is a non-negative constant. Otherwise we change the sign of the interaction potential $W$. The following conditions are imposed on the functions $V$ and $W$ for proving the contraction results for exact HMC.

Assumption A.1. $V$ has a global minimum at $0, V(0)=0$ and $V(\mathrm{x}) \geq 0$ for all $\mathrm{x} \in \mathbb{R}^{d}$.
Assumption A.2. $V$ has bounded second derivatives, i.e., $L:=\sup \left\|\nabla^{2} V\right\|<\infty$.
Assumption A.3. $V$ is strongly convex outside a Euclidean ball: There exists $K \in(0, \infty)$ and $R \in[0, \infty)$ such that for all $\mathrm{x}, \mathrm{y} \in \mathbb{R}^{d}$ with $|\mathrm{x}-\mathrm{y}| \geq R$,

$$
(\mathrm{x}-\mathrm{y}) \cdot(\nabla V(\mathrm{x})-\nabla V(\mathrm{y})) \geq K|\mathrm{x}-\mathrm{y}|^{2} .
$$

Assumption A.4. $W$ has bounded second derivatives, i.e., $\tilde{L}:=\sup \left\|\nabla^{2} W\right\|<\infty$.
We note that Assumption A. 1 is stated for simplicity, since Assumption A. 3 implies that $V$ has a local minimum and so Assumption A. 1 can always be obtained by adjusting the coordinate system appropriately and adding a constant to $V$. Since $V$ is a unary confinement potential per particle and $W$ is a pairwise interaction potential, note that the strong convexity constant $K$, the Lipschitz constants $L, \tilde{L}$ and the radius $R$ are dimension-free, i.e., independent of the number of particles. By Assumption A.1, Assumption A. 2 and Assumption A.4,

$$
\begin{align*}
& |\nabla V(\mathrm{x})|=|\nabla V(\mathrm{x})-\nabla V(0)| \leq L|\mathrm{x}|, \quad \text { and }  \tag{A.6}\\
& |\nabla W(\mathrm{x}-\mathrm{y})-\nabla W(\mathrm{y}-\mathrm{x})| \leq 2 \tilde{L}|\mathrm{x}-\mathrm{y}| \leq 2 \tilde{L}(|\mathrm{x}|+|\mathrm{y}|) \tag{A.7}
\end{align*}
$$

for all $\mathrm{x}, \mathrm{y} \in \mathbb{R}^{d}$. From (A.6) and Assumption A.3, it follows that $K$ is smaller than $L$,

$$
\begin{equation*}
K / L \leq 1 \tag{A.8}
\end{equation*}
$$

Further, we deduce from Assumption A. 2 and Assumption A. 3 that for all $\mathrm{x}, \mathrm{y} \in \mathbb{R}^{d}$,

$$
\begin{equation*}
(\mathrm{x}-\mathrm{y}) \cdot(\nabla V(\mathrm{x})-\nabla V(\mathrm{y})) \geq K|\mathrm{x}-\mathrm{y}|^{2}-\hat{C} \tag{A.9}
\end{equation*}
$$

with $\hat{C}:=R^{2}(L+K)$ and so $V$ is asymptotically strongly convex.

Remark A.1. In this work, we focus on a pairwise mean-field interaction energy $W$. However, the results can be readily extended to the situation where the Hessian of the mean-field potential $U$ satisfies:

$$
\begin{equation*}
L=\sup _{\substack{1 \leq i \leq d n \\ x \in \mathbb{R}^{d n}}}\left|\frac{\partial^{2} U}{\partial x_{i}^{2}}(x)\right|, \quad \tilde{L}=\sup _{\substack{1 \leq i<j \leq d n \\ x \in \mathbb{R}^{d n}}}\left|\frac{\partial^{2} U}{\partial x_{i} \partial x_{j}}(x)\right| \tag{A.10}
\end{equation*}
$$

and the parameter $\tilde{L}$ scales like $1 / n$ as $n \rightarrow \infty$ which corresponds to the standard mean-field limit [158, 187, 189, 75].

For proving discretization error bounds, we suppose additionally for the confinement potential $V$ and for the interaction potential $W$ :

Assumption A.5. $V$ is three times differentiable and has bounded third derivatives, i.e., $L_{H}:=$ $\sup \left\|\nabla^{3} V\right\|<\infty$.
Assumption A.6. $W$ is three times differentiable and has bounded third derivatives, i.e., $\tilde{L}_{H}=$ $\sup \left\|\nabla^{3} W\right\|<\infty$.

This additional regularity gives a better order in the error bounds between exact HMC and unadjusted HMC, see Theorem A. 8 .

Possible interaction potentials meeting Assumption A. 4 and Assumption A. 6 are the Morse potential [195] and the harmonic (or linear) bonding potential [7, Section 7.4.1.1], which are both used to model interactions between particles in molecular dynamics.
Remark A.2. Let us note that by (A.7) and (A.9) it holds for the potential $U$ that

$$
\begin{aligned}
& (x-y) \cdot(\nabla U(x)-\nabla U(y))=\sum_{i=1}^{n}\left(\left(x^{i}-y^{i}\right) \cdot\left(\nabla V\left(x^{i}\right)-\nabla V\left(y^{i}\right)\right)\right. \\
& \left.\quad+\frac{\epsilon}{n} \sum_{j \neq i}\left(x^{i}-y^{i}\right) \cdot\left(\nabla W\left(x^{i}-x^{j}\right)-\nabla W\left(y^{i}-y^{j}\right)-\nabla W\left(x^{j}-x^{i}\right)+\nabla W\left(y^{j}-y^{i}\right)\right)\right) \\
& \quad \geq K|x-y|^{2}-n(K+L) R^{2}-\frac{2 \epsilon \tilde{L}}{n} \sum_{i} \sum_{j \neq i}\left|x^{i}-y^{i}-\left(x^{j}-y^{j}\right)\right|\left|x^{i}-y^{i}\right| \\
& \quad \geq(K-4 \epsilon \tilde{L})|x-y|^{2}-n(K+L) R^{2} .
\end{aligned}
$$

Hence, the potential $U$ is strongly convex if $R=0$ and $K-4 \epsilon \tilde{L}>0$ holds. Moreover, a similar calculation shows that $\nabla U$ is globally Lipschitz continuous with an effective Lipschitz constant of $L+4 \epsilon \tilde{L}$. In this case, [31, Theorem 2.1] and [139, Theorem 1] have already shown contraction for exact HMC with the dimension-free rate $c=(1 / 2)(K-4 \epsilon \tilde{L}) T^{2}$ if $(L+4 \epsilon \tilde{L}) T^{2} \leq(K-4 \epsilon \tilde{L}) /(L+$ $4 \epsilon \tilde{L})$ holds. Recently, the latter condition on $T$ has been improved to $(L+4 \epsilon \tilde{L}) T^{2} \leq(1 / 4)$, cf. [53, Theorem 3]. Whereas, if $R>0$, then the potential $U$ is only asymptotically strongly convex provided $K-4 \epsilon \tilde{L}>0$, and in this case,

$$
(x-y) \cdot(\nabla U(x)-\nabla U(y)) \geq((K-4 \epsilon \tilde{L}) / 2)|x-y|^{2}
$$

for all $|x-y| \geq R_{n}=R \sqrt{2 n(L+K) /(K-4 \epsilon \tilde{L})}$. Thus, by [31, Theorem 2.3] we obtain the following contraction rate for exact HMC

$$
\begin{equation*}
c_{n}=(1 / 10) \min \left(1,(1 / 4)(K-4 \epsilon \tilde{L}) T^{2}\left(1+\left(R_{n} / T\right)\right) e^{-R_{n} /(2 T)}\right) e^{-2 R_{n} / T} \tag{A.11}
\end{equation*}
$$



Figure A.1: Under an increasing concave distance function $f$, a decrease in $r$ has a larger impact on $f(r)$ than an increase in $r$, i.e., $f(r)-f(r-\Delta) \geq f(r+\Delta)-f(r)$ for $r, \Delta>0$.
provided $(L+4 \epsilon \tilde{L}) T^{2} \leq \min \left(1 / 4,(K-4 \epsilon \tilde{L}) /(L+4 \epsilon \tilde{L}), 1 /\left(2^{6}(L+4 \epsilon \tilde{L}) R_{n}^{2}\right)\right)$ holds. The condition on $T$ is dependent on the number $n$ of particles and the rate $c_{n}$ decreases exponentially fast in the number of particles. This dimension dependence motivates the particlewise coupling stated next.

## A.2.3 Construction of coupling

We establish a coupling between the transition probabilities $\pi_{h}(x, \cdot)$ and $\pi_{h}(y, \cdot)$ of unadjusted HMC with discretization step $h$ for two states $x, y \in \mathbb{R}^{d n}$. The key idea for the coupling is to locally couple the velocity randomizations, i.e., for the $i$-th particles in each component of the coupling separately and independently of the other particles. A particlewise coupling approach was used before in $[83,75]$ and enables us here to show a dimension-free contraction rate, i.e. a rate that does not depend on the number $n$ of particles. The idea for the construction for the $i$-th particles in each component of the coupling is adapted from [31], see also [85]. The coupling transition step for unadjusted HMC is given by

$$
\begin{equation*}
\mathbf{X}(x, y)=q_{T}(x, \xi) \quad \text { and } \quad \mathbf{Y}(x, y)=q_{T}(y, \eta) \tag{A.12}
\end{equation*}
$$

with $q_{T}$ defined in (A.5) and where $\xi$ and $\eta$ are the corresponding velocity refreshments for the position $x$ and $y$ given in the following way: Let $\xi \in \mathbb{R}^{d n}$ be a normally distributed random variable. Let $\mathcal{U}_{i} \sim \operatorname{Unif}[0,1]$ be independent uniformly distributed random variables that are independent of $\xi$. Let $\gamma$ be a constant that is specified later. If $\left|x^{i}-y^{i}\right| \geq \tilde{R}$, where $\tilde{R}$ is a positive constant specified later, we apply a synchronous coupling for the $i$-th particle by setting $\eta^{i}=\xi^{i}$. If $\left|x^{i}-y^{i}\right|<\tilde{R}$, the $i$-th velocity refreshment of $y$ is given by

$$
\eta^{i}:= \begin{cases}\xi^{i}+\gamma z^{i} & \text { if } \mathcal{U}_{i} \leq \frac{\varphi_{0,1}\left(e^{i} \cdot \xi^{i}+\gamma\left|z^{i}\right|\right)}{\varphi_{0,1}\left(e^{e} \cdot \xi^{i}\right)},  \tag{A.13}\\ \xi^{i}-2\left(e^{i} \cdot \xi^{i}\right) e^{i} & \text { otherwise },\end{cases}
$$

where $\varphi_{0,1}$ denotes the density of the standard normal distribution, $z^{i}=x^{i}-y^{i}$, and $e^{i}=z^{i} /\left|z^{i}\right|$ if $\left|z^{i}\right| \neq 0$. If $\left|z^{i}\right|=0, e^{i}$ is some arbitrary unit vector. If we consider the free dynamics, i.e., $U \equiv 0$, then the first case in (A.13) leads to a decrease in the difference of the positions in the $i$-th component provided the duration $T$ is sufficiently small, i.e., $\left|\mathbf{X}^{i}(x, y)-\mathbf{Y}^{i}(x, y)\right|=$ $\left|x^{i}-y^{i}\right||1-T \gamma|$. When $U$ does not vanish, we obtain contractivity of this coupling in a metric equivalent to the standard $\ell_{1}$ metric that involves a concave distance function, see Figure A.1.

We note that each of the components $\eta^{i}$ are normally distributed random variables by [31, Section 2.3] and that the components $\eta^{i}$ are independent by the independent particlewise construction. This implies $\eta \sim \mathcal{N}\left(0, I_{d n}\right)$, which is sufficient to verify that the constructed transition step given by (A.12) is a coupling of the transition probabilities $\pi_{h}(x, \cdot)$ and $\pi_{h}(y, \cdot)$.


Figure A.2: Coupling of HMC applied to mean-field models with $n=10$ particles. The confinement potential is the potential of a Gaussian mixture distribution in the left plot and of a banana-shaped distribution in the right plot. The projection to one particle of the Markov chain is plotted on the contour graph of the potentials and connected by a linear interpolation; the inset shows the mean distance between the two components of the coupling on a log-scale.


Figure A.3: Evolution of the mean distance $\frac{1}{n} \sum_{i=1}^{n}\left|\mathbf{X}_{k}^{i}-\mathbf{Y}_{k}^{i}\right|$ between the two components of the coupling for HMC after $k$ steps with $n \in\{1,10,100\}$ particles.

## A.2.4 Numerical simulations

We next present a numerical illustration of some properties of the particlewise coupling which supports the main results for unadjusted HMC stated in the next section.

We simulate the coupling for mean-field potentials with non-strongly convex confinement potential to illustrate the coupling and to support our theoretical results stated in the next subsection.

We consider two mean-field models with two different confinement potentials. The first potential is the negative logarithm of a Gaussian mixture distribution. Here, we take a mixture of 20 two-dimensional Gaussian distributions whose means are independent uniformly distributed random variables on the rectangle $[0,10] \times[0,10]$ and whose covariance matrices are the identity matrix, cf. [132, 125, 31]. The second confinement potential is the negative logarithm of a banana-shaped distribution. In particular, $V: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is given by the Rosenbrock function $V(x)=\left(1-\mathrm{x}_{1}\right)^{2}+10\left(\mathrm{x}_{2}-\left(\mathrm{x}_{1}\right)^{2}\right)^{2}$, cf. [31].

For the interaction between particle $i$ and $j$, we take the function $W\left(x^{i}-x^{j}\right)=(1 / 2)\left|x^{i}-x^{j}\right|^{2}$ and $\epsilon=0.01$ in Figure A. 2 and Figure A.3. In Figure A.4, we vary $\epsilon$ and $W$, as indicated in the


Figure A.4: Evolution of the mean distance $\frac{1}{n} \sum_{i=1}^{n}\left|\mathbf{X}_{k}^{i}-\mathbf{Y}_{k}^{i}\right|$ between the two components of the coupling for HMC after $k$ steps with $n=10$ particles for various interaction parameters $\epsilon$. This figure suggests that the particlewise coupling does not converge if the interaction is too large.
legend.
The plots in Figure A. 2 show realizations of the coupling with $T=1, \gamma=1$ and $n=$ 10. The evolution of a selected particle of the coupling is drawn on a contour plot of the confinement potential. To visualize the order of the projected points they are connected by linear interpolation. The evolution of the distance function $\frac{1}{n} \sum_{i=1}^{n}\left|\mathbf{X}_{k}^{i}-\mathbf{Y}_{k}^{i}\right|$ is given in the inset. Here, $\mathbf{X}_{k}^{i}$ and $\mathbf{Y}_{k}^{i}$ are the positions of the $i$-th particles of the two realizations of the coupling after $k$ HMC steps of duration $T=1$. The simulation terminates when the distance is smaller than $\tilde{\epsilon}=$ $10^{-5}$. Figure A. 3 shows the sample average of the mean distance $\frac{1}{n} \sum_{i=1}^{n}\left|\mathbf{X}_{k}^{i}-\mathbf{Y}_{k}^{i}\right|$ for different numbers $n \in\{1,10,100\}$ of particles. For $n \in\{1,10\}$ we sampled the mean distance a hundred times and for $n=100$ thirty times, since the statistical error is smaller for $n$ large. We observe that the mean distance decreases exponentially fast after a short time, which reflects a factor $M$ appearing in the bounds in Corollary A. 7 given below, and that the rate is dimension-free, i.e., independent of the number of particles. In Figure A.4, the impact of the size of the interaction parameter $\epsilon$ is illustrated. We observe that for small attractive and repulsive interaction the mean coupling distance appears to converge to zero, whereas for larger interaction, particularly for large repulsive interaction (corresponding to $\left.W\left(x^{i}-y^{i}\right)=-(1 / 2)\left|x^{i}-y^{i}\right|^{2}\right)$ this convergence is not observed.

## A. 3 Main results

## A.3.1 Dimension-free contraction rate for unadjusted HMC

To prove contraction for unadjusted HMC, we introduce a modified distance function. Define

$$
\begin{align*}
\tilde{R} & :=8 R \sqrt{(L+K) / K}  \tag{A.14}\\
\gamma & :=\min \left(T^{-1}, \tilde{R}^{-1} / 4\right)  \tag{A.15}\\
R_{1} & :=(5 / 4)(\tilde{R}+2 T) \tag{A.16}
\end{align*}
$$

Note that the constants are dimension-free, i.e. independent of the number of particles. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be given by

$$
\begin{equation*}
f(r):=\int_{0}^{r} \exp \left(-\min \left(R_{1}, s\right) / T\right) \mathrm{d} s \tag{A.17}
\end{equation*}
$$

This function is concave and strictly increasing with $f(0)=0$ and $f^{\prime}(0)=1$. We define a metric $\rho: \mathbb{R}^{d n} \times \mathbb{R}^{d n} \rightarrow[0, \infty)$ by

$$
\begin{equation*}
\rho(x, y):=\sum_{i=1}^{n} f\left(\left|x^{i}-y^{i}\right|\right) . \tag{A.18}
\end{equation*}
$$

This definition is motivated by [83] where it was introduced to obtain optimal contraction rates for weakly interacting diffusions. This metric is equivalent to the $\ell^{1}$-metric,

$$
\begin{equation*}
\ell^{1}(x, y):=\sum_{i}\left|x^{i}-y^{i}\right| . \tag{A.19}
\end{equation*}
$$

More precisely, since $r f^{\prime}(r) \leq f(r) \leq r$,

$$
\begin{align*}
& \rho(x, y) \leq \ell^{1}(x, y) \leq M \rho(x, y), \quad \text { with }  \tag{A.20}\\
& M=f^{\prime}\left(R_{1}\right)^{-1}=\exp ((5 / 4)(\tilde{R} / T+2)) . \tag{A.21}
\end{align*}
$$

The following theorem gives a contraction result for unadjusted HMC with respect to the metric $\rho$.

Theorem A. 3 (Global contractivity for unadjusted HMC). Suppose that Assumption A.1, Assumption A.2, Assumption A.3 and Assumption A.4 hold. Let $\tilde{R}, \gamma, R_{1}$ and $f$ be given as in (A.14), (A.15), (A.16) and (A.17). Let $T \in(0, \infty)$ and $h_{1} \in[0, \infty)$ satisfy

$$
\begin{align*}
L\left(T+h_{1}\right)^{2} & \leq \frac{3}{5} \min \left(\frac{1}{4}, \frac{3 K}{10 L}, \frac{3}{256 \cdot 5 L \tilde{R}^{2}}\right),  \tag{A.22}\\
h_{1} & \leq \frac{K T}{525 L+235 K} . \tag{A.23}
\end{align*}
$$

Let $\epsilon \in[0, \infty)$ satisfy

$$
\begin{equation*}
\epsilon \tilde{L}<\min \left(\frac{K}{6}, \frac{1}{2}\left(\frac{K(\tilde{R}+T)}{36 \cdot 149}\right)^{2} \exp \left(-5 \frac{\tilde{R}}{T}\right)\right) \tag{A.24}
\end{equation*}
$$

Then for all $x, y \in \mathbb{R}^{d n}$ and for any $h \in\left[0, h_{1}\right]$ such that $h=0$ or $T / h \in \mathbb{N}$,

$$
\mathbb{E}[\rho(\mathbf{X}(x, y), \mathbf{Y}(x, y))] \leq(1-c) \rho(x, y)
$$

with contraction rate

$$
\begin{equation*}
c=\frac{1}{156} K T^{2} \exp \left(-\frac{5 \tilde{R}}{4 T}\right) . \tag{A.25}
\end{equation*}
$$

A proof is given in Appendix A.6.1.
Remark A.4. The parameter c is dimension-free, i.e., independent of the number of particles, which is an improvement compared to the contraction rate given in (A.11) obtained by applying [31, Theorem 2.3]. However, it might depend implicitly on the number of degrees of freedom per particle $d$ through the parameter $\tilde{R}$.

Further, note that the contraction result holds only if the interaction parameter $\epsilon$ is sufficiently small. For larger $\epsilon$, contraction with a dimension-free contraction rate is not guaranteed, as illustrated in Figure A.4.

Remark A.5. For adjusted HMC one can show local contraction by precisely bounding the effect of the accept-reject step. The case is considered for a general potential in [31]. In the mean-field model for a large number $n$ of particles, an analogous local contraction result for adjusted HMC is only obtained for a restrictive choice of $h$. In particular, using the estimate for the rejection probability of [31, Theorem 3.8] the discretization step $h$ has to be chosen of order $\mathcal{O}\left(n^{-2}\right)$.
Remark A.6. Theorem A. 3 holds in particular for the product case with $\epsilon=0$. As the interaction terms vanish and some calculations simplify in that case, the condition in $T$ becomes $L\left(T+h_{1}\right)^{2} \leq$ $\min \left(1 / 4, K / L, 1 /\left(256 L \tilde{R}^{2}\right)\right)$ as in [31], the condition in $h_{1}$ relaxes to $h_{1} \leq 4 K T /(165 L)$ and the contraction rate improves to $c^{\text {prod }}=(1 / 39) K T^{2} \exp (-5 \tilde{R} /(4 T))$. If $V$ is a quadratic function, the mean-field model can be treated as a perturbation of the product model and the difference $\left|\mathbf{X}^{\text {prod }}(x, y)-\mathbf{Y}^{\text {prod }}(x, y)-(\mathbf{X}(x, y)-\mathbf{Y}(x, y))\right|$ of a coupling between to copies of the product model and two copies of the mean-field model can be bounded in terms of $\epsilon \tilde{L} \sum_{i=1}^{n}\left|x^{i}-y^{i}\right|$. This term can be controlled for sufficiently small $\epsilon$ by the obtained contraction for the product case. See Appendix A. 7 for the complete argument.

## A.3.2 Quantitative bounds for distance to the target measure

We deduce from Theorem A. 3 global contractivity of the transition kernel $\pi_{h}(x, d y)$ with respect to the Kantorovich distance based on $\rho$

$$
\mathcal{W}_{\rho}(\nu, \eta)=\inf _{\omega \in \Gamma(\nu, \eta)} \int \rho(x, y) \omega(\mathrm{d} x \mathrm{~d} y)
$$

on probability measures $\nu, \eta$ on $\mathbb{R}^{d n}$, where $\Gamma(\nu, \eta)$ denotes the set of all couplings of $\nu$ and $\eta$. Since the metric $\rho$ is equivalent to the $\ell^{1}$-distance $\ell^{1}$ on $\left(\mathbb{R}^{d}\right)^{n}$ given in (A.19), contractivity with respect to $\mathcal{W}_{\rho}$ yields a quantitative bound on the Kantorovich distance based on $\ell^{1}$ on $\left(\mathbb{R}^{d}\right)^{n}$,

$$
\mathcal{W}_{\ell^{1}}\left(\nu \pi_{h}^{m}, \mu_{h}\right):=\inf _{\omega \in \Gamma\left(\nu \pi_{h}{ }^{m}, \mu_{h}\right)} \int \sum_{i=1}^{n}\left|x^{i}-y^{i}\right| \omega(\mathrm{d} x \mathrm{~d} y)
$$

between the law after $m$ HMC steps with initial distribution $\nu$ and invariant measure $\mu_{h}$.
Corollary A.7. Suppose that Assumption A.1, Assumption A.2, Assumption A. 3 and Assumption A. 4 hold. Let $T \in(0, \infty)$ and $h_{1} \in[0, \infty)$ satisfy (A.22) and (A.23). Let $\epsilon \in[0, \infty)$ satisfy (A.24). Then, for any $m \in \mathbb{N}$, for any probability measures $\nu, \eta$ on $\mathbb{R}^{d n}$, and for any $h \in\left[0, h_{1}\right]$ such that $h=0$ or $T / h \in \mathbb{N}$,

$$
\begin{align*}
\mathcal{W}_{\rho}\left(\nu \pi_{h}{ }^{m}, \eta \pi_{h}{ }^{m}\right) & \leq e^{-c m} \mathcal{W}_{\rho}(\nu, \eta),  \tag{A.26}\\
\mathcal{W}_{\ell^{1}}\left(\nu \pi_{h}{ }^{m}, \eta \pi_{h}{ }^{m}\right) & \leq M e^{-c m} \mathcal{W}_{\ell^{1}}(\nu, \eta) \tag{A.27}
\end{align*}
$$

with c given by (A.25) and $M$ given by (A.21). Further, there exists a unique invariant probability measure $\mu_{h}$ on $\mathbb{R}^{d n}$ for the transition kernel $\pi_{h}$ of unadjusted HMC and

$$
\begin{equation*}
\mathcal{W}_{\ell^{1}}\left(\nu \pi_{h}{ }^{m}, \mu_{h}\right) \leq M e^{-c m} \mathcal{W}_{\ell^{1}}\left(\nu, \mu_{h}\right) \tag{A.28}
\end{equation*}
$$

Thus, for any constant $\tilde{\epsilon} \in(0, \infty)$ and for any initial probability distribution $\nu$ the Kantorovich distance $\Delta(m)=\mathcal{W}_{\ell^{1}}\left(\nu \pi_{h}{ }^{m}, \mu_{h}\right)$ satisfies $\Delta(m) \leq \tilde{\epsilon}$ provided

$$
\begin{equation*}
m \geq \frac{1}{c}\left(\frac{5}{2}+\frac{5 \tilde{R}}{4 T}+\log \left(\frac{\Delta(0)}{\tilde{\epsilon}}\right)\right) \tag{A.29}
\end{equation*}
$$

A proof is given in Appendix A.6.2. We note that we obtain the same bound as in (A.27) and (A.28) for the Kantorovich distance with respect to the $\ell^{1}$-distance averaged over all particles, $\tilde{\ell}^{1}(x, y)=\frac{1}{n} \sum_{i}\left|x^{i}-y^{i}\right|$. Then, the term $\Delta(0) / \tilde{\epsilon}$ in (A.29) differs by a factor $1 / n$. In this case, if we consider for example a product measure as initial distribution, the bound in terms of this metric does not depend logarthmically on the number of particles.

To give quantitative results of the accuracy of unadjusted HMC with respect to the target measure $\mu$, we bound the strong accuracy of velocity Verlet. The exact dynamics started in $(x, \xi)$ with $h=0$ is denoted by $\left(q_{s}(x, \xi), p_{s}(x, \xi)\right)$ and the position of the dynamics started in $(x, \xi)$ with $h>0$ is denoted by $\left(\tilde{q}_{s}(x, \xi), \tilde{p}_{s}(x, \xi)\right)$.

Theorem A. 8 (Strong accuracy of velocity Verlet). Suppose that Assumption A.1, Assumption A. 2 and Assumption A. 4 hold. Let $T \in(0, \infty)$ satisfy $(L+4 \epsilon \tilde{L}) T^{2} \leq(1 / 4)$. For $x \in \mathbb{R}^{d n}$, for any $h \in(0, \infty)$ with $T / h \in \mathbb{N}$ and $k \in \mathbb{N}$ with $k h \leq T$, it holds

$$
\begin{equation*}
\mathbb{E}_{\xi \sim \mathcal{N}\left(0, I_{d n}\right)}\left[\sum_{i}\left|q_{k h}^{i}(x, \xi)-\tilde{q}_{k h}^{i}(x, \xi)\right|\right] \leq h C_{2}\left(d^{1 / 2} n+\sum_{i}\left|x^{i}\right|\right) \tag{A.30}
\end{equation*}
$$

with $C_{2}$ depending on $L, \tilde{L}, \epsilon$ and $T$. If additionally Assumption A. 5 and Assumption A. 6 are supposed, then for $x \in \mathbb{R}^{d n}$, for any $h>0$ with $T / h \in \mathbb{N}$ and $k \in \mathbb{N}$ with $k h \leq T$,

$$
\begin{equation*}
\mathbb{E}_{\xi \sim \mathcal{N}\left(0, I_{d n}\right)}\left[\sum_{i}\left|q_{k h}^{i}(x, \xi)-\tilde{q}_{k h}^{i}(x, \xi)\right|\right] \leq h^{2} \tilde{C}_{2}\left(d n+\sum_{i}\left|x^{i}\right|+\sum_{i}\left|x^{i}\right|^{2}\right) \tag{A.31}
\end{equation*}
$$

with $\tilde{C}_{2}$ depending on $L, \tilde{L}, \epsilon, L_{H}, \tilde{L}_{H}$ and $T$.
A proof is given in Appendix A.6.2.
We obtain a bound on the difference between the invariant measure $\mu_{h}$ and the target measure $\mu$, by using the contraction result of Theorem A. 3 and by applying a triangle inequality trick, which is mentioned in [141, Remark 6.3] and has been used in many other works. In particular, it holds

$$
\begin{aligned}
\mathcal{W}_{\rho}\left(\mu, \mu_{h}\right) & =\mathcal{W}_{\rho}\left(\mu \pi, \mu_{h} \pi_{h}\right) \leq \mathcal{W}_{\rho}\left(\mu \pi, \mu \pi_{h}\right)+\mathcal{W}_{\rho}\left(\mu \pi_{h}, \mu_{h} \pi_{h}\right) \\
& \leq \mathcal{W}_{\rho}\left(\mu \pi, \mu \pi_{h}\right)+(1-c) \mathcal{W}_{\rho}\left(\mu, \mu_{h}\right)
\end{aligned}
$$

Hence, by (A.20)

$$
\mathcal{W}_{\ell^{1}}\left(\mu, \mu_{h}\right) \leq M c^{-1} \mathcal{W}_{\ell^{1}}\left(\mu \pi, \mu \pi_{h}\right) \leq M c^{-1} \mathbb{E}_{x \sim \mu, \xi \sim \mathcal{N}\left(0, I_{d n}\right)}\left[\sum_{i}\left|q_{k h}^{i}(x, \xi)-\tilde{q}_{k h}^{i}(x, \xi)\right|\right]
$$

with $M$ given in (A.21). Inserting (A.30), respectively (A.31), yields the following result.
Corollary A. 9 (Asymptotic Bias). Suppose that Assumption A.1, Assumption A.2, Assumption A. 3 and Assumption A. 4 hold. Let $T$ and $h_{1}$ satisfy (A.22). Let $\epsilon$ satisfy (A.24). Let $C_{2}$ and $\tilde{C}_{2}$ be as in Theorem A.8. Then for $h \in\left(0, h_{1}\right]$ with $T / h \in \mathbb{N}$,

$$
\mathcal{W}_{\ell^{1}}\left(\mu, \mu_{h}\right) \leq h c^{-1} M C_{2}\left(d^{1 / 2} n+\int_{\mathbb{R}^{n d}} \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)\right)
$$

with $c$ given by (A.25) and $M$ given by (A.21). If additionally Assumption A. 5 and Assumption A. 6 are assumed, then for $h \in\left(0, h_{1}\right]$ with $T / h \in \mathbb{N}$,

$$
\mathcal{W}_{\ell^{1}}\left(\mu, \mu_{h}\right) \leq h^{2} c^{-1} M \tilde{C}_{2}\left(d n+\int_{\mathbb{R}^{n d}} \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)+\int_{\mathbb{R}^{n d}} \sum_{i}\left|x^{i}\right|^{2} \mu(\mathrm{~d} x)\right) .
$$

Note that the bound in Corollary A. 9 is linear in the number $n$ of particles.
For unadjusted HMC, Corollary A. 7 gives exponential convergence to the invariant measure $\mu_{h}$. In the next theorem, we give a bound on the number of steps to reach the target measure $\mu$ up to a given error.

Theorem A. 10 (Complexity Guarantee). Suppose that Assumption A.1, Assumption A.2, Assumption A. 3 and Assumption A.4 hold. Let $T \in(0, \infty)$ and $h_{1} \in(0, \infty)$ satisfy (A.22) and (A.23) . Let $\epsilon \in[0, \infty)$ satisfy (A.24). Let $\nu$ be a probability measure on $\mathbb{R}^{d n}$, and let $\Delta(m)=\mathcal{W}_{\ell^{1}}\left(\nu \pi_{h}{ }^{m}, \mu\right)$ denote the Kantorovich distance with respect to $\ell^{1}$ to the target probability measure $\mu$ after $m$ steps with initial distribution $\nu$. For some $\tilde{\epsilon} \in(0, \infty)$, let $m \in \mathbb{N}$ be such that

$$
\begin{equation*}
m \geq \frac{1}{c}\left(\frac{5}{2}+\frac{5 R}{4 T}+\log \left(\frac{2 \mathcal{W}_{\ell^{1}}\left(\mu_{h}, \nu\right)}{\tilde{\epsilon}}\right)^{+}\right) \tag{A.32}
\end{equation*}
$$

with $c$ given by (A.25). Then, there exists $h_{2}$ such that for $h \in\left(0, \min \left(h_{1}, h_{2}\right)\right]$ with $T / h \in \mathbb{Z}$,

$$
\begin{equation*}
\Delta(m) \leq \tilde{\epsilon} \tag{A.33}
\end{equation*}
$$

where for fixed $K, L, \tilde{L}, \epsilon, R$ and $T, h_{2}^{-1}$ is of order $\mathcal{O}\left(\tilde{\epsilon}^{-1}\left(d^{1 / 2} n+\int \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)\right)\right)$. If additionally Assumption A. 5 and Assumption A. 6 are assumed, then there exists $\tilde{h}_{2}$ such that for $h \in\left(0, \min \left(h_{1}, \tilde{h}_{2}\right)\right]$ with $T / h \in \mathbb{Z}$, (A.33) holds, where for fixed $K, L, \tilde{L}, L_{H}, \tilde{L}_{H}, \epsilon, R$ and $T$, $\tilde{h}_{2}^{-1}$ is of $\operatorname{order} \mathcal{O}\left(\tilde{\epsilon}^{-1 / 2}\left((n d)^{1 / 2}+\sqrt{\int \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)}+\sqrt{\int \sum_{i}\left|x^{i}\right|^{2} \mu(\mathrm{~d} x)}\right)\right)$.

A proof is given in Appendix A.6.2. If we consider the averaged distance $\tilde{\ell}^{1}$ instead of $\ell^{1}$, the argument in the logarithmic term in (A.32) changes by a factor $1 / n$ and the logarithmic dependence on $n$ in $h_{2}$ and $\tilde{h}_{2}$ vanishes.
Remark A.11. We note that $h^{-1}$ is $\mathcal{O}\left(n^{1 / 2}\right)$ in Theorem A. 10 and hence it grows sublinear in $n$. Further, the constant $\tilde{C}_{2}$ obtained in the proof of Theorem A. 8 is $\mathcal{O}\left(T^{-1}\right)$. For the numerical method ULA, which forms a special case of unadjusted HMC with $h=T$ (see [156, Section 5.2]), we obtain that $h^{-1}=T^{-1}$ has to be chosen of order $\mathcal{O}(n)$, which corresponds to the results in [73, Example 18].
Remark A.12. From Theorem A.10, note that the number of evaluations of the gradient $\nabla U(x)$ in each step of duration $T$ is $\mathcal{O}\left(n^{1 / 2}\right)$ for fixed $K, L, \tilde{L}, \epsilon, T, R, d$ and $h$. If we assume that the computation of the gradient in one step is $\mathcal{O}(n)$, then the overall complexity of unadjusted HMC is $\mathcal{O}\left(n^{3 / 2}\right)$.

## A.3.3 Dimension-free bounds for ergodic averages of intensive observables

Next, we define the ergodic averages $A_{m, b} g$, which approximate $\mu(g)=\int g(x) \mu(\mathrm{d} x)$, by

$$
\begin{equation*}
A_{m, b} g:=\frac{1}{m} \sum_{i=b}^{b+m-1} g\left(\mathbf{X}_{i}\right), \tag{A.34}
\end{equation*}
$$

for some function $g: \mathbb{R}^{d n} \rightarrow \mathbb{R}$ and for $b, m \in \mathbb{N}$, where $\left(\mathbf{X}_{n}\right)$ is the Markov chain given by unadjusted HMC. The parameter $b$ corresponds to the burn-in time. Here, we consider bounded and continuously differentiable observables, i.e., $g \in \mathcal{C}_{b}^{1}\left(\mathbb{R}^{d n}\right)$. Quantitative bounds on the bias of the ergodic averages follow by the exponential convergence in the Kantorovich distance with respect to the $\ell^{1}$ metric given in (A.19) and the bound on the accuracy of unadjusted HMC.

Theorem A. 13 (Bias of Ergodic Averages). Let $g \in \mathcal{C}_{b}^{1}\left(\mathbb{R}^{d n}\right)$ with $\max _{i}\left\|\nabla_{i} g\right\|_{\infty}<\infty$. Suppose that Assumption A.1, Assumption A.2, Assumption A. 3 and Assumption A.4 hold. Let $T \in$ $(0, \infty)$ and $h_{1} \in[0, \infty)$ satisfy (A.22) and (A.23). Let $\epsilon \in[0, \infty)$ satisfy (A.24). Let $\nu$ be a probability measure on $\mathbb{R}^{d n}$. Let $C_{2}$ and $\tilde{C}_{2}$ be given as in Theorem A.8, and let $c$ be given as in (A.11). Then for $h \in\left[0, h_{1}\right]$ such that $h=0$ or $T / h \in \mathbb{N}$,

$$
\left|\mathbb{E}_{\nu}\left[A_{m, b} g\right]-\mu(g)\right| \leq \frac{1}{m} \max _{i}\left\|\nabla_{i} g\right\|_{\infty} \frac{e^{-c b}}{1-e^{-c}} \mathcal{W}_{\ell^{1}}\left(\nu, \mu_{h}\right)+h \max _{i}\left\|\nabla_{i} g\right\|_{\infty} C_{3},
$$

where $C_{3}=\exp \left(\frac{5}{4}(2+\tilde{R} / T)\right) c^{-1} C_{2}\left(d^{1 / 2} n+\int \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)\right)$. If additionally Assumption A. 5 and Assumption A. 6 are supposed, then

$$
\left|\mathbb{E}_{\nu}\left[A_{m, b} g\right]-\mu(g)\right| \leq \frac{1}{m} \max _{i}\left\|\nabla_{i} g\right\|_{\infty} \frac{e^{-c b}}{1-e^{-c}} \mathcal{W}_{\ell^{1}}\left(\nu, \mu_{h}\right)+h^{2} \max _{i}\left\|\nabla_{i} g\right\|_{\infty} \tilde{C}_{3},
$$

where $\tilde{C}_{3}=\exp \left(\frac{5}{4}(2+\tilde{R} / T)\right) c^{-1} \tilde{C}_{2}\left(d n+\int \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)+\int \sum_{i}\left|x^{i}\right|^{2} \mu(\mathrm{~d} x)\right)$.
A proof is given in Appendix A.6.3.
Remark A.14. We note that provided $\max _{i}\left\|\nabla_{i} g\right\|_{\infty}$ is $\mathcal{O}(1 / n)$ the bound of the bias of the ergodic averages is independent of the number $n$ of particles. Hence for intensive observables of the form $g(x)=\frac{1}{n} \sum_{i} \hat{g}\left(x^{i}\right)$ where $\hat{g} \in \mathcal{C}_{b}^{1}\left(\mathbb{R}^{d}\right)$ with $\|\nabla \hat{g}\|_{\infty}<\infty$, Theorem A. 13 gives quantitative bounds on the bias of their ergodic averages which are dimension-free, i.e., independent of the number $n$ of particles. Whereas, for extensive observables, where $\max _{i}\left\|\nabla_{i} g\right\|_{\infty}$ is $\mathcal{O}(1)$, the bound depends on the number $n$ of particles.

## A. 4 Estimates for the Hamiltonian dynamics

## A.4.1 Deviation from free dynamics

Here we apply the Lipschitz conditions in Assumption A. 2 and Assumption A. 4 to obtain bounds on how far the dynamics in (A.5) deviates from the free dynamics, $U \equiv 0$. To obtain these bounds, we assume in the following that $t, h \in[0, \infty)$ are such that $t / h \in \mathbb{N}$ for $h>0$ and such that

$$
\begin{equation*}
(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right) \leq 1 . \tag{A.35}
\end{equation*}
$$

This condition essentially states that the duration of the Hamiltonian dynamics in (A.5) is small with respect to the fastest characteristic time-scale of the mean-field particle system represented by $\sqrt{\sup \|\operatorname{Hess} U\|} \leq \sqrt{L+4 \epsilon \tilde{L}}$ (see Remark A.2). This bound follows from Assumption A. 2 and Assumption A.4. The $i$-th component of the solution to (A.5) is denoted by $\left(x_{s}^{i}, v_{s}^{i}\right)$.
Lemma A.15. Let $x, v \in \mathbb{R}^{d n}$. Then for $i \in\{1, \ldots, n\}$,

$$
\begin{align*}
\max _{s \leq t}\left|x_{s}^{i}\right| & \leq\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max \left(\left|x^{i}\right|,\left|x^{i}+t v^{i}\right|\right)  \tag{A.36}\\
& +\frac{2 \epsilon \tilde{L}\left(t^{2}+t h\right)}{n} \max _{s \leq t} \sum_{j \neq i}\left|x_{s}^{j}\right|, \\
\max _{s \leq t}\left|v_{s}^{i}\right| & \left.\leq\left|v^{i}\right|+(L+2 \epsilon \tilde{L}) t\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max \left(\left|x^{i}\right|,\left|x^{i}+t v^{i}\right|\right)\right)  \tag{A.37}\\
& +\frac{2 \epsilon \tilde{L} t}{n}\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max _{s \leq t} \sum_{j \neq i}\left|x_{s}^{j}\right| .
\end{align*}
$$

Moreover,

$$
\begin{align*}
\max _{s \leq t} \sum_{i}\left|x_{s}^{i}\right| \leq\left(1+(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \sum_{i} \max \left(\left|x^{i}\right|,\left|x^{i}+t v^{i}\right|\right),  \tag{A.38}\\
\max _{s \leq t} \sum_{i}\left|v_{s}^{i}\right| \leq(L+4 \epsilon \tilde{L}) t\left(1+(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \sum_{i} \max \left(\left|x^{i}\right|,\left|x^{i}+t v^{i}\right|\right)+\sum_{i}\left|v^{i}\right| . \tag{A.39}
\end{align*}
$$

A proof of Lemma A. 15 is provided in Appendix A. 5 .
Let two processes $\left(x_{s}, v_{s}\right),\left(y_{s}, u_{s}\right)$ with initial values $(x, v)$ and $(y, u)$ be driven by the Hamiltonian dynamics in (A.5). We set $\left(z_{s}, w_{s}\right):=\left(x_{s}-y_{s}, v_{s}-u_{s}\right)$. Since ( $x_{s}, v_{s}$ ) and ( $y_{s}, u_{s}$ ) depend on $(x, v)$ and $(y, u)$, respectively, $\left(z_{s}, w_{s}\right)$ depends on $(x, v, y, u)$. By (A.5), the dynamics of the $i$-th component of $\left(z_{s}, w_{s}\right)$ is given by

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} z_{t}^{i}=w_{\lfloor t\rfloor}^{i}-(h / 2)\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)\right) \\
& \frac{\mathrm{d}}{\mathrm{~d} t} w_{t}^{i}=(1 / 2)\left(-\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(x_{[t\rceil}\right)+\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)+\nabla_{i} U\left(y_{[t]}\right)\right) \tag{A.40}
\end{align*}
$$

Next, we bound the distance between the process $\left(z_{s}^{i}, w_{s}^{i}\right)$ and the process given by the free dynamics, where $U \equiv 0$. As the particlewise coupling in Appendix A.2.3 is designed with respect to the free dynamics, this bound plays an important role in proving the contraction results of Appendix A.3. It explains why the particlewise coupling works when the distance between $i$-th particles is small, i.e., when $\left|x^{i}-y^{i}\right|<\tilde{R}$, and when the duration $T$ and the time step $h$ are small, i.e., when (A.35) is assumed.
Lemma A.16. Let $x, y, v, u \in \mathbb{R}^{d n}$. Then for all $i \in\{1, \ldots, n\}$,

$$
\begin{align*}
& \max _{s \leq t} \mid z_{s}^{i}- z^{i}-s w^{i} \mid \leq(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right) \max \left(\left|z^{i}+t w^{i}\right|,\left|z^{i}\right|\right)  \tag{A.41}\\
&+\frac{2 \epsilon \tilde{L}\left(t^{2}+t h\right)}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|, \\
& \max _{s \leq t}\left|z_{s}^{i}\right| \leq\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max \left(\left|z^{i}+t w^{i}\right|,\left|z^{i}\right|\right)  \tag{A.42}\\
&+\frac{2 \epsilon \tilde{L}\left(t^{2}+t h\right)}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|, \\
&\left.\max _{s \leq t}\left|w_{s}^{i}-w^{i}\right| \leq(L+2 \epsilon \tilde{L}) t\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max \left(\left|z^{i}+t w^{i}\right|,\left|z^{i}\right|\right)\right)  \tag{A.43}\\
&+\frac{2 \epsilon \tilde{L} t}{n}\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|, \\
& \max _{s \leq t}\left|w_{s}^{i}\right| \leq\left.\left|w^{i}\right|+(L+2 \epsilon \tilde{L}) t\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max \left(\left|z^{i}+t w^{i}\right|,\left|z^{i}\right|\right)\right)  \tag{A.44}\\
&+\frac{2 \epsilon \tilde{L} t}{n}\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right| .
\end{align*}
$$

Moreover,

$$
\begin{align*}
\max _{s \leq t} \sum_{i}\left|z_{s}^{i}\right| & \leq\left(1+(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \sum_{i} \max \left(\left|z^{i}+t w^{i}\right|,\left|z^{i}\right|\right)  \tag{A.45}\\
\max _{s \leq t} \sum_{i}\left|w_{s}^{i}\right| & \leq(L+4 \epsilon \tilde{L}) t\left(1+(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \sum_{i} \max \left(\left|z^{i}+t w^{i}\right|,\left|z^{i}\right|\right)+\sum_{i}\left|w^{i}\right| . \tag{A.46}
\end{align*}
$$

A proof of Lemma A. 16 is provided in Appendix A. 5 .

## A.4.2 Bounds in region of strong convexity

Next, we obtain a bound for the difference between the positions of the $i$-th particles provided that $\left|x^{i}-y^{i}\right|>\tilde{R}$ and $v^{i}=u^{i}$. We assume that

$$
\begin{equation*}
(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right) \leq \min \left(\frac{\kappa}{L+4 \epsilon \tilde{L}}, \frac{1}{4}\right), \tag{A.47}
\end{equation*}
$$

where $\kappa$ is given by

$$
\begin{equation*}
\kappa:=K-3 \epsilon \tilde{L} . \tag{A.48}
\end{equation*}
$$

Further, we assume that

$$
\begin{equation*}
h \leq \frac{K t}{525 L+235 K} . \tag{A.49}
\end{equation*}
$$

Lemma A.17. Suppose that Assumption A.1, Assumption A.2, Assumption A. 3 and Assumption A.4 hold. Let $\epsilon \in[0, \infty)$ be such that $\epsilon \tilde{L}<K / 6$ holds. Let $\tilde{R}$ be given in (A.14). Let $t, h \in[0, \infty)$ be such that $h=0$ or $t / h \in \mathbb{N}$, and such that (A.47) and (A.49) holds. Then, for all $x, y, v, u \in \mathbb{R}^{d n}$ and $i \in\{1, \ldots, n\}$ such that $\left|x^{i}-y^{i}\right| \geq \tilde{R}$ and $v^{i}=u^{i}$,

$$
\begin{equation*}
\left|x_{t}^{i}-y_{t}^{i}\right|^{2} \leq\left(1-\frac{1}{4} \kappa t^{2}\right)\left|x^{i}-y^{i}\right|^{2}+2 \frac{\epsilon \tilde{L} t^{2}}{n^{2}}\left(\max _{s \leq t} \sum_{j \neq i}\left|x_{s}^{j}-y_{s}^{j}\right|\right)^{2} . \tag{A.50}
\end{equation*}
$$

A proof of Lemma A. 17 is given in Appendix A. 5 .

## A. 5 Proofs of results from Section A. 4

Before stating the proofs of Appendix A.4, note that by (A.6) and (A.7) for all $x, y \in \mathbb{R}^{d n}$,

$$
\begin{equation*}
\left|\nabla_{i} U(x)\right| \leq L\left|x^{i}\right|+\frac{2 \epsilon \tilde{L}}{n} \sum_{j \neq i}\left|x^{i}-x^{j}\right| \leq(L+2 \epsilon \tilde{L})\left|x^{i}\right|+\frac{2 \epsilon \tilde{L}}{n} \sum_{j \neq i}\left|x^{j}\right|, \tag{A.51}
\end{equation*}
$$

and by Assumption A. 2 and Assumption A. 4

$$
\begin{equation*}
\left|\nabla_{i} U(x)-\nabla_{i} U(y)\right| \leq(L+2 \epsilon \tilde{L})\left|x^{i}-y^{i}\right|+\frac{2 \epsilon \tilde{L}}{n} \sum_{j \neq i}\left|x^{j}-y^{j}\right| . \tag{A.52}
\end{equation*}
$$

Further by (A.9) and (A.7), it holds for all $x, y \in \mathbb{R}^{d n}$,

$$
\begin{align*}
-\left(x^{i}-y^{i}\right) \cdot\left(\nabla_{i} U(x)-\nabla_{i} U(y)\right) & \leq-(K-2 \epsilon \tilde{L})\left|x^{i}-y^{i}\right|^{2}+2 \epsilon \tilde{L}\left|x^{i}-y^{i}\right| \frac{1}{n} \sum_{j \neq i}\left|x^{j}-y^{j}\right|+\hat{C} \\
& \leq-\kappa\left|x^{i}-y^{i}\right|^{2}+\epsilon \tilde{L}\left(\frac{1}{n} \sum_{j \neq i}\left|x^{j}-y^{j}\right|\right)^{2}+\hat{C} \tag{A.53}
\end{align*}
$$

It follows from the definition (A.14) of $\tilde{R}$ and the condition $\epsilon \tilde{L}<K / 6$, which is assumed in Lemma A. 17 , that for all $\mathrm{x}, \mathrm{y} \in \mathbb{R}^{d}$ with $|\mathrm{x}-\mathrm{y}| \geq \tilde{R}$,

$$
\begin{equation*}
\hat{C}=R^{2}(L+K)<\frac{1}{64} K|\mathrm{x}-\mathrm{y}|^{2} \leq \frac{1}{32} \kappa|\mathrm{x}-\mathrm{y}|^{2} . \tag{A.54}
\end{equation*}
$$

Proof of Lemma A.15. Fix $x, v \in \mathbb{R}^{d n}$. Let $s \leq t$. We have from (A.5)

$$
x_{s}^{i}-x^{i}-s v^{i}=\int_{0}^{s} \int_{0}^{\lfloor r\rfloor}\left(-\frac{1}{2} \nabla_{i} U\left(x_{\lfloor u\rfloor}\right)-\frac{1}{2} \nabla_{i} U\left(x_{\lceil u\rceil}\right)\right) \mathrm{d} u \mathrm{~d} r-\int_{0}^{s} \frac{h}{2} \nabla_{i} U\left(x_{\lfloor r\rfloor}\right) \mathrm{d} r .
$$

We apply (A.51) to obtain

$$
\begin{aligned}
\left|x_{s}^{i}-x^{i}-s v^{i}\right| & \leq \frac{(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)}{2} \max _{r \leq t}\left(\left|x_{r}^{i}-x^{i}-r v^{i}\right|+\left|x^{i}+r v^{i}\right|\right) \\
& +\frac{2 \epsilon \tilde{L}\left(t^{2}+t h\right)}{2 n} \max _{r \leq t} \sum_{j \neq i}\left|x_{r}^{j}\right| .
\end{aligned}
$$

Invoking condition (A.35), we get

$$
\begin{array}{r}
\max _{s \leq t}\left|x_{s}^{i}-x^{i}-s v^{i}\right| \leq(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right) \max _{s \leq t}\left|x^{i}+s v^{i}\right|+\frac{2 \epsilon \tilde{L}\left(t^{2}+t h\right)}{n} \max _{s \leq t} \sum_{j \neq i}\left|x_{s}^{j}\right| \\
=(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right) \max \left(\left|x^{i}\right|,\left|x^{i}+t v^{i}\right|\right)+\frac{2 \epsilon \tilde{L}\left(t^{2}+t h\right)}{n} \max _{s \leq t} \sum_{j \neq i}\left|x_{s}^{j}\right| .
\end{array}
$$

By applying the triangle inequality, (A.36) is obtained. From (A.5) and (A.51), we have

$$
\begin{equation*}
\left|v_{s}^{i}-v^{i}\right| \leq \int_{0}^{s} \max _{u \leq t}\left|\nabla_{i} U\left(x_{u}\right)\right| \mathrm{d} r \leq(L+2 \epsilon \tilde{L}) t \max _{u \leq t}\left|x_{u}^{i}\right|+\frac{2 \epsilon \tilde{L} t}{n} \max _{u \leq t} \sum_{j \neq i}\left|x_{u}^{j}\right| . \tag{A.55}
\end{equation*}
$$

We insert (A.36) in (A.55) to obtain

$$
\begin{aligned}
\left|v_{s}^{i}-v^{i}\right| & \leq(L+2 \epsilon \tilde{L}) t\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max \left(\left|x^{i}\right|,\left|x^{i}+t v^{i}\right|\right) \\
& +\frac{2 \epsilon \tilde{L} t}{n}\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max _{u \leq t} \sum_{j \neq i}\left|x_{u}^{j}\right| .
\end{aligned}
$$

By applying the triangle inequality, (A.37) is obtained. Equation (A.38) and (A.39) follow by considering the sum over all particles, i.e., by (A.5) we have

$$
\begin{aligned}
\sum_{i}\left|x_{s}^{i}-x^{i}-s v^{i}\right| & \leq \int_{0}^{s} \int_{0}^{r} \frac{1}{2} \sum_{i}\left|\nabla_{i} U\left(x_{\lfloor u\rfloor}\right)+\nabla_{i} U\left(x_{\lceil u\rceil}\right)\right| \mathrm{d} u \mathrm{~d} r+\frac{h}{2} \int_{0}^{s} \sum_{i}\left|\nabla_{i} U\left(x_{\lfloor r\rfloor}\right)\right| \mathrm{d} r \\
& \leq \frac{(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right)}{2} \max _{r \leq t}\left(\sum_{i}\left|x_{r}^{i}\right|\right)
\end{aligned}
$$

and hence analogous to the estimate obtained for the $i$-th particle,

$$
\begin{aligned}
\max _{s \leq t} \sum_{i}\left|x_{s}^{i}-x^{i}-s v^{i}\right| & \leq(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right) \max _{r \leq t} \sum_{i}\left|x^{i}+r v^{i}\right| \\
& \leq(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right) \sum_{i} \max \left(\left|x^{i}\right|,\left|x^{i}+t v^{i}\right|\right) .
\end{aligned}
$$

By applying the triangle inequality, (A.38) is obtained. By (A.5) and (A.38),

$$
\begin{aligned}
\sum_{i}\left|v_{s}^{i}-v^{i}\right| & \leq(L+4 \epsilon \tilde{L}) t \max _{r \leq t}\left(\sum_{i}\left|x_{r}^{i}\right|\right) \\
& \leq(L+4 \epsilon \tilde{L}) t\left(1+(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \sum_{i} \max \left(\left|x^{i}\right|,\left|x^{i}+t v^{i}\right|\right)
\end{aligned}
$$

and (A.39) is obtained by the triangle inequality.

Proof of Lemma A.16. By (A.52) and (A.40),

$$
\begin{aligned}
& \left|z_{s}^{i}-z^{i}-s w^{i}\right| \\
& \leq \int_{0}^{s} \int_{0}^{r} \max _{v \leq t}\left|-\nabla_{i} U\left(x_{v}\right)+\nabla_{i} U\left(y_{v}\right)\right| \mathrm{d} u \mathrm{~d} r+\frac{h}{2} \int_{0}^{s} \max _{v \leq t}\left|-\nabla_{i} U\left(x_{v}\right)+\nabla_{i} U\left(y_{v}\right)\right| \mathrm{d} r \\
& \leq \frac{(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)}{2} \max _{r \leq t}\left|z_{r}^{i}\right|+\frac{2 \epsilon \tilde{L}\left(t^{2}+t h\right)}{2 n} \max _{r \leq t} \sum_{j \neq i}\left|z_{r}^{j}\right| .
\end{aligned}
$$

Hence, we obtain similar to the previous proof

$$
\max _{s \leq t}\left|z_{s}^{i}-z^{i}-s w^{i}\right| \leq(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right) \max \left(\left|z^{i}\right|,\left|z^{i}+t w^{i}\right|\right)+\frac{2 \epsilon \tilde{L}\left(t^{2}+t h\right)}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|,
$$

which gives (A.41). Then (A.42) is obtained by applying triangle inequality. Next, we consider

$$
\begin{aligned}
\left|w_{s}^{i}-w^{i}\right| & \leq \frac{1}{2} \int_{0}^{s}\left(\left|-\nabla_{i} U\left(x_{\lfloor r\rfloor}\right)+\nabla_{i} U\left(y_{\lfloor r\rfloor}\right)\right|+\left|-\nabla_{i} U\left(x_{[r\rceil}\right)+\nabla_{i} U\left(y_{[r\rceil}\right)\right|\right) \mathrm{d} r \\
& \leq(L+2 \epsilon \tilde{L}) t \max _{r \leq t}\left|z_{r}^{i}\right|+\frac{2 \epsilon \tilde{L} t}{n} \max _{r \leq t} \sum_{j \neq i}\left|z_{r}^{j}\right|,
\end{aligned}
$$

where we again used (A.52) and (A.40). Hence, we obtain by (A.42),

$$
\begin{aligned}
\max _{s \leq t}\left|w_{s}^{i}-w^{i}\right| & \leq(L+2 \epsilon \tilde{L}) t\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max \left(\left|z^{i}\right|,\left|z^{i}+t w^{i}\right|\right) \\
& +\frac{2 \epsilon \tilde{L} t}{n}\left(1+(L+2 \epsilon \tilde{L})\left(t^{2}+t h\right)\right) \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|
\end{aligned}
$$

which gives (A.43) and (A.44). Estimates (A.45) and (A.46) hold similarly by considering the sum over all particles instead of considering only the $i$-th particle.

Proof of Lemma A.17. As before, write $\left(z_{s}, w_{s}\right)=\left(x_{s}-y_{s}, v_{s}-u_{s}\right)$ whose dynamics is given by (A.40). Then, $z_{0}=x-y$ and $w_{0}^{i}=0$ since the velocities of the $i$-th component are synchronized.

Define $a^{i}(t)=\left|z_{t}^{i}\right|^{2}$ and $b^{i}(t)=2 z_{t}^{i} \cdot w_{t}^{i}$. We set up an initial value problem of the two deterministic processes $a^{i}(t)$ and $b^{i}(t)$ and solve it to obtain the required bound for $a^{i}(t)$. By (A.40), we have

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} a^{i}(t)= & b^{i}(t)+2 z_{t}^{i} \cdot\left(w_{\lfloor t\rfloor}^{i}-w_{t}^{i}\right)-h z_{t}^{i} \cdot\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)\right)=b^{i}(t)+\delta^{i}(t) \\
\frac{\mathrm{d}}{\mathrm{~d} t} b^{i}(t)= & -z_{t}^{i} \cdot\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)+\nabla_{i} U\left(x_{\lceil t\rceil}\right)-\nabla_{i} U\left(y_{\lceil t\rceil}\right)\right) \\
& +2 w_{t}^{i} \cdot w_{\lfloor t\rfloor}^{i}-h w_{t}^{i} \cdot\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)\right) \\
= & -z_{\lfloor t\rfloor}^{i} \cdot\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)\right)-z_{\lceil t\rceil}^{i} \cdot\left(\nabla_{i} U\left(x_{[t\rceil}\right)-\nabla_{i} U\left(y_{\lceil t\rceil}\right)\right) \\
& +2\left|w_{t}^{i}\right|^{2}-2 \kappa\left|z_{t}^{i}\right|^{2}+\kappa\left(\left|z_{\lfloor t\rfloor}^{i}\right|^{2}+\left|z_{\lceil t\rceil}^{i}\right|^{2}\right)+\varepsilon^{i}(t)
\end{aligned}
$$

where $\varepsilon^{i}(t)=\varepsilon_{1}^{i}(t)+\varepsilon_{2}^{i}(t)+\varepsilon_{3}^{i}(t)+\varepsilon_{4}^{i}(t)$ and

$$
\begin{aligned}
\delta^{i}(t) & =z_{t}^{i} \cdot\left(2\left(w_{\lfloor t\rfloor}^{i}-w_{t}^{i}\right)-h\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)\right)\right) \\
\varepsilon_{1}^{i}(t) & =-\left(z_{t}^{i}-z_{\lfloor t\rfloor}^{i}\right) \cdot\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)\right) \\
\varepsilon_{2}^{i}(t) & =-\left(z_{t}^{i}-z_{\lceil t\rceil}^{i}\right) \cdot\left(\nabla_{i} U\left(x_{[t\rceil}\right)-\nabla_{i} U\left(y_{[t\rceil}\right)\right) \\
\varepsilon_{3}^{i}(t) & =w_{t}^{i} \cdot\left(2\left(w_{\lfloor t\rfloor}^{i}-w_{t}^{i}\right)-h\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)\right)\right) \\
\varepsilon_{4}^{i}(t) & =\kappa\left(2\left|z_{t}^{i}\right|^{2}-\left|z_{\lfloor t\rfloor}^{i}\right|^{2}-\left|z_{\lfloor t\rfloor}^{i}\right|^{2}\right) .
\end{aligned}
$$

By (A.53) the derivative of $b^{i}(t)$ is bounded by

$$
\frac{\mathrm{d}}{\mathrm{~d} t} b^{i}(t) \leq-2 \kappa\left|z_{t}^{i}\right|^{2}+\frac{\epsilon \tilde{L}}{n^{2}}\left(\sum_{j \neq i}\left|z_{\lfloor t\rfloor}^{j}\right|\right)^{2}+\frac{\epsilon \tilde{L}}{n^{2}}\left(\sum_{j \neq i}\left|z_{\lceil t\rceil}^{j}\right|\right)^{2}+2\left|w_{t}^{i}\right|^{2}+\varepsilon^{i}(t)+2 \hat{C}
$$

The previous estimate leads to an initial value problem of the form

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} a^{i}(t) & =b^{i}(t)+\delta^{i}(t), & a^{i}(0) & =\left|z_{0}^{i}\right|^{2} \\
\frac{\mathrm{~d}}{\mathrm{~d} t} b^{i}(t) & =-2 \kappa a^{i}(t)+\beta^{i}(t)+\varepsilon^{i}(t), & b^{i}(0) & =0
\end{aligned}
$$

where

$$
\begin{equation*}
\beta^{i}(t) \leq \frac{\epsilon \tilde{L}}{n^{2}}\left(\sum_{j \neq i}\left|z_{\lfloor t\rfloor}^{j}\right|\right)^{2}+\frac{\epsilon \tilde{L}}{n^{2}}\left(\sum_{j \neq i}\left|z_{\lceil t\rceil}^{j}\right|\right)^{2}+2\left|w_{t}^{i}\right|^{2}+2 \hat{C} \tag{A.56}
\end{equation*}
$$

Note that when $h=0, \varepsilon^{i}(t)=\delta^{i}(t)=0$. By variation of parameters, $a^{i}(t)$ can be written as

$$
\begin{align*}
a^{i}(t) & =\cos (\sqrt{2 \kappa} t)\left|z_{0}^{i}\right|^{2}+\int_{0}^{t} \cos (\sqrt{2 \kappa}(t-r)) \delta^{i}(r) \mathrm{d} r  \tag{A.57}\\
& +\int_{0}^{t} \frac{1}{\sqrt{2 \kappa}} \sin (\sqrt{2 \kappa}(t-r))\left(\beta^{i}(r)+\varepsilon^{i}(r)\right) \mathrm{d} r
\end{align*}
$$

Taylor's integral formula, i.e., $\cos (\sqrt{2 \kappa} t)=1-\kappa t^{2}+(1 / 6) \int_{0}^{t}(t-s)^{3} \cos (\sqrt{2 \kappa} s)(2 \kappa)^{2} d s \leq$ $1-\kappa t^{2}+\kappa^{2} t^{4} / 6$, and the fact that by (A.47) and (A.8) $\kappa^{2} t^{4} \leq(L+2 \epsilon \tilde{L})^{2} t^{4} \leq \kappa t^{2}$ yield

$$
\begin{equation*}
\cos (\sqrt{2 \kappa} t) \leq 1-(5 / 6) \kappa t^{2} \tag{A.58}
\end{equation*}
$$

Further, we get by (A.47) and (A.8)

$$
\begin{equation*}
\kappa t^{2} \leq(L+2 \epsilon \tilde{L}) t^{2} \leq 1 \leq \pi^{2} / 2, \text { and so } t \leq(\pi / \sqrt{2 \kappa}) \tag{A.59}
\end{equation*}
$$

Therefore, $\sin (\sqrt{2 \kappa}(t-r)) \geq 0$ for all $r \in[0, t]$. Further,

$$
\begin{equation*}
\frac{1}{\sqrt{2 \kappa}} \sin (\sqrt{2 \kappa}(t-r)) \leq(t-r) \tag{A.60}
\end{equation*}
$$

Inserting (A.58) and (A.60) in (A.57) yields

$$
\begin{equation*}
a^{i}(t) \leq\left(1-(5 / 6) \kappa t^{2}\right)\left|z_{0}^{i}\right|^{2}+\int_{0}^{t}\left|\delta^{i}(r)\right| \mathrm{d} r+\int_{0}^{t}(t-r)\left(\left|\beta^{i}(r)\right|+\left|\varepsilon^{i}(r)\right|\right) \mathrm{d} r \tag{A.61}
\end{equation*}
$$

For $\beta^{i}(t)$, we note that by (A.56), (A.44) with $w^{i}=0$ and (A.47),

$$
\begin{align*}
\left|\beta^{i}(t)\right| & \leq 2\left((L+2 \epsilon \tilde{L}) t \frac{5}{4}\left|z_{0}^{i}\right|+\frac{2 \epsilon \tilde{L} t}{n} \frac{5}{4} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}+\frac{2 \epsilon \tilde{L}}{n^{2}}\left(\max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}+2 \hat{C} \\
& \leq \frac{25}{4}(L+2 \epsilon \tilde{L})^{2} t^{2}\left|z_{0}^{i}\right|^{2}+\left(25 \frac{\epsilon^{2} \tilde{L}^{2} t^{2}}{n^{2}}+\frac{2 \epsilon \tilde{L}}{n^{2}}\right)\left(\max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}+2 \hat{C} \tag{A.62}
\end{align*}
$$

Note that by (A.8), (A.47) and since by assumption $\epsilon \tilde{L}<K / 6$,

$$
\begin{equation*}
\epsilon \tilde{L}\left(t^{2}+t h\right) \leq(1 / 10)(K+4 \epsilon \tilde{L})\left(t^{2}+t h\right) \leq(1 / 10)(L+4 \epsilon \tilde{L})\left(t^{2}+t h\right) \leq 40^{-1} . \tag{A.63}
\end{equation*}
$$

Hence, by (A.62) we obtain for the integral containing $\beta^{i}(t)$ in (A.61)

$$
\begin{align*}
& \int_{0}^{t}(t-r)\left|\beta^{i}(r)\right| \mathrm{d} r \\
& \quad \leq \int_{0}^{t}(t-r)\left(\frac{25}{4} r^{2}(L+2 \epsilon \tilde{L})^{2}\left|z_{0}^{i}\right|^{2}+\left(25 \frac{r^{2} \epsilon^{2} \tilde{L}^{2}}{n^{2}}+\frac{2 \epsilon \tilde{L}}{n^{2}}\right)\left(\max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}+2 \hat{C}\right) \mathrm{d} r \\
& \quad \leq \frac{25}{48} t^{4}(L+2 \epsilon \tilde{L})^{2}\left|z_{0}^{i}\right|^{2}+\left(\frac{25}{12 \cdot 40}+1\right) \frac{\epsilon \tilde{L} t^{2}}{n^{2}}\left(\max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}+\hat{C} t^{2} \tag{A.64}
\end{align*}
$$

where the last step follows by (A.63).
Next, we bound $\delta^{i}(t)$ and $\varepsilon^{i}(t)$. To bound $\delta^{i}(t)$ and $\varepsilon_{3}^{i}(t)$, we note that by (A.40) and (A.52),

$$
\begin{aligned}
\left|w_{\lfloor t\rfloor}^{i}-w_{t}^{i}\right| & \leq\left|\int_{\lfloor t\rfloor}^{t} \frac{\mathrm{~d}}{\mathrm{~d} s} w_{s}^{i} \mathrm{~d} s\right| \leq \frac{h}{2}\left|\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)+\nabla_{i} U\left(x_{[t]}\right)-\left(\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)+\nabla_{i} U\left(y_{[t]}\right)\right)\right| \\
& \leq h\left((L+2 \epsilon \tilde{L}) z_{t}^{i, *}+\frac{2 \epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)
\end{aligned}
$$

where $z_{t}^{i, *}=\max _{s \leq t}\left|z_{s}^{i}\right|$. Hence, by (A.52), (A.42) with $w^{i}=0$ and (A.47),

$$
\begin{align*}
\left|2\left(w_{\lfloor t\rfloor}^{i}-w_{t}^{i}\right)-h\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)\right)\right| & \leq 3 h\left((L+2 \epsilon \tilde{L}) z_{t}^{i, *}+\frac{2 \epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
& \leq 3 h\left(\frac{5}{4}(L+2 \epsilon \tilde{L})\left|z_{0}^{i}\right|+\frac{5}{2} \frac{\epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) . \tag{A.65}
\end{align*}
$$

Hence by (A.65) and (A.42) with $w^{i}=0$, and then by (A.63) and (A.47),

$$
\begin{align*}
\max _{s \leq t}\left|\delta^{i}(s)\right| & \leq 3 h\left(\frac{5}{4}\left|z_{0}^{i}\right|+\frac{2 \epsilon \tilde{L}\left(t^{2}+t h\right)}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)\left(\frac{5}{4}(L+2 \epsilon \tilde{L})\left|z_{0}^{i}\right|+\frac{5}{2} \frac{\epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
& \leq 3 h\left(\frac{25}{16}(L+2 \epsilon \tilde{L})\left|z_{0}^{i}\right|^{2}+\frac{15}{4} \epsilon \tilde{L}\left|z_{0}^{i}\right| \frac{1}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|+\frac{\epsilon \tilde{L}}{8 n} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}\right) \quad(\mathrm{A}  \tag{A.66}\\
& \leq h\left(\frac{75 L}{16}+15 \epsilon \tilde{L}\right)\left|z_{0}^{i}\right|^{2}+h \frac{6 \epsilon \tilde{L}}{n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}, \tag{A.67}
\end{align*}
$$

Note that Young's product inequality is used in (A.66) to bound the cross term. Similarly, by (A.65), (A.42) with $w^{i}=0$, (A.44) with $w^{i}=0$ and (A.63),

$$
\begin{align*}
\max _{s \leq t}\left|\varepsilon_{3}^{i}(s)\right| \frac{t}{2} \leq & 3 h \frac{t}{2}\left(\frac{5}{4}(L+2 \epsilon \tilde{L}) t\left|z_{0}^{i}\right|+\frac{5}{4} \frac{2 \epsilon \tilde{L} t}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
& \cdot\left(\frac{5}{4}(L+2 \epsilon \tilde{L})\left|z_{0}^{i}\right|+\frac{5}{2} \frac{\epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
\leq & 3 h \frac{t^{2}}{2}\left(\frac{25}{16}(L+2 \epsilon \tilde{L})^{2}\left|z_{0}^{i}\right|^{2}+\frac{25}{4}(L+2 \epsilon \tilde{L})\left|z_{0}^{i}\right| \frac{\epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right.  \tag{A.68}\\
& \left.+\frac{25}{4}\left(\frac{\epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}\right) \\
\leq & h \frac{75(L+2 \epsilon \tilde{L})}{64}\left|z_{0}^{i}\right|^{2}+h \frac{15}{32} \frac{\epsilon \tilde{L}}{n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2} . \tag{A.69}
\end{align*}
$$

Note that Young's product inequality is used to bound the cross term in (A.68).
To bound $\varepsilon_{1}^{i}(t), \varepsilon_{2}^{i}(t)$ and $\varepsilon_{4}^{i}(t)$, we note that by (A.40) and (A.52),

$$
\begin{align*}
\left|z_{\lfloor t\rfloor}^{i}-z_{t}^{i}\right| & =\left|\int_{\lfloor t\rfloor}^{t} \frac{\mathrm{~d}}{\mathrm{~d} s} z_{s}^{i} \mathrm{~d} s\right| \leq h\left|w_{\lfloor t\rfloor}^{i}-\frac{h}{2}\left(\nabla_{i} U\left(x_{\lfloor t\rfloor}\right)-\nabla_{i} U\left(y_{\lfloor t\rfloor}\right)\right)\right| \\
& \leq h w_{t}^{i, *}+\frac{h^{2}}{2}(L+2 \epsilon \tilde{L}) z_{t}^{i, *}+\frac{h^{2} \epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right| \tag{A.70}
\end{align*}
$$

where $w_{t}^{i, *}=\max _{s \leq t}\left|w_{s}^{i}\right|$. Similarly,

$$
\begin{equation*}
\left|z_{[t\rceil}^{i}-z_{t}^{i}\right| \leq h w_{t}^{i, *}+\frac{h^{2}}{2}(L+2 \epsilon \tilde{L}) z_{t}^{i, *}+\frac{h^{2} \epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right| . \tag{A.71}
\end{equation*}
$$

Hence, by applying (A.70), (A.71) and (A.52) in the first step, and (A.42) and (A.44) with
$w^{i}=0$ in the second step,

$$
\begin{align*}
\max _{s \leq t}\left(\mid \varepsilon_{1}^{i}(s)+\right. & \left.\varepsilon_{2}^{i}(s) \mid\right) \frac{t}{2} \leq t h\left((L+2 \epsilon \tilde{L}) z_{t}^{i, *}+\frac{2 \epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
& \cdot\left(w_{t}^{i, *}+\frac{h}{2}(L+2 \epsilon \tilde{L}) z_{t}^{i, *}+\frac{h \epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
\leq & t h\left(\frac{5}{4}(L+2 \epsilon \tilde{L})\left|z_{0}^{i}\right|+\frac{5 \epsilon \tilde{L}}{2 n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
\cdot & \left((L+2 \epsilon \tilde{L})\left(t+\frac{h}{2}\right) \frac{5}{4}\left|z_{0}\right|+\frac{2 \epsilon \tilde{L}}{n} \frac{5}{4}\left(t+\frac{h}{2}\right) \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
\leq & h t\left(t+\frac{h}{2}\right)\left((L+2 \epsilon \tilde{L})^{2} \frac{25}{16}\left|z_{0}^{i}\right|^{2}+\frac{25}{4}(L+2 \epsilon \tilde{L}) \epsilon \tilde{L}\left|z_{0}^{i}\right| \max _{s \leq t} \frac{1}{n} \sum_{j \neq i}\left|z_{s}^{j}\right|\right. \\
+ & \left.\frac{25}{4} \frac{(\epsilon \tilde{L})^{2}}{n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}\right) \\
\leq & h t\left(t+\frac{h}{2}\right)\left(\frac{25}{8}(L+2 \epsilon \tilde{L})^{2}\left|z_{0}^{i}\right|^{2}+\frac{25(\epsilon \tilde{L})^{2}}{2 n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}\right) \\
\leq & h \frac{25}{32}(L+2 \epsilon \tilde{L})\left|z_{0}^{i}\right|^{2}+h \frac{5 \epsilon \tilde{L}}{16 n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2} . \tag{A.72}
\end{align*}
$$

Note that Young's product inequality is used to bound the cross term in the third step and (A.47) and (A.63) are used in the last step. For $\varepsilon_{4}^{i}(t)$, we obtain by (A.70) and (A.71),

$$
\begin{align*}
\max _{s \leq t}\left|\varepsilon_{4}^{i}(s)\right| \frac{t}{2} \leq & \frac{t}{2} \kappa \max _{s \leq t}\left|\left(z_{s}^{i}+z_{\lfloor s\rfloor}^{i}\right) \cdot\left(z_{s}^{i}-z_{\lfloor t\rfloor}^{i}\right)+\left(z_{s}^{i}+z_{\lceil s\rceil}^{i}\right) \cdot\left(z_{s}^{i}-z_{\lceil s\rceil}^{i}\right)\right| \\
\leq & 2 t h \kappa z_{t}^{i, *}\left(w_{t}^{i, *}+\frac{h}{2}(L+2 \epsilon \tilde{L}) z_{t}^{i, *}+\frac{h \epsilon \tilde{L}}{n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
\leq & 2 t h\left(\frac{5}{4}(L+2 \epsilon \tilde{L})\left|z_{0}^{i}\right|+\frac{5 \epsilon \tilde{L}}{2 n} \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)  \tag{A.73}\\
& \cdot\left((L+2 \epsilon \tilde{L})\left(t+\frac{h}{2}\right) \frac{5}{4}\left|z_{0}^{i}\right|+\frac{2 \epsilon \tilde{L}}{n} \frac{5}{4}\left(t+\frac{h}{2}\right) \max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right) \\
\leq & 2 h t\left(t+\frac{h}{2}\right)\left((L+2 \epsilon \tilde{L})^{2} \frac{25}{16}\left|z_{0}^{i}\right|^{2}+\frac{25}{4}(L+2 \epsilon \tilde{L}) \epsilon \tilde{L}\left|z_{0}^{i}\right| \max _{s \leq t} \frac{1}{n} \sum_{j \neq i}\left|z_{s}^{j}\right|\right. \\
& \left.+\frac{25}{4} \frac{(\epsilon \tilde{L})^{2}}{n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}\right) \\
\leq & 2 h t\left(t+\frac{h}{2}\right)\left(\frac{25}{8}(L+2 \epsilon \tilde{L})^{2}\left|z_{0}^{i}\right|^{2}+\frac{25(\epsilon \tilde{L})^{2}}{2 n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}\right) \\
\leq & h \frac{25}{16}(L+2 \epsilon \tilde{L})\left|z_{0}^{i}\right|^{2}+h \frac{5 \epsilon \tilde{L}}{8 n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2} \tag{A.74}
\end{align*}
$$

where (A.73) follows by (A.42) with $w^{i}=0$ and (A.44) with $w^{i}=0$ and since by (A.8) $\kappa \leq$
$(L+2 \epsilon \tilde{L})$. Note that Young's product inequality is used to bound the cross term in the third step.

Therefore, by (A.67), (A.69), (A.72) and (A.74),

$$
\begin{align*}
\int_{0}^{t} & \left((t-r)\left|\varepsilon^{i}(r)\right|+\left|\delta^{i}(r)\right|\right) \mathrm{d} r \\
& \leq \frac{t^{2}}{2}\left(\max _{s \leq t}\left(\left|\varepsilon_{1}^{i}(s)+\varepsilon_{2}^{i}(s)\right|\right)+\max _{s \leq t}\left|\varepsilon_{3}^{i}(s)\right|+\max _{s \leq t}\left|\varepsilon_{4}^{i}(s)\right|\right)+t \max _{s \leq t}\left|\delta^{i}(s)\right| \\
& \leq h t\left(\frac{25}{32}(L+2 \epsilon \tilde{L})+\frac{75}{64}(L+2 \epsilon \tilde{L})+\frac{25}{16}(L+2 \epsilon \tilde{L})+\frac{75}{16} L+15 \epsilon \tilde{L}\right)\left|z_{0}^{i}\right|^{2} \\
& +h t\left(\frac{5}{16}+\frac{15}{32}+\frac{5}{8}+6\right) \frac{\epsilon \tilde{L}}{n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2} \\
& =h t\left(\frac{525}{64} L+\frac{235}{64} K\right)\left|z_{0}^{i}\right|^{2}+h t \frac{237}{32} \frac{\epsilon \tilde{L}}{n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2} \tag{A.75}
\end{align*}
$$

where we used $\epsilon \tilde{L}<K / 6$ in (A.75). We note that by (A.49), (A.8) and since by assumption $\epsilon \tilde{L}<K / 6$,

$$
\begin{equation*}
h\left(\frac{525}{64} L+\frac{235}{64} K\right) \leq \frac{K t}{64} \leq \frac{\kappa t}{32} \tag{A.76}
\end{equation*}
$$

and

$$
\begin{equation*}
h \frac{237}{32} \leq \frac{237}{32} \frac{K t}{525 L+235 K} \leq \frac{1}{2} t \tag{A.77}
\end{equation*}
$$

Therefore, by (A.75), (A.76) and (A.77)

$$
\begin{equation*}
\int_{0}^{t}\left((t-r)\left|\varepsilon^{i}(r)\right|+\left|\delta^{i}(r)\right|\right) \mathrm{d} r \leq t^{2}\left(\frac{\kappa}{32}\left|z_{0}\right|^{2}+\frac{\epsilon \tilde{L}}{2 n^{2}} \max _{s \leq t}\left(\sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}\right) \tag{A.78}
\end{equation*}
$$

Inserting (A.64) and (A.78) in (A.61) and applying (A.47) yields,

$$
\begin{aligned}
a^{i}(t) & \leq\left(1-\frac{5}{6} \kappa t^{2}\right)\left|z_{0}^{i}\right|^{2}+\frac{25}{48} \kappa t^{2}\left|z_{0}^{i}\right|^{2}+\left(\frac{5}{96}+1\right) \frac{\epsilon \tilde{L} t^{2}}{n^{2}}\left(\max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}+\hat{C} t^{2} \\
& +t^{2}\left(\frac{\kappa}{32}\left|z_{0}^{i}\right|^{2}+\frac{\epsilon \tilde{L}}{2 n^{2}}\left(\max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}\right)
\end{aligned}
$$

By (A.54), we obtain for $x, y \in \mathbb{R}^{d n}$ with $\left|x^{i}-y^{i}\right|>\tilde{R}$,

$$
\begin{aligned}
\left|z_{t}^{i}\right|^{2} & \leq\left(1-\left(\frac{5}{6}-\frac{25}{48}-\frac{2}{32}\right) \kappa t^{2}\right)\left|z_{0}^{i}\right|^{2}+\left(1+\frac{5}{96}+\frac{1}{2}\right) \frac{\epsilon \tilde{L} t^{2}}{n^{2}}\left(\max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2} \\
& \leq\left(1-\frac{1}{4} \kappa t^{2}\right)\left|z_{0}^{i}\right|^{2}+2 \frac{\epsilon \tilde{L} t^{2}}{n^{2}}\left(\max _{s \leq t} \sum_{j \neq i}\left|z_{s}^{j}\right|\right)^{2}
\end{aligned}
$$

as required.

## A. 6 Proofs of main results

## A.6.1 Proof of main contraction result

For the proof of Theorem A.3, we write $R^{i}$ and $r^{i}$ for $r^{i}(x, y)=\left|x^{i}-y^{i}\right|$ and $R^{i}(x, y)=$ $\left|\mathbf{X}^{i}(x, y)-\mathbf{Y}^{i}(x, y)\right|$ for fixed $x, y \in \mathbb{R}^{d n}$. Further, we write $r_{s}^{i}=\left|q_{s}^{i}(x, \xi)-q_{s}^{i}(y, \eta)\right|$ for the distance between the two positions at time $s$ satisfying (A.5) where $\xi, \eta$ are the velocities coupled using the construction given in Appendix A.2.3. Further, we denote $z=x-y$ and $w=\xi-\eta$.

Proof of Theorem A.3. Note that (A.22), (A.24) and (A.48) imply

$$
\begin{equation*}
\kappa \geq(1 / 2) K \quad \text { and } \quad L+4 \epsilon \tilde{L} \leq L+(2 K / 3) \leq(5 / 3) L \tag{А.79}
\end{equation*}
$$

Hence, we obtain by (A.22)

$$
\begin{equation*}
(L+4 \epsilon \tilde{L})\left(T+h_{1}\right)^{2} \leq \min \left(\frac{1}{4}, \frac{\kappa}{L+4 \epsilon \tilde{L}}, \frac{1}{256(L+4 \epsilon \tilde{L}) \tilde{R}^{2}}\right) \tag{A.80}
\end{equation*}
$$

Moreover, the following inequalities are satisfied,

$$
\begin{align*}
\gamma T & \leq 1  \tag{A.81}\\
(L+4 \epsilon \tilde{L})(T+h) & \leq \gamma / 4  \tag{A.82}\\
\gamma \tilde{R} & \leq 1 / 4  \tag{A.83}\\
\exp \left(T^{-1}\left(R_{1}-\tilde{R}\right)\right) & \geq 12 \tag{A.84}
\end{align*}
$$

Inequalities (A.81) and (A.83) follow by (A.15), (A.82) follows by (A.15) and (A.80), and the inequality (A.84) follows by (A.16).

We first prove a bound on $\mathbb{E}\left[f\left(R^{i}\right)-f\left(r^{i}\right)\right]$ for each particle $i$ similarly to the strategy to bound $\mathbb{E}[f(R)-f(r)]$ in [31, Proof of Theorem 2.4]. We split the calculation of this expectation in two cases depending on the applied coupling.

Case 1: $r^{i}=\left|x^{i}-y^{i}\right| \geq \tilde{R}$. In this case, the initial velocities of the $i$-th particles are synchronized, i.e., $w^{i}=0$. By concavity of the function $f$, by Lemma A. 17 and since

$$
\begin{equation*}
\sqrt{1-\mathrm{a}} \leq 1-\mathrm{a} / 2 \quad \text { for } \mathrm{a} \in[0,1) \tag{A.85}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\mathbb{E}\left[f\left(R^{i}\right)-f\left(r^{i}\right)\right] & \leq f^{\prime}\left(r^{i}\right) \mathbb{E}\left[R^{i}-r^{i}\right] \\
& \leq f^{\prime}\left(r^{i}\right)\left(-\frac{1}{8} \kappa T^{2}\right) r^{i}+f^{\prime}\left(r^{i}\right) \sqrt{2 \epsilon \tilde{L}} \frac{T}{n} \mathbb{E}\left[\max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right] \tag{A.86}
\end{align*}
$$

Case 2: $r^{i}=\left|x^{i}-y^{i}\right|<\tilde{R}$. In this case, since the distance between the $i$-th particles is smaller than $\tilde{R}$, the initial velocities of the $i$-th particles satisfy $w^{i}=-\gamma z^{i}$ with maximal possible probability and otherwise a reflection is applied. These disjoint possibilities motivate splitting the expectation $E\left[f\left(R^{i}\right)-f\left(r^{i}\right)\right]$ as follows

$$
\begin{aligned}
\mathbb{E}\left[f\left(R^{i}\right)-f\left(r^{i}\right)\right] & =\mathbb{E}\left[f\left(R^{i}\right)-f\left(r^{i}\right),\left\{w^{i}=-\gamma z^{i}\right\}\right] \\
& +\mathbb{E}\left[f\left(R_{1} \wedge R^{i}\right)-f\left(r^{i}\right),\left\{w^{i} \neq-\gamma z^{i}\right\}\right] \\
& +\mathbb{E}\left[f\left(R^{i}\right)-f\left(R_{1} \wedge R^{i}\right),\left\{w^{i} \neq-\gamma z^{i}\right\}\right]=\mathrm{I}+\mathbb{I}+\mathbb{I I} .
\end{aligned}
$$

First, we bound the probability $\mathbb{P}\left[w^{i} \neq-\gamma z^{i}\right]$, which equals the total variation distance between a standard normal distribution with zero mean and a normal distribution with mean $\gamma z^{i}$ and unit variance, cf. Lemma 4.4 of [29]. Note using the coupling characterization of the TV distance, this representation shows that the coupling $\xi^{i}-\eta^{i}=-\gamma z^{i}$ holds with maximal probability. By (A.83),

$$
\begin{align*}
\mathbb{P}\left[w^{i} \neq-\gamma z^{i}\right] & =\int_{-\infty}^{\gamma\left|z^{i}\right| / 2} \frac{1}{\sqrt{2 \pi}}\left(\exp \left(-\frac{1}{2} x^{2}\right)-\exp \left(-\frac{1}{2}\left(x-\gamma\left|z^{i}\right|\right)^{2}\right)\right)^{+} \mathrm{dx} \\
& =\int_{-\infty}^{\gamma\left|z^{i}\right| / 2} \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} x^{2}\right) \mathrm{d} \mathrm{x}-\int_{-\infty}^{-\gamma\left|z^{i}\right| / 2} \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} \mathrm{x}^{2}\right) \mathrm{d} \mathrm{x} \\
& \leq \frac{2}{\sqrt{2 \pi}} \int_{0}^{\gamma\left|z^{i}\right| / 2} \exp \left(-\frac{1}{2} x^{2}\right) \mathrm{d} \mathrm{x} \leq \frac{2}{\sqrt{2 \pi}} \frac{\gamma\left|z^{i}\right|}{2}<\frac{1}{10} \tag{A.87}
\end{align*}
$$

Next, we bound I, II and III. For I, we note that on the set $\left\{w^{i}=-\gamma z^{i}\right\}$, by (A.41) and (A.82)

$$
\begin{aligned}
R^{i} & \leq(1-\gamma T)\left|z^{i}\right|+(L+2 \epsilon \tilde{L})\left(T^{2}+T h\right)\left|z^{i}\right|+\frac{2 \epsilon \tilde{L}}{n}\left(T^{2}+T h\right) \max _{s \leq T} \sum_{j \neq i}\left|z_{s}^{j}\right| \\
& \leq\left|z^{i}\right|\left(1-\gamma T+\frac{\gamma T}{4}\right)+\frac{2 \epsilon \tilde{L}}{n}\left(T^{2}+T h\right) \max _{s \leq T} \sum_{j \neq i} r_{s}^{j} \\
& =\left(1-\frac{3 \gamma T}{4}\right) r^{i}+\frac{2 \epsilon \tilde{L}}{n}\left(T^{2}+T h\right) \max _{s \leq T} \sum_{j \neq i} r_{s}^{j} .
\end{aligned}
$$

Hence by concavity of $f$ and by (A.87),

$$
\begin{align*}
\mathrm{I} & \leq-f^{\prime}\left(r^{i}\right) \frac{3}{4} \gamma T r^{i} \mathbb{P}\left[w^{i}=-\gamma z^{i}\right]+f^{\prime}\left(r^{i}\right) \mathbb{E}\left[\frac{2 \epsilon \tilde{L}}{n}\left(T^{2}+T h\right) \max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right] \\
& \leq-f^{\prime}\left(r^{i}\right) \frac{27}{40} \gamma T r^{i}+f^{\prime}\left(r^{i}\right) \frac{2 \epsilon \tilde{L}}{n}\left(T^{2}+T h\right) \mathbb{E}\left[\max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right] . \tag{A.88}
\end{align*}
$$

To bound II, note that by (A.17) for $r, s \leq R_{1}$,

$$
f(s)-f(r)=\int_{r}^{s} e^{-t / T} \mathrm{~d} t=T\left(e^{-r / T}-e^{-s / T}\right) \leq T e^{-r / T}=T f^{\prime}(r) .
$$

Therefore, by (A.87)

$$
\begin{equation*}
\mathbb{I} \leq T f^{\prime}\left(r^{i}\right) \mathbb{P}\left[w^{i} \neq-\gamma z^{i}\right] \leq T f^{\prime}\left(r^{i}\right) \frac{\gamma r^{i}}{\sqrt{2 \pi}}<\frac{2}{5} \gamma T r^{i} f^{\prime}\left(r^{i}\right) . \tag{A.89}
\end{equation*}
$$

where we used the bound $1 / \sqrt{2 \pi}<2 / 5$. For III, we get by concavity of $f$

$$
\begin{equation*}
\mathbb{I I} \leq f^{\prime}\left(R_{1}\right) \mathbb{E}\left[\left(R^{i}-R_{1}\right)^{+},\left\{w^{i} \neq-\gamma z^{i}\right\}\right] . \tag{A.90}
\end{equation*}
$$

If $w^{i} \neq-\gamma z^{i}$, then $w^{i}=2\left(e^{i} \cdot \xi^{i}\right) e^{i}$ with $e^{i}=z^{i} /\left|z^{i}\right|$ and hence $\left|z^{i}+T w^{i}\right|=\left|r^{i}+2 T e^{i} \cdot \xi^{i}\right|$. This computation and (A.42) yield

$$
R^{i} \leq\left(1+(L+2 \epsilon \tilde{L})\left(T^{2}+T h\right)\right) \max \left(\left|r^{i}+2 T e^{i} \cdot \xi^{i}\right|, r^{i}\right)+\frac{2 \epsilon \tilde{L}\left(T^{2}+T h\right)}{n} \max _{s \leq T} \sum_{j \neq i} r_{s}^{j}
$$

Hence by (A.80) and since (5/4)r $r^{i}-R_{1} \leq(5 / 4) \tilde{R}-R_{1} \leq 0$,

$$
\begin{align*}
& \mathbb{E}\left[\left(R^{i}-R_{1}\right)^{+},\left\{w^{i} \neq-z^{i} \gamma\right\}\right] \\
& \quad \leq \mathbb{E}\left[\left(\frac{5}{4} \max \left(\left|r^{i}+2 T e^{i} \cdot \xi^{i}\right|, r^{i}\right)+\frac{2 \epsilon \tilde{L}\left(T^{2}+T h\right)}{n} \max _{s \leq T} \sum_{j \neq i} r_{s}^{j}-R_{1}\right)^{+},\left\{w^{i} \neq-\gamma z^{i}\right\}\right] \\
& \quad \leq \mathbb{E}\left[\left(\frac{5}{4}\left|r^{i}+2 T e^{i} \cdot \xi^{i}\right|-R_{1}\right)^{+},\left\{w^{i} \neq-\gamma z^{i}\right\}\right]+\mathbb{E}\left[\frac{\left[\epsilon \tilde{L}\left(T^{2}+T h\right)\right.}{n} \max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right] . \tag{A.91}
\end{align*}
$$

For the first term, where only the $i$-th particle is involved, we follow the calculations in the proof of [31, Theorem 2.4],

$$
\begin{align*}
\mathbb{E} & {\left[\left(\frac{5}{4}\left|r^{i}+2 T e^{i} \cdot \xi^{i}\right|-R_{1}\right)^{+},\left\{w^{i} \neq-\gamma z^{i}\right\}\right] } \\
& =\int_{-\infty}^{\infty}\left(\frac{5}{4}\left|r^{i}+2 T \mathbf{u}\right|-R_{1}\right)^{+} \frac{1}{\sqrt{2 \pi}}\left(\exp \left(-\frac{\mathbf{u}^{2}}{2}\right)-\exp \left(-\frac{\left(\mathrm{u}+\gamma r^{i}\right)^{2}}{2}\right)\right)^{+} \mathrm{du} \\
& =\int_{-\frac{\gamma r^{i}}{2}}^{\infty}\left(\frac{5}{4}\left|r^{i}+2 T \mathbf{u}\right|-R_{1}\right)^{+} \frac{1}{\sqrt{2 \pi}}\left(\exp \left(-\frac{\mathbf{u}^{2}}{2}\right)-\exp \left(-\frac{\left(\mathbf{u}+\gamma r^{i}\right)^{2}}{2}\right)\right) \mathrm{du} \\
& =\int_{-\frac{\gamma r^{i}}{2}}^{\frac{\gamma z^{i}}{2}}\left(\frac{5}{4}\left|r^{i}+2 T \mathbf{u}\right|-R_{1}\right)^{+} \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\mathbf{u}^{2}}{2}\right) \mathrm{du} \\
& +\int_{\frac{\gamma r^{i}}{2}}^{\infty}\left(\left(\frac{5}{4}\left|r^{i}+2 T \mathbf{u}\right|-R_{1}\right)^{+}-\left(\frac{5}{4}\left|r^{i}+2\left(\mathbf{u}-\gamma r^{i}\right) T\right|-R_{1}\right)^{+}\right) \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\mathbf{u}^{2}}{2}\right) \mathrm{du} \\
& \leq \int_{\frac{\gamma r^{i}}{2}}^{\infty}\left(\frac{5}{4} 2 \gamma r^{i} T\right) \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\mathbf{u}^{2}}{2}\right) \mathrm{du} \leq \frac{5}{4} \gamma T r^{i} . \tag{A.92}
\end{align*}
$$

Hence by (A.84), (A.90), (A.91) and (A.92),

$$
\begin{align*}
\text { III } & \leq f^{\prime}\left(R_{1}\right)\left(\frac{5}{4} \gamma T r^{i}+\mathbb{E}\left[\frac{2 \epsilon \tilde{L}\left(T^{2}+T h\right)}{n} \max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right]\right) \\
& \leq f^{\prime}\left(r^{i}\right)\left(\frac{5}{48} \gamma T r^{i}+\frac{\epsilon \tilde{L}\left(T^{2}+T h\right)}{6 n} \mathbb{E}\left[\max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right]\right) . \tag{A.93}
\end{align*}
$$

We combine the bounds on I, II and III in (A.88), (A.89) and (A.93) respectively, to obtain for $r^{i} \leq \tilde{R}$,

$$
\begin{align*}
\mathbb{E}\left[f\left(R^{i}\right)-f\left(r^{i}\right)\right] & \leq-f^{\prime}\left(r^{i}\right) \frac{27}{40} \gamma T r^{i}+f^{\prime}\left(r^{i}\right) \frac{2}{5} \gamma T r^{i}+f^{\prime}\left(r^{i}\right) \frac{5}{48} \gamma T r^{i} \\
& +f^{\prime}\left(r^{i}\right)\left(\frac{2 \epsilon \tilde{L}\left(T^{2}+T h\right)}{n}+\frac{\epsilon \tilde{L}\left(T^{2}+T h\right)}{6 n}\right) \mathbb{E}\left[\max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right] \\
& \leq-f^{\prime}\left(r^{i}\right) \frac{41}{240} \gamma T r^{i}+f^{\prime}\left(r^{i}\right) \frac{13 \epsilon \tilde{L}\left(T^{2}+T h\right)}{6 n} \mathbb{E}\left[\max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right] \tag{A.94}
\end{align*}
$$

Next, we combine (A.86) and (A.94) and sum over $i$ to obtain

$$
\begin{align*}
\mathbb{E}\left[\sum_{i}\left(f\left(R^{i}\right)-f\left(r^{i}\right)\right)\right] & \leq-\min \left(\frac{41}{240} \gamma T, \frac{1}{8} \kappa T^{2}\right) \sum_{i} r^{i} f^{\prime}\left(r^{i}\right) \\
& +\max \left(\frac{13 \epsilon \tilde{L}\left(T^{2}+T h\right)}{6}, \sqrt{2 \epsilon \tilde{L} T}\right) \frac{1}{n} \sum_{i} f^{\prime}\left(r^{i}\right) \mathbb{E}\left[\max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right] \tag{A.95}
\end{align*}
$$

To bound the expectation in the last term of (A.95) we note that when $w^{j} \neq-\gamma z^{j}$, then $w^{j}=2\left(e^{j} \cdot \xi^{j}\right) e^{j}$ with $e^{j}=z^{j} /\left|z^{j}\right|$, and hence by (A.83),

$$
\begin{align*}
& \mathbb{E}\left[\left|w^{j}\right| 1_{\left\{r^{j}<\tilde{R}\right\} \cap\left\{w^{j} \neq-\gamma z^{j}\right\}}\right] \\
& \quad=1_{\left\{r^{j} \leq \tilde{R}\right\}} \int_{-\frac{\gamma r^{j}}{2}}^{\infty} \frac{2|\mathrm{x}|}{\sqrt{2 \pi}}\left(\exp \left(-\frac{\mathrm{x}^{2}}{2}\right)-\exp \left(-\frac{\left(\mathrm{x}+\gamma r^{j}\right)^{2}}{2}\right)\right) \mathrm{dx} \\
& \quad=1_{\left\{r^{j} \leq \tilde{R}\right\}}\left(\int_{-\frac{\gamma r^{j}}{2}}^{\infty} \frac{1}{\sqrt{2 \pi}} 2|\mathrm{x}| \exp \left(-\frac{\mathrm{x}^{2}}{2}\right) \mathrm{dx}-\int_{\frac{\gamma r^{j}}{2}}^{\infty} \frac{1}{\sqrt{2 \pi}} 2\left|\mathrm{x}-\gamma r^{j}\right| \exp \left(-\frac{\mathrm{x}^{2}}{2}\right) \mathrm{dx}\right) \\
& \quad \leq 1_{\left\{r^{j} \leq \tilde{R}\right\}}\left(\int_{-\frac{\gamma r^{j}}{2}}^{\frac{\gamma r^{j}}{}} \frac{1}{\sqrt{2 \pi}} 2|\mathrm{x}| \exp \left(-\frac{\mathrm{x}^{2}}{2}\right) \mathrm{dx}+\int_{\frac{\gamma r^{j}}{2}}^{\infty} \frac{1}{\sqrt{2 \pi}} 2 \gamma r^{j} \exp \left(-\frac{\mathrm{x}^{2}}{2}\right) \mathrm{dx}\right) \\
& \quad \leq 1_{\left\{r^{j} \leq \tilde{R}\right\}}\left(\left(\gamma r^{j}\right)^{2}+\gamma r^{j}\right) \leq 1_{\left\{r^{j} \leq \tilde{R}\right\}}\left(\frac{1}{4} \gamma r^{j}+\gamma r^{j}\right) \leq \frac{5}{4} \gamma r^{j} . \tag{A.96}
\end{align*}
$$

Then we obtain by (A.45), by (A.80), and since by (A.81) for $w^{j}=-\gamma z^{j},\left|z^{j}+T w^{j}\right| \leq\left|z^{j}\right|$,

$$
\begin{align*}
\mathbb{E}\left[\max _{s \leq T} \sum_{j \neq i} r_{s}^{j}\right] & \leq \frac{5}{4} \mathbb{E}\left[\sum_{j} \max \left(\left|z^{j}+T w^{j}\right|,\left|z^{j}\right|\right)\right] \\
& \leq \frac{5}{4} \mathbb{E}\left[\sum_{j}\left|z^{j}\right|+\sum_{j} T\left|w^{j}\right| 1_{\left\{r^{j}<\tilde{R}\right\} \cap\left\{w^{j} \neq-\gamma z^{j}\right\}}\right] \\
& =\frac{5}{4} \sum_{j}\left|z^{j}\right|+\frac{5}{4} T \sum_{j} \mathbb{E}\left[\left|w^{j}\right| 1_{\left\{r^{j}<\tilde{R}\right\} \cap\left\{w^{j} \neq-\gamma z^{j}\right\}}\right] \leq \frac{45}{16} \sum_{j} r^{j}, \tag{A.97}
\end{align*}
$$

where last step holds by (A.96) and (A.81). Hence inserting (A.97) in (A.95),

$$
\begin{align*}
\mathbb{E}\left[\sum_{i}\left(f\left(R^{i}\right)-f\left(r^{i}\right)\right)\right] & \leq-\min \left(\frac{41}{240} \gamma T, \frac{1}{8} \kappa T^{2}\right) \sum_{i} f^{\prime}\left(r^{i}\right) r^{i} \\
& +\sum_{i} f^{\prime}\left(r^{i}\right) \max \left(\frac{13 \epsilon \tilde{L}\left(T^{2}+T h\right)}{6}, \sqrt{2 \epsilon \tilde{L} T}\right) \frac{1}{n} \frac{45}{16} \sum_{j} r^{j} . \tag{A.98}
\end{align*}
$$

Since by (A.82) $\kappa T^{2} \leq T \gamma / 4$, the minimum in (A.98) is attained at $\frac{1}{8} \kappa T^{2}$. Since (A.8), (A.80) and (A.24) imply (A.63) with $t=T$, it holds $(13 / 6) \epsilon \tilde{L}\left(T^{2}+T h\right) \leq 13 / 6 \sqrt{\epsilon \tilde{L}\left(T^{2}+T h\right) / 40}$. Hence, the maximum in (A.98) is attained at $\sqrt{2 \epsilon \tilde{L}} T$. The minimum of $\frac{r^{i} f^{\prime}\left(r^{i}\right)}{f\left(r^{i}\right)}$ is attained at $R_{1}$ defined in (A.16),

$$
\begin{equation*}
\inf _{r^{i}} \frac{r^{i} f^{\prime}\left(r^{i}\right)}{f\left(r^{i}\right)}=\frac{R_{1} \exp \left(-R_{1} / T\right)}{T\left(1-\exp \left(-R_{1} / T\right)\right)} \geq \frac{5}{4}\left(\frac{\tilde{R}}{T}+2\right) \exp \left(-\frac{5 \tilde{R}}{4 T}\right) \exp \left(-\frac{5}{2}\right) \tag{A.99}
\end{equation*}
$$

and it holds by (A.16) that

$$
\begin{equation*}
\sum_{i} f^{\prime}\left(r^{i}\right) \frac{1}{n} r^{j} \leq \frac{f\left(r^{j}\right)}{f^{\prime}\left(r^{j}\right)} \leq \exp \left(\frac{R_{1}}{T}\right) f\left(r^{j}\right)=\exp \left(\frac{5 \tilde{R}}{4 T}\right) \exp \left(\frac{5}{2}\right) f\left(r^{j}\right) \tag{A.100}
\end{equation*}
$$

where we used that $f\left(r^{j}\right) \geq r^{j} f^{\prime}\left(r^{j}\right)$ and $\exp \left(-R_{1} / T\right) \leq f^{\prime}\left(r^{i}\right) \leq 1$. Hence,

$$
\begin{aligned}
\mathbb{E}\left[\sum_{i}\left(f\left(R^{i}\right)-f\left(r^{i}\right)\right)\right] & \leq-\frac{1}{8} \kappa T^{2} \frac{5}{4}\left(\frac{\tilde{R}}{T}+2\right) \exp \left(-\frac{5 \tilde{R}}{4 T}\right) \exp \left(-\frac{5}{2}\right) \sum_{i} f\left(r^{i}\right) \\
& +\sqrt{2 \epsilon \tilde{L}} T \frac{45}{16} \exp \left(\frac{5}{2}\right) \exp \left(\frac{5 \tilde{R}}{4 T}\right) \sum_{i} f\left(r^{i}\right) \\
& \leq-\frac{1}{78} \kappa T^{2} \exp \left(-\frac{5 \tilde{R}}{4 T}\right) \sum_{i} f\left(r^{i}\right),
\end{aligned}
$$

where the last step holds by (A.24).

## A.6.2 Proofs of results from Section A.3.2

Proof of Corollary A.7. This proof works analogously to the proof of [31, Corollary 2.6] and uses essentially [31, Lemma 6.1]. By Theorem A.3, the contractivity condition

$$
\begin{equation*}
\mathbb{E}[\rho(\mathbf{X}(x, y), \mathbf{Y}(x, y))] \leq e^{-c} \rho(x, y) \tag{A.101}
\end{equation*}
$$

is satisfied for the coupling $(\mathbf{X}(x, y), \mathbf{Y}(x, y))$. Let $\nu, \eta$ be probability measures on $\mathbb{R}^{d n}$ and let $\omega$ be an arbitrary coupling of $\nu$ and $\eta$. By [31, Lemma 6.1], there exists a Markov chain $\left(\mathbf{X}_{m}, \mathbf{Y}_{m}\right)_{m \geq 0}$ on a probability space $(\tilde{\Omega}, \tilde{\mathcal{A}}, \tilde{P})$ such that $\left(\mathbf{X}_{0}, \mathbf{Y}_{0}\right) \sim \omega,\left(\mathbf{X}_{m}\right),\left(\mathbf{Y}_{m}\right)$ are Markov chains each having transition kernel $\pi_{h}$ and initial distributions $\nu$ and $\eta$, respectively, and $M_{m}=e^{c m} \rho\left(\mathbf{X}_{m}, \mathbf{Y}_{m}\right)$ is a non-negative supermartingale. Then, for all $m \in \mathbb{N}$,

$$
\mathcal{W}_{\rho}\left(\nu \pi_{h}{ }^{m}, \eta \pi_{h}{ }^{m}\right) \leq \mathbb{E}\left[\rho\left(\mathbf{X}_{m}, \mathbf{Y}_{m}\right)\right] \leq e^{-c m} \mathbb{E}\left[\rho\left(\mathbf{X}_{0}, \mathbf{Y}_{0}\right)\right]=e^{-c m} \int \rho \mathrm{~d} \omega
$$

Since $\omega$ is chosen arbitrary, we take the infimum over all couplings $\omega \in \Gamma(\nu, \eta)$ and obtain (A.26). The bound (A.27) follows by (A.20). The existence of a unique probability measure $\mu_{h}$ on $\mathbb{R}^{d n}$ holds by (A.27) and by Banach fixed-point theorem, cf. [84, Theorem 3.9]. Since $\mu_{h} \pi_{h}{ }^{m}=\mu_{h}$ for all $m, \Delta(m) \leq e^{R_{1} / T} e^{-c m} \Delta(0)$. Hence, for a given $\tilde{\epsilon}>0, \Delta(m) \leq \tilde{\epsilon}$ holds for (A.29) by (A.16).

Proof of Theorem A.8. This proof uses essentially standard numerical analysis techniques and a priori estimates given in Lemma A.15. Fix $x, \xi \in \mathbb{R}^{d n}$. Denote by $\left(x_{s}, v_{s}\right)=\left(q_{s}(x, \xi), p_{s}(x, \xi)\right)$ the Hamiltonian dynamics driven by (A.1). Set $\mathbf{x}_{k}^{i}:=q_{k h}^{i}(x, \xi), \tilde{\mathbf{x}}_{k}^{i}:=\tilde{q}_{k h}^{i}(x, \xi), \mathbf{v}_{k}^{i}:=p_{k h}^{i}(x, \xi)$ and $\tilde{\mathbf{v}}_{k}^{i}:=\tilde{p}_{k h}^{i}(x, \xi)$. By (A.1) and (A.5), it holds

$$
\begin{aligned}
& \left|\mathbf{x}_{k+1}^{i}-\tilde{\mathbf{x}}_{k+1}^{i}\right| \leq\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right|+h\left|\mathbf{v}_{k}^{i}-\tilde{\mathbf{v}}_{k}^{i}\right|+\left|\int_{k h}^{(k+1) h} \int_{k h}^{u}\left(\nabla_{i} U\left(x_{r}\right)-\nabla_{i} U\left(\tilde{\mathbf{x}}_{k}\right)\right) \mathrm{d} r \mathrm{~d} u\right|, \\
& \left|\mathbf{v}_{k+1}^{i}-\tilde{\mathbf{v}}_{k+1}^{i}\right| \leq\left|\mathbf{v}_{k}^{i}-\tilde{\mathbf{v}}_{k}^{i}\right|+\left|\int_{k h}^{(k+1) h}\left(\frac{1}{2} \nabla_{i} U\left(\tilde{\mathbf{x}}_{k}\right)-\nabla_{i} U\left(x_{u}\right)+\frac{1}{2} \nabla_{i} U\left(\tilde{\mathbf{x}}_{k+1}\right)\right) \mathrm{d} u\right|
\end{aligned}
$$

By (A.52) and (A.5),

$$
\begin{aligned}
\sum_{i}\left|\nabla_{i} U\left(x_{r}\right)-\nabla_{i} U\left(\tilde{\mathbf{x}}_{k}\right)\right| & \leq \sum_{i}\left|\nabla_{i} U\left(x_{r}\right)-\nabla_{i} U\left(\mathbf{x}_{k}\right)\right|+\sum_{i}\left|\nabla_{i} U\left(\mathbf{x}_{k}\right)-\nabla_{i} U\left(\tilde{\mathbf{x}}_{k}\right)\right| \\
& \leq \sum_{i}\left|\int_{k h}^{r} v_{s} \cdot \nabla \nabla_{i} U\left(x_{s}\right) \mathrm{d} s\right|+(L+4 \epsilon \tilde{L}) \sum_{i}\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right| \\
& \leq \sum_{i}\left|\int_{k h}^{r}(L+4 \epsilon \tilde{L}) v_{s}^{i} \mathrm{~d} s\right|+(L+4 \epsilon \tilde{L}) \sum_{i}\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right| \\
& \leq \sum_{i}(L+4 \epsilon \tilde{L})\left(h\left(\frac{21}{16}\left|v_{0}^{i}\right|+\frac{5}{4}(L+4 \epsilon \tilde{L}) T\left|x_{0}^{i}\right|\right)+\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right|\right),
\end{aligned}
$$

where (A.39) and $(L+4 \epsilon \tilde{L}) T^{2} \leq(1 / 4)$ is used in the last step. Analogously,

$$
\begin{align*}
\sum_{i}( & \left.-\nabla_{i} U\left(x_{u}\right)+\frac{1}{2} \nabla_{i} U\left(\tilde{\mathbf{x}}_{k}\right)+\frac{1}{2} \nabla_{i} U\left(\tilde{\mathbf{x}}_{k+1}\right)\right) \\
& \leq \sum_{i}(L+4 \epsilon \tilde{L})\left(h\left(\frac{21}{16}\left|v_{0}^{i}\right|+\frac{5}{4}(L+4 \epsilon \tilde{L}) T\left|x_{0}^{i}\right|\right)+\frac{1}{2}\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right|+\frac{1}{2}\left|\mathbf{x}_{k+1}^{i}-\tilde{\mathbf{x}}_{k+1}^{i}\right|\right) \tag{A.102}
\end{align*}
$$

Then for any initial position $x \in \mathbb{R}^{d n}$,

$$
\begin{aligned}
\mathbb{E}\left[\sum_{i}\left|\mathbf{x}_{k+1}^{i}-\tilde{\mathbf{x}}_{k+1}^{i}\right|\right] & \leq\left(1+\frac{h^{2}(L+4 \epsilon \tilde{L})}{2}\right) \mathbb{E}\left[\sum_{i}\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right|\right] \\
& +h \mathbb{E}\left[\sum_{i}\left|\mathbf{v}_{k}^{i}-\tilde{\mathbf{v}}_{k}^{i}\right|\right]+\frac{h^{3}}{2} M_{1},
\end{aligned}
$$

and

$$
\begin{align*}
& \mathbb{E}\left[\sum_{i}\left|\mathbf{v}_{k+1}^{i}-\tilde{\mathbf{v}}_{k+1}^{i}\right|\right] \leq \mathbb{E}\left[\sum_{i}\left|\mathbf{v}_{k}^{i}-\tilde{\mathbf{v}}_{k}^{i}\right|\right]+h^{2} M_{1} \\
&+\frac{(L+4 \epsilon \tilde{L}) h}{2}\left(\mathbb{E}\left[\sum_{i}\left|\mathbf{x}_{k+1}^{i}-\tilde{\mathbf{x}}_{k+1}^{i}\right|\right]+\mathbb{E}\left[\sum_{i}\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right|\right]\right) \tag{A.103}
\end{align*}
$$

with $M_{1}:=\mathbb{E}_{\xi \sim \mathcal{N}\left(0, I_{d n}\right)}\left[\sum_{i}(L+4 \epsilon \tilde{L})\left(\frac{21}{16}\left|\xi^{i}\right|+\frac{5}{4}(L+4 \epsilon \tilde{L}) T\left|x^{i}\right|\right)\right]$. Set $a_{k}:=\mathbb{E}\left[\sum_{i}\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right|\right]$ and $b_{k}:=\mathbb{E}\left[\sum_{i}\left|\mathbf{v}_{k}^{i}-\tilde{\mathbf{v}}_{k}^{i}\right|\right]$. The goal is to bound $a_{k}$ from above using the discrete Gronwall lemma [89, Proposition 3.2]. Note that this sequence ( $a_{k}, b_{k}$ ) with $a_{0}=b_{0}=0$ satisfies

$$
\begin{aligned}
a_{k+1} & \leq\left(1+(L+4 \epsilon \tilde{L}) h^{2} / 2\right) a_{k}+h b_{k}+\left(h^{3} M_{1} / 2\right) \\
b_{k+1} & \leq b_{k}+h^{2} M_{1}+((L+4 \epsilon \tilde{L}) h / 2)\left(a_{k+1}+a_{k}\right) .
\end{aligned}
$$

We deduce for $b_{k+1}$

$$
b_{k+1} \leq(L+4 \epsilon \tilde{L}) h \sum_{l=1}^{k} a_{l}+\frac{(L+4 \epsilon \tilde{L}) h}{2} a_{k+1}+(k+1) h^{2} M_{1} .
$$

Inserting this estimate in $a_{k+1}$ yields

$$
\begin{equation*}
a_{k+1} \leq\left(1+(L+4 \epsilon \tilde{L}) h^{2}\right) a_{k}+\left(k h^{3} M_{1}+h^{3} M_{1} / 2\right)+(L+4 \epsilon \tilde{L}) h^{2} \sum_{l=1}^{k-1} a_{l} . \tag{A.104}
\end{equation*}
$$

Note that the sequence $\left(\tilde{a}_{k}\right)$ satisfying

$$
\begin{equation*}
\tilde{a}_{k+1}=\left(1+(L+4 \epsilon \tilde{L}) h^{2}\right) \tilde{a}_{k}+(k+(1 / 2)) h^{3} M_{1}+(L+4 \epsilon \tilde{L}) h^{2} \sum_{l=1}^{k-1} \tilde{a}_{l} \tag{A.105}
\end{equation*}
$$

is an upper bound of the sequence $\left(a_{k}\right)$, i.e. $a_{k} \leq \tilde{a}_{k}$. Moreover, it holds $\tilde{a}_{k} \leq \tilde{a}_{k+1}$. Hence,

$$
\tilde{a}_{k+1} \leq\left(1+(L+4 \epsilon \tilde{L}) k h^{2}\right) \tilde{a}_{k}+(k+1 / 2) h^{3} M_{1} \leq(1+(L+4 \epsilon \tilde{L}) T h) \tilde{a}_{k}+T h^{2} M_{1}
$$

Applying the discrete Grönwall lemma to $\tilde{a}_{k}$ yields for all $k \leq(T / h)$,

$$
\begin{align*}
a_{k} \leq \tilde{a}_{k} & \leq \frac{1}{(L+4 \epsilon \tilde{L}) T}\left((1+(L+4 \epsilon \tilde{L}) h T)^{k}-1\right) T h M_{1} \\
& \leq h \frac{\exp \left((L+4 \epsilon \tilde{L}) T^{2}\right)-1}{(L+4 \epsilon \tilde{L})} M_{1} \leq h \frac{\exp (1 / 4)-1}{(L+4 \epsilon \tilde{L})} M_{1} \tag{A.106}
\end{align*}
$$

where we applied $(L+4 \epsilon \tilde{L}) T^{2} \geq 1 / 4$ in the last step.
Hence, there exists a constant $C_{2}$ depending on $L, \tilde{L}, \epsilon$ and $T$ such that for all $k \in \mathbb{N}$ with $k h \leq T$ and for any initial value $x \in \mathbb{R}^{d n}$,

$$
\mathbb{E}\left[\sum_{i}\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right|\right] \leq h \cdot C_{2}\left(d^{1 / 2} n+\sum_{i}\left|x^{i}\right|\right)
$$

and so (A.30) holds. Note that the term $d^{1 / 2} n$ comes from $\mathbb{E}\left[\sum\left|\xi^{i}\right|\right]$ since $\xi^{i} \sim \mathcal{N}\left(0, I_{d}\right)$.
If we assume additionally Assumption A. 5 and Assumption A.6, then we can instead of (A.102) bound using (A.51) and the trapezoidal rule,

$$
\begin{align*}
& \left|\int_{k h}^{(k+1) h} \sum_{i}\left(-\nabla_{i} U\left(x_{u}\right)+\frac{1}{2} \nabla_{i} U\left(\tilde{\mathbf{x}}_{k}\right)+\frac{1}{2} \nabla_{i} U\left(\tilde{\mathbf{x}}_{k+1}\right)\right) \mathrm{d} u\right| \\
& \quad \leq\left|\int_{k h}^{(k+1) h} \sum_{i}\left(-\nabla_{i} U\left(x_{u}\right)+\frac{1}{2} \nabla_{i} U\left(\mathbf{x}_{k}\right)+\frac{1}{2} \nabla_{i} U\left(\mathbf{x}_{k+1}\right)\right) \mathrm{d} u\right| \\
& \quad+\frac{h}{2} \sum_{i}(L+4 \epsilon \tilde{L})\left(\left|\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right|+\left|\mathbf{x}_{k+1}-\tilde{\mathbf{x}}_{k+1}\right|\right) \\
& \quad \leq \frac{h}{2} \sum_{i}(L+4 \epsilon \tilde{L})\left(\left|\mathbf{x}_{k}^{i}-\tilde{\mathbf{x}}_{k}^{i}\right|+\left|\mathbf{x}_{k+1}^{i}-\tilde{\mathbf{x}}_{k+1}^{i}\right|\right)+\frac{h^{3}}{12} \sum_{i} \sup _{u \in[k h,(k+1) h]}\left|\frac{\mathrm{d}^{2}}{\mathrm{~d} u^{2}} \nabla_{i} U\left(x_{u}\right)\right| . \tag{A.107}
\end{align*}
$$

The last term is bounded using (A.5), (A.51), Assumption A. 5 and Assumption A. 6 by

$$
\sum_{i} \sup _{u \in[k h,(k+1) h]}\left|\frac{\mathrm{d}^{2}}{\mathrm{~d} u^{2}} \nabla_{i} U\left(x_{u}\right)\right| \leq \sum_{i}\left(L_{H}+8 \epsilon \tilde{L}_{H}\right) \max _{s \leq T}\left|v_{s}^{i}\right|^{2}+\sum_{i}(L+4 \epsilon \tilde{L})^{2} \max _{s \leq T}\left|x_{s}^{i}\right|
$$

Since we can bound $\sum_{i} \max _{s \leq T}\left|v_{s}^{i}\right|^{2}$ and $\sum_{i} \max _{s \leq T}\left|x_{s}^{i}\right|$ by Lemma A. 15 and Young's product inequality in terms of $\sum_{i}\left|\xi^{i}\right|, \sum_{i}\left|\xi^{i}\right|^{2}, \sum_{i}\left|x^{i}\right|$ and $\sum_{i}\left|x^{i}\right|^{2}$, we can bound the last term in (A.107) after taking expectation over $\xi \sim \mathcal{N}\left(0, I_{d n}\right)$ by a constant $h^{3} M_{2}$ where $M_{2}$ is a constant depending on $L, \tilde{L}, L_{H}, \tilde{L}_{H}, \epsilon, d, n, \sum_{i}\left|x^{i}\right|$ and $\sum_{i}\left|x^{i}\right|^{2}$. More precisely, the dependence of $M_{2}$ is linear in $n d, \sum_{i}\left|x^{i}\right|$ and $\sum_{i}\left|x^{i}\right|^{2}$. Replacing $h^{2} M_{1}$ in (A.103) by $h^{3} M_{2}$ leads to the fact that $a_{k}$ in (A.106) is bounded from above by $a_{k+1} \leq h^{2}(\exp (1 /(4 k))-1) /(L+4 \epsilon \tilde{L})\left(M_{2}+M_{1} /(2 T)\right)$. Hence, there exists a constant $\tilde{C}_{2}$ of order $\mathcal{O}\left(T^{-1}\right)$ depending on $L, \tilde{L}, \epsilon, L_{H}$ and $\tilde{L}_{H}$ such that for all $k \in \mathbb{N}$ with $k h \leq T$ and for any initial value $x \in \mathbb{R}^{d n}$ (A.31) holds, which concludes the proof.

Proof of Theorem A.10. Let $\nu$ be an arbitrary probability measure on $\mathbb{R}^{d n}$. Recall that by Corollary A.7, it holds $\mathcal{W}_{\ell^{1}}\left(\mu_{h} \pi_{h}{ }^{m}, \nu \pi_{h}{ }^{m}\right) \leq \exp ((5 / 4)(2+(\tilde{R} / T))) \exp (-c m) \mathcal{W}_{\ell^{1}}\left(\mu_{h}, \nu\right)$. By (A.20) and Corollary A.7,

$$
\begin{aligned}
\Delta(m) & :=\mathcal{W}_{\ell^{1}}\left(\mu, \nu \pi_{h}{ }^{m}\right) \leq \mathcal{W}_{\ell^{1}}\left(\mu, \mu_{h}\right)+\mathcal{W}_{\ell^{1}}\left(\mu_{h}, \nu \pi_{h}{ }^{m}\right) \leq \mathrm{I}+\Pi, \quad \text { where } \\
\mathrm{I} & =\exp \left(\frac{5}{4}\left(2+\frac{\tilde{R}}{T}\right)\right) \mathcal{W}_{\rho}\left(\mu, \mu_{h}\right) \\
\Pi & =\exp \left(\frac{5}{4}\left(2+\frac{\tilde{R}}{T}\right)-c m\right) \mathcal{W}_{\ell^{1}}\left(\mu_{h}, \nu\right)
\end{aligned}
$$

For $m$ chosen as in (A.32), $\Pi \leq \tilde{\epsilon} / 2$. To obtain $\mathrm{I} \leq \tilde{\epsilon} / 2$, we use the results of Corollary A.9. Then there exists $h_{2}$ such that for $h \leq \min \left(h_{1}, h_{2}\right)$, $\mathrm{I} \leq \tilde{\epsilon} / 2$ holds. In particular, we choose $h_{2}^{-1}=$ $2 C_{2}\left(d^{1 / 2} n+\int \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)\right) /(c \tilde{\epsilon})$. Hence, for fixed $L, \tilde{L}, \epsilon, K, R, T, h_{2}^{-1}$ is of order $\mathcal{O}\left(\tilde{\epsilon}^{-1}\left(d^{1 / 2} n+\right.\right.$ $\left.\int \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)\right)$ ). If additionally Assumption A. 5 and Assumption A. 6 are assumed, then for $h \leq \min \left(h_{1}, \tilde{h}_{2}\right)$ where $\tilde{h}_{2}^{-1}=\left(2 \tilde{C}_{2}\left(d n+\int \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)+\int \sum_{i}\left|x^{i}\right|^{2} \mu(\mathrm{~d} x)\right) /(c \tilde{\epsilon})\right)^{1 / 2}, \mathrm{I} \leq \tilde{\epsilon} / 2$ holds. Note that $\tilde{h}_{2}^{-1}$ is for fixed $L, \tilde{L}, L_{H}, \tilde{L}_{H}, \epsilon, K, R, T$ of order $\mathcal{O}\left(\tilde{\epsilon}^{-1 / 2}\left((n d)^{1 / 2}+\right.\right.$ $\left.\left.\left(\int \sum_{i}\left|x^{i}\right| \mu(\mathrm{d} x)\right)^{1 / 2}+\left(\int \sum_{i}\left|x^{i}\right|^{2} \mu(\mathrm{~d} x)\right)^{1 / 2}\right)\right)$.

Let us finally remark that $\sum\left|x^{i}\right| \mu(\mathrm{d} x)=\int\left|x^{1}\right| \mu(\mathrm{d} x)$ and $\int \sum_{i}\left|x^{i}\right|^{2} \mu(\mathrm{~d} x)$ are finite. This holds, since by Assumption A. 3 and Assumption A. $4 \exp (-U(x))$ can be bounded from above by a density function of a Gaussian product measure which has finite first and second moments.

## A.6.3 Proofs of results from Section A.3.3

Proof of Theorem A.13. The proof follows [84, Proof of Theorem 3.17]. It holds for $m, b \in \mathbb{N}$ by (A.34),

$$
\left.\mathbb{E}_{\nu}\left[A_{m, b}\right]\right]=\frac{1}{m} \sum_{k=b}^{b+m-1}\left(\nu \pi_{h}{ }^{k}\right)(g) .
$$

For all $g \in \mathcal{C}_{b}^{1}\left(\mathbb{R}^{n d}\right)$ with $\max _{l \in\{1, \ldots, n\}}\left\|\nabla_{l} g\right\| \leq \infty$,

$$
\begin{aligned}
|g(x)-g(y)| & =\sum_{i=1}^{n}\left|g\left(x^{1}, \ldots, x^{i}, y^{i+1}, \ldots, y^{n}\right)-g\left(x^{1}, \ldots, x^{i-1}, y^{i}, \ldots, y^{n}\right)\right| \\
& \leq \max _{l}\left\|\nabla_{l} g\right\| \sum_{i=1}^{n}\left|\left(x^{1}, \ldots, x^{i}, y^{i+1}, \ldots, y^{n}\right)-\left(x^{1}, \ldots, x^{i-1}, y^{i}, \ldots, y^{n}\right)\right| \\
& =\max _{l}\left\|\nabla_{l} g\right\| \sum_{i=1}^{n}\left|x^{i}-y^{i}\right| .
\end{aligned}
$$

Then for all $k \in \mathbb{N}$ and for all couplings $\omega \in \Gamma\left(\nu \pi_{h}^{k}, \mu\right)$,

$$
\left|\left(\nu \pi_{h}^{k}\right)(g)-\mu(g)\right| \leq \max _{l}\left\|\nabla_{l} g\right\| \int \sum_{i=1}^{n}\left|x^{i}-y^{i}\right| \omega(\mathrm{d} x \mathrm{~d} y) .
$$

Hence by the triangle inequality, by (A.28) and by (A.20),

$$
\begin{aligned}
\mid \mathbb{E}_{\nu}\left[A_{m, b} g\right] & -\mu(g) \mid \\
& \leq \frac{1}{m} \sum_{k=b}^{b+m-1}\left|\left(\nu \pi_{h}{ }^{k}\right)(g)-\mu(g)\right| \leq \frac{1}{m} \sum_{k=b}^{b+m-1} \max _{i}\left\|\nabla_{i} g\right\|_{\infty} \mathcal{W}_{\ell^{1}}\left(\nu \pi_{h}{ }^{k}, \mu\right) \\
& \leq \frac{1}{m} \sum_{k=b}^{b+m-1} \max _{i}\left\|\nabla_{i} g\right\|_{\infty} \mathcal{W}_{\ell^{1}}\left(\nu \pi_{h}{ }^{k}, \mu_{h}\right)+\max _{i}\left\|\nabla_{i} g\right\|_{\infty} \mathcal{W}_{\ell^{1}}\left(\mu_{h}, \mu\right) \\
& \leq \frac{1}{m} \sum_{k=b}^{b+m-1} \max _{i}\left\|\nabla_{i} g\right\|_{\infty} M e^{-c k} \mathcal{W}_{\ell^{1}}\left(\nu, \mu_{h}\right)+\max _{i}\left\|\nabla_{i} g\right\|_{\infty} \mathcal{W}_{\ell^{1}}\left(\mu_{h}, \mu\right) \\
& \leq \frac{1}{m} \max _{i}\left\|\nabla_{i} g\right\|_{\infty} M \frac{e^{-c b}}{1-e^{-c}} \mathcal{W}_{\ell^{1}}\left(\nu, \mu_{h}\right)+\max _{i}\left\|\nabla_{i} g\right\|_{\infty} \mathcal{W}_{\ell^{1}}\left(\mu_{h}, \mu\right)
\end{aligned}
$$

with $M=\exp \left(\frac{5}{4}\left(2+\frac{\tilde{R}}{T}\right)\right)$. Applying Corollary A. 9 yields the result.

## A. 7 Appendix: Perturbation of the product model

If the confinement potential is a quadratic potential, i.e., $V(\mathrm{x})=K / 2|\times|^{2}$ for all $\mathrm{x} \in \mathbb{R}^{d}$, the mean-field model can be treated as a perturbation of the product model. Given $x, y \in$ $\mathbb{R}^{d n}$ we consider the synchronous coupling of four transition kernels $\pi_{h}(x, \cdot), \pi_{h}(y, \cdot), \pi_{h}^{\text {prod }}(x, \cdot)$ and $\pi_{h}^{\text {prod }}(y, \cdot)$, where $\pi_{h}(x, \cdot)$ and $\pi_{h}(y, \cdot)$ denote the two transition kernels with a mean-field interaction, i.e., $\epsilon>0$, and $\pi_{h}^{\text {prod }}(x, \cdot)$ and $\pi_{h}^{\text {prod }}(y, \cdot)$ are transition kernels of the product model, i.e., $\epsilon=0$. Then the coupling HMC step is given by

$$
\begin{array}{ll}
\mathbf{X}(x, y)=q_{T}(x, \xi), & \mathbf{Y}(x, y)=q_{T}(y, \xi), \\
\mathbf{X}^{\text {prod }}(x, y)=\hat{q}_{T}(x, \xi), & \mathbf{Y}^{\text {prod }}(x, y)=\hat{q}_{T}(y, \xi),
\end{array}
$$

where $\xi \sim \mathcal{N}\left(0, I_{d n}\right)$ and $\hat{q}_{T}$ denotes the position component of the Hamiltonian dynamics given by (A.5) for the product model.

Theorem A.18. Suppose that $V(\mathrm{x})=(K / 2)|\mathrm{x}|^{2}$ for all $\mathrm{x} \in \mathbb{R}^{d}$ and Assumption A. 4 hold. Let $T \in(0, \infty), h_{1} \in[0, \infty)$ and $\epsilon \in(0, \infty)$ satisfy

$$
\begin{equation*}
(K+4 \epsilon)\left(T^{2}+T h_{1}\right) \leq 1 . \tag{A.108}
\end{equation*}
$$

Then for any $h \in\left[0, h_{1}\right]$ such that $h=0$ or $T / h \in \mathbb{N}$ and any $x, y \in \mathbb{R}^{d n}$,

$$
\sum_{i=1}^{n}\left|\mathbf{X}^{i}(x, y)-\mathbf{Y}^{i}(x, y)-\left(\mathbf{X}^{i, p r o d}(x, y)-\mathbf{Y}^{i, p r o d}(x, y)\right)\right| \leq 8 \epsilon \tilde{L}\left(T^{2}+T h\right) \sum_{i=1}^{n}\left|x^{i}-y^{i}\right| .
$$

Proof. Fix $x, y, v \in \mathbb{R}^{d}$. For $t \in[0, T]$, we write $x_{t}^{i}=q_{t}^{i}(x, v)$ and $y_{t}^{i}=q_{t}^{i}(y, v)$ for the $i$-th position component of the solution to (A.5) with initial values $(x, v)$ and ( $y, v$ ), respectively, and with potential $U(x)=\sum_{i=1}^{n}\left((K / 2)\left|x^{i}\right|+\epsilon n^{-1} \sum_{j=1, j \neq i}^{n} W\left(x^{i}-x^{j}\right)\right)$. Analogously, we write $\hat{x}_{t}^{i}=\hat{q}_{t}^{i}(x, v)$ and $\hat{y}_{t}^{i}=\hat{q}_{t}^{i}(y, v)$ for the $i$-th position component of the solution to (A.5) with initial values $(x, v)$ and $(y, v)$, respectively, and with potential $\hat{U}(x)=\sum_{i=1}^{n}(K / 2)\left|x^{i}\right|$. We set
$z_{t}^{i}=x_{t}^{i}-y_{t}^{i}$ and $\hat{z}_{t}^{i}=\hat{x}_{t}^{i}-\hat{y}_{t}^{i}$ for all $i=1, \ldots, n$ and $t \in[0, T]$. By (A.5) and Assumption A. 4 it holds for $t \in[0, T]$,

$$
\begin{align*}
& \max _{s \leq t} \sum_{i=1}^{n}\left|z_{s}^{i}-\hat{z}_{s}^{i}\right| \\
&=\max _{s \leq t} \sum_{i=1}^{n} \left\lvert\, \int_{0}^{s} \int_{0}^{r}\left(-\frac{1}{2}\left(\nabla_{i} U\left(x_{\lfloor u\rfloor}^{i}\right)-\nabla_{i} U\left(y_{\lfloor u\rfloor}^{i}\right)+\nabla_{i} U\left(x_{\lceil u\rceil}^{i}\right)-\nabla_{i} U\left(y_{\lceil u\rceil}^{i}\right)\right)\right.\right. \\
&\left.+\frac{1}{2}\left(\nabla_{i} \hat{U}\left(\hat{x}_{\lfloor u\rfloor}^{i}\right)-\nabla_{i} \hat{U}\left(\hat{y}_{\lfloor u\rfloor}^{i}\right)+\nabla_{i} \hat{U}\left(\hat{x}_{\lceil u\rceil}^{i}\right)-\nabla_{i} \hat{U}\left(\hat{y}_{\lceil u\rceil}^{i}\right)\right)\right) \mathrm{d} u \mathrm{~d} r \\
& \left.-\frac{h}{2} \int_{0}^{s}\left(\nabla_{i} U\left(x_{\lfloor u\rfloor}^{i}\right)-\nabla_{i} U\left(y_{\lfloor u\rfloor}^{i}\right)-\left(\nabla_{i} \hat{U}\left(\hat{x}_{\lfloor u\rfloor}^{i}\right)-\nabla_{i} \hat{U}\left(\hat{y}_{\lfloor u\rfloor}^{i}\right)\right)\right) \mathrm{d} u \right\rvert\, \\
& \leq \frac{K}{2}\left(t^{2}+t h\right) \max _{s \leq t} \sum_{i=1}^{n}\left|z_{s}^{i}-\hat{z}_{s}^{i}\right|+2 \epsilon \tilde{L}\left(t^{2}+t h\right) \max _{s \leq t} \sum_{i=1}^{n}\left|z_{s}^{i}\right| \tag{A.109}
\end{align*}
$$

By (A.108) and (A.45),

$$
\max _{s \leq t} \sum_{i=1}^{n}\left|z_{s}^{i}-\hat{z}_{s}^{i}\right| \leq 4 \epsilon \tilde{L}\left(t^{2}+t h\right) \max _{s \leq t} \sum_{i=1}^{n}\left|z_{s}^{i}\right| \leq 8 \epsilon \tilde{L}\left(t^{2}+t h\right) \sum_{i=1}^{n}\left|x^{i}-y^{i}\right| .
$$

Thus, the result holds for $t=T$.
We note that the step (A.109) uses crucially that the third derivative of $V$ vanishes.
As some calculations simplify in the product case with quadratic confinement potential, (A.50) in Lemma A. 17 holds for all $i=1, \ldots, n$ provided $K\left(t^{2}+t h\right) \leq 1 / 4$ and $h \leq(4 / 165) t$ is satisfied. Hence by (A.85),

$$
\sum_{i=1}^{n}\left|\mathbf{X}^{i, p r o d}(x, y)-\mathbf{Y}^{i, p r o d}(x, y)\right| \leq\left(1-(1 / 8) K T^{2}\right) \sum_{i=1}^{n}\left|x^{i}-y^{i}\right|
$$

for $K\left(T^{2}+T h\right) \leq 1 / 4$ and $h \leq(4 / 165) T$. Combining the contraction result for the product model with the perturbation result yields the following consequence.

Corollary A.19. Suppose that $V(\mathrm{x})=(K / 2)|\mathrm{x}|^{2}$ for all $\mathrm{x} \in \mathbb{R}^{d}$ and Assumption A. 4 hold. Let $T \in(0, \infty), h_{1} \in(0, \infty)$ and $\epsilon \in(0, \infty)$ satisfy

$$
\begin{align*}
& K\left(T^{2}+T h_{1}\right) \leq 1 / 4, \quad h \leq(4 / 165) T, \quad \text { and } \\
& \epsilon \tilde{L} \leq K / 256 \tag{A.110}
\end{align*}
$$

Then, for any $h \in\left[0, h_{1}\right]$ such that $h=0$ or $T / h \in \mathbb{N}$ and for any $x, y \in \mathbb{R}^{\text {dn }}$

$$
\sum_{i=1}^{n}\left|\mathbf{X}^{i}(x, y)-\mathbf{Y}^{i}(x, y)\right| \leq\left(1-K T^{2} / 16\right) \sum_{i=1}^{n}\left|x^{i}-y^{i}\right|
$$

and for any two probability measures $\nu$ and $\eta$ on $\mathbb{R}^{d n}$ and any $m \in \mathbb{N}$,

$$
\mathcal{W}_{l^{1}}\left(\nu \pi_{h}^{m}, \eta \pi_{h}^{m}\right) \leq e^{-K T^{2} m / 16} \mathcal{W}_{l^{1}}(\nu, \eta) .
$$

Proof. The result is a direct consequence of the contraction result and Theorem A.18, i.e.,

$$
\begin{aligned}
\sum_{i=1}^{n}\left|\mathbf{X}^{i}(x, y)-\mathbf{Y}^{i}(x, y)\right| & \leq \sum_{i=1}^{n}\left|\mathbf{X}^{i, p r o d}(x, y)-\mathbf{Y}^{i, p r o d}(x, y)\right| \\
& +\sum_{i=1}^{n}\left|\mathbf{X}^{i}(x, y)-\mathbf{Y}^{i}(x, y)-\left(\mathbf{X}^{i, p r o d}(x, y)-\mathbf{Y}^{i, p r o d}(x, y)\right)\right| \\
& \leq\left(1-K T^{2} / 8\right) \sum_{i=1}^{n}\left|x^{i}-y^{i}\right|+\left(8 \epsilon \tilde{L}\left(T^{2}+T h\right) \sum_{i=1}^{n}\left|x^{i}-y^{i}\right|\right. \\
& \leq\left(1-K T^{2} / 16\right) \sum_{i=1}^{n}\left|x^{i}-y^{i}\right|,
\end{aligned}
$$

where the last step follows by (A.110). The second bound in Corollary A. 19 holds in the same line as the proof of Corollary A.7.
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#### Abstract

We develop a new approach to study the long time behaviour of solutions to nonlinear stochastic differential equations in the sense of McKean, as well as propagation of chaos for the corresponding mean-field particle system approximations. Our approach is based on a sticky coupling between two solutions to the equation. We show that the distance process between the two copies is dominated by a solution to a one-dimensional nonlinear stochastic differential equation with a sticky boundary at zero. This new class of equations is then analyzed carefully. In particular, we show that the dominating equation has a phase transition. In the regime where the Dirac measure at zero is the only invariant probability measure, we prove exponential convergence to equilibrium both for the one-dimensional equation, and for the original nonlinear SDE. Similarly, propagation of chaos is shown by a componentwise sticky coupling and comparison with a system of one dimensional nonlinear SDEs with sticky boundaries at zero. The approach applies to equations without confinement potential and to interaction terms that are not of gradient type.
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## B. 1 Introduction

The main objective of this paper is to study and quantify convergence to equilibrium for McKeanVlasov type nonlinear stochastic differential equations of the form

$$
\begin{equation*}
\mathrm{d} \bar{X}_{t}=\left[\int_{\mathbb{R}^{d}} b\left(\bar{X}_{t}-x\right) \mathrm{d} \bar{\mu}_{t}(x)\right] \mathrm{d} t+\mathrm{d} B_{t}, \quad \bar{\mu}_{t}=\operatorname{Law}\left(\bar{X}_{t}\right) \tag{B.1}
\end{equation*}
$$

where $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion and $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a Lipschitz continuous function. This nonlinear SDE is the probabilistic counterpart of the Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u_{t}=\nabla \cdot\left[(1 / 2) \nabla u_{t}-\left(b * u_{t}\right) u_{t}\right] \tag{B.2}
\end{equation*}
$$

which describes the time evolution of the density $u_{t}$ of $\bar{\mu}_{t}$ with respect to the Lebesgue measure on $\mathbb{R}^{d}$. Moreover, we also study uniform in time propagation of chaos for the approximating mean-field interacting particle systems

$$
\begin{equation*}
\mathrm{d} X_{t}^{i, N}=\frac{1}{N} \sum_{j=1}^{N} b\left(X_{t}^{i, N}-X_{t}^{j, N}\right) \mathrm{d} t+\mathrm{d} B_{t}^{i}, \quad i \in\{1, \ldots, N\}, \tag{B.3}
\end{equation*}
$$

with i.i.d. initial values $X_{0}^{1, N}, \ldots, X_{0}^{N, N}$, and driven by independent $d$-dimensional Brownian motions $\left\{\left(B_{t}^{i}\right)_{t \geq 0}\right\}_{i=1}^{N}$. Our results are based on a new probabilistic approach relying on sticky couplings and comparison with solutions to a class of nonlinear stochastic differential equations on the real interval $[0, \infty)$ with a sticky boundary at 0 . The study of this type of equations carried out below might also be of independent interest.

The equations (B.1) and (B.2) have been studied in many works. Often a slightly different setup is considered, where the interaction $b$ is assumed to be of gradient type, i.e., $b=-\nabla W$ for an interaction potential function $W: \mathbb{R}^{d} \rightarrow \mathbb{R}$, and an additional confinement potential function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ satisfying $\lim _{|x| \rightarrow \infty} V(x)=\infty$ is included in the equations. The corresponding Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u_{t}=\nabla \cdot\left[(1 / 2) \nabla u_{t}+\left(\nabla V+\nabla W * u_{t}\right) u_{t}\right], \tag{B.4}
\end{equation*}
$$

occurs for example in the modelling of granular media, see $[190,13]$ and the references therein. Existence and uniqueness of solutions to (B.1), (B.2) and (B.4) have been studied intensively. Introductions to this topic can be found for example in [95, 143, 146, 187], while recent results have been established in $[150,106]$. Under appropriate conditions, it can be shown that the solutions converge to a unique stationary distribution at some given rate, see e.g. [42, 43, 25, 86, $75,98]$. In the case without confinement considered here, convergence to equilibrium of $\left(\bar{\mu}_{t}\right)_{t \geq 0}$ defined by (B.1) can only be expected for centered solutions, or after recentering around the center of mass of $\bar{\mu}_{t}$. It has first been analyzed in $[42,43]$ by an analytic approach and under the assumption that $b=-\nabla W$ for a convex function $W$. In particular, exponential convergence to equilibrium has been established under the strong convexity assumption $\operatorname{Hess}(W) \geq \rho \mathrm{Id}$ for some $\rho>0$, and polynomial convergence in the case where $W$ is only degenerately strictly convex. Similar results and some extensions have been derived in [138, 44] using a probabilistic approach.

Our first contribution aims at complementing these results, and extending them to nonconvex interaction potentials and interaction functions that are not of gradient type. More precisely, suppose that

$$
\begin{equation*}
b(x)=-L x+\gamma(x), \quad x \in \mathbb{R}^{d}, \tag{B.5}
\end{equation*}
$$

where $L \in(0, \infty)$ is a positive real constant, and $\gamma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a bounded function. Then we give conditions on $\gamma$ ensuring exponential convergence of centered solutions to (B.1) to a unique stationary distribution in the standard $L^{1}$ Wasserstein metric. More generally, we show in Theorem B. 1 that under these conditions there exist constants $M, c \in(0, \infty)$ that depend only on $L$ and $\gamma$ such that if $\left(\bar{\mu}_{t}\right)_{t \geq 0}$ and $\left(\bar{\nu}_{t}\right)_{t \geq 0}$ are the marginal distributions of two solutions of (B.1), then for all $t \geq 0$,

$$
\mathcal{W}_{1}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq M \mathrm{e}^{-c t} \mathcal{W}_{1}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right)
$$

Using a coupling approach, related results have been derived in the previous works [86, 75] for the case where an additional confinement term is included in the equations. However, the arguments in these works rely on treating the equation with confinement and interaction term as a perturbation of the corresponding equation without interaction term, which has good ergodic properties. In the unconfined case this approach does not work, since the equation without interaction is transient and hence does not admit an invariant probability measure. Therefore, we have to develop a new approach for analyzing the equation without confinement.

Our approach is based on sticky couplings, an idea first developed in [87] to control the total variation distance between the marginal distributions of two non degenerate diffusion processes with identical noise but different drift coefficients. Since two solutions of (B.1) differ only in their drifts, we can indeed couple them using a sticky coupling in the sense of [87]. It can then be shown that the coupling distance process can be controlled by the solution $\left(r_{t}\right)_{t \geq 0}$ of a nonlinear SDE on $[0, \infty)$ with a sticky boundary at 0 of the form

$$
\begin{equation*}
\mathrm{d} r_{t}=\left[\tilde{b}\left(r_{t}\right)+a \mathbb{P}\left(r_{t}>0\right)\right] \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} W_{t} \tag{B.6}
\end{equation*}
$$

Here $\tilde{b}$ is a real-valued function on $[0, \infty)$ satisfying $\tilde{b}(0)=0, a$ is a positive constant, and $\left(W_{t}\right)_{t \geq 0}$ is a one-dimensional standard Brownian motion. Solutions to SDEs with diffusion coefficient $r \mapsto \mathbb{1}_{(0, \infty)}(r)$, as in (B.6), have a sticky boundary at 0 , i.e., if the drift at 0 is strictly positive, then the set of all time points $t \in[0, \infty)$ such that $r_{t}=0$ is a fractal set with strictly positive Lebesgue measure that does not contain any open interval. Sticky SDEs have attracted wide interest, starting from [92, 93] in the one-dimensional case. Multivariate extensions have been considered in $[115,196,197]$ building upon results obtained in $[142,183$, 184], while corresponding martingale problems have been investigated in [186]. Note that in general no strong solution for this class of SDEs exists as illustrated in [57]. We refer to [90, 12] and the references therein for recent contributions on this topic. Note, however, that in contrast to standard sticky SDEs, the equation (B.6) is nonlinear in the sense of McKean. We are not aware of previous studies of such nonlinear sticky equations, which seems to be a very interesting topic on its own.

Intuitively, one would expect that as time evolves, more mass gets stuck at 0 , i.e., $\mathbb{P}\left(r_{t}>0\right)$ decreases. As a consequence, the drift at 0 in Equation (B.6) decreases, which again forces even more mass to get stuck at 0 . Therefore, one could hope that $\mathbb{P}\left(r_{t}=0\right)$ converges to 1 as $t \rightarrow \infty$. On the other hand, if $a$ is too large then the drift at 0 might be too strong so that not all of the mass gets stuck at 0 eventually. This indicates that there might be a phase transition for the nonlinear sticky SDE depending on the size of the constant $a$ compared to $\tilde{b}$. In Section
B.3, we prove rigorously that this intuition is correct. Under appropriate conditions on $\tilde{b}$, we show at first that existence and uniqueness in law holds for solutions of (B.6). Then we prove that for $a$ sufficiently small, the Dirac measure at 0 is the unique invariant probability measure, and geometric ergodicity holds. As a consequence, under corresponding assumptions, the sticky coupling approach yields exponential convergence to equilibrium for the original nonlinear SDE (B.1). On the other hand, we prove the existence of multiple invariant probability measures for (B.6) if the smallness condition on $a$ is not satisfied. Our results for (B.1) can also be adapted to deal with nonlinear SDEs over the torus $\mathbb{T}=\mathbb{R} /(2 \pi \mathbb{Z})$, as considered in [64]. As an example, we discuss the application to the Kuramoto model for which a more explicit analysis is available [3, 14, 15, 41].

Finally, in addition to studying the long-time behaviour of the nonlinear SDE (B.1), we are also interested in establishing propagation of chaos for the mean-field particle system approximation (B.3). The propagation of chaos phenomenon first introduced by Kac [120] describes the convergence of the empirical measure of the mean-field particle system (B.3) to the solution (B.1). More precisely, in $[187,146]$ it has been shown under weak assumptions on $W$ that for i.i.d. initial laws, the random variables $X_{t}^{i, N}, i \in\{1, \ldots, N\}$, become asymptotically independent as $N \rightarrow \infty$, and the common law $\mu_{t}^{N}$ of each of these random variables converges to $\bar{\mu}_{t}$. However, the original results are only valid uniformly over a finite time horizon. Quantifying the convergence uniformly for all times $t \in \mathbb{R}_{+}$is an important issue. The case with a confinement potential has been studied for example in [75], see also the references therein. Again, the case when there is only interaction is more difficult. Malrieu [138] seems the first to consider the case without confinement. By applying a synchronous coupling, he proved uniform in time propagation of chaos for strongly convex interaction potentials. Later on, assuming that the interaction potential is loosing strict convexity only in a finite number of points (e.g., $W(x)=|x|^{3}$ ), Cattiaux, Guillin and Malrieu [44] have shown uniform in time propagation of chaos with a rate getting worse with the degeneracy in convexity. In a very recent work, Delarue and Tse [63] prove uniform in time weak propagation of chaos (i.e., observable by observable) on the torus via Lions derivative methods. Remarkably, their results are not limited to the unique invariant measure case.

Our contribution is in the same vein using probabilistic tools in place of analytic ones. We endow the space $\mathbb{R}^{N d}$ consisting of $N$ particle configurations $x=\left(x^{i}\right)_{i=1}^{N}$ with the semi-metric $l^{1} \circ \pi$, where

$$
\begin{equation*}
l^{1}(x, y)=\frac{1}{N} \sum_{i=1}^{N}\left|x^{i}-y^{i}\right| \tag{B.7}
\end{equation*}
$$

is a normalized $l^{1}$-distance between configurations $x, y \in \mathbb{R}^{N d}$, and

$$
\begin{equation*}
\pi(x, y)=\left(\left(x^{i}-\frac{1}{N} \sum_{j=1}^{N} x^{j}\right)_{i=1}^{N},\left(y^{i}-\frac{1}{N} \sum_{j=1}^{N} y^{j}\right)_{i=1}^{N}\right), \tag{B.8}
\end{equation*}
$$

is a projection from $\mathbb{R}^{N d} \times \mathbb{R}^{N d}$ to the subspace $\mathrm{H}_{N} \times \mathrm{H}_{N}$, where

$$
\begin{equation*}
\mathbf{H}_{N}=\left\{x \in \mathbb{R}^{N d}: \sum_{i=1}^{N} x^{i}=0\right\} . \tag{B.9}
\end{equation*}
$$

Let $\mathcal{W}_{l^{1} \circ \pi}$ denote the $L^{1}$ Wasserstein semimetric on probability measures on $\mathbb{R}^{N d}$ corresponding to the cost function $l^{1} \circ \pi$. Then under assumptions stated below, we prove uniform in time propagation of chaos for the mean-field particle system in the following sense: Suppose that $\left(X_{t}^{1, N}, \ldots, X_{t}^{N, N}\right)_{t \geq 0}$ is a solution of (B.3) such that $X_{0}^{1, N}, \ldots, X_{0}^{N, N}$ are i.i.d. with distribution
$\bar{\mu}_{0}$ having finite second moment. Let $\nu_{t}^{N}$ denote the joint law of the random variables $X_{t}^{i, N}$, $i \in\{1, \ldots N\}$, and let $\bar{\mu}_{t}$ denote the law of the solution of (B.1) with initial law $\bar{\mu}_{0}$. Then there exists a constant $C \in[0, \infty)$ such that for any $N \in \mathbb{N}$,

$$
\begin{equation*}
\sup _{t \geq 0} \mathcal{W}_{l^{1} \circ \pi}\left(\bar{\mu}_{t}^{\otimes N}, \nu_{t}^{N}\right) \leq C N^{-1 / 2} . \tag{B.10}
\end{equation*}
$$

The proof is based on a componentwise sticky coupling, and a comparison of the coupling difference process with a system of one-dimensional sticky nonlinear SDEs.

The paper is organised as follows. In Appendix B.2, we state our main results regarding the long-time behaviour of (B.1). The main results on one-dimensional nonlinear SDEs with a sticky boundary at zero are stated in Section B.3. Sections B. 4 and B. 5 contain the corresponding results on uniform (in time) propagation of chaos and mean-field systems of sticky SDEs. All the proofs are given in Appendix B.6. In Appendix B.7, we carry the results over to nonlinear sticky SDEs over $\mathbb{T}$ and consider the application to the Kuramoto model.

Notation The Euclidean norm on $\mathbb{R}^{d}$ is denoted by $|\cdot|$. For $x \in \mathbb{R}$, we write $x_{+}=\max (0, x)$. For some space $\mathbb{X}$, which here is either $\mathbb{R}^{d}, \mathbb{R}^{N d}$ or $\mathbb{R}_{+}$, we denote its Borel $\sigma$-algebra by $\mathcal{B}(\mathbb{X})$. The space of all probability measures on $(\mathbb{X}, \mathcal{B}(\mathbb{X})$ ) is denoted by $\mathcal{P}(\mathbb{X})$. Let $\mu, \nu \in \mathcal{P}(\mathbb{X})$. A coupling $\xi$ of $\mu$ and $\nu$ is a probability measure on $(\mathbb{X} \times \mathbb{X}, \mathcal{B}(\mathbb{X}) \otimes \mathcal{B}(\mathbb{X}))$ with marginals $\mu$ and $\nu . \Gamma(\mu, \nu)$ denotes the set of all couplings of $\mu$ and $\nu$. The $\mathrm{L}^{1}$ Wasserstein distance with respect to a distance function $d: \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}_{+}$is defined by

$$
\mathcal{W}_{d}(\mu, \nu)=\inf _{\xi \in \Gamma(\mu, \nu)} \int_{\mathbb{X} \times \mathbb{X}} d(x, y) \xi(\mathrm{d} x \mathrm{~d} y) .
$$

We write $\mathcal{W}_{1}$ if the underlying distance function is the Euclidean distance.
We denote by $\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{X}\right)$ the set of continuous functions from $\mathbb{R}_{+}$to $\mathbb{X}$, and by $\mathcal{C}^{2}\left(\mathbb{R}_{+}, \mathbb{X}\right)$ the set of twice continuously differentiable functions.

Consider a probability space $(\Omega, \mathcal{A}, P)$ and a measurable function $r: \Omega \rightarrow \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{X}\right)$. Then $\mathbb{P}=P \circ r^{-1}$ denotes the law on $\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{X}\right)$, and $P_{t}=P \circ r_{t}^{-1}$ the marginal law on $\mathbb{X}$ at time $t$.

## B. 2 Long-time behaviour of McKean-Vlasov diffusions

We establish our results regarding (B.1) and (B.3) under the following assumption on $b$.
Assumption B.1. The function $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is Lipschitz continuous and anti-symmetric, i.e., $b(z)=-b(-z)$, and there exist $L \in(0, \infty)$, a function $\gamma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and a Lipschitz continuous function $\kappa:[0, \infty) \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
b(z)=-L z+\gamma(z) \quad \text { for all } z \in \mathbb{R}^{d} \tag{B.11}
\end{equation*}
$$

and the following conditions are satisfied for all $x, \tilde{x}, y \in \mathbb{R}^{d}$ :

$$
\begin{equation*}
\langle x-y, \gamma(x-\tilde{x})-\gamma(y-\tilde{x})\rangle \leq \kappa(|x-y|)|x-y|^{2} \tag{B.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{r \rightarrow \infty}(\kappa(r)-L)<0 \tag{B.13}
\end{equation*}
$$

Let $\bar{b}(r)=(\kappa(r)-L) r$. If (B.13) holds, then there exist $R_{0}, R_{1} \geq 0$ such that for

$$
\begin{array}{cr}
\bar{b}(r)<0, & \text { for any } r \geq R_{0}, \\
\bar{b}(r) / r \leq-4 /\left[R_{1}\left(R_{1}-R_{0}\right)\right], & \text { for any } r \geq R_{1} . \tag{B.15}
\end{array}
$$

In addition, we assume

## Assumption B.2.

$$
\|\gamma\|_{\infty} \leq\left(4 \int_{0}^{R_{1}} \exp \left(\frac{1}{2} \int_{0}^{s} \bar{b}(r)_{+} \mathrm{d} r\right) \mathrm{d} s\right)^{-1}
$$

We consider the following condition on the initial distribution.
Assumption B.3. The initial distribution $\mu_{0}$ satisfies $\int_{\mathbb{R}^{d}}\|x\|^{4} \mu_{0}(\mathrm{~d} x)<+\infty$ and $\int_{\mathbb{R}^{d}} x \mu_{0}(\mathrm{~d} x)=0$.

Note that under conditions Assumption B. 1 and Assumption B.3, unique strong solutions $\left(\bar{X}_{t}\right)_{t \geq 0}$ and $\left(\left\{X_{t}^{i, N}\right\}_{i=1}^{N}\right)_{t \geq 0}$ exist for (B.1) and (B.3), see e.g. [44, Theorem 2.6]. In addition, note that since $b$ is assumed to be anti-symmetric, by an easy localisation argument, we get that $\mathrm{d} \mathbb{E}\left[\bar{X}_{t}\right] / \mathrm{d} t=\mathbb{E}\left[b * \mu_{t}\left(\bar{X}_{t}\right)\right]=0$ and $d \mathbb{E}\left[N^{-1} \sum_{i=1}^{N} X_{t}^{i, N}\right] / \mathrm{d} t=0$. Thus, if $\bar{X}_{0}$ and $\left\{X_{0}^{i, N}\right\}_{i=1}^{N}$ have distribution $\mu_{0}$ and $\mu_{0}^{\otimes N}$, respectively, with $\mu_{0}$ satisfying Assumption B.3, then it holds $\mathbb{E}\left[\bar{X}_{t}\right]=0$ and $\mathbb{E}\left[N^{-1} \sum_{i=1}^{N} X_{t}^{i, N}\right]=0$ for all $t \geq 0$.

Suppose $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is an increasing, concave function vanishing at zero. Then $d(x, y)=$ $f(|x-y|)$ defines a distance. The corresponding $L^{1}$ Wasserstein distance is denoted by $\mathcal{W}_{f}$. Note that in the case $f(t)=t$ for any $t \geq 0, \mathcal{W}_{f}$ is simply $\mathcal{W}_{1}$.

Theorem B. 1 (Contraction for nonlinear SDE). Assume Assumption B.1. Let $\bar{\mu}_{0}, \bar{\nu}_{0}$ be probability measures on $\left(\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right.$ ) satisfying Assumption B.3. For any $t \geq 0$, let $\bar{\mu}_{t}$ and $\bar{\nu}_{t}$ denote the laws of $\bar{X}_{t}$ and $\bar{Y}_{t}$ where $\left(\bar{X}_{s}\right)_{s \geq 0}$ and $\left(\bar{Y}_{s}\right)_{s \geq 0}$ are solutions of (B.1) with initial distribution $\bar{\mu}_{0}$ and $\bar{\nu}_{0}$, respectively. Then, for all $t \geq 0$,

$$
\begin{equation*}
\mathcal{W}_{f}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq \mathrm{e}^{-\tilde{c} t} \mathcal{W}_{f}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right) \quad \text { and } \quad \mathcal{W}_{1}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq M_{1} \mathrm{e}^{-\tilde{c} t} \mathcal{W}_{1}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right) \tag{B.16}
\end{equation*}
$$

where the function $f$ is defined by (B.37) and the constants $\tilde{c}$ and $M_{1}$ are given by

$$
\begin{align*}
& \tilde{c}^{-1}=2 \int_{0}^{R_{1}} \int_{0}^{s} \exp \left(\frac{1}{2} \int_{r}^{s} \bar{b}(u)_{+} \mathrm{d} u\right) \mathrm{d} r \mathrm{~d} s  \tag{B.17}\\
& M_{1}=2 \exp \left(\frac{1}{2} \int_{0}^{R_{0}} \bar{b}(s)_{+} \mathrm{d} s\right) . \tag{B.18}
\end{align*}
$$

Proof. The proof is postponed to Appendix B.6.2.
The construction and definition of the underlying distance function $f(|x-y|)$ mentioned in Theorem B. 1 is based on the one introduced by [83].

To prove Theorem B. 1 we use a coupling $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ of two copies of solutions to the nonlinear stochastic differential equation (B.1) with different initial conditions. The coupling $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ will be defined as the weak limit of a family of couplings $\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}\right)_{t \geq 0}$, parametrized by $\delta>0$. Roughly, this family is mixture of synchronous and reflection couplings and can be described as follows. For $\delta>0,\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}\right)_{t \geq 0}$ behaves like a reflection coupling if $\left|\bar{X}_{t}^{\delta}-\bar{Y}_{t}^{\delta}\right| \geq \delta$, and like a synchronous coupling if $\left|\bar{X}_{t}^{\delta}-\bar{Y}_{t}^{\delta}\right|=0$. For $\left|\bar{X}_{t}^{\delta}-\bar{Y}_{t}^{\delta}\right| \in(0, \delta)$ we take an interpolation of
synchronous and reflection coupling. We argue that the family of couplings $\left\{\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}\right)_{t \geq 0}: \delta>0\right\}$ is tight and that a subsequence $\left\{\left(\bar{X}_{t}^{\delta_{n}}, \bar{Y}_{t}^{\delta_{n}}\right)_{t \geq 0}: n \in \mathbb{N}\right\}$ converges to a limit $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$. This limit is a coupling which we call the sticky coupling associated to (B.1).

To carry out the construction rigorously, we take two Lipschitz continuous functions $\mathrm{rc}^{\delta}, \mathrm{sc}^{\delta}$ : $\mathbb{R}_{+} \rightarrow[0,1]$ for $\delta>0$ such that

$$
\begin{equation*}
\mathrm{rc}^{\delta}(0)=0, \mathrm{rc}^{\delta}(r)=1 \text { for } r \geq \delta, \mathrm{rc}^{\delta}(r)>0 \text { for } r>0 \text { and } \mathrm{rc}^{\delta}(r)^{2}+\mathrm{sc}^{\delta}(r)^{2}=1 \text { for } r \geq 0 . \tag{B.19}
\end{equation*}
$$

Further, we assume that there exists $\epsilon_{0}>0$ such that for any $\delta \leq \epsilon_{0}, \mathrm{rc}^{\delta}$ satisfies

$$
\begin{equation*}
\operatorname{rc}^{\delta}(r) \geq \frac{\|\gamma\|_{\text {Lip }}}{2\|\gamma\|_{\infty}} r \quad \text { for any } r \in(0, \delta) \tag{B.20}
\end{equation*}
$$

where $\|\gamma\|_{\text {Lip }}<\infty$ denotes the Lipschitz norm of $\gamma$. This assumption is satisfied for example if $\operatorname{rc}^{\delta}(r)=\sin ((\pi / 2 \delta) r) \mathbb{1}_{r<\delta}+\mathbb{1}_{r \geq \delta}$ and $\operatorname{sc}^{\delta}(r)=\cos ((\pi / 2 \delta) r) \mathbb{1}_{r<\delta}$ with $\delta \leq \epsilon_{0}=2\|\gamma\|_{\infty} /\|\gamma\|_{\text {Lip }}$.

Let $\left(B_{t}^{1}\right)_{t \geq 0}$ and $\left(B_{t}^{2}\right)_{t \geq 0}$ be two $d$-dimensional Brownian motions. We define the coupling $\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}\right)_{t \geq 0}$ as a process in $\mathbb{R}^{2 d}$ satisfying the following nonlinear stochastic differential equation

$$
\begin{array}{ll}
\mathrm{d} \bar{X}_{t}^{\delta}=b * \bar{\mu}_{t}^{\delta}\left(\bar{X}_{t}^{\delta}\right) \mathrm{d} t+\mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} B_{t}^{1}+\mathrm{sc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} B_{t}^{2}, & \bar{\mu}_{t}^{\delta}=\operatorname{Law}\left(\bar{X}_{t}^{\delta}\right),  \tag{B.21}\\
\mathrm{d} \bar{Y}_{t}^{\delta}=b * \bar{\nu}_{t}^{\delta}\left(\bar{Y}_{t}^{\delta}\right) \mathrm{d} t+\mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right)\left(\operatorname{Id}-2 \bar{e}_{t}^{\delta}\left(\bar{e}_{t}^{\delta}\right)^{T}\right) \mathrm{d} B_{t}^{1}+\mathrm{sc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} B_{t}^{2}, & \bar{\nu}_{t}^{\delta}=\operatorname{Law}\left(\bar{Y}_{t}^{\delta}\right)
\end{array}
$$

with initial condition $\left(\bar{X}_{0}^{\delta}, \bar{Y}_{0}^{\delta}\right)=\left(x_{0}, y_{0}\right)$. Here we set $\bar{Z}_{t}^{\delta}=\bar{X}_{t}^{\delta}-\bar{Y}_{t}^{\delta}, \bar{r}_{t}^{\delta}=\left|\bar{Z}_{t}^{\delta}\right|$ and $\bar{e}_{t}^{\delta}=\bar{Z}_{t}^{\delta} / \bar{r}_{t}^{\delta}$ if $\bar{r}_{t}^{\delta} \neq 0$. For $\bar{r}_{t}^{\delta}=0, \bar{e}_{t}^{\delta}$ is some arbitrary unit vector, whose exact choice is irrelevant since $\mathrm{rc}^{\delta}(0)=0$.
Theorem B.2. Assume Assumption B.1. Let $\bar{\mu}_{0}$ and $\bar{\nu}_{0}$ be probability measures on $\left(\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right)$ satisfying Assumption B.3. Then, $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ is a subsequential limit in distribution as $\delta \rightarrow 0$ of $\left\{\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}\right)_{t \geq 0}: \delta>0\right\}$ where $\left(\bar{X}_{t}\right)_{t \geq 0}$ and $\left(\bar{Y}_{t}\right)_{t \geq 0}$ are solutions of (B.1) with initial distribution $\bar{\mu}_{0}$ and $\bar{\nu}_{0}$. Further, there exists a process $\left(r_{t}\right)_{t \geq 0}$ defined on the same probability space as $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ satisfying for any $t \geq 0,\left|\bar{X}_{t}-\bar{Y}_{t}\right| \leq r_{t}$ almost surely and which is a weak solution of

$$
\begin{equation*}
\mathrm{d} r_{t}=\left(\bar{b}\left(r_{t}\right)+2\|\gamma\|_{\infty} \mathbb{P}\left(r_{t}>0\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} \tilde{W}_{t} \tag{B.22}
\end{equation*}
$$

where $\left(\tilde{W}_{t}\right)_{t \geq 0}$ is a one-dimensional Brownian motion.
Proof. The proof is postponed to Appendix B.6.2.
Therefore, next we study sticky nonlinear SDEs given by (B.6).

## B. 3 Nonlinear SDEs with sticky boundaries

Consider nonlinear SDEs with a sticky boundary at 0 of the form

$$
\begin{equation*}
\mathrm{d} r_{t}=\left(\tilde{b}\left(r_{t}\right)+P_{t}(g)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} W_{t}, \quad P_{t}=\operatorname{Law}\left(r_{t}\right) \tag{B.23}
\end{equation*}
$$

where $\tilde{b}:[0, \infty) \rightarrow \mathbb{R}$ is some continuous function and $P_{t}(g)=\int_{\mathbb{R}_{+}} g(r) P_{t}(\mathrm{~d} r)$ for some measurable function $g:[0, \infty) \rightarrow \mathbb{R}$.

In this section we establish existence, uniqueness in law and comparison results for solutions of (B.6). Consider a filtered probability space $\left(\Omega, \mathcal{A},\left(\mathcal{F}_{t}\right)_{t \geq 0}, P\right)$ and a probability measure $\mu$ on $\mathbb{R}_{+}$. We call an $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ adapted process $\left(r_{t}, W_{t}\right)_{t \geq 0}$ a weak solution of (B.23) with initial
distribution $\mu$ if the following holds: $\mu=P \circ r_{0}^{-1}$, the process $\left(W_{t}\right)_{t \geq 0}$ is a one-dimensional $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ Brownian motion w.r.t. $P$, the process $\left(r_{t}\right)_{t \geq 0}$ is non-negative and continuous, and satisfies almost-surely

$$
r_{t}-r_{0}=\int_{0}^{t}\left(\tilde{b}\left(r_{s}\right)+P_{s}(g)\right) \mathrm{d} s+\int_{0}^{t} 2 \cdot \mathbb{1}_{(0, \infty)}\left(r_{s}\right) \mathrm{d} W_{s}, \quad \text { for } t \in \mathbb{R}_{+}
$$

Note that the sticky nonlinear SDE given in (B.6) is a special case of (B.23) with $g(r)=$ $a \mathbb{1}_{(0, \infty)}(r)$ since $\mathbb{P}\left(r_{t}>0\right)=\int_{\mathbb{R}_{+}} \mathbb{1}_{(0, \infty)}(y) P_{t}(\mathrm{~d} y)$ with $P_{t}=P \circ r_{t}^{-1}$.

## B.3.1 Existence, uniqueness in law, and a comparison result

Let $\mathbb{W}=\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ be the space of continuous functions endowed with the topology of uniform convergence on compact sets, and let $\mathcal{B}(\mathbb{W})$ be the corresponding Borel $\sigma$-algebra. Suppose $\left(r_{t}, W_{t}\right)_{t \geq 0}$ is a solution of (B.23) on $(\Omega, \mathcal{A}, P)$, then we denote by $\mathbb{P}=P \circ r^{-1}$ its law on $\left(\mathbb{W}, \mathcal{B}(\mathbb{W})\right.$ ). We say that uniqueness in law holds for (B.23) if for any two solutions $\left(r_{t}^{1}\right)_{t \geq 0}$ and $\left(r_{t}^{2}\right)_{t \geq 0}$ of (B.23) with the same initial law, the distributions of $\left(r_{t}^{1}\right)_{t \geq 0}$ and $\left(r_{t}^{2}\right)_{t \geq 0}$ on $(\mathbb{W}, \mathcal{B}(\mathbb{W}))$ are equal.

We impose the following assumptions on $\tilde{b}, g$ and the initial condition $\mu$ :
Assumption B.4. $\tilde{b}$ is a Lipschitz continuous function with Lipschitz constant $\tilde{L}$ and $\tilde{b}(0)=0$.
Assumption B.5. $g$ is a left-continuous, non-negative, non-decreasing and bounded function.
Assumption B.6. There exists $p>2$ such that the $p$-th order moment of the law $\mu$ is finite.
Note that for (B.6), the condition Assumption B. 5 is satisfied if $a$ is a positive constant. It follows from Assumption B. 4 and Assumption B. 5 that there is a constant $C<\infty$ such that for all $r \in \mathbb{R}_{+}$, the following linear growth condition holds,

$$
\begin{equation*}
\tilde{b}(r)+\sup _{p \in \mathcal{P}\left(\mathbb{R}_{+}\right)} p(g) \leq C(1+|r|) \tag{B.24}
\end{equation*}
$$

In order to get a solution to (B.23) on $\mathbb{R}_{+}$we extend the function $\tilde{b}$ to $\mathbb{R}$ by setting $\tilde{b}(r)=0$ for $r<0$. Note that any solution $\left(r_{t}\right)_{t \geq 0}$ with initial distribution supported on $\mathbb{R}_{+}$satisfies almost surely $r_{t} \geq 0$ for all $t \geq 0$. This follows from Ito-Tanaka formula applied to $F(r)=\mathbb{1}_{(-\infty, 0)}(r) r$, cf. [172, Chapter 6, Theorem 1.1]. Indeed

$$
\begin{aligned}
\mathbb{1}_{(-\infty, 0)}\left(r_{t}\right) r_{t} & =\int_{0}^{t} \mathbb{1}_{(-\infty, 0)}\left(r_{s}\right) \mathrm{d} r_{s}-\frac{1}{2} \ell_{t}^{0}(r) \\
& =\int_{0}^{t} \mathbb{1}_{(-\infty, 0)}\left(r_{s}\right)\left(\tilde{b}\left(r_{s}\right)+P_{s}(g)\right) \mathrm{d} s+\int_{0}^{t} \mathbb{1}_{(-\infty, 0)} 2 \mathbb{1}_{(0, \infty)}\left(r_{s}\right) \mathrm{d} W_{s}-\frac{1}{2} \ell_{t}^{0}(r) \\
& =\int_{0}^{t} \mathbb{1}_{(-\infty, 0)} P_{s}(g) \mathrm{d} s>0
\end{aligned}
$$

where $\ell_{t}^{0}(r)$ is the local time at 0 , which vanishes, since $\mathrm{d}[r]_{s}=\mathbb{1}_{(0, \infty)}\left(r_{s}\right) \mathrm{d} s$.
Existence and uniqueness in law of (B.23) is a direct consequence of a stronger result that we now introduce. To study existence and uniqueness and to compare two solutions of (B.23) with different drifts, we establish existence of a synchronous coupling of two copies of (B.23),

$$
\begin{align*}
\mathrm{d} r_{t} & =\left(\tilde{b}\left(r_{t}\right)+P_{t}(g)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} W_{t} \\
\mathrm{~d} s_{t} & =\left(\hat{b}\left(s_{t}\right)+\hat{P}_{t}(h)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(s_{t}\right) \mathrm{d} W_{t}, \quad \operatorname{Law}\left(r_{0}, s_{0}\right)=\eta \tag{B.25}
\end{align*}
$$

where $P_{t}=P \circ r_{t}^{-1}, \hat{P}_{t}=P \circ s_{t}^{-1},\left(W_{t}\right)_{t \geq 0}$ is a Brownian motion and where $\eta \in \Gamma(\mu, \nu)$ for $\mu, \nu \in \mathcal{P}\left(\mathbb{R}_{+}\right)$.

Theorem B.3. Suppose that $(\tilde{b}, g)$ and $(\hat{b}, h)$ satisfy Assumption 3.4 and Assumption B.5. Let $\eta \in \Gamma(\mu, \nu)$ where the probability measures $\mu$ and $\nu$ on $\mathbb{R}_{+}$satisfy Assumption B.6. Then there exists a weak solution $\left(r_{t}, s_{t}\right)_{t \geq 0}$ of the sticky stochastic differential equation (B.25) with initial distribution $\eta$ defined on a probability space $(\Omega, \mathcal{A}, P)$ with values in $(\mathbb{W} \times \mathbb{W}, \mathcal{B}(\mathbb{W}) \otimes \mathcal{B}(\mathbb{W}))$. If additionally,

$$
\begin{array}{ll}
\tilde{b}(r) \leq \hat{b}(r) \quad \text { and } \quad g(r) \leq h(r) & \text { for any } r \in \mathbb{R}_{+}, \text {and } \\
P\left[r_{0} \leq s_{0}\right]=1, &
\end{array}
$$

then $P\left[r_{t} \leq s_{t}\right.$ for all $\left.t \geq 0\right]=1$.
Proof. The proof is postponed to Appendix B.6.3.
Remark B.4. We note that by the comparison result we can deduce uniqueness in law for the solution of (B.23).

## B.3.2 Invariant measures and phase transition

Under the following conditions on the drift function $\tilde{b}$ we exhibit a phase transition phenomenon for the model (B.6).

Theorem B.5. Suppose Assumption B. 4 holds and $\lim \sup _{r \rightarrow \infty}\left(r^{-1} \tilde{b}(r)\right)<0$. Then, the Dirac measure at $0, \delta_{0}$, is an invariant probability measure for (B. 6 ). If there exists $p \in(0,1)$ solving

$$
\begin{equation*}
(2 / a)=(1-p) I(a, p) \tag{B.26}
\end{equation*}
$$

with

$$
\begin{equation*}
I(a, p)=\int_{0}^{\infty} \exp \left(\frac{1}{2} a p x+\frac{1}{2} \int_{0}^{x} \tilde{b}(r) \mathrm{d} r\right) \mathrm{d} x \tag{B.27}
\end{equation*}
$$

then the probability measure $\pi$ on $[0, \infty)$ given by

$$
\begin{equation*}
\pi(\mathrm{d} x) \propto \frac{1}{Z}\left(\frac{2}{a p} \delta_{0}(\mathrm{~d} x)+\exp \left(\frac{1}{2} a p x+\frac{1}{2} \int_{0}^{x} \tilde{b}(r) \mathrm{d} r\right) \lambda_{(0, \infty)}(\mathrm{d} x)\right) \tag{B.28}
\end{equation*}
$$

is another invariant probability measure for (B.6).
Proof. The proof is postponed to Appendix B.6.3.
In our next result we specify a necessary and sufficient condition for the existence of a solution of (B.26).

Proposition B.6. Suppose that $\tilde{b}(r)$ in (B.6) is of the form $\tilde{b}(r)=-\tilde{L} r$ with constant a $\tilde{L}>0$. If $a / \sqrt{\tilde{L}}>2 / \sqrt{\pi}$, then there exists a unique $\hat{p}$ solving (B.27). In particular, the Dirac measure $\delta_{0}$ and the measure $\pi$ given in (B.28) with $\hat{p}$ are invariant measures for (B.6). On the other hand, if $a / \sqrt{\tilde{L}} \leq 2 / \sqrt{\pi}$, then there exists no $\hat{p}$ solving (B.27).

Proof. The proof is postponed to Appendix B.6.3.

## B.3.3 Convergence for sticky nonlinear SDEs

Under Assumption B. 4 and the following additional assumption we establish geometric convergence in Wasserstein distance for the marginal law of the solution $r_{t}$ of (B.6) to the Dirac measure at 0 :
Assumption B.7. It holds $\lim \sup _{r \rightarrow \infty}\left(r^{-1} \tilde{b}(r)\right)<0$ and $a \leq\left(2 \int_{0}^{\tilde{R}_{1}} \exp \left(\frac{1}{2} \int_{0}^{s} \tilde{b}(u)_{+} \mathrm{d} u\right) d s\right)^{-1}$ with $\tilde{R}_{0}, \tilde{R}_{1}$ defined by

$$
\begin{align*}
& \tilde{R}_{0}=\inf \left\{s \in \mathbb{R}_{+}: \tilde{b}(r) \leq 0 \forall r \geq s\right\} \quad \text { and }  \tag{B.29}\\
& \tilde{R}_{1}=\inf \left\{s \geq \tilde{R}_{0}:-\frac{s}{r}\left(s-\tilde{R}_{0}\right) \tilde{b}(r) \geq 4 \forall r \geq s\right\} \tag{B.30}
\end{align*}
$$

Theorem B.7. Suppose Assumption B. 4 and Assumption B.7 holds. Then, the Dirac measure at $0, \delta_{0}$, is the unique invariant probability measure of (B.6). Moreover if $\left(r_{s}\right)_{s \geq 0}$ is a solution of (B.6) with $r_{0}$ distributed with respect to an arbitrary probability measure $\mu$ on $\left(\mathbb{R}_{+}, \mathcal{B}\left(\mathbb{R}_{+}\right)\right.$), it holds for all $t \geq 0$,

$$
\begin{equation*}
\mathbb{E}\left[f\left(r_{t}\right)\right] \leq \mathrm{e}^{-c t} \mathbb{E}\left[f\left(r_{0}\right)\right] \tag{B.31}
\end{equation*}
$$

where $f$ and c are given by (B.37) and (B.36) with a and $\tilde{b}$ given in (B.6) and $\tilde{R}_{0}$ and $\tilde{R}_{1}$ given in (B.29) and (B.30).
Proof. The proof is postponed to Appendix B.6.3.

## B. 4 Uniform in time propagation of chaos

To prove uniform in time propagation of chaos, we consider the $L^{1}$ Wasserstein distance with respect to the cost function $\bar{f}_{N} \circ \pi: \mathbb{R}^{N d} \times \mathbb{R}^{N d} \rightarrow \mathbb{R}_{+}$with $\pi$ given in (B.8), and $\bar{f}_{N}$ given by

$$
\begin{equation*}
\bar{f}_{N}\left(\left(x^{i, N}\right)_{i=1}^{N},\left(y^{i, N}\right)_{i=1}^{N}\right)=\frac{1}{N} \sum_{i=1}^{N} f\left(\left|x^{i}-y^{i}\right|\right), \tag{B.32}
\end{equation*}
$$

with $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$defined in (B.37). This distance is denoted by $\mathcal{W}_{f, N}$. Note that $\bar{f}_{N}$ is equivalent to $l^{1}$ defined in (B.7).

We note that since $\pi$ defines a projection from $\mathbb{R}^{N d}$ to the hyperplane $\mathrm{H}_{N} \subset \mathbb{R}^{N d}$ given in (B.9), for $\hat{\mu}$ and $\hat{\nu}$ on $\mathrm{H}_{N}, \mathcal{W}_{f, N}(\hat{\mu}, \hat{\nu})$ coincides with the Wasserstein distance given by

$$
\begin{equation*}
\hat{\mathcal{W}}_{f, N}(\hat{\mu}, \hat{\nu})=\inf _{\xi \in \Gamma(\hat{\mu}, \hat{\nu})} \int_{\mathrm{H}_{N} \times \mathrm{H}_{N}} \bar{f}_{N}(x, y) \xi(\mathrm{d} x \mathrm{~d} y) \tag{B.33}
\end{equation*}
$$

and $\mathcal{W}_{l^{1} \circ \pi}(\hat{\mu}, \hat{\nu})=\hat{\mathcal{W}}_{l^{1}}(\hat{\mu}, \hat{\nu})$, where $\bar{f}_{N}$ and $l^{1}$ are given in (B.32) and (B.7), respectively, and where $\hat{\mathcal{W}}_{l^{1}}(\hat{\mu}, \hat{\nu})$ is defined as in (B.33) with respect to the distance $l^{1}$.

Theorem B. 8 (Uniform in time propagation of chaos). Let $N \in \mathbb{N}$ and assume Assumption B.1. Let $\bar{\mu}_{0}$ and $\nu_{0}$ be probability measures on $\left(\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right.$ ) satisfying Assumption B.3. For $t \geq$ 0 , denote by $\bar{\mu}_{t}$ and $\nu_{t}^{N}$ the law of $\bar{X}_{t}$ and $\left\{X_{t}^{i, N}\right\}_{i=1}^{N}$ where $\left(\bar{X}_{s}\right)_{s \geq 0}$ and $\left(\left\{X_{s}^{i, N}\right\}_{i=1}^{N}\right)_{s \geq 0}$ are solutions of (B.1) and (B.3), respectively, with initial distributions $\bar{\mu}_{0}$ and $\nu_{0}^{\otimes N}$. Then for all $t \geq 0$,

$$
\begin{aligned}
& \mathcal{W}_{f, N}\left(\bar{\mu}_{t}^{\otimes N}, \nu_{t}^{N}\right) \leq \mathrm{e}^{-\tilde{c} t} \mathcal{W}_{f, N}\left(\bar{\mu}_{0}^{\otimes N}, \nu_{0}^{\otimes N}\right)+\tilde{C} \tilde{c}^{-1} N^{-1 / 2}, \\
& \mathcal{W}_{l^{1} \circ \pi}\left(\bar{\mu}_{t}^{\otimes N}, \nu_{t}^{N}\right) \leq M_{1} \mathrm{e}^{-\tilde{c} t} \mathcal{W}_{l^{1} \circ \pi}\left(\bar{\mu}_{0}^{\otimes N}, \nu_{0}^{\otimes N}\right)+M_{1} \tilde{C} \tilde{c}^{-1} N^{-1 / 2},
\end{aligned}
$$

where $f$ is defined by (B.37), $M_{1}$ by (B.18), $\tilde{c}$ by (B.17) and $\tilde{C}$ is a finite constant depending on $\|\gamma\|_{\infty}, L$ and the second moment of $\bar{\mu}_{0}$ and given in (B.77).
Proof. The proof is postponed to Appendix B.6.4.
Remark B.9. Denote by $\mu_{t}^{N}$ and $\nu_{t}^{N}$ the distribution of $\left\{X_{t}^{i, N}\right\}_{i=1}^{N}$ and $\left\{Y_{t}^{i, N}\right\}_{i=1}^{N}$ where the two processes $\left(\left\{X_{s}^{i, N}\right\}_{i=1}^{N}\right)_{s \geq 0}$ and $\left(\left\{Y_{s}^{i, N}\right\}_{i=1}^{N}\right)_{s \geq 0}$ are solutions of (B.3) with initial probability distributions $\mu_{0}^{N}, \nu_{0}^{N} \in \mathcal{P}\left(\mathbb{R}^{N d}\right)$, respectively, with finite forth moment. An easy inspection and adaptation of the proof of Theorem B. 8 show that if Assumption B. 1 holds, then

$$
\mathcal{W}_{f, N}\left(\mu_{t}^{N}, \nu_{t}^{N}\right) \leq \mathrm{e}^{-\tilde{c} t} \mathcal{W}_{f, N}\left(\mu_{0}^{\otimes N}, \nu_{0}^{\otimes N}\right), \quad \mathcal{W}_{l^{1} \circ \pi}\left(\mu_{t}^{N}, \nu_{t}^{N}\right) \leq 2 M_{1} \mathrm{e}^{-\tilde{c} t} \mathcal{W}_{l^{1} \circ \pi}\left(\mu_{0}^{\otimes N}, \nu_{0}^{\otimes N}\right)
$$

where $f, \tilde{c}$ and $M_{1}$ are defined as in Theorem B.8.

## B. 5 System of N sticky SDEs

Consider a systerm of $N$ one-dimensional SDEs with sticky boundaries at 0 given by

$$
\begin{equation*}
\mathrm{d} r_{t}^{i}=\left(\tilde{b}\left(r_{t}^{i}\right)+\frac{1}{N} \sum_{j=1}^{N} g\left(r_{t}^{j}\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}^{i}\right) \mathrm{d} W_{t}^{i}, \quad i=1, \ldots, N \tag{B.34}
\end{equation*}
$$

The results on existence, uniqueness and the comparison theorem for solutions of sticky nonlinear SDEs mostly carry directly over to a solution of (B.34) and are applied to prove propagation of chaos in Theorem B.8.

Let $\mu$ be a probability distribution on $\mathbb{R}_{+}$. For $N \in \mathbb{N},\left(\left\{r_{t}^{i}, W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is a weak solution on the filtered probability space $\left(\Omega, \mathcal{A},\left(\mathcal{F}_{t}\right)_{t \geq 0}, P\right)$ of (B.34) with initial distribution $\mu^{\otimes N}$ if the following hold: $\mu^{\otimes N}=P \circ\left(\left\{r_{0}\right\}_{i=1}^{N}\right)^{-1},\left(\left\{W_{t}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is a $N$-dimensional $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ Brownian motion w.r.t. $P$, the process $\left(r_{t}^{i}\right)_{t \geq 0}$ is non-negative, continuous and satisfies almost surely for any $i \in\{1, \ldots, N\}$ and $t \in \mathbb{R}_{+}$,

$$
r_{t}^{i}-r_{0}^{i}=\int_{0}^{t}\left(\tilde{b}\left(r_{s}^{i}\right)+\frac{1}{N} \sum_{j=1}^{N} g\left(r_{s}^{j}\right)\right) \mathrm{d} s+\int_{0}^{t} 2 \mathbb{1}_{(0, \infty)}\left(r_{s}^{i}\right) \mathrm{d} W_{s}^{i}
$$

To show existence and uniqueness in law of a weak solution $\left(\left\{r_{t}^{i}, W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$, we suppose Assumption B. 4 and Assumption B. 5 for $\tilde{b}$ and $g$.

It follows that there exists a constant $C<\infty$ such that for all $\left\{r^{i}\right\}_{i=1}^{N} \in \mathbb{R}_{+}^{N}$, it holds $\sum_{i=1}^{N}\left|\tilde{b}\left(r^{i}\right)\right|+\left|g\left(r^{i}\right)\right| \leq C\left(1+\sum_{i=1}^{N}\left|r^{i}\right|\right)$, and a possible solution $\left(\left\{r_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is non-explosive. If the initial distribution is supported on $\mathbb{R}_{+}^{N}$, then in the same line as for the nonlinear SDE in Appendix B.3.1, the solution $\left(\left\{r_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ satisfies $r_{t}^{i}>0$ almost surely for any $i=1, \ldots, N$ and $t \geq 0$ by Assumption B. 4 and Assumption B.5.

Existence and uniqueness in law of (B.34) is a direct consequence of a stronger result that we now introduce. To study existence and uniqueness and to compare two solutions of (B.34) with different drifts, we establish existence of a synchronous coupling of two copies of (B.34),

$$
\begin{align*}
& \mathrm{d} r_{t}^{i}=\left(\tilde{b}\left(r_{t}^{i}\right)+\frac{1}{N} \sum_{j=1}^{N} g\left(r_{t}^{j}\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}^{i}\right) \mathrm{d} W_{t}^{i} \\
& \mathrm{~d} s_{t}^{i}=\left(\hat{b}\left(s_{t}^{i}\right)+\frac{1}{N} \sum_{j=1}^{N} h\left(s_{t}^{j}\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(s_{t}^{i}\right) \mathrm{d} W_{t}^{i}, \quad \text { for } i \in\{1, \ldots, N\}  \tag{B.35}\\
& \operatorname{Law}\left(r_{0}^{i}, s_{0}^{i}\right)=\eta
\end{align*}
$$

where $\left(\left\{W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ are $N$ i.i.d.1-dimensional Brownian motions and where $\eta \in \Gamma(\mu, \nu)$ for $\mu, \nu \in \mathcal{P}\left(\mathbb{R}_{+}\right)$.

Let $\mathbb{W}^{N}=\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}^{N}\right)$ be the space of continuous functions from $\mathbb{R}_{+}$to $\mathbb{R}^{N}$ endowed with the topology of uniform convergence on compact sets, and let $\mathcal{B}\left(\mathbb{W}^{N}\right)$ denote its Borel $\sigma$-Algebra.

Theorem B.10. Assume that $(\tilde{b}, g)$ and $(\hat{b}, h)$ satisfy Assumption B. 4 and Assumption B.5. Let $\eta \in \Gamma(\mu, \nu)$ where $\mu$ and $\nu$ are the probability measure on $\mathbb{R}_{+}$satisfying Assumption B.6. Then there exists a weak solution $\left(\left\{r_{t}^{i}, s_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ of the sticky stochastic differential equation (B.35) with initial distribution $\eta^{\otimes N}$ defined on a probability space $(\Omega, \mathcal{A}, P)$ with values in $\mathbb{W}^{N} \times \mathbb{W}^{N}$. If additionally,

$$
\begin{array}{ll}
\tilde{b}(r) \leq \hat{b}(r) \quad \text { and } \quad g(r) \leq h(r), & \text { for any } r \in \mathbb{R}_{+} \\
P\left[r_{0}^{i} \leq s_{0}^{i} \text { for all } i=1, \ldots, N\right]=1
\end{array}
$$

then $P\left[r_{t}^{i} \leq s_{t}^{i}\right.$ for all $t \geq 0$ and $\left.i=1, \ldots, N\right]=1$.
Proof. The proof is postponed to Appendix B.6.5.
Remark B.11. We note that by the comparison result we can deduce uniqueness in law for the solution of (B.34).

## B. 6 Proofs

## B.6.1 Definition of the metrics

In Theorem B.1, Theorem B. 7 and Theorem B. 8 we consider Wasserstein distances based on a carefully designed concave function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$that we now define. In addition we derive useful properties of this function that will be used in our proofs of Theorem B.1, Theorem B. 8 and Theorem B.7. Let $a \in \mathbb{R}_{+}$and $\tilde{b}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be such that Assumption B. 7 is satisfied with $\tilde{R}_{0}$ and $\tilde{R}_{1}$ defined in (B.29). We define

$$
\begin{aligned}
& \varphi(r)=\exp \left(-\int_{0}^{r}\left\{\tilde{b}(s)_{+} / 2\right\} \mathrm{d} s\right), \quad \Phi(r)=\int_{0}^{r} \varphi(s) \mathrm{d} s \\
& g(r)=1-\frac{c}{2} \int_{0}^{r \wedge \tilde{R}_{1}}\{\Phi(s) / \varphi(s)\} \mathrm{d} s-\frac{a}{2} \int_{0}^{r \wedge \tilde{R}_{1}}\{1 / \varphi(s)\} \mathrm{d} s
\end{aligned}
$$

where

$$
\begin{equation*}
c=\left(2 \int_{0}^{\tilde{R}_{1}}\{\Phi(s) / \varphi(s)\} \mathrm{d} s\right)^{-1} \tag{B.36}
\end{equation*}
$$

and $\tilde{R}_{1}$ is given in (B.30). It holds $\varphi(r)=\varphi\left(\tilde{R}_{0}\right)$ for $r \geq \tilde{R}_{0}$ with $\tilde{R}_{0}$ given in (B.29), $g(r)=$ $g\left(\tilde{R}_{1}\right) \in[1 / 2,3 / 4]$ for $r \geq \tilde{R}_{1}$ and $g(r) \in[1 / 2,1]$ for all $r \in \mathbb{R}_{+}$by (B.36) and Assumption B.7. We define the increasing function $f:[0, \infty) \rightarrow[0, \infty)$ by

$$
\begin{equation*}
f(t)=\int_{0}^{t} \varphi(r) g(r) \mathrm{d} r \tag{B.37}
\end{equation*}
$$

Note that $f$ is concave, since $\varphi$ and $g$ are decreasing. Since for all $r \in \mathbb{R}_{+}$

$$
\begin{equation*}
\varphi\left(\tilde{R}_{0}\right) r / 2 \leq \Phi(r) / 2 \leq f(r) \leq \Phi(r) \leq r \tag{B.38}
\end{equation*}
$$

$(x, y) \mapsto f(|x-y|)$ defines a distance on $\mathbb{R}^{d}$ equivalent to the Euclidean distance on $\mathbb{R}^{d}$.
Moreover, $f$ satisfies

$$
\begin{equation*}
2 f^{\prime \prime}(0)=-\tilde{b}(0)_{+}-a=-a, \tag{B.39}
\end{equation*}
$$

and

$$
\begin{equation*}
2 f^{\prime \prime}(r) \leq 2 f^{\prime \prime}(0)-f^{\prime}(r) \tilde{b}(r)-c f(r), \quad \text { for all } r \in \mathbb{R}_{+} \backslash\left\{\tilde{R}_{1}\right\} \tag{B.40}
\end{equation*}
$$

Indeed by construction of $f, f^{\prime \prime}(r)=-\tilde{b}(r)_{+} f^{\prime}(r) / 2-c \Phi(r) / 2-a / 2$ for $0 \leq r<\tilde{R}_{1}$ and so (B.40) holds for $0 \leq r<\tilde{R}_{1}$ by (B.38). To show (B.40) for $r>\tilde{R}_{1}$ note that $f^{\prime \prime}(r)=0$ and $f^{\prime}(r) \geq \varphi\left(\tilde{R}_{0}\right) / 2$ hold for $r>\tilde{R}_{1}$. Hence, by the definition (B.30) of $\tilde{R}_{1}$, for $r>\tilde{R}_{1}$,

$$
\begin{equation*}
f^{\prime \prime}(r)+f^{\prime}(r) \tilde{b}(r) / 2 \leq \varphi\left(\tilde{R}_{0}\right) \tilde{b}(r) / 4 \leq-\left(\tilde{R}_{1}\left(\tilde{R}_{1}-\tilde{R}_{0}\right)\right)^{-1} \varphi\left(\tilde{R}_{0}\right) r \tag{B.41}
\end{equation*}
$$

Since $\varphi(r)=\varphi\left(\tilde{R}_{0}\right)$ for $r \geq \tilde{R}_{0}$, it holds $\Phi(r)=\Phi\left(\tilde{R}_{0}\right)+\left(r-\tilde{R}_{0}\right) \varphi\left(\tilde{R}_{0}\right)$ for $r \geq \tilde{R}_{0}$. Further, it holds $\Phi\left(R_{0}\right) \geq \tilde{R}_{0} \varphi\left(\tilde{R}_{0}\right)$ since $\varphi$ is decreasing for $r \leq \tilde{R}_{0}$. Hence,

$$
\begin{equation*}
\frac{r}{\tilde{R}_{1}}=\frac{\left(r-\tilde{R}_{1}\right)\left(\Phi\left(\tilde{R}_{0}\right)+\left(\tilde{R}_{1}-\tilde{R}_{0}\right) \varphi\left(\tilde{R}_{0}\right)\right)}{\tilde{R}_{1} \Phi\left(\tilde{R}_{1}\right)}+1 \geq \frac{\left(r-\tilde{R}_{1}\right) \tilde{R}_{1} \varphi\left(\tilde{R}_{0}\right)}{\tilde{R}_{1} \Phi\left(\tilde{R}_{1}\right)}+1=\frac{\Phi(r)}{\Phi\left(\tilde{R}_{1}\right)} \tag{B.42}
\end{equation*}
$$

Furthermore, we have

$$
\begin{align*}
\int_{\tilde{R}_{0}}^{\tilde{R}_{1}}\{\Phi(s) / \varphi(s)\} \mathrm{d} s & =\int_{\tilde{R}_{0}}^{\tilde{R}_{1}} \frac{\Phi\left(\tilde{R}_{0}\right)+\left(s-\tilde{R}_{0}\right) \varphi\left(\tilde{R}_{0}\right)}{\varphi\left(\tilde{R}_{0}\right)} \mathrm{d} s \\
& =\left(\tilde{R}_{1}-\tilde{R}_{0}\right) \frac{\Phi\left(\tilde{R}_{0}\right)}{\varphi\left(\tilde{R}_{0}\right)}+\frac{1}{2}\left(\tilde{R}_{1}-\tilde{R}_{0}\right)^{2} \geq \frac{1}{2}\left(\tilde{R}_{1}-\tilde{R}_{0}\right) \frac{\Phi\left(\tilde{R}_{1}\right)}{\varphi\left(\tilde{R}_{0}\right)} . \tag{B.43}
\end{align*}
$$

We insert (B.42) and (B.43) in (B.41) and use (B.36) to obtain

$$
\begin{align*}
f^{\prime \prime}(r)+f^{\prime}(r) \tilde{b}(r) / 2 & \leq-\Phi(r) \Phi\left(\tilde{R}_{1}\right)^{-1}\left(\tilde{R}_{1}-\tilde{R}_{0}\right)^{-1} \varphi\left(\tilde{R}_{0}\right)  \tag{B.44}\\
& \leq-\frac{\Phi(r)}{2 \int_{\tilde{R}_{0}}^{\tilde{R}_{1}}\{\Phi(s) / \varphi(s)\} \mathrm{d} s} \leq-\frac{c f(r)}{2}-\frac{c \Phi(r)}{2} . \tag{B.45}
\end{align*}
$$

By Assumption B. 7 and (B.36), we get

$$
-\frac{c \Phi(r)}{2} \leq-\frac{\Phi\left(\tilde{R}_{1}\right)}{4 \int_{0}^{\tilde{R}_{1}}\{\Phi(s) / \varphi(s)\} \mathrm{d} s} \leq-\frac{1}{4 \int_{0}^{\tilde{R}_{1}}\{1 / \varphi(s)\} \mathrm{d} s} \leq-\frac{a}{2}=f^{\prime \prime}(0)
$$

Combining this estimate with (B.44) gives (B.40) for $r>\tilde{R}_{1}$.

## B.6.2 Proof of Appendix B. 2

## Proof of Theorem B. 1

Proof of Theorem B.1. We consider the process $\left(\bar{X}_{t}, \bar{Y}_{t}, r_{t}\right)_{t \geq 0}$ defined in Theorem B. 2 and satisfying $\left|\bar{X}_{t}-\bar{Y}_{t}\right| \leq r_{t}$ for any $t \geq 0$, and $\left(r_{t}\right)_{t \geq 0}$ is a weak solution of (B.22). Set $a=2\|\gamma\|_{\infty}$ and $\tilde{b}(r)=\bar{b}(r)$. With this notation, Assumption B. 1 and Assumption B. 2 imply Assumption B. 7
and $\tilde{R}_{0}=R_{0}$ and $\tilde{R}_{1}=R_{1}$ by (B.14), (B.15), (B.29) and (B.30). By Ito-Tanaka formula, cf. [172, Chapter 6, Theorem 1.1], using that $f^{\prime}$ is absolutely continuous, we have,

$$
\begin{aligned}
\mathrm{d} f\left(r_{t}\right) & \leq f^{\prime}\left(r_{t}\right)\left(\bar{b}\left(r_{t}\right)+2\|\gamma\|_{\infty} \mathbb{P}\left(r_{t}>0\right)\right) \mathrm{d} t+2 f^{\prime \prime}\left(r_{t}\right) \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} t \\
& +f^{\prime}\left(r_{t}\right) 2 \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} W_{t} .
\end{aligned}
$$

Taking expectation we obtain by (B.39) and (B.40)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[f\left(r_{t}\right)\right] \leq \mathbb{E}\left[f^{\prime}\left(r_{t}\right) \tilde{b}\left(r_{t}\right)_{+}+2\left(f^{\prime \prime}\left(r_{t}\right)-f^{\prime \prime}(0)\right)\right]+\mathbb{E}\left[\left(a+2 f^{\prime \prime}(0)\right) \mathbb{1}_{r_{t}>0}\right] \leq-\tilde{c} \mathbb{E}\left[f\left(r_{t}\right)\right]
$$

where $\tilde{c}$ is given by (B.17). Therefore by Grönwall's lemma,

$$
\mathbb{E}\left[f\left(\left|\bar{X}_{t}-\bar{Y}_{t}\right|\right)\right] \leq \mathbb{E}\left[f\left(r_{t}\right)\right] \leq \mathrm{e}^{-\tilde{c} t} \mathbb{E}\left[f\left(r_{0}\right)\right]=\mathrm{e}^{-\tilde{c} t} \mathbb{E}\left[f\left(\left|\bar{X}_{0}-\bar{Y}_{0}\right|\right)\right]
$$

Hence, it holds

$$
\mathcal{W}_{f}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq \mathbb{E}\left[f\left(\left|\bar{X}_{t}-\bar{Y}_{t}\right|\right)\right] \leq \mathrm{e}^{-\tilde{c} t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f(|x-y|) \xi(\mathrm{d} x \mathrm{~d} y)
$$

for an arbitrary coupling $\xi \in \Gamma\left(\mu_{0}, \nu_{0}\right)$. Taking the infimum over all couplings $\xi \in \Gamma\left(\mu_{0}, \nu_{0}\right)$, we obtain the first inequality of (B.16). By (B.38), we get the second inequality of (B.16).

## Proof of Theorem B. 2

Note that the nonlinear SDE (B.21) has Lipschitz continuous coefficients. The existence and the uniqueness of the coupling $\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}\right)_{t \geq 0}$ follows from [146, Theorem 2.2]. By Levy's characterization, $\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}\right)_{t \geq 0}$ is indeed a coupling of two copies of solutions of (B.1). Further, we remark that $W_{t}^{\delta}=\int_{0}^{t}\left(\bar{e}_{s}^{\delta}\right)^{T} \mathrm{~d} B_{s}^{1}$ is a one-dimensional Brownian motion. In the next step, we analyse $\left|\bar{X}_{t}^{\delta}-\bar{Y}_{t}^{\delta}\right|$.

Lemma B.12. Suppose that the conditions Assumption B. 1 and Assumption B. 3 are satisfied. Then, it holds for any $\epsilon<\epsilon_{0}$, where $\epsilon_{0}$ is given by (B.20), setting $\bar{r}_{t}^{\delta}=\left|\bar{X}_{t}^{\delta}-\bar{Y}_{t}^{\delta}\right|$

$$
\begin{align*}
\mathrm{d} \bar{r}_{t}^{\delta} & =\left(-L \bar{r}_{t}^{\delta}+\left\langle\bar{e}_{t}^{\delta}, \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \gamma\left(\bar{X}_{t}^{\delta}-x\right)-\gamma\left(\bar{Y}_{t}^{\delta}-y\right) \mu_{t}^{\delta}(\mathrm{d} x) \nu_{t}^{\delta}(\mathrm{d} y)\right\rangle\right) \mathrm{d} t+2 \mathrm{rc}{ }^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} W_{t}^{\delta}  \tag{B.46}\\
& \leq\left(\bar{b}\left(\bar{r}_{t}^{\delta}\right)+2\|\gamma\|_{\infty} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathrm{rc}^{\epsilon}(|x-y|) \bar{\mu}_{t}^{\delta}(\mathrm{d} x) \bar{\nu}_{t}^{\delta}(\mathrm{d} y)\right) \mathrm{d} t+2 \mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} W_{t}^{\delta}, \tag{B.47}
\end{align*}
$$

almost surely for all $t \geq 0$, where $\bar{\mu}_{t}^{\delta}$ and $\bar{\nu}_{t}^{\delta}$ are the laws of $\bar{X}_{t}^{\delta}$ and $\bar{Y}_{t}^{\delta}$, respectively.
Proof. Using (B.21), Assumption B. 1 and Assumption B.3, the stochastic differential equation of the process $\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right)_{t \geq 0}$ is given by

$$
\begin{aligned}
\mathrm{d}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right) & =2\left\langle Z_{t}^{\delta},-L Z_{t}^{\delta}+\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \gamma\left(\bar{X}_{t}^{\delta}-x\right)-\gamma\left(\bar{Y}_{t}^{\delta}-y\right) \bar{\mu}_{t}^{\delta}(\mathrm{d} x) \bar{\nu}_{t}^{\delta}(\mathrm{d} y)\right\rangle \mathrm{d} t \\
& +4 \mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right)^{2} \mathrm{~d} t+4 \mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right)\left\langle Z_{t}^{\delta}, e_{t}^{\delta}\right\rangle \mathrm{d} W_{t}^{\delta} .
\end{aligned}
$$

For $\varepsilon>0$ we define as in [87, Lemma 8] a $\mathcal{C}^{2}$ approximation of the square root by

$$
S_{\varepsilon}(r)= \begin{cases}(-1 / 8) \varepsilon^{-3 / 2} r^{2}+(3 / 4) \varepsilon^{-1 / 2} r+(3 / 8) \varepsilon^{1 / 2} & \text { for } r<\varepsilon \\ \sqrt{r} & \text { otherwise } .\end{cases}
$$

Then, by Ito's formula,

$$
\begin{aligned}
& \mathrm{d} S_{\varepsilon}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right)=S_{\varepsilon}^{\prime}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right) \mathrm{d}\left(\bar{r}_{t}^{\delta}\right)^{2}+\frac{1}{2} S_{\varepsilon}^{\prime \prime}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right) \mathrm{d}\left[\left(\bar{r}^{\delta}\right)^{2}\right]_{t} \\
& =2 S_{\varepsilon}^{\prime}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right)\left\langle Z_{t}^{\delta},-L Z_{t}^{\delta}+\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \gamma\left(\bar{X}_{t}^{\delta}-x\right)-\gamma\left(\bar{Y}_{t}^{\delta}-y\right) \bar{\mu}_{t}^{\delta}(\mathrm{d} x)_{\nu_{t}^{\delta}}^{\delta}(\mathrm{d} y)\right\rangle \mathrm{d} t \\
& +S_{\varepsilon}^{\prime}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right) 4 \mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right)^{2} \mathrm{~d} t+S_{\varepsilon}^{\prime}\left(\left(\left(_{t}^{\delta}\right)^{2}\right) 4 \mathrm{r}^{\delta}\left(\bar{r}_{t}^{\delta}\right)\left\langle Z_{t}^{\delta}, e_{t}^{\delta}\right\rangle \mathrm{d} W_{t}^{\delta}+8 S_{\varepsilon}^{\prime \prime}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right)\left(\mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right)\right)^{2}\left(\bar{r}_{t}^{\delta}\right)^{2} \mathrm{~d} t .\right.
\end{aligned}
$$

We take the limit $\varepsilon \rightarrow 0$. Then $\lim _{\varepsilon \rightarrow 0} S_{\varepsilon}^{\prime}(r)=(1 / 2) r^{-1 / 2}$ and $\lim _{\varepsilon \rightarrow 0} S_{\varepsilon}^{\prime \prime}(r)=-(1 / 4) r^{-3 / 2}$ for $r>0$. Since $\sup _{0 \leq r \leq \varepsilon}\left|S_{\varepsilon}^{\prime}(r)\right| \lesssim \varepsilon^{-1 / 2}$, $\sup _{0 \leq r \leq \epsilon}\left|S_{\bar{\varepsilon}}^{\prime \prime}(r)\right| \lesssim \bar{\varepsilon}^{-3 / 2}$ and $\mathrm{rc}^{\delta}$ is Lipschitz continuous with $\mathrm{rc}^{\delta}(0)=0$, we apply Lebesgue's dominated convergence theorem to show convergence for the integrals with respect to time $t$. More precisely, we note that the integrand $\left(4 S_{\varepsilon}^{\prime}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right)+\right.$ $\left.\left.8 S_{\varepsilon}^{\prime \prime}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right)\right) \mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right)\right)^{2}\left(\bar{r}_{t}^{\delta}\right)^{2}$ is dominated by $3 \varepsilon^{1 / 2}\left\|\mathrm{rc}{ }^{\delta}\right\|_{\text {Lip }}$. For any $\varepsilon<\varepsilon_{0}$ for fixed $\varepsilon_{0}>0$, the integrand $2 S_{\varepsilon}^{\prime}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right)\left\langle Z_{t}^{\delta},-L Z_{t}^{\delta}+\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(\gamma\left(\bar{X}_{t}^{\delta}-x\right)-\gamma\left(\bar{Y}_{t}^{\delta}-y\right)\right) \bar{\mu}_{t}^{\delta}(\mathrm{d} x) \bar{\nu}_{t}^{\delta}(\mathrm{d} y)\right\rangle$ is dominated by $(3 / 2)\left(L \max \left(\varepsilon_{0}^{(1 / 2)}, \bar{r}_{t}^{\delta}\right)+2\|\gamma\|_{\infty}\right)$.

For the stochastic integral it holds $\left|S_{\varepsilon}^{\prime}\left(\left(\bar{r}_{t}^{\delta}\right)^{2}\right) 4 \mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \bar{r}_{t}^{\delta}\right| \leq 3$. Hence, the stochastic integral converges along a subsequence almost surely, to $\int_{0}^{t} 2 \mathrm{rc}^{\delta}\left(\bar{r}_{s}^{\delta}\right) \mathrm{d} W_{s}^{\delta}$, see [172, Chapter 4, Theorem 2.12]. Hence, we obtain (B.46). By Assumption B. 1 and (B.20), we obtain for $\epsilon<\epsilon_{0}$

$$
\begin{aligned}
& \left\langle\bar{e}_{t}^{\delta}, \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(\gamma\left(\bar{X}_{t}^{\delta}-x\right)-\gamma\left(\bar{Y}_{t}^{\delta}-y\right)\right) \mu_{t}^{\delta}(\mathrm{d} x) \nu_{t}^{\delta}(\mathrm{d} y)\right\rangle \\
& \quad \leq\left\langle\left\langle\bar{e}_{t}^{\delta}, \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(\gamma\left(\bar{X}_{t}^{\delta}-x\right)-\gamma\left(\bar{Y}_{t}^{\delta}-x\right)+\gamma\left(\bar{Y}_{t}^{\delta}-x\right)-\gamma\left(\bar{Y}_{t}^{\delta}-y\right)\right) \mu_{t}^{\delta}(\mathrm{d} x) \nu_{t}^{\delta}(\mathrm{d} y)\right\rangle\right. \\
& \quad \leq \kappa\left(\bar{r}_{t}^{\delta}\right) \bar{r}_{t}^{\delta}+\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} 2\|\gamma\|_{\infty} \mathrm{rc}^{\epsilon}(|x-y|) \mu_{t}^{\delta}(\mathrm{d} x) \nu_{t}^{\delta}(\mathrm{d} y),
\end{aligned}
$$

and hence (B.47) holds.
We define a one-dimensional process $\left(r_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ by

$$
\begin{equation*}
\mathrm{d} r_{t}^{\delta, \epsilon}=\left(\bar{b}\left(r_{t}^{\delta, \epsilon}\right)+2\|\gamma\|_{\infty} \int_{\mathbb{R}_{+}} \mathrm{rc}^{\epsilon}(u) P_{t}^{\delta, \epsilon}(\mathrm{d} u)\right) \mathrm{d} t+2 \mathrm{rc}^{\delta}\left(r_{t}^{\delta, \epsilon}\right) \mathrm{d} W_{t}^{\delta} \tag{B.48}
\end{equation*}
$$

with initial condition $r_{0}^{\delta, \epsilon}=\bar{r}_{0}^{\delta}, P_{t}^{\delta, \epsilon}=\operatorname{Law}\left(r_{t}^{\delta, \epsilon}\right)$ and $W_{t}^{\delta}=\int_{0}^{t}\left(\bar{e}_{s}^{\delta}\right)^{T} \mathrm{~d} B_{s}^{1}$. This process will allow us to control the distance of $\bar{X}_{t}^{\delta}$ and $\bar{Y}_{t}^{\delta}$.

By [146, Theorem 2.2], under Assumption B. 1 and Assumption B.3, $\left(U_{t}^{\delta, \epsilon}\right)_{t \geq 0}=\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}, r_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ exists and is unique, where $\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}\right)_{t \geq 0}$ solves uniquely (B.21), $\left(\bar{r}_{t}^{\delta}\right)_{t \geq 0}$ and $\left(r_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ solve uniquely (B.46) and (B.48), respectively, with $W_{t}^{\delta}=\int_{0}^{t}\left(\bar{e}_{s}^{\delta}\right)^{T} \mathrm{~d} B_{s}^{1}$.

Lemma B.13. Assume Assumption B. 1 and Assumption B.3. Then, $\left|\bar{X}_{t}^{\delta}-\bar{Y}_{t}^{\delta}\right|=\bar{r}_{t}^{\delta} \leq r_{t}^{\delta, \epsilon}$, almost surely for all $t$ and $\epsilon<\epsilon_{0}$.
Proof. Note that $\left(\bar{r}_{t}^{\delta}\right)_{t \geq 0}$ and $\left(r_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ have the same initial distribution and are driven by the same noise. Since the drift of $\left(\bar{r}_{t}^{\delta}\right)_{t \geq 0}$ is smaller than the drift of $\left(r_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ for $\epsilon<\epsilon_{0}$, the result follows by Lemma B.14.

Proof of Theorem B.2. We consider the nonlinear process $\left(U_{t}^{\delta, \epsilon}\right)_{t \geq 0}=\left(\bar{X}_{t}^{\delta}, \bar{Y}_{t}^{\delta}, r_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ on $\mathbb{R}^{2 d+1}$ for each $\epsilon, \delta>0$. We denote by $\mathbb{P}^{\delta, \epsilon}$ the law of $U^{\delta, \epsilon}$ on the space $\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}^{2 d+1}\right)$. We define by $\mathbf{X}, \mathbf{Y}: \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}^{2 d+1}\right) \rightarrow \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$ and $\mathbf{r}: \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}^{2 d+1}\right) \rightarrow \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}^{\prime}\right)$ the canonical projections
onto the first $d$ components, onto the second $d$ components and onto the last component, respectively. By Assumption B. 1 and Assumption B. 3 following the same line as the proof of Lemma B.15, see (B.56), it holds for each $T>0$

$$
\begin{equation*}
E\left[\left|U_{t_{2}}^{\delta, \epsilon}-U_{t_{1}}^{\delta, \epsilon}\right|^{4}\right] \leq C\left|t_{2}-t_{1}\right|^{2} \quad \text { for } t_{1}, t_{2} \in[0, T], \tag{B.49}
\end{equation*}
$$

for some constant $C$ depending on $T, L,\|\gamma\|_{\text {Lip }},\|\gamma\|_{\infty}$ and on the fourth moment of $\mu_{0}$ and $\nu_{0}$. As in Lemma B. 15 the law $\mathbb{P}_{T}^{\delta, \epsilon}$ of $\left(U_{t}^{\delta, \epsilon}\right)_{0 \leq t \leq T}$ on $\mathcal{C}\left([0, T], \mathbb{R}^{2 d+1}\right)$ is tight for each $T>0$ by [121, Corollary 14.9] and for each $\epsilon>0$ there exists a subsequence $\delta_{n} \rightarrow 0$ such that $\left(\mathbb{P}_{T}^{\delta_{n}, \epsilon}\right)_{n \in \mathbb{N}}$ on $\mathcal{C}\left([0, T], \mathbb{R}^{2 d+1}\right)$ converge to a measure $\mathbb{P}_{T}^{\epsilon}$ on $\mathcal{C}\left([0, T], \mathbb{R}^{2 d+1}\right)$. By a diagonalization argument and since $\left\{\mathbb{P}_{T}^{\epsilon}: T \geq 0\right\}$ is a consistent family, cf. [121, Theorem 5.16], there exists a probability measure $\mathbb{P}^{\epsilon}$ on $\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}^{2 d+1}\right)$ such that for all $\epsilon$ there exists a subsequence $\delta_{n}$ such that $\left(\mathbb{P}^{\delta_{n}, \epsilon}\right)_{n \in \mathbb{N}}$ converges along this subsequence to $\mathbb{P}^{\epsilon}$. As in the proof of Lemma B. 16 we repeat this argument for the family of measures $\left(\mathbb{P}^{\epsilon}\right)_{\epsilon>0}$. Hence, there exists a subsequence $\epsilon_{m} \rightarrow 0$ such that $\left(\mathbb{P}^{\epsilon_{m}}\right)_{m \in \mathbb{N}}$ converges to a measure $\mathbb{P}$. Let $\left(\bar{X}_{t}, \bar{Y}_{t}, r_{t}\right)_{t \geq 0}$ be some process on $\mathbb{R}^{2 d+1}$ with distribution $\mathbb{P}$ on $(\bar{\Omega}, \overline{\mathcal{F}}, \bar{P})$.

Since $\left(\bar{X}_{t}^{\delta}\right)_{t \geq 0}$ and $\left(\bar{Y}_{t}^{\delta}\right)_{t \geq 0}$ are solutions of (B.1) which are unique in law, we have that for any $\epsilon, \delta>0, \mathbb{P}^{\delta, \epsilon} \circ \mathbf{X}^{-1}=\mathbb{P} \circ \mathbf{X}^{-1}$ and $\mathbb{P}^{\delta, \epsilon} \circ \mathbf{Y}^{-1}=\mathbb{P} \circ \mathbf{Y}^{-1}$. And therefore $\left(\bar{X}_{t}\right)_{t \geq 0}$ and $\left(\bar{Y}_{t}\right)_{t \geq 0}$ are solutions of (B.1) as well with the same initial condition. Hence $\mathbb{P} \circ(\mathbf{X}, \mathbf{Y})^{-1}$ is a coupling of two copies of (B.1).

Similarly to the proof of Lemma B. 15 and Lemma B. 16 there exist an extended probability space and a one-dimensional Brownian motion $\left(W_{t}\right)_{t \geq 0}$ such that $\left(r_{t}, W_{t}\right)_{t \geq 0}$ is a solution to

$$
\mathrm{d} r_{t}=\left(\bar{b}\left(r_{t}\right)+2\|\gamma\|_{\infty} \mathbb{P}\left(r_{t}>0\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} W_{t} .
$$

In addition, the statement of Lemma B. 13 carries over to the limiting process $\left(r_{t}\right)_{t \geq 0}$, i.e., $\left|\bar{X}_{t}-\bar{Y}_{t}\right| \leq r_{t}$ for all $t \geq 0$, since by the weak convergence along the subsequences $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ and $\left(\epsilon_{m}\right)_{m \in \mathbb{N}}$ and the Portmanteau theorem, $P\left(\left|\bar{X}_{t}-\bar{Y}_{t}\right| \leq r_{t}\right) \geq \lim \sup _{m \rightarrow \infty} \lim \sup _{n \rightarrow \infty} P\left(\mid \bar{X}_{t}^{\delta_{n}}-\right.$ $\left.\bar{Y}_{t}^{\delta_{n}} \mid \leq r_{t}^{\delta_{n}, \epsilon_{m}}\right)=1$.

## B.6.3 Proof of Appendix B. 3

## Proof of Theorem B. 3

We show Theorem B. 3 via a family of stochastic differential equations, indexed by $n, m \in \mathbb{N}$, with Lipschitz continuous coefficients,

$$
\begin{align*}
\mathrm{d} r_{t}^{n, m} & =\left(\tilde{b}\left(r_{t}^{n, m}\right)+P_{t}^{n, m}\left(g^{m}\right)\right) \mathrm{d} t+2 \theta^{n}\left(r_{t}^{n, m}\right) \mathrm{d} W_{t} \\
\mathrm{~d} s_{t}^{n, m} & =\left(\hat{b}\left(s_{t}^{n, m}\right)+\hat{P}_{t}^{n, m}\left(h^{m}\right)\right) \mathrm{d} t+2 \theta^{n}\left(s_{t}^{n, m}\right) \mathrm{d} W_{t}, \quad \operatorname{Law}\left(r_{0}^{n, m}, s_{0}^{n, m}\right)=\eta_{n, m}, \tag{B.50}
\end{align*}
$$

where $P_{t}^{n, m}=\operatorname{Law}\left(r_{t}^{n, m}\right), \hat{P}_{t}^{n, m}=\operatorname{Law}\left(s_{t}^{n, m}\right), P_{t}^{n, m}\left(g^{m}\right)=\int_{\mathbb{R}_{+}} g^{m}(r) P_{t}^{n, m}(\mathrm{~d} x)$ and $\hat{P}_{t}^{n, m}\left(h^{m}\right)=$ $\int_{\mathbb{R}_{+}} h^{m}(r) \hat{P}_{t}^{n, m}(\mathrm{~d} x)$ for some measurable functions $\left(g^{m}\right)_{m \in \mathbb{N}}$ and $\left(h^{m}\right)_{m \in \mathbb{N}}$, and where $\eta_{n, m} \in$ $\Gamma\left(\mu_{n, m}, \nu_{n, m}\right)$ for $\mu_{n, m}, \nu_{n, m} \in \mathcal{P}\left(\mathbb{R}_{+}\right)$. We identify the weak limit for $n \rightarrow \infty$ as solution of a family of stochastic differential equations, indexed by $m \in \mathbb{N}$, given by

$$
\begin{align*}
\mathrm{d} r_{t}^{m} & =\left(\tilde{b}\left(r_{t}^{m}\right)+P_{t}^{m}\left(g^{m}\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}^{m}\right) \mathrm{d} W_{t} \\
\mathrm{~d} s_{t}^{m} & =\left(\hat{b}\left(s_{t}^{m}\right)+\hat{P}_{t}^{m}\left(h^{m}\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(s_{t}^{m}\right) \mathrm{d} W_{t}, \quad \operatorname{Law}\left(r_{0}^{m}, s_{0}^{m}\right)=\eta_{m} \tag{B.51}
\end{align*}
$$

with $P_{t}^{m}=\operatorname{Law}\left(r_{t}^{m}\right)$ and $\hat{P}_{t}^{m}=\operatorname{Law}\left(s_{t}^{m}\right)$, and where $\eta_{m} \in \Gamma\left(\mu_{m}, \nu_{m}\right)$ for $\mu_{m}, \nu_{m} \in \mathcal{P}\left(\mathbb{R}_{+}\right)$. Taking the limit $m \rightarrow \infty$, we show in the next step that the solution of (B.51) converges to a solution of (B.25).

We assume for $\left(g^{m}\right)_{m \in \mathbb{N}},\left(h^{m}\right)_{m \in \mathbb{N}},\left(\theta^{n}\right)_{n \in \mathbb{N}}$ and the initial distributions:
Assumption B.8. $\left(g^{m}\right)_{m \in \mathbb{N}}$ and $\left(h^{m}\right)_{m \in \mathbb{N}}$ are sequences of non-decreasing non-negative uniformly bounded Lipschitz continuous functions such that for all $r \geq 0, g^{m}(r) \leq g^{m+1}(r)$ and $h^{m}(r) \leq h^{m+1}(r)$ and $\lim _{m \rightarrow+\infty} g^{m}(r)=g(r)$ and $\lim _{m \rightarrow+\infty} h^{m}(r)=h(r)$ where $g$, $h$ are leftcontinuous non-negative non-decreasing bounded functions. In addition, there exists $K_{m}<\infty$ for any $m$ such that for all $r, s \in \mathbb{R}$

$$
\left|g^{m}(r)-g^{m}(s)\right| \leq K_{m}|r-s| \quad \text { and } \quad\left|h^{m}(r)-h^{m}(s)\right| \leq K_{m}|r-s| .
$$

Assumption B.9. $\left(\theta^{n}\right)_{n \in \mathbb{N}}$ is a sequence of Lipschitz continuous functions from $\mathbb{R}_{+}$to $[0,1]$ with $\theta^{n}(0)=0, \theta^{n}(r)=1$ for all $r \geq 1 / n$ and $\theta^{n}(r)>0$ for all $r>0$.
Assumption B.10. $\left(\mu_{n, m}\right)_{m, n \in \mathbb{N}},\left(\nu_{n, m}\right)_{m, n \in \mathbb{N}},\left(\mu_{m}\right)_{m \in \mathbb{N}},\left(\nu_{m}\right)_{m \in \mathbb{N}}$ are families of probability distributions on $\mathbb{R}_{+}$and $\left(\eta_{n, m}\right)_{n, m \in \mathbb{N}},\left(\eta_{m}\right)_{m \in \mathbb{N}}$ families of probability distributions on $\mathbb{R}_{+}^{2}$ such that for any $n, m \in \mathbb{N} \eta_{n, m} \in \Gamma\left(\mu_{n, m}, \nu_{n, m}\right)$ and $\eta_{m} \in \Gamma\left(\mu_{m}, \nu_{m}\right)$ and for any $m \in \mathbb{N}$, $\left(\eta_{n, m}\right)_{n \in \mathbb{N}}$ converges weakly to $\eta_{m}$ and $\left(\eta_{m}\right)_{m \in \mathbb{N}}$ converges weakly to $\eta$. Further, the $p$-th order moments of $\left(\mu_{n, m}\right)_{n, m \in \mathbb{N}},\left(\nu_{n, m}\right)_{n, m \in \mathbb{N}},\left(\mu_{m}\right)_{m \in \mathbb{N}}$ and $\left(\nu_{m}\right)_{m \in \mathbb{N}}$ are uniformly bounded for $p>2$ given in Assumption B.6.

Note that by Assumption B. 8 for any non-decreasing sequence $\left(u_{m}\right)_{m \in \mathbb{N}}$, which converges to $u \in \mathbb{R}_{+}, g^{m}\left(u_{m}\right)$ and $h^{m}\left(u_{m}\right)$ converge to $g(u)$ and $h(u)$, respectively. More precisely, it holds for for all $m \in \mathbb{N}, g^{m}\left(u_{m}\right)-g(u) \leq 0$ and for $m \geq n, g^{m}\left(u_{m}\right) \geq g^{m}\left(u_{n}\right)$ and therefore, $\lim _{m \rightarrow \infty} g^{m}\left(u_{n}\right)-g(u) \geq \lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty}=\lim _{n \rightarrow \infty} g\left(u_{n}\right)-g(u)=0$ by left-continuity of $g$. Hence, $\lim _{m \rightarrow \infty} g^{m}\left(u_{m}\right)-g(u)=0$ and analogously $\lim _{m \rightarrow \infty} h^{m}\left(u_{m}\right)-h(u)=0$. By Assumption B.8, $\Gamma=\max \left(\|h\|_{\infty},\|g\|_{\infty}\right)$ is a uniform upper bound of $\left(g^{m}\right)_{m \in \mathbb{N}}$ and $\left(h^{m}\right)_{m \in \mathbb{N}}$.

Consider a probability space $\left(\Omega_{0}, \mathcal{A}_{0}, Q\right)$ and a one-dimensional Brownian motion $\left(W_{t}\right)_{t \geq 0}$. Under Assumption B.8, Assumption B. 9 and Assumption B.10, for all $m, n \in \mathbb{N}$, there exists random variables $r^{n, m}, s^{n, m}: \Omega_{0} \rightarrow \mathbb{W}$ for each $n, m$ such that $\left(r_{t}^{n, m}, s_{t}^{n, m}\right)_{t \geq 0}$ is a unique strong solution to (B.50) associated to $\left(W_{t}\right)_{t \geq 0}$ by [146, Theorem 2.2]. We denote by $\mathbb{P}^{n, m}=$ $Q \circ\left(r^{n, m}, s^{n, m}\right)^{-1}$ the corresponding distribution on $\mathbb{W} \times \mathbb{W}$.

Before studying the two limits $n, m \rightarrow \infty$ and proving Theorem B.3, we state a modification of the comparison theorem by Ikeda and Watanabe to compare two solutions of (B.50), cf. [116, Section VI, Theorem 1.1].
Lemma B.14. Let $\left(r_{t}^{n, m}, s_{t}^{n, m}\right)_{t \geq 0}$ be a solution of (B.50) for fixed $n, m \in \mathbb{N}$. Assume Assumption B.4, Assumption B.8 and Assumption B.9. If $Q\left[r_{0}^{n, m} \leq s_{0}^{n, m}\right]=1, \tilde{b}(r) \leq \hat{b}(r)$ and $g^{m}(r) \leq h^{m}(r)$ for any $r \in \mathbb{R}_{+}$, then

$$
\begin{equation*}
Q\left[r_{t}^{n, m} \leq s_{t}^{n, m} \text { for all } t \geq 0\right]=1 \tag{B.52}
\end{equation*}
$$

Proof. For simplicity, we drop the dependence on $n, m$ in $\left(r_{t}^{n, m}\right)$ and $\left(s_{t}^{n, m}\right)$. Denote by $\rho$ the Lipschitz constant of $\theta^{n}$. Let $\left(a_{k}\right)_{k \in \mathbb{N}}$ be a decreasing sequence, $1>a_{1}>a_{2}>\ldots>a_{k}>\ldots>0$, such that $\int_{a_{1}}^{1} \rho^{-2} x^{-1} \mathrm{~d} x=1, \int_{a_{2}}^{a_{1}} \rho^{-2} x^{-1} \mathrm{~d} x=2, \ldots, \int_{a_{k}}^{a_{k-1}} \rho^{-2} x^{-1} \mathrm{~d} x=k$. We choose a sequence $\Psi_{k}(u), k=1,2, \ldots$, of continuous functions such that its support is contained in ( $a_{k}, a_{k-1}$ ), $\int_{a_{k}}^{a_{k-1}} \Psi_{k}(u) \mathrm{d} u=1$ and $0 \leq \Psi_{k}(u) \leq 2 / k \cdot \rho^{-2} u^{-2}$. Such a function exists. We set

$$
\varphi_{k}(x)= \begin{cases}\int_{0}^{x} \mathrm{~d} y \int_{0}^{y} \Psi_{k}(u) \mathrm{d} u & \text { if } x \geq 0 \\ 0 & \text { if } x<0\end{cases}
$$

## APPENDIX B. STICKY NONLINEAR SDES AND CONVERGENCE OF MCKEAN-VLASOV EQUATIONS

Note that for any $k \in \mathbb{N}, \varphi_{k} \in \mathcal{C}^{2}\left(\mathbb{R}_{+}\right),\left|\varphi_{k}^{\prime}(x)\right| \leq 1, \varphi_{k}(x) \rightarrow x_{+}$as $k \uparrow \infty$ and $\varphi_{k}^{\prime}(x) \uparrow \mathbb{1}_{(0, \infty)}(x)$. Applying Ito's formula to $\varphi_{k}\left(r_{t}-s_{t}\right)$, we obtain

$$
\varphi_{k}\left(r_{t}-s_{t}\right)=\varphi_{k}\left(r_{0}-s_{0}\right)+I_{1}(k)+I_{2}(k)+I_{3}(k),
$$

where

$$
\begin{aligned}
& I_{1}(k)=\int_{0}^{t} \varphi_{k}^{\prime}\left(r_{u}-s_{u}\right)\left[\theta^{n}\left(r_{u}\right)-\theta^{n}\left(s_{u}\right)\right] \mathrm{d} B_{u}, \\
& I_{2}(k)=\int_{0}^{t} \varphi_{k}^{\prime}\left(r_{u}-s_{u}\right)\left[b\left(r_{u}\right)-\hat{b}\left(s_{u}\right)+P_{u}\left(g^{m}\right)-\hat{P}_{u}\left(h^{m}\right)\right] \mathrm{d} u, \\
& I_{3}(k)=\frac{1}{2} \int_{0}^{t} \varphi_{k}^{\prime \prime}\left(r_{u}-s_{u}\right)\left[\theta^{n}\left(r_{u}\right)-\theta^{n}\left(s_{u}\right)\right]^{2} \mathrm{~d} u,
\end{aligned}
$$

with $P_{u}=Q \circ r_{u}^{-1}$ and $\hat{P}_{u}=Q \circ s_{u}^{-1}$. It holds by boundedness and Lipschitz continuity of $\theta^{n}$

$$
\mathbb{E}\left[I_{1}(k)\right]=0, \quad \text { and } \quad \mathbb{E}\left[I_{3}(k)\right] \leq \frac{1}{2} \mathbb{E}\left[\int_{0}^{t} \varphi_{k}^{\prime \prime}\left(r_{u}-s_{u}\right) \rho^{2}\left|r_{u}-s_{u}\right|^{2} \mathrm{~d} u\right] \leq \frac{t}{k}
$$

We note that by Assumption B. $8 \mathbb{E}\left[\left(g^{m}\left(r_{u}\right)-h^{m}\left(s_{u}\right)\right) \mathbb{1}_{r_{u}-s_{u}<0}\right] \leq 0$ and

$$
\begin{align*}
\mathbb{E}\left[\left(g^{m}\left(r_{u}\right)-h^{m}\left(s_{u}\right)\right) \mathbb{1}_{r_{u}-s_{u} \geq 0}\right] & \leq \mathbb{E}\left[\left(g^{m}\left(r_{u}\right)-g^{m}\left(s_{u}\right)+g^{m}\left(s_{u}\right)-h^{m}\left(s_{u}\right)\right) \mathbb{1}_{r_{u}-s_{u} \geq 0}\right] \\
& \leq \mathbb{E}\left[\left(g^{m}\left(r_{u}\right)-g^{m}\left(s_{u}\right)\right) \mathbb{1}_{r_{u}-s_{u} \geq 0}\right] \\
& \leq K_{m} \mathbb{E}\left[\left|r_{u}-s_{u}\right| \mathbb{1}_{r_{u}-s_{u} \geq 0}\right] \tag{B.53}
\end{align*}
$$

by Lipschitz continuity of $g^{m}$, by $g^{m}(r) \leq h^{m}(r)$ and since $g^{m}$ and $h^{m}$ are non-decreasing. Hence for $I_{2}$, we obtain

$$
\begin{aligned}
I_{2}(k) & =\int_{0}^{t} \varphi_{k}^{\prime}\left(r_{u}-s_{u}\right)\left[\tilde{b}\left(r_{u}\right)-\hat{b}\left(r_{u}\right)+\hat{b}\left(r_{u}\right)-\hat{b}\left(s_{u}\right)\right] \mathrm{d} u \\
& +\int_{0}^{t} \varphi_{k}^{\prime}\left(r_{u}-s_{u}\right)\left(\mathbb{E}\left[\left(g^{m}\left(r_{u}\right)-h^{m}\left(s_{u}\right)\right) \mathbb{1}_{r_{u}-s_{u} \geq 0}\right]+\mathbb{E}\left[\left(g^{m}\left(r_{u}\right)-h^{m}\left(s_{u}\right)\right) \mathbb{1}_{r_{u}-s_{u}<0}\right]\right) \mathrm{d} u \\
& \leq \int_{0}^{t} \varphi_{k}^{\prime}\left(r_{u}-s_{u}\right) \tilde{L}\left|r_{u}-s_{u}\right| \mathrm{d} u+\int_{0}^{t} \varphi_{k}^{\prime}\left(r_{u}-s_{u}\right) K_{m} \mathbb{E}\left[\left|r_{u}-s_{u}\right| \mathbb{1}_{r_{u}-s_{u} \geq 0}\right] \mathrm{d} u .
\end{aligned}
$$

Taking the limit $k \rightarrow \infty$ and using that $\mathbb{E}\left[r_{0}-s_{0}\right]=0$, we obtain

$$
\begin{equation*}
\mathbb{E}\left[\left(r_{t}-s_{t}\right)_{+}\right] \leq \tilde{L} \mathbb{E}\left[\int_{0}^{t}\left(r_{u}-s_{u}\right)_{+} \mathrm{d} u\right]+K_{m} \mathbb{E}\left[\int_{0}^{t} \mathbb{1}_{(0, \infty)}\left(r_{u}-s_{u}\right) \mathbb{E}\left[\left(r_{u}-s_{u}\right)_{+}\right] \mathrm{d} u\right], \tag{B.54}
\end{equation*}
$$

by the monotone convergence theorem and since $\left(\varphi_{k}^{\prime}\right)_{k \in \mathbb{N}}$ is a monotone increasing sequence which converges pointwise to $\mathbb{1}_{(0, \infty)}(x)$. Assume there exists $t^{*}=\inf \left\{t \geq 0: \mathbb{E}\left[\left(r_{t}-s_{t}\right)_{+}\right]>\right.$ $0\}<\infty$. Then, $\int_{0}^{t^{*}} \mathbb{E}\left[\left(r_{u}-s_{u}\right)_{+}\right] \mathrm{d} u>0$ or $\int_{0}^{t^{*}} \mathbb{E}\left[\mathbb{1}_{(0, \infty)}\left(r_{u}-s_{u}\right)\right] \mathbb{E}\left[\left(r_{u}-s_{u}\right)_{+}\right] \mathrm{d} u>0$. By definition of $t^{*}, \mathbb{E}\left[\left(r_{u}-s_{u}\right)_{+}\right]=0$ for all $u<t^{*}$ and hence both terms are zero. This contradicts the definition of $t^{*}$. Hence, (B.52) holds.

Next, we show that the distribution of the solution of (B.50) converges as $n \rightarrow \infty$.
Lemma B.15. Assume that $\tilde{b}, \hat{b}, g$ and $h$ satisfy Assumption B.4 and Assumption B.5. Let $\eta \in \Gamma(\mu, \nu)$ where the probability measures $\mu$ and $\nu$ on $\mathbb{R}_{+}$satisfy Assumption B.6. Assume that $\left(g^{m}\right)_{m \in \mathbb{N}},\left(h^{m}\right)_{m \in \mathbb{N}},\left(\theta^{n}\right)_{n \in \mathbb{N}},\left(\mu_{n, m}\right)_{m, n \in \mathbb{N}},\left(\nu_{n, m}\right)_{m, n \in \mathbb{N}}$ and $\left(\eta_{n, m}\right)_{m, n \in \mathbb{N}}$ satisfy condition

Assumption B.8, Assumption B. 10 and Assumption B.9. Then for any $m \in \mathbb{N}$, there exists a random variable $\left(r^{m}, s^{m}\right)$ defined on some probability space $\left(\Omega^{m}, \mathcal{A}^{m}, P^{m}\right)$ with values in $\mathbb{W} \times \mathbb{W}$, such that $\left(r_{t}^{m}, s_{t}^{m}\right)_{t \geq 0}$ is a weak solution of the stochastic differential equation (B.51). More precisely, for all $m \in \mathbb{N}$ the sequence of laws $Q \circ\left(r^{n, m}, s^{n, m}\right)^{-1}$ converges weakly to the distribution $P^{m} \circ\left(r^{m}, s^{m}\right)^{-1}$. If additionally,

$$
\begin{array}{ll}
\tilde{b}(r) \leq \hat{b}(r) \quad \text { and } \quad g^{m}(r) \leq h^{m}(r), & \text { for any } r \in \mathbb{R}_{+} \text {and } \\
Q\left[r_{0}^{n, m} \leq s_{0}^{n, m}\right]=1 & \text { for any } n, m \in \mathbb{N}
\end{array}
$$

then $P^{m}\left[r_{t}^{m} \leq s_{t}^{m}\right.$ for all $\left.t \geq 0\right]=1$.
Proof. Fix $m \in \mathbb{N}$. The proof is divided in three parts. First we show tightness of the sequences of probability measures. Then we identify the limit of the sequence of stochastic processes. Finally, we compare the two limiting processes.
Tightness: We show that the sequence of probability measures $\left(\mathbb{P}^{n, m}\right)_{n \in \mathbb{N}}$ on $(\mathbb{W} \times \mathbb{W}, \mathcal{B}(\mathbb{W}) \otimes$ $\mathcal{B}(\mathbb{W}))$ is tight by applying Kolmogorov's continuity theorem. Consider $p>2$ such that the $p$-th moment in Assumption B. 6 and Assumption B. 10 are uniformly bounded. Fix $T>0$. Then the $p$-th moment of $r_{t}^{n, m}$ for $t<T$ can be bounded using Ito's formula,

$$
\begin{aligned}
\mathrm{d}\left|r_{t}^{n, m}\right|^{p} & \leq p\left|r_{t}^{n, m}\right|^{p-2}\left\langle r_{t}^{n, m},\left(\tilde{b}\left(r_{t}^{n, m}\right)+P_{t}^{n, m}\left(g^{m}\right)\right)\right\rangle \mathrm{d} t+2 \theta^{n}\left(r_{t}^{n, m}\right) p\left|r_{t}^{n, m}\right|^{p-2} r_{t}^{n, m} \mathrm{~d} W_{t} \\
& +p(p-1)\left|r_{t}^{n, m}\right|^{p-2} 2 \theta^{n}\left(r_{t}^{n}\right)^{2} \mathrm{~d} t \\
& \leq p\left(\left|r_{t}^{n, m}\right|^{p} \tilde{L}+\Gamma\left|r_{t}^{n, m}\right|^{p-1}+2(p-1)\left|r_{t}^{n, m}\right|^{p-2}\right) \mathrm{d} t+2 \theta^{n}\left(r_{t}^{n, m}\right) p\left(r_{t}^{n, m}\right)^{p-1} \mathrm{~d} W_{t} \\
& \leq p(\tilde{L}+\Gamma+2(p-1))\left|r_{t}^{n, m}\right|^{p} \mathrm{~d} t+p(\Gamma+2(p-1)) \mathrm{d} t+2 \theta^{n}\left(r_{t}^{n, m}\right) p\left(r_{t}^{n, m}\right)^{p-1} \mathrm{~d} W_{t}
\end{aligned}
$$

where $\Gamma=\max \left(\|g\|_{\infty},\|h\|_{\infty}\right)$. Taking expectation yields

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\left|r_{t}^{n, m}\right|^{p}\right] \leq p(\tilde{L}+\Gamma+2(p-1)) \mathbb{E}\left|r_{t}^{n, m}\right|^{p}+p(\Gamma+2(p-1))
$$

Then by Gronwall's lemma

$$
\begin{equation*}
\sup _{t \in[0, T]} \mathbb{E}\left[\left|r_{t}^{n, m}\right|^{p}\right] \leq \mathrm{e}^{p(\tilde{L}+\Gamma+2(p-1)) T}\left(\mathbb{E}\left[\left|r_{0}^{n, m}\right|^{p}\right]+T p(\Gamma+2(p-1))\right)<C_{p}<\infty \tag{B.55}
\end{equation*}
$$

where $C_{p}$ depends on $T$ and the $p$-th moment of the initial distribution, which is finite by Assumption B.9. Similarly, it holds $\sup _{t \in[0, T]} \mathbb{E}\left[\left|s_{t}^{n, m}\right|^{p}\right]<C_{p}$ for $t \leq T$. Using this moment bound, it holds for all $t_{1}, t_{2} \in[0, T]$ by Assumption B.4, Assumption B. 8 and Assumption B.9,

$$
\begin{aligned}
\mathbb{E}\left[\mid r_{t_{2}}^{n, m}\right. & \left.-\left.r_{t_{1}}^{n, m}\right|^{p}\right] \leq C_{1}(p)\left(\mathbb{E}\left[\left|\int_{t_{1}}^{t_{2}} \tilde{b}\left(r_{u}^{n, m}\right)+P_{u}^{n, m}\left(g^{m}\right) \mathrm{d} u\right|^{p}\right]+\mathbb{E}\left[\left|\int_{t_{1}}^{t_{2}} 2 \theta^{n}\left(r_{u}^{n, m}\right) \mathrm{d} W_{u}\right|^{p}\right]\right) \\
& \leq C_{2}(p)\left(\left(\mathbb{E}\left[\frac{\tilde{L}^{p}}{\left|t_{2}-t_{1}\right|} \int_{t_{1}}^{t_{2}}\left|r_{u}^{n, m}\right|^{p} \mathrm{~d} u\right]+\Gamma^{p}\right)\left|t_{2}-t_{1}\right|^{p}+\mathbb{E}\left[\left|\int_{t_{1}}^{t_{2}} 2 \theta^{n}\left(r_{u}^{n, m}\right) \mathrm{d} u\right|^{p / 2}\right]\right) \\
& \leq C_{2}(p)\left(\left(\frac{\tilde{L}^{p}}{\left|t_{2}-t_{1}\right|} \int_{t_{1}}^{t_{2}} \mathbb{E}\left[\left|r_{u}^{n, m}\right|^{p}\right] \mathrm{d} u+\Gamma^{p}\right)\left|t_{2}-t_{1}\right|^{p}+2^{p / 2}\left|t_{2}-t_{1}\right|^{p / 2}\right) \\
& \leq C_{3}\left(p, T, \tilde{L}, \Gamma, C_{p}\right)\left|t_{2}-t_{1}\right|^{p / 2},
\end{aligned}
$$

where $C_{i}(\cdot)$ are constants depending on the stated argument and which are independent of $n, m$. Note that in the second step, we used Burkholder-Davis-Gundy inequality, see [170, Chapter IV, Theorem 48]. It holds similarly, $\mathbb{E}\left[\left|s_{t_{2}}^{n, m}-s_{t_{1}}^{n, m}\right|^{p}\right] \leq C_{3}\left(p, T, \tilde{L}, \Gamma, C_{p}\right)\left|t_{2}-t_{1}\right|^{p / 2}$. Hence,

$$
\begin{equation*}
\mathbb{E}\left[\left|\left(r_{t_{2}}^{n, m}, s_{t_{2}}^{n, m}\right)-\left(r_{t_{1}}^{n, m}, s_{t_{1}}^{n, m}\right)\right|^{p}\right] \leq C_{4}\left(p, T, \tilde{L}, \Gamma, C_{p}\right)\left|t_{2}-t_{1}\right|^{p / 2} \tag{B.56}
\end{equation*}
$$

for all $t_{1}, t_{2} \in[0, T]$. Hence, by Kolmogorov's continuity criterion, cf. [121, Corollary 14.9], there exists a constant $\tilde{C}$ depending on $p$ and $\gamma$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left[\left(r^{n, m}, s^{n, m}\right)\right]_{\gamma}^{p}\right] \leq \tilde{C} \cdot C_{4}\left(p, T, \tilde{L}, \Gamma, C_{p}\right), \tag{B.57}
\end{equation*}
$$

where []$_{\gamma}^{p}$ is given by $[x]_{\gamma}=\sup _{t_{1}, t_{2} \in[0, T] \frac{\left|x\left(t_{1}\right)-x\left(t_{2}\right)\right|}{\left|t_{1}-t_{2}\right|^{\gamma}}}$ and $\left(r_{t}^{n, m}, s_{t}^{n, m}\right)_{n \in \mathbb{N}, t \geq 0}$ is tight in $\mathcal{C}\left([0, T], \mathbb{R}^{2}\right)$. Hence, for each $T>0$ there exists a subsequence $n_{k} \rightarrow \infty$ and a probability measure $\mathbb{P}_{T}^{m}$ on $\mathcal{C}\left([0, T], \mathbb{R}^{2}\right)$. Since $\left\{\mathbb{P}_{T}^{m}\right\}_{T}$ is a consistent family, there exists by $[121$, Theorem 5.16] a probability measure $\mathbb{P}^{m}$ on $(\mathbb{W} \times \mathbb{W}, \mathcal{B}(\mathbb{W}) \otimes \mathcal{B}(\mathbb{W}))$ such that there is a subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ such that $\mathbb{P}^{n_{k}, m}$ converges along this subsequence to $\mathbb{P}^{m}$. Note that here we can take by a diagonalization argument the same subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ for all $m$.

Characterization of the limit measure: In the following we drop for simplicity the index $k$ in the subsequence. Denote by $\left(\mathbf{r}_{t}, \mathbf{s}_{t}\right)(\omega)=\omega(t)$ the canonical process on $\mathbb{W} \times \mathbb{W}$. Since $\mathbb{P}^{n, m} \circ\left(\mathbf{r}_{0}, \mathbf{s}_{0}\right)^{-1}=\eta_{n, m}$ converges weakly to $\eta_{m}$ by Assumption B.10, it holds $\mathbb{P}^{m} \circ\left(\mathbf{r}_{0}, \mathbf{s}_{0}\right)^{-1}=\eta_{m}$. We define the maps $M^{n, m}, N^{n, m}: \mathbb{W} \times \mathbb{W} \rightarrow \mathbb{W}$ by

$$
M_{t}^{n, m}=\mathbf{r}_{t}-\mathbf{r}_{0}-\int_{0}^{t}\left(\tilde{b}\left(\mathbf{r}_{u}\right)+P_{u}^{n}\left(g^{m}\right)\right) \mathrm{d} u \text { and } N_{t}^{n, m}=\mathbf{s}_{t}-\mathbf{s}_{0}-\int_{0}^{t}\left(\hat{b}\left(\mathbf{s}_{u}\right)+\hat{P}_{u}^{n}\left(h^{m}\right)\right) \mathrm{d} u
$$

where $P_{u}^{n}=\mathbb{P}^{n, m} \circ\left(\mathbf{r}_{u}\right)^{-1}$ and $\hat{P}_{u}^{n}=\mathbb{P}^{n, m} \circ\left(\mathbf{s}_{u}\right)^{-1}$. For each $m, n \in \mathbb{N},\left(M_{t}^{n, m}, \mathcal{F}_{t}, \mathbb{P}^{n, m}\right)$ and $\left(N_{t}^{n, m}, \mathcal{F}_{t}, \mathbb{P}^{n, m}\right)$ are martingales with respect to the canonical filtration $\mathcal{F}_{t}=\sigma\left(\left(\mathbf{r}_{u}, \mathbf{s}_{u}\right)_{0 \leq u \leq t}\right)$ by Ito's formula and the moment estimate (B.55). Further the family $\left(M_{t}^{n, m}, \mathbb{P}^{n, m}\right)_{n \in \mathbb{N}, t \geq 0}$ and $\left(N_{t}^{n, m}, \mathbb{P}^{n, m}\right)_{n \in \mathbb{N}, t \geq 0}$ are uniformly integrable by Lipschitz continuity of $\tilde{b}$ and $\hat{b}$ and by boundedness of $g^{m}$ and $h^{m}$. Further, the mappings $M^{n, m}$ and $N^{n, m}$ are continuous in $\mathbb{W}$. We show that $\mathbb{P}^{n, m} \circ\left(\mathbf{r}, \mathbf{s}, M^{n, m}, N^{n, m}\right)^{-1}$ converges weakly to $\mathbb{P}^{m} \circ\left(\mathbf{r}, \mathbf{s}, M^{m}, N^{m}\right)^{-1}$ as $n \rightarrow \infty$, where

$$
\begin{equation*}
M_{t}^{m}=\mathbf{r}_{t}-\mathbf{r}_{0}-\int_{0}^{t}\left(\tilde{b}\left(\mathbf{r}_{u}\right)+P_{u}\left(g^{m}\right)\right) \mathrm{d} u \quad \text { and } \quad N_{t}^{m}=\mathbf{s}_{t}-\mathbf{s}_{0}-\int_{0}^{t}\left(\hat{b}\left(\mathbf{s}_{u}\right)+\hat{P}_{u}\left(h^{m}\right)\right) \mathrm{d} u \tag{B.58}
\end{equation*}
$$

with $P_{u}=\mathbb{P}^{m} \circ \mathbf{r}_{u}^{-1}$ and $\hat{P}_{u}=\mathbb{P}^{m} \circ \mathbf{s}_{u}^{-1}$. To show weak convergence to $\mathbb{P}^{m} \circ\left(\mathbf{r}, \mathbf{s}, M^{m}, N^{m}\right)^{-1}$, we note that $\left(M^{m}, N^{m}\right)$ is continuous in $\mathbb{W}$ and we consider for a Lipschitz continuous and bounded function $G: \mathbb{W} \rightarrow \mathbb{R}$,

$$
\begin{aligned}
& \left|\int_{\mathbb{W}} G(\omega) \mathrm{dP}^{n, m} \circ\left(M^{n, m}\right)^{-1}(\omega)-\int_{\mathbb{W}} G(\omega) \mathrm{dP}^{m} \circ\left(M^{m}\right)^{-1}(\omega)\right| \\
& \leq\left|\int_{\mathbb{W}} G(\omega) \mathrm{dP}^{n, m} \circ\left(M^{n, m}\right)^{-1}(\omega)-\int_{\mathbb{W}} G(\omega) \mathrm{d} \mathbb{P}^{n, m} \circ\left(M^{m}\right)^{-1}(\omega)\right| \\
& +\left|\int_{\mathbb{W}} G(\omega) \mathrm{d}^{n, m} \circ\left(M^{m}\right)^{-1}(\omega)-\int_{\mathbb{W}} G(\omega) \mathrm{dP}^{m} \circ\left(M^{m}\right)^{-1}(\omega)\right| .
\end{aligned}
$$

The second term converges to 0 as $n \rightarrow \infty$, since ( $M^{m}$ ) is continuous. For the first term it holds

$$
\begin{aligned}
& \left|\int_{\mathbb{W}} G(\omega) \mathrm{d} \mathbb{P}^{n, m} \circ\left(M^{n, m}\right)^{-1}(\omega)-\int_{\mathbb{W}} G(\omega) \mathrm{d} \mathbb{P}^{n, m} \circ\left(M^{m}\right)^{-1}(\omega)\right| \\
& =\left|\int_{\mathbb{W}}\left(G \circ M^{n, m}\right)(\omega) \mathrm{dP}^{n, m}(\omega)-\int_{\mathbb{W}}\left(G \circ M^{m}\right)(\omega) \mathrm{dP}^{n, m}(\omega)\right| \\
& \leq\|G\|_{\operatorname{Lip}} \sup _{\omega \in \mathbb{W}} d_{\mathbb{W}}\left(M^{n, m}(\omega), M^{m}(\omega)\right),
\end{aligned}
$$

where $d_{\mathbb{W}}(f, g)=\sum_{k=1}^{\infty} \sup _{t \in[0, k]} 2^{-k}|f(t)-g(t)|$. This term converges to 0 for $n \rightarrow \infty$, since for all $T>0$ and $\omega \in \mathbb{W}$, for $n \rightarrow \infty$

$$
\sup _{t \in[0, T]}\left|M_{t}^{n, m}(\omega)-M_{t}^{m}(\omega)\right| \leq \int_{0}^{T}\left|\left(\mathbb{P}^{n, m} \circ \mathbf{r}_{s}^{-1}\right)\left(g^{m}\right)-\left(\mathbb{P}^{m} \circ \mathbf{r}_{s}^{-1}\right)\left(g^{m}\right)\right| \mathrm{d} s \rightarrow 0
$$

by Lebesgue dominated convergence theorem, since $g$ is bounded. Hence,

$$
\left|\int_{\mathbb{W}} G(\omega) \mathrm{d} \mathbb{P}^{n, m} \circ\left(M^{n, m}\right)^{-1}(\omega)-\int_{\mathbb{W}} G(\omega) \mathrm{d} \mathbb{P}^{m} \circ\left(M^{m}\right)^{-1}(\omega)\right| \rightarrow 0 \quad \text { for } n \rightarrow \infty
$$

and similarly for $\left(N^{n, m}\right)$, and therefore by the Portmanteau theorem [123, Theorem 13.16], weak convergence of $\mathbb{P}^{n, m} \circ\left(\mathbf{r}, \mathbf{s}, M^{n, m}, N^{n, m}\right)^{-1}$ to $\mathbb{P}^{m} \circ\left(\mathbf{r}, \mathbf{s}, M^{m}, N^{m}\right)^{-1}$ holds.

Let $G: \mathbb{W} \rightarrow \mathbb{R}_{+}$be a $\mathcal{F}_{s^{\prime}}$-measurable, bounded, non-negative function. By uniformly integrability of $\left(M_{t}^{n, m}, \mathbb{P}^{n, m}\right)_{n \in \mathbb{N}, t \geq 0}$, for any $s \leq t$,

$$
\begin{align*}
\mathbb{E}^{m}\left[G\left(M_{t}^{m}-M_{s}^{m}\right)\right] & =\mathbb{E}^{m}\left[G\left(\int_{s}^{t}\left(\tilde{b}\left(\mathbf{r}_{u}\right)+P_{u}\left(g^{m}\right)\right) \mathrm{d} u\right)\right] \\
& =\lim _{n \rightarrow \infty} \mathbb{E}^{n, m}\left[G\left(\int_{s}^{t}\left(\tilde{b}\left(\mathbf{r}_{u}\right)+P_{u}^{n}\left(g^{m}\right)\right) \mathrm{d} u\right)\right]  \tag{B.59}\\
& =\lim _{n \rightarrow \infty} \mathbb{E}^{n, m}\left[G\left(M_{t}^{n, m}-M_{s}^{n, m}\right)\right]=0
\end{align*}
$$

and analogously for $\left(N_{t}^{n, m}\right)_{t \geq 0}$ and hence, $\left(M_{t}^{m}, \mathcal{F}_{t}, \mathbb{P}^{m}\right)$ and $\left(N_{t}^{m}, \mathcal{F}_{t}, \mathbb{P}^{m}\right)$ are continuous martingales. The quadratic variation $\left(\left[\left(M^{m}, N^{m}\right)\right]_{t}\right)$ exists $\mathbb{P}^{m}$-almost surely. To complete the identification of the limit, it suffices to note that the quadratic variation is given by

$$
\begin{array}{ll}
{\left[M^{m}\right]=4 \int_{0} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d} u} & \mathbb{P}^{m} \text {-almost surely, } \\
{\left[N^{m}\right]=4 \int_{0} \mathbb{1}_{(0, \infty)}\left(\mathbf{s}_{u}\right) \mathrm{d} u} & \mathbb{P}^{m} \text {-almost surely, and }  \tag{B.60}\\
{\left[M^{m}, N^{m}\right]=4 \int_{0} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}\right) \mathbb{1}_{(0, \infty)}\left(\mathbf{s}_{u}\right) \mathrm{d} u} & \mathbb{P}^{m} \text {-almost surely }
\end{array}
$$

which holds following the computations in the proof of [87, Theorem 22]. We show that $\left(\left(M_{t}^{m}\right)^{2}-\right.$ $\left.4 \int_{0}^{t} \mathbb{1}_{(0, \infty)} \mathbf{r}_{u} \mathrm{~d} u\right)$ is a sub- and a supermartingale and hence a martingale using a monotone class argument by noting first that for any bounded continuous and non-negative function $G: \mathbb{W} \rightarrow$ $\mathbb{R}_{+}$,

$$
\begin{equation*}
\mathbb{E}^{m}\left[G\left(M_{t}^{m}\right)^{2}\right]=\lim _{n \rightarrow \infty} \mathbb{E}^{n, m}\left[G\left(M_{t}^{n, m}\right)^{2}\right] \tag{B.61}
\end{equation*}
$$

holds using uniform integrability of $\left(\left(M_{t}^{n, m}\right)^{2}, \mathbb{P}^{n, m}\right)_{n \in \mathbb{N}, t \geq 0}$ which holds similarly as above. Note that

$$
\begin{equation*}
\mathbb{E}^{m}\left[G \int_{s}^{t} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d} u\right] \leq \lim _{\epsilon \downarrow 0} \liminf _{n \rightarrow \infty} \mathbb{E}^{n, m}\left[G \int_{s}^{t} \mathbb{1}_{(\epsilon, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d} u\right] \tag{B.62}
\end{equation*}
$$

holds by lower semicontinuity of $\omega \rightarrow \int_{0}^{\dot{1}} \mathbb{1}_{(\epsilon, \infty)}\left(\omega_{s}\right) \mathrm{d} s$ for each $\epsilon>0$, Fatou's lemma and the Portmanteau theorem. For any fixed $\epsilon>0$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathbb{E}^{n, m}\left[G\left(\int_{s}^{t} \theta^{n}\left(\mathbf{r}_{u}\right)^{2} \mathrm{~d} u-\int_{s}^{t} \mathbb{1}_{(\epsilon, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d} u\right)\right] \tag{B.63}
\end{equation*}
$$

Then by (B.61), (B.62) and (B.63)

$$
\begin{aligned}
\mathbb{E}^{m} & {\left[G\left(\left(M_{t}^{m}\right)^{2}-\left(M_{s}^{m}\right)^{2}-4 \int_{s}^{t} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d} u\right)\right] } \\
& \geq \lim _{\epsilon \downarrow 0} \liminf _{n \rightarrow \infty} \mathbb{E}^{n, m}\left[G\left(\left(M_{t}^{n, m}\right)^{2}-\left(M_{s}^{n, m}\right)^{2}-4 \int_{s}^{t} \theta^{n}\left(\mathbf{r}_{u}\right)^{2} \mathrm{~d} u\right)\right]=0
\end{aligned}
$$

and by a monotone class argument, cf. [170, Chapter 1, Theorem 8],
$\left(\left(M_{t}^{m}\right)^{2}-4 \int_{0}^{t} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d} u, \mathbb{P}^{m}\right)$ is a submartingale. To show that it is also a supermartingale we note that $\left(\left(M_{t}^{m}\right)^{2}-4 t, \mathbb{P}^{m}\right)$ is a supermartingale by (B.61). By the uniqueness of the DoobMeyer decomposition, cf. [170, Chapter 3, Theorem 8], $t \rightarrow\left[M^{m}\right]_{t}-4 t$ is $\mathbb{P}^{m}$-almost surely decreasing. Note further, that $\left(\mathbf{r}_{t}, \mathcal{F}_{t}, \mathbb{P}^{m}\right)$ is a continuous semimartingale with $[\mathbf{r}]=\left[M^{m}\right]$. Then by Ito-Tanaka formula, cf. [172, Chapter 6, Theorem 1.1],

$$
\int_{0}^{t} \mathbb{1}_{\{0\}}\left(\mathbf{r}_{u}\right) \mathrm{d}\left[M^{m}\right]_{u}=\int_{0}^{t} \mathbb{1}_{\{0\}}\left(\mathbf{r}_{u}\right) \mathrm{d}[\mathbf{r}]_{u}=\int_{0}^{t} \mathbb{1}_{\{0\}}(y) \ell_{t}^{y}(\mathbf{r}) \mathrm{d} y=0
$$

where $\ell_{t}^{y}(\mathbf{r})$ is the local time of $\mathbf{r}$ in $y$. Therefore, for any $0 \leq s<t$,

$$
\left[M^{m}\right]_{t}-\left[M^{m}\right]_{s}=\int_{0}^{t} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d}\left[M^{m}\right]_{u} \leq 4 \int_{0}^{t} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d} u
$$

and hence, for any $\mathcal{F}_{s}$-measurable, bounded, non-negative function $G: \mathbb{W} \rightarrow \mathbb{R}_{+}$,

$$
\mathbb{E}^{m}\left[G\left(\left(M_{t}^{m}\right)^{2}-\left(M_{s}^{m}\right)^{2}-4 \int_{s}^{t} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d} u\right)\right] \leq 0
$$

As before, by a monotone class argument, $\left(\left(M_{t}^{m}\right)^{2}-4 \int_{0}^{t} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}\right) \mathrm{d} u, \mathbb{P}^{m}\right)$ is a supermartingale, and hence a martingale.

Hence, we obtain the quadratic variation $\left[M^{m}\right]_{t}$ given in (B.60). The other characterizations in (B.60) follow by analogous arguments. Then by a martingale representation theorem, see [116, Chapter II, Theorem 7.1], we conclude, that there are a probability space $\left(\Omega^{m}, \mathcal{A}^{m}, P^{m}\right)$ and a Brownian motion motion $W$ and random variables $\left(r^{m}, s^{m}\right)$ on this space such that $P^{m} \circ\left(r^{m}, s^{m}\right)^{-1}=\mathbb{P}^{m} \circ\left(\mathbf{r}^{m}, \mathbf{s}^{m}\right)^{-1}$ and such that $\left(r^{m}, s^{m}, W\right)$ is a weak solution of (B.51). Finally, note that we have weak convergence of $Q \circ\left(r^{n, m}, s^{n, m}\right)^{-1}$ to $P^{m} \circ\left(r^{m}, s^{m}\right)^{-1}$ not only along a subsequence since the characterization of the limit holds for any subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$.

Comparison of two solutions: To show $P^{m}\left[r_{t}^{m} \leq s_{t}^{m}\right.$ for all $\left.t \geq 0\right]=1$ we note that by Lemma B.14, $Q\left[r_{t}^{n} \leq s_{t}^{n}\right.$ for all $\left.t \geq 0\right]=1$. The monotonicity carries over to the limit by the Portmanteau theorem for closed sets, since we have weak convergence of $\mathbb{P}^{n, m} \circ(\mathbf{r}, \mathbf{s})^{-1}$ to $\mathbb{P}^{m} \circ(\mathbf{r}, \mathbf{s})^{-1}$ 。

We show in the next step that the distribution of the solution of (B.51) converges as $m \rightarrow \infty$. For each $m \in \mathbb{N}$ let $\left(\Omega^{m}, \mathcal{A}^{m}, P^{m}\right)$ be a probability space and random variables $r^{m}, s^{m}: \Omega^{m} \rightarrow \mathbb{W}$ such that $\left(r_{t}^{m}, s_{t}^{m}\right)_{t \geq 0}$ is a solution of (B.51). Let $\mathbb{P}^{m}=P^{m} \circ\left(r^{m}, s^{m}\right)^{-1}$ denote the law on $\mathbb{W} \times \mathbb{W}$.

Lemma B.16. Assume that $(\tilde{b}, g)$ and $(\hat{b}, h)$ satisfy Assumption B.4 and Assumption B.5. Let $\eta \in \Gamma(\mu, \nu)$ where the probability measures $\mu$ and $\nu$ on $\mathbb{R}_{+}$satisfy Assumption B.6. Assume that $\left(g^{m}\right)_{m \in \mathbb{N}},\left(h^{m}\right)_{m \in \mathbb{N}},\left(\mu_{m}\right)_{m \in \mathbb{N}},\left(\nu_{m}\right)_{m \in \mathbb{N}}$ and $\left(\eta_{m}\right)_{m \in \mathbb{N}}$ satisfy conditions Assumption B. 8 and Assumption B.10. Then there exists a random variable $(r, s)$ defined on some probability space $(\Omega, \mathcal{A}, P)$ with values in $\mathbb{W} \times \mathbb{W}$, such that $\left(r_{t}, s_{t}\right)_{t \geq 0}$ is a weak solution of the sticky stochastic
differential equation (B.25). Furthermore, the sequence of laws $P^{m} \circ\left(r^{m}, s^{m}\right)^{-1}$ converges weakly to the law $P \circ(r, s)^{-1}$. If additionally,

$$
\begin{aligned}
& \tilde{b}(r) \leq \hat{b}(r), \quad g(r) \leq h(r) \quad \text { and } \quad g^{m}(r) \leq h^{m}(r) \quad \text { for any } r \in \mathbb{R}_{+} \text {, and } \\
& P^{m}\left[r_{0}^{m} \leq s_{0}^{m}\right]=1 \quad \text { for any } m \in \mathbb{N}
\end{aligned}
$$

then $P\left[r_{t} \leq s_{t}\right.$ for all $\left.t \geq 0\right]=1$.
Proof. The proof is structured as the proof of Lemma B.15. First analogously to the proof of (B.55) we show under Assumption B.4, Assumption B. 8 and Assumption B.10,

$$
\begin{equation*}
\sup _{t \in[0, T]} \mathbb{E}\left[\left|r_{t}^{m}\right|^{p}\right]<\infty \tag{B.64}
\end{equation*}
$$

Tightness of the sequence of probability measures $\left(\mathbb{P}^{m}\right)_{m \in \mathbb{N}}$ on $(\mathbb{W} \times \mathbb{W}, \mathcal{B}(\mathbb{W}) \otimes \mathcal{B}(\mathbb{W}))$ holds adapting the steps of the proof of Lemma B. 15 to (B.51). Note that (B.55) and (B.56) hold analogously for $\left(r_{t}^{m}, s_{t}^{m}\right)_{m \in \mathbb{N}}$ by Assumption B.4, Assumption B. 8 and Assumption B.10. Hence by Kolmogorov's continuity criterion, cf. [121, Corollary 14.9], we can deduce that there exists a probability measure $\mathbb{P}$ on $(\mathbb{W} \times \mathbb{W}, \mathcal{B}(\mathbb{W}) \otimes \mathcal{B}(\mathbb{W}))$ such that there is a subsequence $\left(m_{k}\right)_{k \in \mathbb{N}}$ along which $\mathbb{P}^{m_{k}}$ converge towards $\mathbb{P}$. To characterize the limit, we first note that by Skorokhod representation theorem, cf. [20, Chapter 1, Theorem 6.7], without loss of generality we can assume that $\left(r^{m}, s^{m}\right)$ are defined on a common probability space $(\Omega, \mathcal{A}, P)$ with expectation $E$ and converge almost surely to $(r, s)$ with distribution $\mathbb{P}$. By Assumption B.8, $P_{t}^{m}\left(g^{m}\right)=$ $E\left[g^{m}\left(r_{t}^{m}\right)\right]$ and the monotone convergence theorem, $P_{t}^{m}\left(g^{m}\right)$ converges to $P_{t}(g)$ for any $t \geq 0$. Then, by Lebesgue convergence theorem it holds almost surely for all $t \geq 0$

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{0}^{t}\left(\tilde{b}\left(r_{t}^{m}\right)+P_{u}^{m}\left(g^{m}\right)\right) \mathrm{d} u=\int_{0}^{t}\left(\tilde{b}\left(r_{t}\right)+P_{u}(g)\right) \mathrm{d} u \tag{B.65}
\end{equation*}
$$

where $P_{u}^{m}=P \circ\left(r_{u}^{m}\right)^{-1}$ and $P_{u}=P \circ\left(r_{u}\right)^{-1}$. A similar statement holds for $\left(s_{t}\right)_{t \geq 0}$.
Consider the mappings $M^{m}, N^{m}: \mathbb{W} \times \mathbb{W} \rightarrow \mathbb{W}$ given by (B.58). Then for all $m \in$ $\mathbb{N},\left(M_{t}^{m}, \mathcal{F}_{t}, \mathbb{P}^{m}\right)$ and $\left(N_{t}^{m}, \mathcal{F}_{t}, \mathbb{P}^{m}\right)$ are martingales with respect to the canonical filtration $\mathcal{F}_{t}=\sigma\left(\left(\mathbf{r}_{u}, \mathbf{s}_{u}\right)_{0 \leq u \leq t}\right)$. Further the family $\left(M_{t}^{m}, \mathbb{P}^{m}\right)_{m \in \mathbb{N}, t \geq 0}$ and $\left(N_{t}^{m}, \mathbb{P}^{m}\right)_{m \in \mathbb{N}, t \geq 0}$ are uniformly integrable by (B.64). In the same line as in the proof of Lemma B. 15 and by (B.65), $\mathbb{P}^{m} \circ\left(\mathbf{r}, \mathbf{s}, M^{m}, N^{m}\right)$ converges weakly to $\mathbb{P} \circ(\mathbf{r}, \mathbf{s}, M, N)$ where

$$
M_{t}=\mathbf{r}_{t}-\mathbf{r}_{0}-\int_{0}^{t}\left(\tilde{b}\left(\mathbf{r}_{u}\right)+P_{u}(g)\right) \mathrm{d} u \quad \text { and } \quad N_{t}=\mathbf{s}_{t}-\mathbf{s}_{0}-\int_{0}^{t}\left(\hat{b}\left(\mathbf{s}_{u}\right)+\hat{P}_{u}(h)\right) \mathrm{d} u
$$

Let $G: \mathbb{W} \rightarrow \mathbb{R}_{+}$be a $\mathcal{F}_{s}$-measurable bounded, non-negative function. By uniform integrability, for any $s \leq t$,

$$
\begin{aligned}
\mathbb{E}\left[G\left(M_{t}-M_{s}\right)\right] & =\mathbb{E}\left[G\left(\int_{s}^{t}\left(\tilde{b}\left(\mathbf{r}_{u}\right)+P_{u}(g)\right) \mathrm{d} u\right)\right]=\lim _{m \rightarrow \infty} \mathbb{E}^{m}\left[G\left(\int_{s}^{t}\left(\tilde{b}\left(\mathbf{r}_{u}\right)+P_{u}\left(g^{m}\right)\right) \mathrm{d} u\right)\right] \\
& =\lim _{m \rightarrow \infty} \mathbb{E}^{m}\left[G\left(M_{t}^{m}-M_{s}^{m}\right)\right]=0
\end{aligned}
$$

and analogously for $\left(N_{t}\right)_{t \geq 0}$. Hence, $\left(M_{t}, \mathcal{F}_{t}, \mathbb{P}\right)$ and $\left(N_{t}, \mathcal{F}_{t}, \mathbb{P}\right)$ are martingales. Further, the quadratic variation $\left([(M, \bar{N})]_{t}\right)$ exists $\mathbb{P}$-almost surely and is given by (B.60) $\mathbb{P}$-almost surely, which holds following the computations in the proof of Lemma B.15. As in Lemma B.15, we conclude by a martingale representation theorem that there are a probability space $(\Omega, \mathcal{A}, P)$ and a Brownian motion $W$ and random variables $(r, s)$ on this space such that $P \circ(r, s)^{-1}=\mathbb{P} \circ(\mathbf{r}, \mathbf{s})^{-1}$
and such that $(r, s, W)$ is a weak solution of (B.25). Note that the limit identification holds for all subsequences $\left(m_{k}\right)_{k \in \mathbb{N}}$ and hence $P^{m} \circ\left(r^{m}, s^{m}\right)^{-1}$ converges weakly to $P \circ(r, s)^{-1}$ for $m \rightarrow \infty$. The monotonicity $P^{m}\left[r_{t}^{m} \leq s_{t}^{m}\right.$ for all $\left.t \geq 0\right]=1$ carries over to the limit by Portmanteau theorem, since $\mathbb{P}^{m} \circ(\mathbf{r}, \mathbf{s})^{-1}$ converges weakly to $\mathbb{P} \circ(\mathbf{r}, \mathbf{s})^{-1}$.

Proof of Theorem B.3. The proof is a direct consequence of Lemma B. 15 and Lemma B.16.

## Proof of Theorem B. 5

Proof of Theorem B.5. Note that the Dirac at $0, \delta_{0}$, is by definition an invariant measure of $\left(r_{t}\right)_{t \geq 0}$ solving (B.6). Assume that the process starts from an invariant probability measure $\pi$, hence $\mathbb{P}\left(r_{t}>0\right)=p=\pi((0, \infty))$ for any $t \geq 0$. Note that for $p=0$ the drift vanishes. If the initial measure is the Dirac measure in $0, \delta_{0}$, then the diffusion coefficient disappears. Hence, $\operatorname{Law}\left(r_{t}\right)=\delta_{0}$ for any $t \geq 0$. It remains to investigate the case $p \neq 0$. Here, we are in the regime of [87, Lemma 24] where an invariant measure is of the form (B.28). Since $p=\mathbb{P}\left(r_{t}>0\right)$, the invariant measure $\pi$ satisfies additionally the necessary condition

$$
\begin{equation*}
p=\pi((0, \infty))=\frac{I(a, p)}{2 /(a p)+I(a, p)} \tag{B.66}
\end{equation*}
$$

with $I(a, p)$ given in (B.27). For $p \neq 0$, this expression is equivalent to (B.26).
Proof of Proposition B.6. By Theorem B.5, it suffices to study the solutions of (B.26). By (B.27) and since $\tilde{b}(r)=-\tilde{L} r$, it holds for $\hat{I}(a, p)=(1-p) I(a, p)$,

$$
\begin{equation*}
\hat{I}(a, p)=\left(\sqrt{\frac{\pi}{2}}+\int_{0}^{\frac{a p}{\sqrt{2 \tilde{L}}}} \exp \left(-x^{2} / 2\right) \mathrm{d} x\right) \sqrt{\frac{2}{\tilde{L}}} \exp \left(\frac{a^{2} p^{2}}{4 \tilde{L}}\right)(1-p) \tag{B.67}
\end{equation*}
$$

In the case $a / \sqrt{\tilde{L}} \leq 2 / \sqrt{\pi}, \hat{I}(a, 0)=\sqrt{\pi / \tilde{L}}$ by (B.67). Further, by $1+x \leq \mathrm{e}^{x}$ and $a / \sqrt{\hat{L}} \leq 2 / \sqrt{\pi}$,

$$
\begin{aligned}
\left(\sqrt{\frac{\pi}{2}}+\int_{0}^{\frac{a p}{\sqrt{2 \tilde{L}}}} \mathrm{e}^{-\frac{x^{2}}{2}} \mathrm{~d} x\right)(1-p) \mathrm{e}^{\frac{a^{2} p^{2}}{4 \tilde{L}}} & \leq \sqrt{\frac{\pi}{2}}\left(1+\sqrt{\frac{2}{\pi}} \int_{0}^{\frac{a p}{\sqrt{2 L}}} \mathrm{e}^{-\frac{x^{2}}{2}} \mathrm{~d} x\right) \mathrm{e}^{-p} \mathrm{e}^{\frac{p^{2}}{\pi}} \\
& \leq \sqrt{\frac{\pi}{2}}\left(1+\frac{2 p}{\pi}\right) \mathrm{e}^{-p} \mathrm{e}^{\frac{p^{2}}{\pi}} \leq \sqrt{\frac{\pi}{2}} \mathrm{e}^{p\left(\frac{3}{\pi}-1\right)}<\sqrt{\frac{\pi}{2}}
\end{aligned}
$$

for $p \in(0,1]$. Hence, $\hat{I}(a, p)<\hat{I}(a, 0)$ by (B.67). Therefore, $\hat{I}(a, p)<\hat{I}(a, 0) \leq \frac{2}{a}$ for all $p \in(0,1]$ and so $\delta_{0}$ is the unique invariant probability measure for $a / \sqrt{\tilde{L}} \leq 2 / \sqrt{\pi}$.

To show that for $a / \sqrt{\tilde{L}}>2 / \sqrt{\pi}$, there exists a unique $p$ solving (B.26), we note that $\hat{I}(a, p)$ is continuous with $\hat{I}(a, 0)>2 / a$ and $\hat{I}(a, 1)=0$. By the mean value theorem, there exists at least one $p \in(0,1)$ satisfying (B.26). In the following we drop the dependence on $a$ in $I(a, p)$ and $\hat{I}(a, p)$. We show uniqueness of the solution $p$ by contradiction. Assume that $p_{1}<p_{2}$ are the two smallest solutions of (B.26). Hence, it holds either $\hat{I}^{\prime}\left(p_{1}\right)<0$ or $\hat{I}^{\prime}(p)=0$ for $p_{1}$. Note that the derivative is given by

$$
\begin{align*}
\hat{I}^{\prime}\left(p_{i}\right) & =-I\left(p_{i}\right)+\left(1-p_{i}\right) I^{\prime}\left(p_{i}\right)=-I\left(p_{i}\right)+\left(1-p_{i}\right)\left(p_{i} \frac{a^{2}}{2 \tilde{L}} I\left(p_{i}\right)+\frac{a}{\tilde{L}}\right) \\
& =-\frac{2}{a\left(1-p_{i}\right)}+\left(1-p_{i}\right) \frac{a}{\tilde{L}}\left(\frac{p_{i}}{1-p_{i}}+1\right)=-\frac{2}{a\left(1-p_{i}\right)}+\frac{a}{\tilde{L}} . \tag{B.68}
\end{align*}
$$

Then, for $p_{2}>p_{1}$, it holds

$$
\hat{I}^{\prime}\left(p_{2}\right)=-\frac{2}{a\left(1-p_{2}\right)}+\frac{a}{\tilde{L}}<-\frac{2}{a\left(1-p_{1}\right)}+\frac{a}{\tilde{L}}=\hat{I}^{\prime}\left(p_{1}\right) \leq 0 .
$$

If $\hat{I}^{\prime}\left(p_{1}\right)<0$, it holds $\hat{I}^{\prime}\left(p_{2}\right)<0$ which contradicts that $p_{1}$ and $p_{2}$ are the two smallest solutions. In the second case, when $\hat{I}^{\prime}\left(p_{1}\right)=0$, we note that the second derivative of $\hat{I}(p)$ at $p_{1}$ is given by

$$
\begin{aligned}
\hat{I}^{\prime \prime}\left(p_{1}\right) & =-2 I^{\prime}\left(p_{1}\right)+\left(1-p_{1}\right) I^{\prime \prime}\left(p_{1}\right) \\
& =\left(-2+\left(1-p_{1}\right) \frac{a^{2} p_{1}}{2 \tilde{L}}\right)\left(I\left(p_{1}\right) \frac{a^{2} p_{1}}{2 \tilde{L}}+\frac{a}{\tilde{L}}\right)+\left(1-p_{1}\right) I\left(p_{1}\right) \frac{a^{2}}{2 \tilde{L}} \\
& =\left(-2+\left(1-p_{1}\right) \frac{a^{2} p_{1}}{2 \tilde{L}}\right) \frac{a}{\tilde{L}\left(1-p_{1}\right)}+\frac{a}{\tilde{L}}=-\frac{a}{\tilde{L}\left(1-p_{1}\right)}<0 .
\end{aligned}
$$

Hence, in this case there is a maximum at $p_{1}$, which contradicts that $p_{1}$ is the smallest solution. Thus, there exists a unique solution $p_{1}$ of (B.26) for $a / \sqrt{\tilde{L}}>2 / \sqrt{\pi}$.

## Proof of Theorem B. 7

Proof of Theorem B.7. To show (B.31) we extend the function $f$ to a concave function on $\mathbb{R}$ by setting $f(x)=x$ for $x<0$. Note that $f$ is continuously differentiable and $f^{\prime}$ is absolutely continuous and bounded. Using Ito-Tanaka formula, c.f. [172, Chapter 6, Theorem 1.1] we obtain

$$
\mathrm{d} f\left(r_{t}\right)=f^{\prime}\left(r_{t}\right)\left(\tilde{b}\left(r_{t}\right)+a \mathbb{P}\left(r_{t}>0\right)\right) \mathrm{d} t+2 f^{\prime \prime}\left(r_{t}\right) \mathbb{1}_{(0, \infty)}\left(r_{t}\right) \mathrm{d} t+\mathrm{d} M_{t},
$$

where $M_{t}=2 \int_{0}^{t} f^{\prime}\left(r_{s}\right) 1_{(0, \infty)}\left(r_{s}\right) \mathrm{d} B_{s}$ is a martingale. Taking expectation, we get

$$
\begin{aligned}
\frac{d}{d t} \mathbb{E}\left[f\left(r_{t}\right)\right] & =\mathbb{E}\left[f^{\prime}\left(r_{t}\right)\left(\tilde{b}\left(r_{t}\right)+a \mathbb{P}\left(r_{t}>0\right)\right)\right]+2 \mathbb{E}\left[f^{\prime \prime}\left(r_{t}\right) \mathbb{1}_{(0, \infty)}\left(r_{t}\right)\right] \\
& =\mathbb{E}\left[f^{\prime}\left(r_{t}\right) \tilde{b}\left(r_{t}\right)+2\left(f^{\prime \prime}\left(r_{t}\right)-f^{\prime \prime}(0)\right)\right]+\mathbb{E}\left[a f^{\prime}\left(r_{t}\right)+2 f^{\prime \prime}(0)\right] \mathbb{P}\left(r_{t}>0\right) \\
& \leq-c \mathbb{E}\left[f\left(r_{t}\right)\right]
\end{aligned}
$$

where the last step holds by (B.39) and (B.40). By applying Gronwall's lemma, we obtain (B.31).

## B.6.4 Proof of Appendix B. 4

To show Theorem B.8, we first give a uniform in time bound for the second moment of the process $\left(\bar{X}_{t}\right)_{t \geq 0}$ solving (B.1).

Lemma B.17. Let $\left(\bar{X}_{t}\right)_{t \geq 0}$ be a solution of (B.1) with $\mathbb{E}\left[\left|\bar{X}_{0}\right|^{2}\right]<\infty$. Assume Assumption B.1. Then there exists $C \in(0, \infty)$ depending on $d$, $W$ and the second moment of $\bar{X}_{0}$ such that

$$
\begin{equation*}
C=\sup _{t \geq 0} \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\right]<\infty \tag{B.69}
\end{equation*}
$$

Proof of Lemma B.17. By Ito's formula, it holds

$$
\frac{1}{2} \mathrm{~d}\left|\bar{X}_{t}\right|^{2}=\left\langle\bar{X}_{t}, b * \bar{\mu}_{t}\left(\bar{X}_{t}\right)\right\rangle \mathrm{d} t+\bar{X}_{t}^{T} \mathrm{~d} B_{t}+\frac{1}{2} d \mathrm{~d} t .
$$

Taking expectation and using symmetry, we get

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\right]= & \mathbb{E}\left[\left\langle\bar{X}_{t}-\tilde{X}_{t}, b\left(\bar{X}_{t}-\tilde{X}_{t}\right)\right]+d\right. \\
= & -\mathbb{E}\left[\left\langle\bar{X}_{t}-\tilde{X}_{t}, L\left(\bar{X}_{t}-\tilde{X}_{t}\right)-\gamma\left(\bar{X}_{t}-\tilde{X}_{t}\right)\right\rangle \mathbb{1}_{\left.\left|\bar{X}_{t}-\tilde{X}_{t}\right|>R_{0}\right]}\right] \\
& -\mathbb{E}\left[\left\langle\bar{X}_{t}-\tilde{X}_{t}, L\left(\bar{X}_{t}-\tilde{X}_{t}\right)-\gamma\left(\bar{X}_{t}-\tilde{X}_{t}\right)\right\rangle \mathbb{1}_{\left|\bar{X}_{t}-\tilde{X}_{t}\right| \leq R_{0}}\right]+d \\
\leq & \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\left(-2 L+\kappa\left(\left|\bar{X}_{t}-\tilde{X}_{t}\right|\right) \mathbb{1}_{\left|\bar{X}_{t}-\tilde{X}_{t}\right|>R_{0}}\right)\right]+\|\gamma\|_{\infty} R_{0}+d .
\end{aligned}
$$

Hence by definition (B.14) of $R_{0}$ and by Gronwall's lemma we obtain the result (B.69).
Let $N \in \mathbb{N}$. We construct a sticky coupling of $N$ i.i.d. realizations of solutions $\left(\left\{\bar{X}_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ to (B.1) and of the solution $\left(\left\{Y_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ to the mean field particle system (B.3). Then, we consider a weak limit for $\delta \rightarrow 0$ of Markovian couplings which are constructed similar as in Appendix B.2. Let rc ${ }^{\delta}, \mathrm{sc}^{\delta}$ satisfy (B.19) and (B.20). The coupling $\left(\left\{\bar{X}_{t}^{i, \delta}, Y^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is defined as process in $\mathbb{R}^{2 N d}$ satisfying a system of SDEs given by

$$
\begin{align*}
\mathrm{d} \bar{X}_{t}^{i, \delta} & =b * \bar{\mu}_{t}^{\delta}\left(\bar{X}_{t}^{i, \delta}\right) \mathrm{d} t+\mathrm{rc}^{\delta}\left(\tilde{r}_{t}^{i, \delta}\right) \mathrm{d} B_{t}^{i, 1}+\mathrm{sc}^{\delta}\left(\tilde{r}_{t}^{i, \delta}\right) \mathrm{d} B_{t}^{i, 2} \\
\mathrm{~d} Y_{t}^{i, \delta} & =\frac{1}{N} \sum_{j=1}^{N} b\left(Y_{t}^{i, \delta}-Y_{t}^{j, \delta}\right) \mathrm{d} t+\mathrm{rc}^{\delta}\left(\tilde{r}_{t}^{i, \delta}\right)\left(\operatorname{Id}-2 \tilde{e}_{t}^{i, \delta}\left(\tilde{e}_{t}^{i, \delta}\right)^{T}\right) \mathrm{d} B_{t}^{i, 1}+\mathrm{sc}^{\delta}\left(\tilde{r}_{t}^{i, \delta}\right) \mathrm{d} B_{t}^{i, 2}, \tag{B.70}
\end{align*}
$$

where $\operatorname{Law}\left(\left\{\bar{X}_{0}^{i, \delta}, Y_{0}^{i, 0}\right\}_{i=1}^{N}\right)=\bar{\mu}_{0}^{\otimes N} \otimes \nu_{0}^{\otimes N}$, and where $\left(\left\{B_{t}^{i, 1}\right\}_{i=1}^{N}\right)_{t \geq 0},\left(\left\{B_{t}^{i, 2}\right\}_{i=1}^{N}\right)_{t \geq 0}$ are i.i.d. $d-$ dimensional standard Brownian motions. We set $\tilde{X}_{t}^{i, \delta}=\bar{X}_{t}^{i, \delta}-\frac{1}{N} \sum_{j=1}^{N} \bar{X}_{t}^{j, \delta}, \tilde{Y}_{t}^{i, \delta}=Y_{t}^{i, \delta}-$ $\frac{1}{N} \sum_{j=1}^{N} Y_{t}^{j, \delta}, \tilde{Z}_{t}^{i, \delta}=\tilde{X}_{t}^{i, \delta}-\tilde{Y}_{t}^{i, \delta}, \tilde{r}_{t}^{i, \delta}=\left|\tilde{Z}_{t}^{i, \delta}\right|$ and $\tilde{e}_{t}^{i, \delta}=\tilde{Z}_{t}^{i, \delta} / \tilde{r}_{t}^{i, \delta}$ for $\tilde{r}_{t}^{i, \delta} \neq 0$. The value $\tilde{e}_{t}^{i, \delta}$ for $\tilde{r}_{t}^{i, \delta}=0$ is irrelevant as rci, ${ }^{i, \delta}(0)=0$. By Levy's characterization $\left(\left\{\bar{X}_{t}^{i, \delta}, Y_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is indeed a coupling of (B.1) and (B.3). Existence and uniqueness of the coupling given in (B.70) hold by [146, Theorem 2.2]. In the next step we analyse $\tilde{r}_{t}^{i, \delta}$.
Lemma B.18. Assume Assumption B. 1 holds. Then, for $\epsilon<\epsilon_{0}$, where $\epsilon_{0}$ is given in (B.20), and for any $i \in\{1, \ldots, N\}$, it holds almost surely,

$$
\begin{align*}
\mathrm{d} \tilde{r}_{t}^{i, \delta} & =-L \tilde{r}_{t}^{i, \delta} \mathrm{~d} t+\left\langle\tilde{e}_{t}^{i, \delta}, \frac{1}{N} \sum_{j=1}^{N} \gamma\left(\tilde{X}_{t}^{i, \delta}-\tilde{X}_{t}^{j, \delta}\right)-\gamma\left(\tilde{Y}_{t}^{i, \delta}-\tilde{Y}_{t}^{j, \delta}\right)\right\rangle \mathrm{d} t \\
& +2 \sqrt{1+\frac{1}{N}} \mathrm{rc}^{\delta}\left(\tilde{r}_{t}^{i, \delta}\right) \mathrm{d} W_{t}^{i, \delta}+\left\langle\tilde{e}_{t}^{i, \delta}, \Theta_{t}^{i, \delta}+\frac{1}{N} \sum_{k=1}^{N} \Theta_{t}^{k, \delta}\right\rangle \mathrm{d} t  \tag{B.71}\\
& \leq\left(\bar{b}\left(\tilde{r}_{t}^{i, \delta}\right)+2\|\gamma\|_{\infty} \frac{1}{N} \sum_{j=1}^{N} \operatorname{rc}^{\epsilon}\left(\tilde{r}_{t}^{j, \delta}\right)\right) \mathrm{d} t+2 \sqrt{1+\frac{1}{N}} \mathrm{rc}^{\delta}\left(\tilde{r}_{t}^{i, \delta}\right) \mathrm{d} W_{t}^{i, \delta} \\
& +\left(A_{t}^{i, \delta}+\frac{1}{N} \sum_{k=1}^{N} A_{t}^{k, \delta}\right) \mathrm{d} t .
\end{align*}
$$

with $\Theta_{t}^{i, \delta}=b * \bar{\mu}_{t}^{\delta}\left(\bar{X}_{t}^{i, \delta}\right)-\frac{1}{N} \sum_{j=1}^{N} b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right)$ and

$$
\begin{equation*}
A_{t}^{i, \delta}=\left|\Theta_{t}^{i, \delta}\right|=\left|b * \bar{\mu}_{t}^{\delta}\left(\bar{X}_{t}^{i, \delta}\right)-\frac{1}{N} \sum_{j=1}^{N} b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right)\right| \tag{B.72}
\end{equation*}
$$

and where $\left(\left\{W_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$ are $N$ one-dimensional Brownian motions given by

$$
\begin{equation*}
W_{t}^{i, \delta}=\sqrt{\frac{N}{N+1}}\left(\int_{0}^{t}\left(\tilde{e}_{s}^{i, \delta}\right)^{T} \mathrm{~d} B_{s}^{i, 1}+\frac{1}{N} \sum_{j=1}^{N} \int_{0}^{t}\left(\tilde{e}_{s}^{j, \delta}\right)^{T} \mathrm{~d} B_{s}^{j, 1}\right), \quad i=1, \ldots, N \tag{B.73}
\end{equation*}
$$

Proof. By (B.70) and since $\gamma$ is anti-symmetric, it holds by Ito's formula for any $i \in\{1, \ldots, N\}$,

$$
\begin{aligned}
\mathrm{d}\left(\tilde{r}_{t}^{i, \delta}\right)^{2} & =-2 L\left(\tilde{r}_{t}^{i, \delta}\right)^{2} \mathrm{~d} t+2\left\langle\tilde{Z}_{t}^{i, \delta}, \frac{1}{N} \sum_{j=1}^{N} \gamma\left(\tilde{X}_{t}^{i, \delta}-\tilde{X}_{t}^{j, \delta}\right)-\gamma\left(\tilde{Y}_{t}^{i, \delta}-\tilde{Y}_{t}^{j, \delta}\right)\right\rangle \mathrm{d} t \\
& +4\left(1+\frac{1}{N}\right) \operatorname{rc}^{\delta}\left(\tilde{r}_{t}^{i, \delta}\right)^{2} \mathrm{~d} t+4 \sqrt{1+\frac{1}{N}} \mathrm{rc}^{\delta}\left(\tilde{r}_{t}^{i, \delta}\right)\left\langle\tilde{Z}_{t}^{i, \delta}, \tilde{e}_{t}^{i, \delta}\right\rangle \mathrm{d} W_{t}^{i, \delta} \\
& +2\left\langle\tilde{Z}_{t}^{i, \delta}, b * \bar{\mu}_{t}^{\delta}\left(\bar{X}_{t}^{i, \delta}\right)-\frac{1}{N} \sum_{j=1}^{N} b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right)\right\rangle \mathrm{d} t \\
& +2\left\langle\tilde{Z}_{t}^{i, \delta},-\frac{1}{N} \sum_{k=1}^{N}\left(b * \bar{\mu}_{t}^{\delta}\left(\bar{X}_{t}^{k, \delta}\right)-\frac{1}{N} \sum_{j=1}^{N} b\left(\bar{X}_{t}^{k, \delta}-\bar{X}_{t}^{j, \delta}\right)\right)\right\rangle \mathrm{d} t
\end{aligned}
$$

where $\left(\left\{W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ are $N$ i.i.d.one-dimensional Brownian motions given by (B.73). Note that the prefactor $(N /(N+1))^{1 / 2}$ ensures that the quadratic variation satisfies $\left[W^{i}\right]_{t}=t$ for $t \geq 0$, and hence $\left(\left\{W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ are Brownian motions. This definition of $\left(\left\{W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ leads to $(1+1 / N)^{1 / 2}$ in the diffusion term of the SDE. Applying the $\mathcal{C}^{2}$ approximation of the square root used in the proof of Lemma B. 12 and taking $\varepsilon \rightarrow 0$ in the approximation yields the stochastic differential equations of $\left(\left\{\tilde{r}_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$. We obtain its upper bound for $\epsilon<\epsilon_{0}$ by Assumption B. 1 and (B.20) similarly to the proof of Lemma B.12.

Next, we state a bound for (B.72).
Lemma B.19. Under the same assumption as in Lemma B.20, it holds for any $i=1, \ldots, N$

$$
E\left[\left|A_{t}^{i, \delta}\right|^{2}\right] \leq C_{1} N^{-1} \text { and } E\left[A_{t}^{i, \delta}\right] \leq C_{2} N^{-1 / 2}
$$

where $A_{t}^{i, \delta}$ is given in (B.72) and $C_{1}$ and $C_{2}$ are constants depending on $\|\gamma\|_{\infty}, L$ and $C$ given in Lemma B.17.

Proof. By Assumption B.3, it holds $\mathbb{E}\left[\left|\bar{X}_{0}^{i, \delta}\right|^{2}\right]<\infty$ for $i=1, \ldots, N$. Note that given $\bar{X}_{t}^{i, \delta}, \bar{X}_{t}^{j, \delta}$ are i.i.d.with law $\bar{\mu}_{t}^{\delta}$ for all $j \neq i$. Hence,

$$
\mathbb{E}\left[b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right) \mid \bar{X}_{t}^{i, \delta}\right]=b * \bar{\mu}_{t}^{\delta}\left(\bar{X}_{t}^{i, \delta}\right)
$$

Since $\gamma$ is anti-symmetric, $b(0)=0$, and we have

$$
\begin{aligned}
\mathbb{E} & {\left[\left.\left|b * \bar{\mu}_{t}^{\delta}\left(\bar{X}_{t}^{i, \delta}\right)-\frac{1}{N-1} \sum_{j=1}^{N} b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right)\right|^{2} \right\rvert\, \bar{X}_{t}^{i, \delta}\right] } \\
& =\mathbb{E}\left[\left.\left|\frac{1}{N-1} \sum_{j=1}^{N} \mathbb{E}\left[b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right) \mid \bar{X}_{t}^{i, \delta}\right]-\frac{1}{N-1} \sum_{j=1}^{N} b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right)\right|^{2} \right\rvert\, \bar{X}_{t}^{i, \delta}\right] \\
& =\frac{1}{N-1} \operatorname{Var}_{\bar{\mu}_{t}^{\delta}}\left(b\left(\bar{X}_{t}^{i, \delta}-\cdot\right)\right)
\end{aligned}
$$

By (B.11), Assumption B.1, Assumption B. 3 and Lemma B.17, we obtain

$$
\begin{aligned}
\operatorname{Var}_{\mu_{t}^{\delta}}\left(b\left(\bar{X}_{t}^{i, \delta}-\cdot\right)\right)= & \int_{\mathbb{R}^{d}} \mid\left(-L\left(\bar{X}_{t}^{i, \delta}-x\right)+\int_{\mathbb{R}^{d}} L\left(\bar{X}_{t}^{i, \delta}-\tilde{x}\right) \bar{\mu}_{t}^{\delta}(\mathrm{d} \tilde{x})\right) \\
& +\left.\left(\gamma\left(\bar{X}_{t}^{i, \delta}-x\right)-\int_{\mathbb{R}^{d}} \gamma\left(\tilde{X}_{t}^{i, \delta}-\tilde{x}\right) \bar{\mu}_{t}^{\delta}(\mathrm{d} \tilde{x})\right)\right|^{2} \bar{\mu}_{t}^{\delta}(\mathrm{d} x) \\
= & \int_{\mathbb{R}^{d}}\left|x+\left(\gamma\left(\bar{X}_{t}^{i, \delta}-x\right)-\int_{\mathbb{R}^{d}} \gamma\left(\tilde{X}_{t}^{i, \delta}-\tilde{x}\right) \bar{\mu}_{t}^{\delta}(\mathrm{d} \tilde{x})\right)\right|^{2} \bar{\mu}_{t}^{\delta}(\mathrm{d} x) \\
\leq & 2 L^{2} \int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}^{\delta}(\mathrm{d} x)+8\|\gamma\|_{\infty}^{2} \leq 2 L^{2} C^{2}+8\|\gamma\|_{\infty}^{2}
\end{aligned}
$$

By the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\mathbb{E}\left[\left(A_{t}^{i, \delta}\right)^{2}\right] & \leq 2 \mathbb{E}\left[\left|b * \bar{\mu}_{t}\left(\bar{X}_{t}^{i, \delta}\right)-\frac{1}{N-1} \sum_{j=1}^{N} b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right)\right|^{2}\right] \\
& +2\left(\frac{1}{N-1}-\frac{1}{N}\right)^{2} \mathbb{E}\left[\left|\sum_{j=1}^{N} b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right)\right|^{2}\right] \\
& \leq 2 \frac{1}{N-1} \mathbb{E}\left[\operatorname{Var}_{\bar{\mu}_{t}^{\delta}}\left(b\left(\bar{X}_{t}^{i, \delta}-\cdot\right)\right)\right]+\frac{1}{N^{2}(N-1)} \mathbb{E}\left[\sum_{j=1}^{N}\left|b\left(X_{t}^{i, \delta}-X_{t}^{j, \delta}\right)\right|^{2}\right] \\
& \leq \frac{4 L^{2}}{N-1} C+\frac{16\|\gamma\|_{\infty}^{2}}{N-1}+\frac{1}{N^{2}}\left(8 C L^{2}+4\|\gamma\|_{\infty}^{2}\right) \\
& \leq N^{-1} C_{1}<\infty
\end{aligned}
$$

where $C_{1}$ depends on $\|\gamma\|_{\infty}, L$ and the second moment bound $C$. Similarly, it holds

$$
\begin{aligned}
\mathbb{E}\left[A_{t}^{i, \delta}\right] & \leq \mathbb{E}\left[\left|b * \bar{\mu}_{t}^{\delta}\left(\bar{X}_{t}^{i, \delta}\right)-\frac{1}{N-1} \sum_{j=1}^{N} b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right)\right|\right] \\
& +\left(\frac{1}{N-1}-\frac{1}{N}\right) \sum_{j=1}^{N} \mathbb{E}\left[\left|b\left(\bar{X}_{t}^{i, \delta}-\bar{X}_{t}^{j, \delta}\right)\right|\right] \\
& \leq \frac{\sqrt{2} L}{\sqrt{N-1}} C^{1 / 2}+\frac{\sqrt{8}\|\gamma\|_{\infty}}{\sqrt{N-1}}+\frac{1}{N}\left(\sqrt{2} C^{1 / 2} L+\|\gamma\|_{\infty}\right) \\
& \leq N^{-1 / 2} C_{2}<\infty,
\end{aligned}
$$

where $C_{2}=2 L C^{1 / 2}+4\|\gamma\|_{\infty}+\left(\sqrt{2} C^{1 / 2}+\|\gamma\|_{\infty}\right)$.
To control $\left(\left\{\tilde{r}_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$, we consider $\left(\left\{r_{t}^{i, \delta, \epsilon}\right\}_{i=1}^{N}\right)_{t \geq 0}$ given as solution of

$$
\begin{align*}
\mathrm{d} r_{t}^{i, \delta, \epsilon} & =\bar{b}\left(r_{t}^{i, \delta, \epsilon}\right) \mathrm{d} t+\frac{1}{N} \sum_{j=1}^{N} 2\|\gamma\|_{\infty} \mathrm{rc}^{\epsilon}\left(r_{t}^{j, \delta, \epsilon}\right) \mathrm{d} t+\left(A_{t}^{i, \delta}+\frac{1}{N} \sum_{k=1}^{N} A_{t}^{k, \delta}\right) \mathrm{d} t  \tag{B.74}\\
& +2 \sqrt{1+\frac{1}{N}} \mathrm{rc}{ }^{\delta}\left(r_{t}^{i, \delta, \epsilon}\right) \mathrm{d} W_{t}^{i, \delta}
\end{align*}
$$

with initial condition $r_{0}^{i, \delta, \epsilon}=\tilde{r}_{0}^{i, \delta}$ for all $i=1, \ldots, N, A_{t}^{i, \delta}$ given in (B.72) and $W_{t}^{i, \delta}$ given in (B.73).

By [146, Theorem 2.2], under Assumption B. 1 and Assumption B.3, $\left(\left\{U_{t}^{i, \delta, \epsilon}\right\}_{i=1}^{N}\right)_{t \geq 0}=$ $\left(\left\{\bar{X}_{t}^{i, \delta}, Y_{t}^{i, \delta}, r_{t}^{i, \delta, \epsilon}\right\}_{i=1}^{N}\right)_{t \geq 0}$ exists and is unique, where $\left(\left\{\bar{X}_{t}^{i, \delta}, \bar{Y}_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$ solves uniquely (B.70), $\left(\left\{\bar{r}_{t}^{i \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$ and $\left(\left\{r_{t}^{i, \delta, \epsilon}\right\}_{i=1} N\right)_{t \geq 0}$ solve uniquely (B.71) and (B.74), respectively, with $\left(\left\{W_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$ given by (B.73).

Lemma B.20. Assume Assumption B. 1 and Assumption B.3. Then for any $i=1, \ldots, N$, $\left|\bar{X}_{t}^{i, \delta}-Y_{t}^{i, \delta}-\frac{1}{N} \sum_{j}\left(\bar{X}_{t}^{j, \delta}-Y_{t}^{j, \delta}\right)\right|=\tilde{r}_{t}^{i, \delta} \leq r_{t}^{i, \delta, \epsilon}$, almost surely for all $t \geq 0$ and $\epsilon<\epsilon_{0}$.

Proof. Note, that both processes $\left(\left\{\left\{_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}\right.$ and $\left(\left\{r_{t}^{i, \delta,}\right\}_{i=1}^{N}\right)_{t \geq 0}$ have the same initial condition and are driven by the same noise. Since the drift for $\left(\left\{\left\{_{t}^{i, \delta, \epsilon}\right\}_{i=1}^{N}\right)_{t \geq 0}\right.$ is larger than the drift for $\left(\left\{\tilde{r}_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$ for $\epsilon<\epsilon_{0}$ by (B.20), we can conclude $\tilde{r}_{t}^{i, \delta} \leq r_{t}^{i, \delta, \epsilon}$ almost surely for all $t \geq 0$, $\epsilon<\epsilon_{0}$ and $i=1, \ldots N$ by Lemma B.21.

Proof of Theorem B.8. Consider the process $\left(\left\{U_{t}^{i, \delta, \epsilon}\right\}_{i=1}^{N}\right)_{t \geq 0}=\left(\left\{\bar{X}_{t}^{i, \delta}, Y_{t}^{i, \delta}, r_{t}^{i, \delta, \epsilon}\right\}_{i=1}^{N}\right)_{t \geq 0}$ on $\mathbb{R}^{N(2 d+1)}$ for each $\epsilon, \delta>0$. We denote by $\mathbb{P}^{\delta, \epsilon}$ the law of $\left\{U^{\bar{\delta}, \epsilon}\right\}_{i=1}^{N}$ on $\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}^{N(2 d+1)}\right)$. We define the canonical projections $\mathbf{X}, \mathbf{Y}, \mathbf{r}$ onto the first $N d$, second $N d$ and last $N$ components.

By Assumption B. 1 and Assumption B. 3 it holds in the same line as in the proof of Lemma B. 22 for each $T>0$

$$
\begin{equation*}
E\left[\left|\left\{U_{t_{2}}^{i, \delta, \epsilon}-U_{t_{1}}^{i, \delta, \epsilon}\right\}_{i=1}^{N}\right|^{4}\right] \leq C\left|t_{2}-t_{1}\right|^{2} \quad \text { for } t_{1}, t_{2} \in[0, T], \tag{B.75}
\end{equation*}
$$

for some constant $C$ depending on $T, L,\|\gamma\|_{\text {Lip }},\|\gamma\|_{\infty}, N$ and on the fourth moment of $\mu_{0}$ and $\nu_{0}$. Note that we used here that the additional drift terms $\left(A_{t}^{i, \delta}\right)_{t \geq 0}$ occurring in the SDE of $\left(\left\{r_{t}^{i, \delta, \epsilon}\right\}_{i=1}^{N}\right)_{t \geq 0}$ are Lipschitz continuous in $\left(\left\{\bar{X}_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$. Then as in the proofs of Lemma B. 22 and Lemma B. $23, \mathbb{P}^{\delta, \epsilon}$ is tight and converges weakly along a subsequence to a measure $\mathbb{P}$ by Kolmogorov's continuity criterion, cf. [121, Corollary 14.9].

As in Lemma B. 22 the law $\mathbb{P}_{T}^{\delta, \epsilon}$ of $\left(\left\{U_{t}^{i, \delta, \epsilon}\right\}_{i=1}^{N}\right)_{0 \leq t \leq T}$ on $\mathcal{C}\left([0, T], \mathbb{R}^{N(2 d+1)}\right)$ is tight for each $T>0$ by [121, Corollary 14.9] and for each $\epsilon>0$ there exists a subsequence $\delta_{n} \rightarrow 0$ such that $\left(\mathbb{P}_{T}^{\delta_{n}, \epsilon}\right)_{n \in \mathbb{N}}$ on $\mathcal{C}\left([0, T], \mathbb{R}^{N(2 d+1)}\right)$ converge to a measure $\mathbb{P}_{T}^{\epsilon}$ on $\mathcal{C}\left([0, T], \mathbb{R}^{N(2 d+1)}\right)$. By a diagonalization argument and since $\left\{\mathbb{P}_{T}^{\epsilon}: T \geq 0\right\}$ is a consistent family, cf. [121, Theorem 5.16], there exists a probability measure $\mathbb{P}^{\epsilon}$ on $\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}^{N(2 d+1)}\right)$ such that for all $\epsilon$ there exists a subsequence $\delta_{n}$ such that $\left(\mathbb{P}^{\delta_{n}, \epsilon}\right)_{n \in \mathbb{N}}$ converges along this subsequence to $\mathbb{P}^{\epsilon}$. As in the proof of Lemma B. 23 we repeat this argument for the family of measures $\left(\mathbb{P}^{\epsilon}\right)_{\epsilon>0}$. Hence, there exists a subsequence $\epsilon_{m} \rightarrow 0$ such that $\left(\mathbb{P}^{\epsilon_{m}}\right)_{m \in \mathbb{N}}$ converges to a measure $\mathbb{P}$. Let $\left(\left\{\bar{X}_{t}^{i}, Y_{t}^{i}, r_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ be some process on $\mathbb{R}^{N(2 d+1)}$ with distribution $\mathbb{P}$ on $(\bar{\Omega}, \overline{\mathcal{F}}, \bar{P})$.

Since $\left(\left\{\bar{X}_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$ and $\left(\left\{Y_{t}^{i, \delta}\right\}_{i=1}^{N}\right)_{t \geq 0}$ are solutions that are unique in law, we have that for any $\delta, \epsilon>0, \mathbb{P}^{\delta, \epsilon} \circ \mathbf{X}^{-1}=\mathbb{P} \circ \mathbf{X}^{-1}$ and $\mathbb{P}^{\delta, \epsilon} \circ \mathbf{Y}^{-1}=\mathbb{P} \circ \mathbf{Y}^{-1}$. Hence, $\mathbb{P} \circ(\mathbf{X}, \mathbf{Y})^{-1}$ is a coupling of (B.1) and (B.3).

Similarly to the proof of Lemma B. 22 and Lemma B. 23 there exist an extended underlying probability space and $N$ i.i.d.one-dimensional Brownian motion $\left(\left\{W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ such that $\left(\left\{r_{t}^{i}, W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is a solution of

$$
\begin{aligned}
\mathrm{d} r_{t}^{i} & =\bar{b}\left(r_{t}^{i}\right) \mathrm{d} t+\frac{1}{N} \sum_{j=1}^{N} 2\|\gamma\|_{\infty} \mathbb{1}_{(0, \infty)}\left(r_{t}^{j}\right) \mathrm{d} t+\left(A_{t}^{i}+\frac{1}{N} \sum_{k=1}^{N} A_{t}^{k}\right) \mathrm{d} t \\
& +2 \sqrt{1+\frac{1}{N}} \mathbb{1}_{(0, \infty)}\left(r_{t}^{i}\right) \mathrm{d} W_{t}^{i},
\end{aligned}
$$

where $A_{t}^{i}=\left|b * \bar{\mu}_{t}\left(\bar{X}_{t}^{i}\right)-\frac{1}{N} \sum_{j=1}^{N} b\left(\bar{X}_{t}^{i}-\bar{X}_{t}^{j}\right)\right|$.

## APPENDIX B. STICKY NONLINEAR SDES AND CONVERGENCE OF MCKEAN-VLASOV EQUATIONS

In addition, the statement of Lemma B. 20 carries over to the limiting process $\left(\left\{r_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$, since by the weak convergence along the subsequences $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ and $\left(\epsilon_{m}\right)_{m \in \mathbb{N}}$ and the Portmanteau theorem, $P\left(\left|\tilde{X}_{t}^{i}-\tilde{Y}_{t}^{i}\right| \leq r_{t}^{i}\right.$ for $\left.i=1, \ldots, N\right) \geq \lim \sup _{m \rightarrow \infty} \lim \sup _{n \rightarrow \infty} P\left(\left|\tilde{X}_{t}^{i, \delta_{n}}-\tilde{Y}_{t}^{i, \delta_{n}}\right| \leq\right.$ $r_{t}^{i, \delta_{n}, \epsilon_{m}}$ for $\left.i=1, \ldots, N\right)=1$, where $\tilde{X}_{t}^{i}=\bar{X}_{t}^{i}-(1 / N) \sum_{j=1}^{N} \bar{X}_{t}^{j}$ and $\tilde{Y}_{t}^{i}=\bar{X}_{t}^{i}-(1 / N) \sum_{j=1}^{N} \bar{Y}_{t}^{j}$ for all $t \geq 0$ and $i=1, \ldots, N$.

Using Ito-Tanaka formula, c.f. [172, Chapter 6, Theorem 1.1], and $f^{\prime}$ is absolutely continuous, we obtain for $f$ defined in (B.37) with $\tilde{b}(r)=(\kappa(r)-L) r$ and $a=2\|\gamma\|_{\infty}$,

$$
\begin{aligned}
\mathrm{d}\left(\frac{1}{N} \sum_{i=1}^{N} f\left(r_{t}^{i}\right)\right) & =\frac{1}{N} \sum_{i=1}^{N}\left(\bar{b}\left(r_{t}^{i}\right) f^{\prime}\left(r_{t}^{i}\right)+f^{\prime \prime}\left(r_{t}^{i}\right) 2 \frac{N+1}{N} \mathbb{1}_{(0, \infty)}\left(r_{t}^{i}\right)\right) \mathrm{d} t \\
& +\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} 2 f^{\prime}\left(r_{t}^{i}\right)\|\gamma\|_{\infty} \mathbb{1}_{(0, \infty)}\left(r_{t}^{j}\right) \mathrm{d} t \\
& +\frac{1}{N} \sum_{i=1}^{N} f^{\prime}\left(r_{t}^{i}\right) 2 \sqrt{1+\frac{1}{N}} \mathbb{1}_{(0, \infty)}\left(r_{t}^{i}\right) \mathrm{d} W_{t}^{i}+\frac{1}{N} \sum_{i=1}^{N} f^{\prime}\left(r_{t}^{i}\right)\left(A_{t}^{i}+\frac{1}{N} \sum_{k=1}^{N} A_{t}^{k}\right) \mathrm{d} t .
\end{aligned}
$$

Taking expectation, we get using $f^{\prime}(r) \leq 1$ for all $r \geq 0$,

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} f\left(r_{t}^{i}\right)\right] & \leq \frac{1}{N} \sum_{i=1}^{N}\left\{\mathbb{E}\left[\bar{b}\left(r_{t}^{i}\right) f^{\prime}\left(r_{t}^{i}\right)+2 \frac{N+1}{N}\left(f^{\prime \prime}\left(r_{t}^{i}\right)-f^{\prime \prime}(0)\right)\right]\right.  \tag{B.76}\\
& \left.+\mathbb{E}\left[2\left(\|\gamma\|_{\infty}+\frac{N+1}{N} f^{\prime \prime}(0)\right) \mathbb{1}_{(0, \infty)}\left(r_{t}^{i}\right)\right]+\mathbb{E}\left[2 A_{t}^{i}\right]\right\} .
\end{align*}
$$

By (B.39) and (B.40), the first two terms are bounded by $-\tilde{c} \frac{1}{N} \sum_{i} f\left(r_{t}^{i}\right)$ with $\tilde{c}$ given in (B.17).
By Lemma B. 19 the last term in (B.76) is bounded by

$$
2 E\left[A_{t}^{i}\right] \leq \tilde{C} N^{-1 / 2},
$$

where

$$
\begin{equation*}
\tilde{C}=2 C_{2}=4 L C^{1 / 2}+8\|\gamma\|_{\infty}+2\left(\sqrt{2} C^{1 / 2} L+\|\gamma\|_{\infty}\right) . \tag{B.77}
\end{equation*}
$$

Hence, we obtain

$$
\frac{d}{d t} \mathbb{E}\left[\frac{1}{N} \sum_{i} f\left(r_{t}^{i}\right)\right] \leq-\tilde{c} \frac{1}{N} \sum_{i} \mathbb{E}\left[f\left(r_{t}^{i}\right)\right]+\tilde{C} N^{-1 / 2}
$$

for $t \geq 0$ which leads by Grönwall's lemma to

$$
\mathbb{E}\left[\frac{1}{N} \sum_{i} f\left(r_{t}^{i}\right)\right] \leq \mathrm{e}^{-\tilde{c} t} \mathbb{E}\left[\frac{1}{N} \sum_{i} f\left(r_{0}^{i}\right)\right]+\frac{1}{\tilde{c}} \tilde{C} N^{-1 / 2} .
$$

For an arbitrary coupling $\xi \in \Gamma\left(\bar{\mu}_{0}^{\otimes N}, \nu_{0}^{\otimes N}\right)$, we have

$$
\mathcal{W}_{f, N}\left(\left(\bar{\mu}_{t}\right)^{\otimes N}, \nu_{t}^{N}\right) \leq \mathrm{e}^{-\tilde{c} t} \int_{\mathbb{R}^{2 N d}} \frac{1}{N} \sum_{i=1}^{N} f\left(\left|x^{i}-y^{i}-\frac{1}{N} \sum_{j=1}^{N}\left(x^{j}-y^{j}\right)\right|\right) \xi(\mathrm{d} x \mathrm{~d} y)+\frac{\tilde{C}}{\tilde{c} N^{1 / 2}},
$$

as $\mathbb{E}\left[f\left(r_{0}^{i}\right)\right] \leq \int_{\mathbb{R}^{2 N d}} \frac{1}{N} \sum_{i=1}^{N} f\left(\left|x^{i}-y^{i}-\frac{1}{N} \sum_{j=1}^{N}\left(x^{j}-y^{j}\right)\right|\right) \xi(\mathrm{d} x \mathrm{~d} y)$. Taking the infimum over all couplings $\xi \in \Gamma\left(\bar{\mu}_{0}^{\otimes N}, \nu_{0}^{\otimes}\right)$ gives the first bound. By (B.38), the second bound follows.

## B.6.5 Proof of Appendix B. 5

As for the nonlinear case we show Theorem B. 10 via a family of stochastic differential equations, with Lipschitz continuous coefficients,

$$
\begin{align*}
& \mathrm{d} r_{t}^{i, n, m}=\left(\tilde{b}\left(r_{t}^{i, n, m}\right)+\frac{1}{N} \sum_{j=1}^{N} g^{m}\left(r_{t}^{j, n, m}\right)\right) \mathrm{d} t+2 \theta^{n}\left(r_{t}^{i, n, m}\right) \mathrm{d} W_{t}^{i} \\
& \mathrm{~d} s_{t}^{i, n, m}=\left(\hat{b}\left(s_{t}^{i, n, m}\right)+\frac{1}{N} \sum_{j=1}^{N} h^{m}\left(s_{t}^{j, n, m}\right)\right) \mathrm{d} t+2 \theta^{n}\left(s_{t}^{i, n, m}\right) \mathrm{d} W_{t}^{i}  \tag{B.78}\\
& \operatorname{Law}\left(r_{0}^{i, n, m}, s_{0}^{i, n, m}\right)=\eta_{n, m}, \quad i \in\{1, \ldots, N\},
\end{align*}
$$

where $\eta_{n, m} \in \Gamma\left(\mu_{n, m}, \nu_{n, m}\right)$. Under Assumption B.4, Assumption B.5, Assumption B.8, Assumption B. 9 and Assumption B. 10 we identify the weak limit of $\left(\left\{r_{t}^{i, n, m}, s_{t}^{i, n, m}\right\}_{i=1, n, m \in \mathbb{N}}^{N}\right)_{t \geq 0}$ solving (B.78) for $n \rightarrow \infty$ by $\left(\left\{r_{t}^{i, m}, s_{t}^{i, m}\right\}_{i=1, m \in \mathbb{N}}^{N}\right)_{t \geq 0}$ solving the family of SDEs given by

$$
\begin{align*}
& \mathrm{d} r_{t}^{i, m}=\left(\tilde{b}\left(r_{t}^{i, m}\right)+\frac{1}{N} \sum_{j=1}^{N} g^{m}\left(r_{t}^{j, m}\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(r_{t}^{i, m}\right) \mathrm{d} W_{t}^{i}, \\
& \mathrm{~d} s_{t}^{i, m}=\left(\hat{b}\left(s_{t}^{i, m}\right)+\frac{1}{N} \sum_{j=1}^{N} h^{m}\left(s_{t}^{j, m}\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \infty)}\left(s_{t}^{i, m}\right) \mathrm{d} W_{t}^{i},  \tag{B.79}\\
& \operatorname{Law}\left(r_{0}^{i, m}, s_{0}^{i, m}\right)=\eta_{m}, \quad i \in\{1, \ldots, N\},
\end{align*}
$$

where $\eta_{m} \in \Gamma\left(\mu_{m}, \nu_{m}\right)$.
Taking the limit $m \rightarrow \infty$, we obtain (B.35) as the weak limit of (B.79). In the case $g(r)=$ $\mathbb{1}_{(0, \infty)}(r)$, we can choose $g^{m}=\theta^{m}$.

Consider a probability space $\left(\Omega_{0}, \mathcal{A}_{0}, Q\right)$ and $N$ i.i.d.1-dimensional Brownian motions $\left(\left\{W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$. Note that under Assumption B.4-Assumption B.10, there are random variables $\left\{r^{i, n, m}\right\}_{i=1}^{N},\left\{s^{i, n, m}\right\}_{i=1}^{N}: \Omega_{0} \rightarrow \mathbb{W}^{N}$ for each $n, m$ such that $\left(\left\{r^{i, n, m}, s^{i, n, m}\right\}_{i=1}^{N}\right)$ is a unique solution to (B.78) by [146, Theorem 2.2]. We denote by $\mathbb{P}^{n, m}=Q \circ\left(\left\{r^{i, n, m}, s^{i, n, m}\right\}_{i=1}^{N}\right)^{-1}$ the law on $\mathbb{W}^{N} \times \mathbb{W}^{N}$.

Before taking the two limits and proving Theorem B.10, we introduce a modification of Ikeda and Watanabe's comparison theorem, to compare two solutions of (B.78), cf. [116, Section VI, Theorem 1.1].

Lemma B.21. Suppose a solution $\left(\left\{r_{t}^{i, n, m}, s_{t}^{i, n, m}\right\}_{i=1}^{N}\right)_{t \geq 0}$ of (B.78) is given for fixed $n, m \in \mathbb{N}$. Assume Assumption B. 8 for $g^{m}$ and $h^{m}$, Assumption B. 4 for $\tilde{b}$ and $\hat{b}$, Assumption B. 9 for $\theta^{n}$. If $Q\left[r_{0}^{i, n, m} \leq s_{0}^{i, n, m}\right.$ for all $\left.i=1, \ldots, N\right]=1, \tilde{b}(r) \leq \hat{b}(r)$ and $g^{m}(r) \leq h^{m}(r)$ for any $r \in \mathbb{R}_{+}$, then

$$
Q\left[r_{t}^{i, n, m} \leq s_{t}^{i, n, m} \text { for all } t \geq 0 \text { and } i=1, \ldots, N\right]=1
$$

Proof. The proof is similar for each component $i=1, \ldots, N$ to the proof of Lemma B.14. It holds for the interaction part similarly to (B.53) using the properties of $g^{m}$ and $h^{m}$,

$$
\frac{1}{N} \sum_{j=1}^{N}\left(g^{m}\left(r_{t}^{j, n, m}\right)-h^{m}\left(s_{t}^{j, n, m}\right)\right) \leq K_{m} \frac{1}{N} \sum_{j=1}^{N}\left|r_{t}^{j, n, m}-s_{t}^{j, n, m}\right| \mathbb{1}_{(0, \infty)}\left(r_{t}^{j, n, m}-s_{t}^{j, n, m}\right)
$$

Hence, we obtain analogously to (B.54),

$$
\mathbb{E}\left[\left(r_{t}^{i, n, m}-s_{t}^{i, n, m}\right)_{+}\right] \leq \tilde{L} \mathbb{E}\left[\int_{0}^{t}\left(r_{u}^{i, n, m}-s_{u}^{i, n, m}\right)_{+} \mathrm{d} u\right]+K_{m} \mathbb{E}\left[\int_{0}^{t} \frac{1}{N} \sum_{j=1}^{N}\left(r_{u}^{j, n, m}-s_{u}^{j, n, m}\right)_{+} \mathrm{d} u\right]
$$

for all $i=1, \ldots, N$. Assume $t^{*}=\inf \left\{t \geq 0: \mathbb{E}\left[\left(r_{t}^{i, n, m}-s_{t}^{i, n, m}\right)_{+}\right]>0\right.$ for some $\left.i\right\}<\infty$. Then, there exists $i \in\{1, \ldots, N\}$ such that $\int_{0}^{t^{*}} \mathbb{E}\left[\left(r_{u}^{i, n, m}-s_{u}^{i, n, m}\right)_{+}\right] \mathrm{d} u>0$. But, by definition of $t^{*}$, for all $i, u<t^{*}, \mathbb{E}\left[\left(r_{u}^{i, n, m}-s_{u}^{i, n, m}\right)_{+}\right]=0$. This contradicts the definition of $t^{*}$. Hence, $Q\left[r_{t}^{i, n, m} \leq s_{t}^{i, n, m}\right.$ for all $\left.i, t \geq 0\right]=1$.

In the next step, we prove that the distribution of the solution of (B.78) converges as $n \rightarrow \infty$.
Lemma B.22. Assume that Assumption B. 4 and Assumption B. 5 is satisfied for ( $\tilde{b}, g$ ) and $(\hat{b}, h)$. Further, let $\left(\theta^{n}\right)_{n \in \mathbb{N}},\left(g^{m}\right)_{m \in \mathbb{N}},\left(h^{m}\right)_{m \in \mathbb{N}},\left(\mu_{n, m}\right)_{n, m \in \mathbb{N}},\left(\nu_{n, m}\right)_{n, m \in \mathbb{N}}$ and $\left(\eta_{n, m}\right)_{n, m \in \mathbb{N}}$ be such that Assumption B.8, Assumption B. 9 and Assumption B. 10 hold. Let $m \in \mathbb{N}$. Then there exists a random variable $\left(\left\{r^{i, m}, s^{i, m}\right\}_{i=1}^{N}\right)$ defined on some probability space $\left(\Omega^{m}, \mathcal{A}^{m}, P^{m}\right)$ with values in $\mathbb{W}^{N} \times \mathbb{W}^{N}$ such that $\left(\left\{r_{t}^{i, m}, s_{t}^{i, m}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is a weak solution of (B.79). Moreover, the laws $Q \circ\left(\left\{r^{i, n, m}, s^{i, n, m}\right\}_{i=1}^{N}\right)^{-1}$ converge weakly to $P^{m} \circ\left(\left\{r^{i, m}, s^{i, m}\right\}_{i=1}^{N}\right)^{-1}$. If in addition,

$$
\begin{array}{ll}
\tilde{b}(r) \leq \hat{b}(r) \quad \text { and } \quad g^{m}(r) \leq h^{m}(r) & \text { for any } r \in \mathbb{R}_{+}, \\
Q\left[r_{0}^{i, n, m} \leq s_{0}^{i, n, m}\right]=1 & \text { for any } n \in \mathbb{N}, i=1, \ldots, N,
\end{array}
$$

then $P^{m}\left[r_{t}^{i, m} \leq s_{t}^{i, m}\right.$ for all $t \geq 0$ and $\left.i \in\{1, \ldots, N\}\right]=1$.
Proof. Fix $m \in \mathbb{N}$. The proof is divided in three parts and is similar to the proof of Lemma B.15. First we show tightness of the sequences of probability measures. Then we identify the limit of the sequence of stochastic processes. Finally, we compare the two limiting processes.

Tightness: We show analogously as in the proof of Lemma B. 15 that the sequence of probability measures $\left(\mathbb{P}^{n, m}\right)_{n \in \mathbb{N}}$ on $\left(\mathbb{W}^{N} \times \mathbb{W}^{N}, \mathcal{B}\left(\mathbb{W}^{N}\right) \otimes \mathcal{B}\left(\mathbb{W}^{N}\right)\right)$ is tight by applying Kolmogorov's continuity theorem. We consider $p>2$ such that the $p$-th moment in Assumption B. 10 are uniformly bounded. Fix $T>0$. Then the $p$-th moment of $r_{t}^{i, n, m}$ and $s_{t}^{i, n, m}$ for $t<T$ is bounded using Ito's formula,

$$
\begin{aligned}
& \mathrm{d}\left|r_{t}^{i, n, m}\right|^{p} \leq p\left|r_{t}^{i, n, m}\right|^{p-2}\left\langle r_{t}^{i, n, m},\left(\tilde{b}\left(r_{t}^{i, n, m}\right)+\frac{1}{N} \sum_{j=1}^{N} g^{m}\left(r_{t}^{j, n, m}\right)\right)\right\rangle \mathrm{d} t \\
& \quad+2 \theta^{n}\left(r_{t}^{i, n, m}\right) p\left|r_{t}^{n, m}\right|^{p-2} r_{t}^{i, n, m} \mathrm{~d} W_{t}^{i}+p(p-1)\left|r_{t}^{i, n, m}\right|^{p-2} 2 \theta^{n}\left(r_{t}^{i, n, m}\right)^{2} \mathrm{~d} t \\
& \quad \leq p\left(\left|r_{t}^{i, n, m}\right|^{p} \tilde{L}+\Gamma\left|r_{t}^{i, n, m}\right|^{p-1}+2(p-1)\left|r_{t}^{i, n, m}\right|^{p-2}\right) \mathrm{d} t+2 \theta^{n}\left(r_{t}^{i, n, m}\right) p\left(r_{t}^{i, n, m}\right)^{p-1} \mathrm{~d} W_{t}^{i} \\
& \quad \leq p(\tilde{L}+\Gamma+2(p-1))\left|r_{t}^{i, n, m}\right|^{p} \mathrm{~d} t+p(\Gamma+2(p-1)) \mathrm{d} t+2 \theta^{n}\left(r_{t}^{i, n, m}\right) p\left(r_{t}^{n, m}\right)^{p-1} \mathrm{~d} W_{t}^{i} .
\end{aligned}
$$

Taking expectation yields

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\left|r_{t}^{i, n, m}\right|^{p}\right] \leq p(L+\Gamma+2(p-1)) \mathbb{E}\left|r_{t}^{i, n, m}\right|^{p}+p(\Gamma+2(p-1)) .
$$

Then by Gronwall's lemma

$$
\begin{equation*}
\sup _{t \in[0, T]} \mathbb{E}\left[\left|r_{t}^{i, n, m}\right|^{p}\right] \leq \mathrm{e}^{p(L+\Gamma+2(p-1)) T}\left(\mathbb{E}\left[\left|r_{0}^{i, n, m}\right|^{p}\right]+T p(\Gamma+2(p-1))\right)<C_{p}<\infty, \tag{B.80}
\end{equation*}
$$

where $C_{p}$ depends on $T$ and the $p$-th moment of the initial distribution, which is by assumption finite. Similarly, it holds $\sup _{t \in[0, T]} \mathbb{E}\left[\left|s_{t}^{i, n, m}\right|^{p}\right]<C_{p}$ for $t \leq T$. Using these moment bounds, it holds for all $t_{1}, t_{2} \in[0, T]$ by Assumption B.4, Assumption B. 8 and Assumption B.9,

$$
\begin{aligned}
& \mathbb{E}\left[\left|r_{t_{2}}^{i, n, m}-r_{t_{1}}^{i, n, m}\right|^{p}\right] \\
& \quad \leq C_{1}(p)\left(\mathbb{E}\left[\left|\int_{t_{1}}^{t_{2}} \tilde{b}\left(r_{u}^{i, n, m}\right)+\frac{1}{N} \sum_{j=1}^{N} g^{m}\left(r_{t}^{j, n, m}\right) \mathrm{d} u\right|^{p}\right]+\mathbb{E}\left[\left|\int_{t_{1}}^{t_{2}} 2 \theta^{n}\left(r_{u}^{i, n, m}\right) \mathrm{d} W_{u}^{i}\right|^{p}\right]\right) \\
& \quad \leq C_{2}(p)\left(\left(\mathbb{E}\left[\frac{\tilde{L}^{p}}{\left|t_{2}-t_{1}\right|} \int_{t_{1}}^{t_{2}}\left|r_{u}^{i, n, m}\right|^{p} \mathrm{~d} u\right]+\Gamma^{p}\right)\left|t_{2}-t_{1}\right|^{p}+\mathbb{E}\left[\left|\int_{t_{1}}^{t_{2}} 2 \theta^{n}\left(r_{u}^{i, n, m}\right) \mathrm{d} u\right|^{p / 2}\right]\right) \\
& \quad \leq C_{2}(p)\left(\left(\frac{\tilde{L}^{p}}{\left|t_{2}-t_{1}\right|} \int_{t_{1}}^{t_{2}} \mathbb{E}\left[\left|r_{u}^{i, n, m}\right|^{p}\right] \mathrm{d} u+\Gamma^{p}\right)\left|t_{2}-t_{1}\right|^{p}+2^{p / 2}\left|t_{2}-t_{1}\right|^{p / 2}\right) \\
& \quad \leq C_{3}\left(p, T, \tilde{L}, \Gamma, C_{p}\right)\left|t_{2}-t_{1}\right|^{p / 2},
\end{aligned}
$$

where $C_{k}(\cdot)$ are constants depending on the stated arguments, but independent of $n, m$. Note that in the second step, we use Burkholder-Davis-Gundy inequality, see [170, Chapter IV, Theorem 48]. It holds similarly, $\mathbb{E}\left[\left|s_{t_{2}}^{i, n, m}-s_{t_{1}}^{i, n, m}\right|^{p}\right] \leq C_{3}\left(p, T, \tilde{L}, \Gamma, C_{p}\right)\left|t_{2}-t_{1}\right|^{p / 2}$. Hence,

$$
\begin{aligned}
\mathbb{E}\left[\mid\left(\left\{r_{t_{2}}^{i, n, m}, s_{t_{2}}^{i, n, m}\right\}_{i=1}^{N}\right)-\right. & \left.\left.\left(\left\{r_{t_{1}}^{i, n, m}, s_{t_{1}}^{i, n, m}\right\}_{i=1}^{N}\right)\right|^{p}\right] \\
& \leq C_{4}(p, N)\left(\sum_{i=1}^{N}\left(\mathbb{E}\left[\left|r_{t_{2}}^{i, n, m}-r_{t_{1}}^{i, n, m}\right|^{p}\right]+\mathbb{E}\left[\left|s_{t_{2}}^{i, n, m}-s_{t_{1}}^{i, n, m}\right|^{p}\right]\right)\right) \\
& \leq C_{5}\left(p, N, T, \tilde{L}, \Gamma, C_{p}\right)\left|t_{2}-t_{1}\right|^{p / 2}
\end{aligned}
$$

for all $t_{1}, t_{2} \in[0, T]$. Hence, by Kolmogorov's continuity criterion, cf. [121, Corollary 14.9], there exists a constant $\tilde{C}$ depending on $p$ and $\gamma$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left[\left(\left\{r^{i, n, m}, s^{i, n, m}\right\}_{i=1}^{N}\right)\right]_{\gamma}^{p}\right] \leq \tilde{C} \cdot C_{5}\left(p, N, T, \tilde{L}, \Gamma, C_{p}\right) . \tag{B.81}
\end{equation*}
$$

where $[\cdot]_{\gamma}^{p}$ is defined by $[x]_{\gamma}=\sup _{t_{1}, t_{2} \in[0, T]} \frac{\left|x\left(t_{1}\right)-x\left(t_{2}\right)\right|}{\left|t_{1}-t_{2}\right|^{\gamma}}$ and $\left(\left\{r_{t}^{i, n, m}, s_{t}^{i, n, m}\right\}_{i=1}^{N}\right)_{n \in \mathbb{N}, t \geq 0}$ is tight in $\mathcal{C}\left([0, T], \mathbb{R}^{2 N}\right)$. Hence, for each $T>0$ there exists a subsequence $n_{k} \rightarrow \infty$ and a probability measure $\mathbb{P}_{T}$ on $\mathcal{C}\left([0, T], \mathbb{R}^{2 N}\right)$. Since $\left\{\mathbb{P}_{T}^{m}\right\}_{T}$ is a consistent family, there exists by $[121$, Theorem 5.16] a probability measure $\mathbb{P}^{m}$ on $\left(\mathbb{W}^{N} \times \mathbb{W}^{N}, \mathcal{B}\left(\mathbb{W}^{N}\right) \otimes \mathcal{B}\left(\mathbb{W}^{N}\right)\right)$ such that $\mathbb{P}^{n_{k}, m}$ converges weakly to $\mathbb{P}^{m}$. Note that we can take here the same subsequence $\left(n_{k}\right)$ for all $m$ using a diagonalization argument.
Characterization of the limit measure: Denote by $\left(\left\{\mathbf{r}_{t}^{i}, \mathbf{s}_{t}^{i}\right\}_{i=1}^{N}\right)=\omega(t)$ the canonical process on $\mathbb{W}^{N} \times \mathbb{W}^{N}$. To characterize the measure $\mathbb{P}^{m}$ we first note that $\mathbb{P}^{m} \circ\left(\mathbf{r}_{0}^{i}, \mathbf{s}_{0}^{i}\right)^{-1}=\eta_{m}$ for all $i \in\{1, \ldots, N\}$, since $\mathbb{P}^{n, m}\left(\mathbf{r}_{0}^{i}, \mathbf{s}_{0}^{i}\right)^{-1}=\eta_{n, m}$ converges weakly to $\eta_{m}$ by assumption. We define maps $M^{i, m}, N^{i, m}: \mathbb{W}^{N} \times \mathbb{W}^{N} \rightarrow \mathbb{W}$ by

$$
\begin{align*}
& M_{t}^{i, m}=\mathbf{r}_{t}^{i}-\mathbf{r}_{0}^{i}-\int_{0}^{t}\left(\tilde{b}\left(\mathbf{r}_{u}^{i}\right)+\frac{1}{N} \sum_{j=1}^{N} g^{m}\left(\mathbf{r}_{u}^{j}\right)\right) \mathrm{d} u, \quad \text { and } \\
& N_{t}^{i, m}=\mathbf{s}_{t}^{i}-\mathbf{s}_{0}^{i}-\int_{0}^{t}\left(\hat{b}\left(\mathbf{s}_{u}^{i}\right)+\frac{1}{N} \sum_{j=1}^{N} h^{m}\left(\mathbf{s}_{u}^{j}\right)\right) \mathrm{d} u \tag{B.82}
\end{align*}
$$

For each $n, m \in \mathbb{N}$ and $i=1, \ldots, N,\left(M_{t}^{i, m}, \mathcal{F}_{t}, \mathbb{P}^{n, m}\right)$ is a martingale with respect to the filtration $\mathcal{F}_{t}=\sigma\left(\left(\mathbf{r}_{u}^{j}, \mathbf{s}_{u}^{j}\right): j=1, \ldots, N, 0 \leq u \leq t\right)$. Note that the families $\left(\left\{M_{t}^{i, m}\right\}_{i=1}^{N}, \mathbb{P}^{n, m}\right)_{n \in \mathbb{N}, t \geq 0}$ and $\left(\left\{N_{t}^{i, m}\right\}_{i=1}^{N}, \mathbb{P}^{n, m}\right)_{n \in \mathbb{N}, t \geq 0}$ are uniformly integrable.

Since the mappings $M^{i, m}$ and $N^{i, m}$ are continuous in $\mathbb{W}, \mathbb{P}^{n, m} \circ\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}, M^{i, m}, N^{i, m}\right\}_{i=1}^{N}\right)^{-1}$ converges weakly to $\mathbb{P}^{m} \circ\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}, M^{i, m}, N^{i, m}\right\}_{i=1}^{N}\right)^{-1}$ by the continuous mapping theorem. Then applying the same argument as in (B.59), $\left(M_{t}^{m, i}, \mathcal{F}_{t}, \mathbb{P}^{m}\right)$ and $\left(N_{t}^{m, i}, \mathcal{F}_{t}, \mathbb{P}^{m}\right)$ are continuous martingales for all $i=1, \ldots, N$ and the quadratic variation $\left(\left[\left\{M^{i, m}, N^{i, m}\right\}_{i=1}^{N}\right]_{t}\right)_{t \geq 0}$ exists $\mathbb{P}^{m}$ almost surely. To complete the identification of the limit, it suffices to identify the quadratic variation. Similar to the computations in the proof of Lemma B.15, it holds

$$
\begin{array}{ll}
{\left[M^{i, m}\right]=4 \int_{0} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}^{i}\right) \mathrm{d} u} & \mathbb{P}^{m} \text {-almost surely, } \\
{\left[N^{i, m}\right]=4 \int_{0} \mathbb{1}_{(0, \infty)}\left(\mathbf{s}_{u}^{i}\right) \mathrm{d} u} & \mathbb{P}^{m} \text {-almost surely, and }  \tag{B.83}\\
{\left[M^{i, m}, N^{i, m}\right]=4 \int_{0} \mathbb{1}_{(0, \infty)}\left(\mathbf{r}_{u}^{i}\right) \mathbb{1}_{(0, \infty)}\left(\mathbf{s}_{u}^{i}\right) \mathrm{d} u} & \mathbb{P}^{m} \text {-almost surely, }
\end{array}
$$

Further, $\left[M^{i, m}, M^{j, m}\right]_{t}=\left[N^{i, m}, N^{j, m}\right]_{t}=\left[M^{i, m}, N^{j, m}\right]_{t}=0 \mathbb{P}^{n, m}$-almost surely for $i \neq j$ and $\left(M_{t}^{i, m} M_{t}^{j, m}, \mathbb{P}^{n, m}\right),\left(N_{t}^{i, m} N_{t}^{j, m}, \mathbb{P}^{n, m}\right)$ and $\left(M_{t}^{i, m} N_{t}^{j, m}, \mathbb{P}^{n, m}\right)$ are martingales. For any bounded, continuous non-negative function $G: \mathbb{W} \rightarrow \mathbb{R}$, it holds

$$
E^{m}\left[G\left(M_{t}^{i, m} M_{t}^{j, m}-M_{s}^{i, m} M_{s}^{j, m}\right)\right]=\lim _{n \rightarrow \infty} E^{n, m}\left[G\left(M_{t}^{i, m} M_{t}^{j, m}-M_{s}^{i, m} M_{s}^{j, m}\right)\right]=0,
$$

respectively, $E^{m}\left[G\left(N_{t}^{i, m} N_{t}^{j, m}-N_{s}^{i, m} N_{s}^{j, m}\right)\right]=0$ and $E^{m}\left[G\left(M_{t}^{i, m} N_{t}^{j, m}-M_{s}^{i, m} N_{s}^{j, m}\right)\right]=0$. Then

$$
\begin{equation*}
\left[M^{i, m}, M^{j, m}\right]=\left[N^{i, m}, N^{j, m}\right]=\left[M^{i, m}, N^{j, m}\right]=0 \quad \mathbb{P}^{m} \text {-almost surely, for all } i \neq j . \tag{B.84}
\end{equation*}
$$

Then by a martingale representation theorem, cf. [116, Chapter II, Theorem 7.1], there is a probability space $\left(\Omega^{m}, \mathcal{A}^{m}, P^{m}\right)$ and a Brownian motion $\left\{W^{i}\right\}_{i=1}^{N}$ and random variables $\left(\left\{r^{i, m}, s^{i, m}\right\}_{i=1}^{N}\right)$ on this space, such that it holds $P^{m} \circ\left(\left\{r^{i, m}, s^{i, m}\right\}_{i=1}^{N}\right)^{-1}=\mathbb{P}^{m} \circ\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}\right\}_{i=1}^{N}\right)^{-1}$ and such that $\left(\left\{r^{i, m}, s^{i, m}, W^{i}\right\}_{i=1}^{N}\right)$ is a weak solution of (B.79).
Comparison of two solutions: To show $P^{m}\left[r_{t}^{i, m} \leq s_{t}^{i, m}\right.$ for all $t \geq 0$ and $\left.i=1, \ldots, N\right]=1$ it suffices to note that $P^{n, m}\left[r_{t}^{i, n, m} \leq s_{t}^{i, n, m}\right.$ for all $t \geq 0$ and $\left.i=1, \ldots, N\right]=1$, which holds by Lemma B.21, carries over to the limit by the Portmanteau theorem, since we have weak convergence of $\mathbb{P}^{n, m} \circ\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}\right\}_{i=1}^{N}\right)^{-1}$ to $\mathbb{P}^{m} \circ\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}\right\}_{i=1}^{N}\right)^{-1}$.

In the next step we show that the distribution of the solution of (B.79) converges as $m \rightarrow \infty$. Consider a probability space $\left(\Omega^{m}, \mathcal{A}^{m}, P^{m}\right)$ for each $m \in \mathbb{N}$ and random variables $\left\{r^{i, m}\right\}_{i=1}^{N},\left\{s^{i, m}\right\}_{i=1}^{N}: \Omega^{m} \rightarrow \mathbb{W}^{N}$ such that $\left(\left\{r_{t}^{i, m}, s_{t}^{i, m}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is a solution to (B.79). Denote by $\mathbb{P}^{m}=P^{m} \circ\left(\left\{r^{i, m}, s^{i, m}\right\}_{i=1}^{N}\right)^{-1}$ the law on $\mathbb{W}^{N} \times \mathbb{W}^{N}$.

Lemma B.23. Assume that Assumption B. 4 and Assumption B. 5 is satisfied for ( $\tilde{b}, g$ ) and $(\hat{b}, h)$. Let $\eta \in \Gamma(\mu, \nu)$ where the probability measures $\mu$ and $\nu$ on $\mathbb{R}_{+}$satisfy Assumption B.6. Further, let $\left(g^{m}\right)_{m \in \mathbb{N}},\left(h^{m}\right)_{m \in \mathbb{N}},\left(\mu_{m}\right)_{m \in \mathbb{N}},\left(\nu_{m}\right)_{m \in \mathbb{N}}$ and $\left(\eta_{m}\right)_{m \in \mathbb{N}}$ be such that Assumption B. 8 and Assumption B. 10 hold. Then there exists a random variable $\left(\left\{r^{i}, s^{i}\right\}_{i=1}^{N}\right)$ defined on some probability space $(\Omega, \mathcal{A}, P)$ with values in $\mathbb{W}^{N} \times \mathbb{W}^{N}$ such that $\left(\left\{r_{t}^{i}, s_{t}^{i}\right\}_{i=1}^{N}\right)$ is a weak solution of (B.35). Moreover, the laws $P^{m} \circ\left(\left\{r^{i, m}, s^{i, m}\right\}_{i=1}^{N}\right)^{-1}$ converge weakly to $P \circ\left(\left\{r^{i}, s^{i}\right\}_{i=1}^{N}\right)^{-1}$. If in addition,

$$
\begin{array}{ll}
\tilde{b}(r) \leq \hat{b}(r), \quad g(r) \leq h(r), \quad \text { and } \quad g^{m}(r) \leq h^{m}(r) & \text { for any } r \in \mathbb{R}_{+}, \text {and } \\
P^{m}\left[r_{0}^{i, m} \leq s_{0}^{i, m} \text { for all } t \geq 0 \text { and } i \in\{1, \ldots, N\}\right]=1 & \text { for any } m \in \mathbb{N},
\end{array}
$$

then $P\left[r_{t}^{i} \leq s_{t}^{i}\right.$ for all $t \geq 0$ and $\left.i \in\{1, \ldots, N\}\right]=1$.

Proof. The proof is structured as the proof of Lemma B.22. Tightness of the sequence of probability measures $\left(\mathbb{P}^{m}\right)_{m \in \mathbb{N}}$ on $\left(\mathbb{W}^{N} \times \mathbb{W}^{N}, \mathcal{B}\left(\mathbb{W}^{N}\right) \otimes \mathcal{B}\left(\mathbb{W}^{N}\right)\right)$ holds adapting the steps of the proof of Lemma B. 22 to (B.79). Note that (B.80) and (B.81) hold analogously for $\left(\left\{r_{t}^{i, m}, s_{t}^{i, m}\right\}_{i=1}^{N}\right.$ ) by Assumption B.4, Assumption B. 8 and Assumption B.10. Hence by Kolmogorov's continuity criterion, cf. [121, Corollary 14.9], we can deduce that there exists a probability measure $\mathbb{P}$ on $\left(\mathbb{W}^{N} \times \mathbb{W}^{N}, \mathcal{B}\left(\mathbb{W}^{N}\right) \otimes \mathcal{B}\left(\mathbb{W}^{N}\right)\right)$ such that there is a subsequence $\left(m_{k}\right)_{k \in \mathbb{N}}$ along which $\mathbb{P}^{m_{k}}$ converge towards $\mathbb{P}$.

To characterize the limit, we first note that by Skorokhod representation theorem, cf. [20, Chapter 1, Theorem 6.7], without loss of generality we can assume that $\left(\left\{r^{i, m}, s^{i, m}\right\}_{i=1}^{N}\right)$ are defined on a common probability space $(\Omega, \mathcal{A}, P)$ with expectation $E$ and converge almost surely to $\left(\left\{r^{i}, s^{i}\right\}_{i=1}^{N}\right)$ with distribution $\mathbb{P}$. Then, by Assumption B. 8 and Lebesgue convergence theorem it holds almost surely for all $t \geq 0$,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{0}^{t} \tilde{b}\left(r_{t}^{i, m}\right)+\frac{1}{N} \sum_{j=1}^{N} g^{m}\left(r_{u}^{j, m}\right) \mathrm{d} u=\int_{0}^{t} \tilde{b}\left(r_{t}^{i}\right)+\frac{1}{N} \sum_{j=1}^{N} g^{m}\left(r_{u}^{j}\right) \mathrm{d} u . \tag{B.85}
\end{equation*}
$$

Consider the mappings $M^{i, m}, N^{i, m}: \mathbb{W}^{N} \times \mathbb{W}^{N} \times \mathcal{P}\left(\mathbb{W}^{N} \times \mathbb{W}^{N}\right) \rightarrow \mathbb{W}$ defined by (B.82) Then for all $m \in \mathbb{N}$ and $i=1, \ldots, N,\left(M_{t}^{i, m}, \mathcal{F}_{t}, \mathbb{P}^{m}\right)$ and $\left(N_{t}^{i, m}, \mathcal{F}_{t}, \mathbb{P}^{m}\right)$ are martingales with respect to the canonical filtration $\mathcal{F}_{t}=\sigma\left(\left(\left\{\mathbf{r}_{u}^{i}, \mathbf{s}_{u}^{i}\right\}_{i=1}^{N}\right)_{0 \leq u \leq t}\right)$. Further the family $\left(\left\{M_{t}^{i, m}\right\}_{i=1}^{N}, \mathbb{P}^{m}\right)_{m \in \mathbb{N}, t \geq 0}$ and $\left(\left\{N_{t}^{i, m}\right\}_{i=1}^{N}, \mathbb{P}^{m}\right)_{m \in \mathbb{N}, t \geq 0}$ are uniformly integrable. In the same line as weak convergence is shown in the proof of Lemma B. 15 and by (B.85), $\mathbb{P}^{m} \circ\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}, M^{i, m}, N^{i, m}\right\}_{i=1}^{N}\right)^{-1}$ converges weakly to $\mathbb{P} \circ\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}, M^{i}, N^{i}\right\}_{i=1}^{N}\right)^{-1}$ where

$$
\begin{aligned}
& M_{t}^{i}=\mathbf{r}_{t}^{i}-\mathbf{r}_{0}^{i}-\int_{0}^{t}\left(\tilde{b}\left(\mathbf{r}_{u}^{i}\right)+\frac{1}{N} \sum_{j=1}^{N} g\left(\mathbf{r}_{u}^{j}\right)\right) \mathrm{d} u, \\
& N_{t}^{i}=\mathbf{s}_{t}^{i}-\mathbf{s}_{0}^{i}-\int_{0}^{t}\left(\hat{b}\left(\mathbf{s}_{u}^{i}\right)+\frac{1}{N} \sum_{j=1}^{N} h\left(\mathbf{s}_{u}^{j}\right)\right) \mathrm{d} u .
\end{aligned}
$$

and

Then $\left(\left\{M_{t}^{i}\right\}_{i=1}^{N}, \mathcal{F}_{t}, \mathbb{P}\right)$ and $\left(\left\{N_{t}^{i}\right\}_{i=1}^{N}, \mathcal{F}_{t}, \mathbb{P}\right)$ are continuous martingales using the same argument as in (B.59). Further, the quadratic variation $\left(\left[\left\{M_{t}^{i}, N_{t}^{i}\right\}_{i=1}^{N}\right]_{t}\right)_{t \geq 0}$ exists $\mathbb{P}$-almost surely and is given by (B.83) and (B.84) $\mathbb{P}$-almost surely, which holds following the computations in the proof of Lemma B. 15 and Lemma B.22. As in Lemma B.22, we conclude by a martingale representation theorem that there are a probability space $(\Omega, \mathcal{A}, P)$ and a Brownian motion $\left\{W^{i}\right\}_{i=1}^{N}$ and random variables $\left(\left\{r^{i}\right\}_{i=1}^{N},\left\{s^{i}\right\}_{i=1}^{N}\right)$ on this space such that $P \circ\left(\left\{r^{i}, s^{i}\right\}_{i=1}^{N}\right)^{-1}=\mathbb{P} \circ$ $\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}\right\}_{i=1}^{N}\right)^{-1}$ and such that $\left(\left\{r^{i}, s^{i}, W^{i}\right\}_{i=1}^{N}\right)$ is a weak solution of (B.25). By the Portmanteau theorem the monotonicity carries over to the limit, since $\mathbb{P}^{m} \circ\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}\right\}_{i=1}^{N}\right)^{-1}$ converges weakly to $\mathbb{P} \circ\left(\left\{\mathbf{r}^{i}, \mathbf{s}^{i}\right\}_{i=1}^{N}\right)^{-1}$.

Proof of Theorem B.10. The proof is a direct consequence of Lemma B. 22 and Lemma B.23.

## B. 7 Appendix

## B.7.1 Kuramoto model

Lower bounds on the contraction rate can also be shown for nonlinear SDEs on the onedimensional torus using the same approach. Here, we consider the Kuramoto model given
by

$$
\begin{equation*}
\mathrm{d} X_{t}=-k\left[\int_{\mathbb{T}} \sin \left(X_{t}-x\right) \mathrm{d} \mu_{t}(x)\right] \mathrm{d} t+\mathrm{d} B_{t} \tag{B.86}
\end{equation*}
$$

on the torus $\mathbb{T}=\mathbb{R} /(2 \pi \mathbb{Z})$.
Theorem B.24. Let $\mu_{t}$ and $\nu_{t}$ be laws of $X_{t}$ and $Y_{t}$ where $\left(X_{s}\right)_{s \geq 0}$ and $\left(Y_{s}\right)_{s \geq 0}$ are two solutions of (B.86) with initial distributions $\mu_{0}$ and $\nu_{0}$ on $(\mathbb{T}, \mathcal{B}(\mathbb{T}))$, respectively. If

$$
\begin{equation*}
4 k \int_{0}^{\pi} \exp (2 k-2 k \cos (r / 2)) \mathrm{d} r \leq 1 \tag{B.87}
\end{equation*}
$$

holds, then for all $t \geq 0$,

$$
\mathcal{W}_{\tilde{f}}\left(\mu_{t}, \nu_{t}\right) \leq \mathrm{e}^{-c_{\mathbb{T}} t} \mathcal{W}_{\tilde{f}}\left(\mu_{0}, \nu_{0}\right) \quad \text { and } \quad \mathcal{W}_{1}\left(\mu_{t}, \nu_{t}\right) \leq 2 \exp (2 k) \mathrm{e}^{-c_{\mathbb{T}} t} \mathcal{W}_{1}\left(\mu_{0}, \nu_{0}\right),
$$

where

$$
\begin{equation*}
c_{\mathbb{T}}=1 /\left(2 \int_{0}^{\pi} \int_{0}^{r} \exp [2 k(\cos (r / 2)-\cos (s / 2))] \mathrm{d} s \mathrm{~d} r\right) \tag{B.88}
\end{equation*}
$$

and $\tilde{f}$ is a concave, increasing function given in (B.92).
In [64, Appendix A], a contraction result is stated for a general drift using a similar approach.
We prove Theorem B. 24 via a sticky coupling approach. In the same line as in Appendix B. 2 the coupling $\left(X_{t}, Y_{t}\right)_{t \geq 0}$ is defined as the weak limit of Markovian couplings $\left\{\left(X_{t}^{\delta}, Y_{t}^{\delta}\right)_{t \geq 0}: \delta>0\right\}$ on $\mathbb{T} \times \mathbb{T}=\mathbb{R} /(2 \pi \mathbb{Z}) \times \mathbb{R} /(2 \pi \mathbb{Z})$ given by

$$
\begin{align*}
& \mathrm{d} X_{t}^{\delta}=-k\left[\int_{\mathbb{T}} \sin \left(X_{t}^{\delta}-x\right) \mathrm{d} \mu_{t}^{\delta}(x)\right] \mathrm{d} t+\mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} B_{t}^{1}+\mathrm{sc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} B_{t}^{2}  \tag{B.89}\\
& \mathrm{~d} Y_{t}^{\delta}=-k\left[\int_{\mathbb{T}} \sin \left(Y_{t}^{\delta}-x\right) \mathrm{d} \nu_{t}^{\delta}(x)\right] \mathrm{d} t-\mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} B_{t}^{1}+\mathrm{sc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} B_{t}^{2},
\end{align*}
$$

where $\bar{r}_{t}^{\delta}=d_{\mathbb{T}}\left(X_{t}^{\delta}, Y_{t}^{\delta}\right)$ with $d_{\mathbb{T}}(\cdot, \cdot)$ defined by

$$
d_{\mathbb{T}}(x, y)= \begin{cases}(|x-y| \bmod 2 \pi) & \text { if }(|x-y| \bmod 2 \pi) \leq \pi  \tag{B.90}\\ (2 \pi-|x-y| \bmod 2 \pi) & \text { otherwise }\end{cases}
$$

The functions $\mathrm{rc}^{\delta}, \mathrm{sc}^{\delta}$ are given by (B.19) and satisfy that there exists $\epsilon_{0}>0$ such that $\mathrm{rc}^{\delta}(r) \geq$ $r / 2$ for any $0 \leq r \leq \delta \leq \epsilon_{0}$.

Theorem B.25. Assume (B.87). Let $\mu_{0}$ and $\nu_{0}$ be probability measures on $(\mathbb{T}, \mathcal{B}(\mathbb{T})$ ) having finite forth moment. Then, $\left(X_{t}, Y_{t}\right)_{t \geq 0}$ is a subsequential limit in distribution as $\delta \rightarrow 0$ of $\left\{\left(X_{t}^{\delta}, Y_{t}^{\delta}\right)_{t \geq 0}: \delta>0\right\}$, where $\left(X_{t}\right)_{t \geq 0}$ and $\left(Y_{t}\right)_{t \geq 0}$ are solutions of (B.86) with initial distributions $\mu_{0}$ and $\nu_{0}$, respectively. Further, there exists a process $\left(r_{t}\right)_{t \geq 0}$ satisfying for any $t \geq 0$, $d_{\mathbb{T}}\left(X_{t}, Y_{t}\right) \leq r_{t}$ almost surely, and which is a weak solution of

$$
\begin{equation*}
\mathrm{d} r_{t}=\left(2 k \sin \left(r_{t} / 2\right)+2 k \mathbb{P}\left(r_{t}\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \pi]}\left(r_{t}\right) \mathrm{d} W_{t}-2 \mathrm{~d} \ell_{t}^{\pi}, \tag{B.91}
\end{equation*}
$$

where $\left(W_{t}\right)_{t \geq 0}$ is a one-dimensional Brownian motion on $\mathbb{T}$ and $\ell^{\pi}$ is the local time at $\pi$.

Proof. The proof works analogously to the proof of Theorem B. 2 stated in Appendix B.6.2. It holds similarly to Lemma B. 12 by Meyer-Tanaka's formula, cf. [172, Chapter 6, Theorem 1.1], and using (B.90),

$$
\begin{aligned}
\bar{r}_{t}^{\delta}-\bar{r}_{0}^{\delta} & =\int_{0}^{t} \operatorname{sgn}\left(X_{t}^{\delta}-Y_{t}^{\delta}\right)(-k) e_{t}\left[\int_{\mathbb{T}} \sin \left(X_{t}^{\delta}-x\right) \mathrm{d} \mu_{t}(x)-\int_{\mathbb{T}} \sin \left(Y_{t}^{\delta}-x\right) \mathrm{d} \nu_{t}(x)\right] \mathrm{d} t \\
& +\int_{0}^{t} \operatorname{sgn}\left(X_{t}^{\delta}-Y_{t}^{\delta}\right) 2 \operatorname{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) e_{t} \mathrm{~d} B_{t}^{1}+\int_{\mathbb{R}} 2 \operatorname{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right)^{2} \ell_{t}^{a}\left(\delta_{0}-\delta_{\pi}\right)(\mathrm{d} a)
\end{aligned}
$$

where $\operatorname{sgn}(x)=\mathbb{1}_{(0, \pi]}(x)-\mathbb{1}_{(\pi, 2 \pi]}(x),\left(\ell_{t}^{a}\right)_{t \geq 0}$ is the local time at $a$ associated with $\left(X_{t}^{\delta}-Y_{t}^{\delta}\right)_{t \geq 0}$ and $e_{t}=\left(X_{t}^{\delta}-Y_{t}^{\delta}\right) / d_{\mathbb{T}}\left(X_{t}^{\delta}, Y_{t}^{\delta}\right)$ for $\bar{r}_{t}^{\delta} \neq 0$. For $\bar{r}_{t}^{\delta}=0, e_{t}$ is some arbitrary unit vector. For any $a$ the support of $\ell_{t}^{a}$ as a function of $t$ is a subset of the set of $t$ such that $r_{t}=a$ [121, Theorem 19.1], hence $\mathbb{1}_{(0, \pi]}\left(r_{t}\right) \ell_{t}^{0}=0$ almost surely and so the term involving the local time reduces to $-2 \ell_{t}^{\pi}$. Further, we note that $W_{t}=\int_{0}^{t} \operatorname{sgn}\left(X_{t}^{\delta}-Y_{t}^{\delta}\right) e_{t} \mathrm{~d} B_{t}^{1}$ is a Brownian motion. As in Lemma B.12, it holds for the process $\left(\bar{r}_{t}^{\delta}\right)_{t \geq 0}$ for $\epsilon<\epsilon_{0}$ with $\epsilon_{0}$ given by (B.20),

$$
\mathrm{d} \bar{r}_{t}^{\delta} \leq\left(2 k \sin \left(\bar{r}_{t}^{\delta} / 2\right)+2 k \mathbb{E}_{x \sim \mu_{t}^{\delta}, y \sim \nu_{t}^{\delta}}\left(\mathrm{rc}^{\epsilon}\left(d_{\mathbb{T}}(x, y)\right)\right)\right) \mathrm{d} t+2 \mathrm{rc}^{\delta}\left(\bar{r}_{t}^{\delta}\right) \mathrm{d} W_{t}-2 \mathrm{~d} \ell_{t}^{\pi}
$$

where we used the properties of $\mathrm{rc}^{\delta}$ and

$$
(x-y) \cdot(\sin (x-\tilde{x})-\sin (y-\tilde{x})) \leq 2 \sin (|x-y| / 2)|x-y|
$$

for any $x, y, \tilde{x} \in \mathbb{T}$. Consider $\left(r_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ given by

$$
\mathrm{d} r_{t}^{\delta, \epsilon}=\left(2 k \sin \left(r_{t}^{\delta, \epsilon} / 2\right)+2 k \int_{0}^{\pi} \mathrm{rc}^{\epsilon}(u) \mathrm{d} P_{t}^{\delta, \epsilon}(u)\right) \mathrm{d} t+2 \mathrm{rc}^{\delta}\left(r_{t}^{\delta, \epsilon}\right) \mathrm{d} W_{t}-2 \mathrm{~d} \ell_{t}^{\pi}
$$

where $P_{t}^{\delta, \epsilon}$ is the law of $r_{t}^{\delta, \epsilon}$. Then as in Lemma B.13, for the processes $\left(\bar{r}_{t}^{\delta}\right)_{t \geq 0}$ and $\left(r_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ with the same initial condition and driven by the same noise it holds $\bar{r}_{t}^{\delta} \leq r_{t}^{\delta, \epsilon}$ almost surely for every $t$ and $\epsilon<\epsilon_{0}$.

Consider the process $\left(U_{t}^{\delta, \epsilon}\right)_{t \geq 0}=\left(X_{t}^{\delta}, Y_{t}^{\delta}, r_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ on $\mathbb{T}^{2} \times[0, \pi]$ for each $\epsilon, \delta>0$. We define by $\mathbf{X}, \mathbf{Y}: \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{T}^{2} \times[0, \pi]\right) \rightarrow \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{T}\right)$ and $\mathbf{r}: \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{T}^{2} \times[0, \pi]\right) \rightarrow \mathcal{C}\left(\mathbb{R}_{+},[0, \pi]\right)$ the canonical projections onto the first component, onto the second component and onto the last component, respectively. Analogously to the proof of Theorem B.2, the law $\mathbb{P}^{\delta, \epsilon}$ of the process $\left(U_{t}^{\delta, \epsilon}\right)_{t \geq 0}$ converges along a subsequence $\left(\delta_{k}, \epsilon_{k}\right)_{k \in \mathbb{N}}$ to a probability measure $\mathbb{P}$. Let $\left(X_{t}, Y_{t}, r_{t}\right)_{t \geq 0}$ be some process on $\mathbb{T}^{2} \times[0, \pi]$ with distribution $\mathbb{P}$ on $(\bar{\Omega}, \overline{\mathcal{F}}, \bar{P})$. Since $\left(X_{t}^{\delta}\right)_{t \geq 0}$ and $\left(Y_{t}^{\delta}\right)_{t \geq 0}$ are solutions of (B.86) which are unique in law, we have that for any $\epsilon, \delta>0, \mathbb{P}^{\delta, \epsilon} \circ \mathbf{X}^{-1}=\mathbb{P} \circ \mathbf{X}^{-1}$ and $\mathbb{P}^{\delta, \epsilon} \circ \mathbf{Y}^{-1}=\mathbb{P} \circ \mathbf{Y}^{-1}$. And therefore $\left(X_{t}\right)_{t \geq 0}$ and $\left(Y_{t}\right)_{t \geq 0}$ are solutions of (B.86) as well with the same initial condition. Hence $\mathbb{P} \circ(\mathbf{X}, \mathbf{Y})^{-1}$ is a coupling of two copies of (B.86).

Further, the monotonicity $\bar{r}_{t}^{\delta} \leq r_{t}^{\delta, \epsilon}$ carries over to the limit by the Portmanteau theorem. Finally, similarly to the proof of Lemma B. 15 and Lemma B. 16 there exist an extended probability space and a one-dimensional Brownian motion $\left(W_{t}\right)_{t \geq 0}$ such that $\left(r_{t}, W_{t}\right)_{t \geq 0}$ is a solution to (B.97).

Proof of Theorem B.24. Similarly to (B.37) we consider a function $\tilde{f}$ on $[0, \pi]$ defined by

$$
\begin{equation*}
\tilde{f}(t)=\int_{0}^{t} \tilde{\varphi}(r) \tilde{g}(r) \mathrm{d} r \tag{B.92}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tilde{\varphi}(r)=\exp \{2 k(\cos (r / 2)-1)\}, \quad \tilde{\Phi}(r)=\int_{0}^{r} \tilde{\varphi}(s) \mathrm{d} s \\
& \tilde{g}(r)=1-\frac{c_{\mathbb{T}}}{2} \int_{0}^{r}\{\tilde{\Phi}(s) / \tilde{\varphi}(s)\} \mathrm{d} s-k \int_{0}^{r}\{1 / \tilde{\varphi}(s)\} \mathrm{d} s \\
& c_{\mathbb{T}}=\left(2 \int_{0}^{\pi}\{\tilde{\Phi}(s) / \tilde{\varphi}(s)\} \mathrm{d} s\right)^{-1}
\end{aligned}
$$

Then for $k$ satisfying (B.87), $\tilde{g}(r) \in[1 / 2,1]$ and $\tilde{f}$ is a concave function satisfying similarly to (B.38)

$$
\begin{equation*}
\exp (-2 k) / 2 r \leq \tilde{f} \leq \tilde{\Phi}(r) \leq r \tag{B.93}
\end{equation*}
$$

and

$$
\begin{align*}
& \tilde{f}^{\prime \prime}(0)=-k \\
& 2\left(\tilde{f^{\prime \prime}}(r)-\tilde{f}^{\prime \prime}(0)\right) \leq-2 k \sin (r / 2) \tilde{f}^{\prime}(r)-c_{\mathbb{T}} \tilde{f}(r) \quad \text { for all } r \in[0, \pi] . \tag{B.94}
\end{align*}
$$

By Ito's formula it holds

$$
\begin{aligned}
\mathrm{d} \tilde{f}\left(r_{t}\right) & =\tilde{f}^{\prime}\left(r_{t}\right)\left(2 k \sin (r / 2)+2 k \mathbb{P}\left(r_{t}>0\right)\right) \mathrm{d} t+2 \tilde{f}^{\prime}\left(r_{t}\right) \mathbb{1}_{(0, \pi]}\left(r_{t}\right) \mathrm{d} W_{t}-2 \tilde{f}^{\prime}\left(r_{t}\right) \mathrm{d} \ell_{t}^{\pi} \\
& +2 \tilde{f}^{\prime \prime}\left(r_{t}\right) \mathbb{1}_{(0, \pi]}\left(r_{t}\right) \mathrm{d} t
\end{aligned}
$$

Taking expectation and using that the term involving the local time is negative, we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\tilde{f}\left(r_{t}\right)\right] & \leq \mathbb{E}\left[2\left(\tilde{f}^{\prime \prime}\left(r_{t}\right)-f^{\prime \prime}(0)\right)+\tilde{f}^{\prime}\left(r_{t}\right) 2 k \sin \left(r_{t} / 2\right)\right]+\left(2 \tilde{f}^{\prime \prime}(0)+2 k\right) \mathbb{P}\left(r_{t}>0\right) \\
& \leq-c_{\mathbb{T}} \mathbb{E}\left[\tilde{f}\left(r_{t}\right)\right]
\end{aligned}
$$

where the last step holds by (B.94). Then

$$
\begin{equation*}
\mathbb{E}\left[\tilde{f}\left(d_{\mathbb{T}}\left(\bar{X}_{t}, \bar{Y}_{t}\right)\right)\right] \leq \mathbb{E}\left[\tilde{f}\left(r_{t}\right)\right] \leq \mathrm{e}^{-c_{\mathbb{T}} t} \mathbb{E}\left[\tilde{f}\left(r_{0}\right)\right]=\mathrm{e}^{-c_{\mathbb{T}} t} \mathbb{E}\left[\tilde{f}\left(d_{\mathbb{T}}\left(\bar{X}_{0}, \bar{Y}_{0}\right)\right)\right] \tag{B.95}
\end{equation*}
$$

provided (B.87) holds. Thus

$$
\mathcal{W}_{\tilde{f}}\left(\mu_{t}, \nu_{t}\right) \leq \mathrm{e}^{-c_{\mathbb{T}} t} \mathcal{W}_{\tilde{f}}\left(\mu_{0}, \nu_{0}\right),
$$

and by (B.93)

$$
\mathcal{W}_{1}\left(\mu_{t}, \nu_{t}\right) \leq 2 \exp (2 k) \mathrm{e}^{-c_{\mathbb{T}} t} \mathcal{W}_{1}\left(\mu_{0}, \nu_{0}\right) .
$$

Remark B.26. Let us finally remark that we can relax the condition (B.87) and we can obtain contraction with a modified contraction rate $c_{\mathbb{T}}$ for all $k<k_{0}$, where $k_{0}$ is given by

$$
\begin{equation*}
k_{0} \int_{0}^{\pi} \exp \left(2 k_{0}-2 k_{0} \cos (r / 2)\right) \mathrm{d} r=1 . \tag{B.96}
\end{equation*}
$$

More precisely, set $\zeta=1-k \int_{0}^{\pi} \exp (2 k-2 k \cos (r / 2)) \mathrm{d} r$ and $c_{\mathbb{T}}=\zeta\left(\int_{0}^{\pi}\{\tilde{\Phi}(s) / \tilde{\varphi}(s)\} \mathrm{d} s\right)^{-1}$. Then, $\tilde{g}(r) \in[\zeta / 2,1]$ and $\zeta \exp (-2 k) / 2 r \leq \tilde{f}(r) \leq r$. Following the previous computations, we obtain

$$
\mathcal{W}_{1}\left(\mu_{t}, \nu_{t}\right) \leq 2 \exp (2 k) / \zeta \mathrm{e}^{-c_{\mathbb{T}} t} \mathcal{W}_{1}\left(\mu_{0}, \nu_{0}\right),
$$

where for $k$ close to $k_{0}$, the contraction rate becomes small and the prefactor $2 \exp (2 k) / \zeta$ explodes.

## B.7.2 Sticky nonlinear SDEs on bounded state space

In the same line as in Theorem B.3, existence, uniqueness in law and comparison results hold for solutions to the sticky SDE on $[0, \pi]$ given by

$$
\begin{equation*}
\mathrm{d} r_{t}=\left(\tilde{b}\left(r_{t}\right)+2 k \mathbb{P}\left(r_{t}>0\right)\right) \mathrm{d} t+2 \mathbb{1}_{(0, \pi)}\left(r_{t}\right) \mathrm{d} W_{t}-2 \mathrm{~d} \ell_{t}^{\pi} \tag{B.97}
\end{equation*}
$$

where $k \in \mathbb{R}_{+}$and $\ell^{\pi}$ is the local time at $\pi$.
The analysis of invariant measures and phase transitions can be easily adapted to the case of the sticky SDE on $[0, \pi]$ given by (B.97).
Theorem B.27. Let $\left(r_{t}\right)_{t \geq 0}$ be a solution of (B.97) with drift $\tilde{b}$ satisfying Assumption B.4. Then, the Dirac measure at zero, $\delta_{0}$, is an invariant probability measure on $[0, \pi]$ for (B.97). If there exists $p \in(0,1)$ solving $(1 / k)=(1-p) I(k, p)$ where

$$
I(k, p)=\int_{0}^{\pi} \exp \left(k p x+\frac{1}{2} \int_{0}^{x} \tilde{b}(r) \mathrm{d} r\right) \mathrm{d} x
$$

then the probability measure $\pi$ on $[0, \pi]$ given by

$$
\begin{equation*}
\pi(\mathrm{d} x) \propto \frac{1}{k p} \delta_{0}(\mathrm{~d} x)+\exp \left(k p x+\frac{1}{2} \int_{0}^{x} \tilde{b}(r) \mathrm{d} r\right) \lambda_{(0, \pi)}(\mathrm{d} x) \tag{B.98}
\end{equation*}
$$

is another invariant probability measure for (B.97).
Proof of Theorem B.27. The proof works analogously to the proof of Theorem B. 5 for sticky SDEs on $\mathbb{R}_{+}$. Note that here the condition (B.66) transforms for $p \in(0,1]$ to

$$
p=\pi((0, \pi))=\frac{I(k, p)}{1 /(k p)+I(k, p)} \Leftrightarrow(1-p) I(k, p)=1 / k
$$

Example B.28. Consider a solution $\left(r_{t}\right)_{t \geq 0}$ of (B.97) with drift $\tilde{b}(r)=2 k \sin (r / 2)$. Consider a solution $p \in(0,1]$ solving $1 / k=(1-p) I(k, p)$ with

$$
I(k, p)=\int_{0}^{\pi} \exp \left(k p x+\int_{0}^{x} k \sin (r / 2) \mathrm{d} r\right) \mathrm{d} x=\int_{0}^{\pi} \exp (k p x+2 k-2 k \cos (x / 2)) \mathrm{d} x
$$

Then by Theorem B. 27 , the Dirac measure at zero, $\delta_{0}$ and the probability measure

$$
\begin{equation*}
\pi(\mathrm{d} x) \propto \frac{1}{k p} \delta_{0}(\mathrm{~d} x)+\exp (k p x+2 k-2 k \cos (x / 2)) \lambda_{(0, \pi)}(\mathrm{d} x) \tag{B.99}
\end{equation*}
$$

are invariant probability measures for (B.97). We specify a necessary and sufficient condition for the existence of a solution $p$ satisfying $1 / k=(1-p) I(k, p)$. We define $\hat{I}(k, p)=(1-p) I(k, p)$. We first consider the case $1 / k<\hat{I}(k, 0)=\int_{0}^{\pi} \exp (2 k-2 k \cos (x / 2)) \mathrm{d} x$. Then since $1 / k>\hat{I}(k, 1)=0$ and by the mean value theorem there exists a $p$ solving $1 / k=\hat{I}(k, p)$ and therefore there exist multiple invariant distributions for (B.99). On the other hand, if $1 / k>\hat{I}(k, 0)=\int_{0}^{\pi} \exp (2 k-$ $2 k \cos (x / 2)) \mathrm{d} x$, since $\pi \leq \int_{0}^{\pi} \exp (2 k-2 k \cos (x / 2)) \mathrm{d} x$ and for $k<1 / \pi$, it holds

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} p} \hat{I}(k, p) & =-I(k, p)+(1-p) \int_{0}^{\pi} k x \exp (k p x+2 k-2 k \cos (x / 2)) \mathrm{d} x \\
& =\int_{0}^{\pi}((1-p) k x-1) \exp (k p x+2 k-2 k \cos (x / 2)) \mathrm{d} x \leq 0
\end{aligned}
$$

there is no $p$ satisfying (B.99).

Remark B.29. The contraction result given in Theorem B. 7 carries over to the sticky diffusion $\left(r_{t}\right)$ given by (B.97) on $[0, \pi]$ with $\tilde{b}(r)=2 k \sin (r / 2)$. If (B.87) holds, then for $t \geq 0$, (B.31) holds with $\tilde{f}$ defined in (B.92) and $c_{\mathbb{T}}$ defined in (B.88) using (B.95). Moreover by Remark B.26, we can deduce that if (B.96) holds, the Dirac measure at zero, $\delta_{0}$, is the unique invariant measure and contraction towards $\delta_{0}$ holds.

## Appendix C

## Global contractivity for Langevin dynamics with distribution-dependent forces and uniform in time propagation of chaos
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#### Abstract
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## C. 1 Introduction

In this paper, we are interested in the long-time behaviour of the Langevin diffusion $\left(X_{t}, Y_{t}\right)_{t \geq 0}$ of McKean-Vlasov type on $\mathbb{R}^{2 d}$ given by the stochastic differential equation

$$
\left\{\begin{array}{l}
\mathrm{d} \bar{X}_{t}=\bar{Y}_{t} \mathrm{~d} t  \tag{C.1}\\
\mathrm{~d} \bar{Y}_{t}=\left(u b\left(\bar{X}_{t}\right)+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\gamma \bar{Y}_{t}\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t}, \quad \bar{\mu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}\right),
\end{array}\right.
$$

where $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\tilde{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ are two Lipschitz continuous functions, $u, \gamma>0$ are two positive constants and $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion. The functions $b$ and $\tilde{b}$ denote the external force and the interaction force, respectively. If $\tilde{b} \equiv 0$, (C.1) corresponds to the classical Langevin dynamics, which is also of particular interest and whose long-time behaviour will separately be studied in detail. Existence of a solution and uniqueness in law hold provided the initial conditions have bounded second moments and $b$ and $\tilde{b}$ are Lipschitz continuous [146, Theorem 2.2].

Equation (C.1) is the probabilistic description of the Vlasov-Fokker-Planck equation given by
$\partial_{t} f_{t}(x, y)=\nabla_{y} \cdot\left[\gamma \nabla_{y} f_{t}(x, y)+\gamma y f_{t}(x, y)+u\left(b(x)+\int_{\mathbb{R}^{d}} \tilde{b}(x, z) \bar{\mu}_{t}^{x}(\mathrm{~d} z)\right) \bar{\mu}_{t}(x, y)\right]-u \nabla_{x} \cdot\left[y f_{t}(x, y)\right]$,
where $f_{t}$ is the time dependent density function on $\mathbb{R}^{2 d}$ and $\bar{\mu}_{t}^{x}$ is the marginal distribution in the first component of $\bar{\mu}_{t}(\mathrm{~d} x \mathrm{~d} y)=f_{t}(x, y) \mathrm{d} x \mathrm{~d} y$. The solution $\left(f_{t}\right)_{t \geq 0}$ of (C.2) describes the density function of the process $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ which moves according to ( $\overline{\mathrm{C}} .1$ ). Often, $b$ and $\tilde{b}$ are of the form $b(x)=-\nabla \mathrm{V}(x)$ and $\tilde{b}\left(x, x^{\prime}\right)=-\nabla_{x} \mathrm{~W}\left(x, x^{\prime}\right)$ for all $x, x^{\prime} \in \mathbb{R}^{d}$ and for some functions $\mathrm{V} \in \mathcal{C}^{1}\left(\mathbb{R}^{d}\right)$ and $\mathrm{W} \in \mathcal{C}^{1}\left(\mathbb{R}^{2 d}\right)$, which are called confinement potential and interaction potential, respectively.

Besides the long-time behaviour of (C.1), we study the mean-field particle system corresponding to (C.1) with $N \in \mathbb{N}$ particles which is given by

$$
\left\{\begin{array}{l}
\mathrm{d} X_{t}^{i, N}=Y_{t}^{i, N} \mathrm{~d} t  \tag{C.3}\\
\mathrm{~d} Y_{t}^{i, N}=\left(u b\left(X_{t}^{i, N}\right)+N^{-1} \sum_{j=1}^{N} u \tilde{b}\left(X_{t}^{i, N}, X_{t}^{j, N}\right)-\gamma Y_{t}^{i, N}\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t}^{i}, \quad i=1, \ldots, N .
\end{array}\right.
$$

We are interested in establish conditions on $b$ and $\tilde{b}$ such that for all $t \geq 0$ for $N \rightarrow \infty$ the law of the particles converges to the law of $\left(\bar{X}_{t}, \bar{Y}_{t}\right)$. This phenomenon was stated under the name propagation of chaos and was first introduced by Kac for the Boltzmann equation in [120]. For finite time horizon, bounds on the difference between the law of the particle system and the law of $N$ independent solutions to (C.1) are established by McKean [143] provided $b$ and $\tilde{b}$ are Lipschitz continuous and bounded. This result is further developed in e.g. [187, 146], see $[45,46]$ for a overview and the references therein.

The equations (C.1), (C.2), (C.3) and its variants have various applications in physics. If $\tilde{b} \equiv 0$, the solution of (C.1) can be interpreted as a particle having a position $\bar{X}_{t}$ and a velocity $\bar{Y}_{t}$ and which moves according to the external force. The constant $\gamma>0$ corresponds to the friction parameter and $u>0$ denotes the inverse of the mass per particle. Equation (C.3) describes many particles whose moves are additionally determined by pairwise interactions given by the interaction force. Equation (C.2) describes the limit distribution as the number of particles tends to infinity.

In the deep learning community, Langevin dynamics with a mean-field interaction provide a tool to prove trainability of neural networks [145, 178]. Algorithms using Langevin dynamics
have a better long-time behaviour compared to the overdamped Langevin dynamics [55, 60], which forms a degenerated special case of the Langevin dynamics, where the limit for $\gamma$ to infinity is taken [165, Section 6.5.1]. Therefore, nonlinear Langevin dynamics became recently popular for training networks as the Generative Adversarial Network (GAN) [122].

If $\tilde{b} \equiv 0$ and $b=\nabla \mathrm{V}$, then under some mild conditions on V the unique invariant measure is given by the Boltzmann-Gibbs distribution

$$
\mu_{\infty}(\mathrm{d} x \mathrm{~d} y) \propto \exp \left(-\mathrm{V}(x)-|y|^{2} /(2 u)\right)
$$

see e.g. [165, Proposition 6.1]. Otherwise, i.e., if $b$ is not of gradient-type or $\tilde{b} \neq 0$, it is often not clear if uniqueness of an invariant probability measure holds (see [71]) and how fast the marginal law of a solution of (C.1) converges towards it.

Getting a clear picture of the long-time behaviour of processes given by stochastic differential equations with and without nonlinear forces of McKean-Vlasov type is of wide interest and the objective of many works. For the overdamped Langevin dynamics forming a first-order equation, the long-time behaviour is studied using both analytic approaches as functional inequalities (e.g. $[11,24]$ ) and probabilistic approaches as coupling techniques. Via a reflection coupling, Eberle [83] established contraction in $L^{1}$ Wasserstein distance with respect to a carefully aligned distance function with explicit rates for locally non-convex potentials. For the dynamics with an additional nonlinear drift term, which appears to model for example granular media (see [13]), exponential convergence rates have been investigated for uniformly convex potentials in [42] using gradient flow structure, Logarithmic Sobolev inequalities and transportation cost inequalities (see [43, 137, 44] for relaxations to certain non-uniformly convex potentials). Further, [137, 44] provide uniform in time propagation of chaos estimates for the corresponding particle system. Based on a coupling approach consisting of a mixture of a synchronous and a reflection coupling, uniform in time propagation of chaos is shown in [75] for possibly non strongly convex confinement potentials and possibly non-convex interaction potentials. For the unconfined dynamics (i.e., $b=0$ ) exponential convergence is studied in [44, 25] for convex interaction potentials applying analytic tools. If the convexity assumption on the interaction potential is removed, exponential convergence and propagation of chaos can still be established for unconfined overdamped Langevin dynamics via a sticky coupling approach (see [74]) for a class of interaction forces that split in a linear term and a perturbation part.

Proving contraction rates for second-order SDEs given by (C.1) is more delicate as additionally one has to deal with the hypoellipticity of the diffusion. In the case of the classical Langevin dynamics with a gradient-type force, i.e., when $b=\nabla \mathrm{V}$ and $\tilde{b} \equiv 0$ hold, exponential convergence is studied in e.g. [4, 67, 68, 109, 111, 110, 191] using analytic methods including the Witten Laplacian, semigroups, functional inequalities and hypocoercivity. To our knowledge, the best-known contraction rate is obtained for $\kappa$-strongly convex potentials V in [40], where contraction in $L^{2}$ distance is shown with a rate of order $\mathcal{O}(\sqrt{\kappa})$ via a Poincaré type inequality. Harris type theorems, involving a Lyapunov drift condition, provide a probabilistic technique to analyse the long-time behaviour of Langevin dynamics, see [10, 200, 140, 188]. An alternative powerful probabilistic approach, which provides quantitative rates, is based on couplings. Via a synchronous coupling approach, Dalalyan and Riou-Durand [60] showed contraction in Wasserstein distance with rate of order $\mathcal{O}(\kappa / \sqrt{L})$ for $\kappa$-strongly convex potentials with $L$-Lipschitz continuous gradients if $L \gamma^{-2} u \leq 1$ holds. In [85], Eberle, Guillin and Zimmer introduced a coupling for the Langevin dynamics including non-convex confinement potentials and showed exponential convergence with explicit rates. There, contraction is shown in a specific $L^{1}$ Wasserstein distance with respect to a semimetric involving a Lyapunov function. More
precisely, for large distances, a synchronous coupling is considered and the Lyapunov function in the semimetric yields contraction. For small distances, the noise is synchronized on a line, where contraction for the position is observed, and reflected otherwise to force the dynamics to return to that line. Combining the results of the different areas, contraction in average is obtained for a carefully aligned semimetric. Due to the Lyapunov function, the contraction rate depends on the dimension and the semimetric is not applicable for nonlinear Langevin dynamics, which suggests getting rid of the Lyapunov function and treating the area of large distances differently.

To get results on the long-time behaviour for nonlinear Langevin diffusions given by (C.1), we have to handle both the difficulties coming from the nonlinearity and the hypoellipticity of the equation. Beginning with the analytic approaches, let us mention the work by Villani [191], where the hypocoercivity is extended to the framework on the torus with small interactions, see also the work by Bouchut and Dolbeault [36]. Using a free energy approach, convergence to equilibrium is studied in [72] for specific non-convex confining potentials and convex polynomial interaction potentials. Applying functional inequalities for mean-field models, established in [99] to prove convergence to equilibrium in weighted Sobolev norm, Monmarché and Guillin proved propagation of chaos for (C.3) in [151, 100]. There, they considered both strongly convex confinement potentials and more general confinement potentials and attractive interaction potentials with at most quadratic growth.

Coupling techniques are also employed in the study of the nonlinear dynamics (C.1). In [26], convergence to equilibrium is shown via a synchronous coupling for small Lipschitz interactions and a quadratic-like friction term. The combination of the coupling approach of [85] and a Lyapunov function is used in [122] to prove exponential contraction in the case of certain small mean-field potentials of non-convolution-type. There, the results are applied to the numerical discretized version of the dynamics corresponding to the Hamiltonian Stochastic Gradient Descent, and the connection to the analysis of deep neural networks is drawn, see [114] for further references on the connection to deep learning. Very closely related to this work is the recent preprint [97] by Guillin, Le Bris and Monmarché, which has been prepared independently in parallel. They considered non-globally convex confinement potentials and Lipschitz continuous even interaction potentials and extended the approach by [85]. More precisely, they modified the semimetric by a sophisticated Lyapunov function to treat the nonlinear Langevin dynamics and to obtain propagation of chaos bounds. The main differences between this work and [97] are that here we include forces that are not necessarily of gradient type and that we establish global contractivity with dimension-free rates by constructing a novel distance function and modifying the coupling approach of [85] appropriately. In particular, we consider two separate metrics $r_{l}$ and $r_{s}$ for large and small distances instead of a semimetric involving a Lyapunov function and establish contraction for both metrics separately. For small distances we make use of the results by [85], whereas for large distances we consider a twisted 2-norm structure for the metric $r_{l}$ of the form $\left(x \cdot(A x)+x \cdot(B y)+y \cdot(C y)\right.$ with positive definite matrices $A, B, C \in \mathbb{R}^{d \times d}$. This structure is similar to the structure appearing in the Lyapunov function in $[140,188]$ and to the norm used in e.g. [4] to prove contraction for certain strongly convex potentials.

Then, our first main contribution is a global contraction result in Wasserstein distance with respect to a distance $\rho$ that is carefully glued of $r_{s}$ and $r_{l}$ and that is equivalent to the Euclidean distance. More precisely, we impose $b$ to be a sum of a linear function $-K x$, where $K \in \mathbb{R}^{d \times d}$ is a positive definite matrix with smallest eigenvalue $\kappa$, and a certain Lipschitz continuous function $g(x)$ with Lipschitz constant $L_{g}$ which is such that $b$ includes gradients of asymptotically strongly convex potentials. If the friction parameter $\gamma$ is sufficiently large, i.e., $\gamma^{2}>2 L_{g}^{2} u / \kappa$, and if the Lipschitz constant $\tilde{L}$ of the interaction force $\tilde{b}$ is sufficiently small, we prove for two probability
measures $\bar{\mu}_{0}$ and $\bar{\nu}_{0}$ on $\mathbb{R}^{2 d}$ with finite second moment,

$$
\begin{equation*}
\mathcal{W}_{\rho}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq e^{-c t} \mathcal{W}_{\rho}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right), \quad \text { and } \quad \mathcal{W}_{1}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq M_{1} e^{-c t} \mathcal{W}_{1}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right), \tag{C.4}
\end{equation*}
$$

where $\bar{\mu}_{t}$ and $\bar{\nu}_{t}$ are the laws of the solutions ( $\bar{X}_{t}, \bar{Y}_{t}$ ) and $\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)$ to (C.1) with initial distribution $\bar{\mu}_{0}$ and $\bar{\nu}_{0}$, respectively. The dimension-free constants $c$ and $M_{1}$ depend on $\kappa, \gamma, u$, on the largest eigenvalue of $K$ and on properties of $g$. Note that the additional constant $M_{1}$ in the second bound measures the difference between the distance $\rho$ and the Euclidean distance.

These bounds are established using a modification of the coupling introduced in [85], which is a synchronous coupling for large distances and mainly a reflection coupling for small distances except on one line the noise is synchronized. In this work, we adjust the transition from synchronous coupling for large distances to reflection coupling for small distances to suit the underlying distance function. Namely, the synchronous coupling is applied when $r_{l}$ is considered and the coupling approach of [85] when $r_{s}$ is considered.

This approach which does not rely on a Lyapunov function has the advantage that the upper bound in (C.4) depends only on the Wasserstein distance between the two initial distributions and is independent of the two distributions themselves (cf. [85, 122, 97]). Further, the metric $r_{l}$ is chosen such that the rate of the contraction result for large distances is optimized up to a constant. We emphasize that these bounds give also global contractivity for the classical Langevin dynamics and improve the result obtained in [85].

Moreover, using the ansatz for large distances, we contribute to the analysis of the optimal contraction rate for strongly convex potentials and improve the results of [60]. If the drift corresponds to a $\kappa$-strongly convex potential, we can split V in a linear part $x \cdot(K x)$, where $K$ is a positive definite matrix with smallest eigenvalue $\kappa$, and a convex function $G$ with $L_{G}$ Lipschitz continuous gradients. We prove contraction in Wasserstein distance with respect to a distance function of the same form as $r_{l}$ with rate $c=\gamma / 2 \min \left(1 / 4, \kappa u \gamma^{-2}\right)$ provided $L_{G} u \gamma^{-2} \leq 3 / 4$ holds. If the perturbation $G$ is sufficiently small, i.e., $L_{G} \leq 3 \kappa$, we obtain for optimized $\gamma$ a rate of order $\mathcal{O}(\sqrt{\kappa})$, that coincides with the order given in the $L^{2}$ contraction result in [40], and otherwise we obtain a rate of the same order as in [60].

Finally, applying a componentwise version of the preceding coupling we establish a uniform in time propagation of chaos bound for the corresponding particle system (C.3), i.e., we show for a probability measure $\mu_{0}$ on $\mathbb{R}^{2 d}$ with finite second moment,

$$
\mathcal{W}_{1, \ell_{N}^{1}}\left(\bar{\mu}_{t}^{\otimes N}, \mu_{t}^{N}\right) \leq C_{1} c^{-1} N^{-1 / 2}
$$

where $\mu_{t}^{N}$ is the law of the particles driven by (C.3) with initial distribution $\mu_{0}^{N}=\mu_{0}^{\otimes N}$ and $\bar{\mu}_{t}^{\otimes N}$ is the product law of $N$ independent solutions to (C.1) with initial distribution $\mu_{0}$. Here, $C_{1}$ is a constant depending on $\kappa, \gamma, u, d$, on properties of $g$, and on the second moment of $\mu_{0}$. The normalized $\ell^{1}$-distance $\ell_{N}^{1}$ is given by

$$
\begin{equation*}
\ell_{N}^{1}((x, y),(\bar{x}, \bar{y}))=N^{-1} \sum_{i=1}^{N}\left(\left|x^{i}-\bar{x}^{i}\right|+\left|y^{i}-\bar{y}^{i}\right|\right), \quad \text { for all } x, y, \bar{x}, \bar{y} \in \mathbb{R}^{N d}, \tag{C.5}
\end{equation*}
$$

where $|\cdot|$ denotes the Euclidean metric.
Eventually, we note that the construction of the metric for large distance can be applied to prove contraction to specific unconfined cases, where $b \equiv 0$ and $\tilde{b}$ is a small perturbation of a linear force.

Notation: For some space $\mathbb{X}$, which is here either $\mathbb{R}^{2 d}$ or $\mathbb{R}^{2 N d}$, we denote its Borel $\sigma$-algebra by $\mathcal{B}(\mathbb{X})$. The space of all probability measures on $(\mathbb{X}, \mathcal{B}(\mathbb{X}))$ is denoted by $\mathcal{P}(\mathbb{X})$. Let $\mu, \nu \in \mathcal{P}(\mathbb{X})$. A coupling $\omega$ of $\mu$ and $\nu$ is a probability measure on $(\mathbb{X} \times \mathbb{X}, \mathcal{B}(\mathbb{X}) \otimes \mathcal{B}(\mathbb{X}))$ with marginals $\mu$ and $\nu$. The $L^{p}$ Wasserstein distance with respect to a distance function $d: \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}$ is defined by

$$
\mathcal{W}_{p, d}(\mu, \nu)=\inf _{\omega \in \Pi(\mu, \nu)}\left(\int_{\mathbb{X} \times \mathbb{X}} d(x, y)^{p} \omega(\mathrm{~d} x \mathrm{~d} y)\right)^{1 / p},
$$

where $\Pi(\mu, \nu)$ denotes the set of all couplings of $\mu$ and $\nu$. We write $\mathcal{W}_{p}$ if the underlying distance function is the Euclidean distance.

Outline of the paper: In Appendix C.2, we state the contraction results for the classical Langevin dynamics and give an informal construction of the coupling and the metric. In Appendix C.3, we state the framework and the contraction results for Langevin dynamics of McKean-Vlasov type before defining rigorously the metric and the coupling approach in Appendix C.4. Uniform in time propagation of chaos is established in Appendix C.5. The proofs are postponed to Appendix C.6.

## C. 2 Contraction for classical Langevin dynamics

## C.2.1 Contraction for Langevin dynamics with strongly convex confinement potential

First, we consider the Langevin dynamics without a non-linear drift and with confinement potential V given by the stochastic differential equation

$$
\left\{\begin{array}{l}
\mathrm{d} X_{t}=Y_{t} \mathrm{~d} t,  \tag{C.6}\\
\mathrm{~d} Y_{t}=\left(-\gamma Y_{t}-u \nabla \mathrm{~V}\left(X_{t}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t},
\end{array}\right.
$$

with initial condition $\left(X_{0}, Y_{0}\right)=(x, y) \in \mathbb{R}^{2 d}$ and with $d$-dimensional standard Brownian motion $\left(B_{t}\right)_{t \geq 0}$. We impose for $\mathrm{V} \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$ :
Assumption C.1. There exist a positive definite matrix $K \in \mathbb{R}^{d \times d}$ with smallest eigenvalue $\kappa>0$ and a convex function $G: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with $L_{G}$-Lipschitz continuous gradients, i.e.,

$$
\begin{array}{ll}
\langle\nabla G(x)-\nabla G(\bar{x}), x-\bar{x}\rangle \geq 0 & \text { and }  \tag{C.7}\\
|\nabla G(x)-\nabla G(\bar{x})| \leq L_{G}|x-\bar{x}| & \text { for all } x, \bar{x} \in \mathbb{R}^{d},
\end{array}
$$

such that

$$
\mathrm{V}(x)=x \cdot(K x) / 2+G(x) \quad \text { for any } x \in \mathbb{R}^{d}
$$

We note that Assumption C. 1 is satisfied for all $\kappa$-strongly convex functions V with $L_{V^{-}}$ Lipschitz continuous gradients, i.e.,

$$
\begin{array}{ll}
\langle\nabla \mathrm{V}(x)-\nabla \mathrm{V}(y), x-y\rangle \geq \kappa|x-y|^{2} & \text { and } \\
|\nabla \mathrm{V}(x)-\nabla \mathrm{V}(y)| \leq L_{V}|x-y| & \text { for all } x, y \in \mathbb{R}^{d} .
\end{array}
$$

Note that the splitting of V in $K$ and $G$ is in general not unique. A natural choice is given by $K=\kappa \mathrm{Id}$ and $G(x)=\mathrm{V}(x)-(\kappa / 2)|x|^{2}$, where Id is the $d \times d$ identity matrix. As we see later, we often want a splitting of V such that the Lipschitz constant $L_{G}$ is minimized.

We establish a global contraction result for (C.6) in $L^{p}$ Wasserstein distance with respect to the distance function $r: \mathbb{R}^{2 d} \times \mathbb{R}^{2 d} \rightarrow[0, \infty)$ given by

$$
\begin{equation*}
r((x, y),(\bar{x}, \bar{y}))=\gamma^{-2} u(x-\bar{x}) \cdot(K(x-\bar{x}))+\frac{1}{2}\left|(1-2 \lambda)(x-\bar{x})+\gamma^{-1}(y-\bar{y})\right|^{2}+\frac{1}{2} \gamma^{-2}|y-\bar{y}|^{2} \tag{C.8}
\end{equation*}
$$

for $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$ with

$$
\begin{equation*}
\lambda=\min \left(1 / 8, \kappa u \gamma^{-2}\right) . \tag{C.9}
\end{equation*}
$$

Theorem C. 1 (Contractivity for strongly convex potentials). For $t \geq 0$, let $\mu_{t}$ and $\nu_{t}$ be the law at time $t$ of the processes $\left(X_{t}, Y_{t}\right)$ and $\left(X_{t}^{\prime}, Y_{t}^{\prime}\right)$, respectively, where $\left(X_{s}, Y_{s}\right)_{s \geq 0}$ and $\left(X_{s}^{\prime}, Y_{s}^{\prime}\right)_{s \geq 0}$ are solutions to (C.6) with initial distributions $\mu_{0}$ and $\nu_{0}$ on $\mathbb{R}^{2 d}$, respectively. Suppose Assumption C. 1 holds and

$$
\begin{equation*}
L_{G} u \gamma^{-2} \leq 3 / 4 \tag{C.10}
\end{equation*}
$$

Then, for any $1 \leq p<\infty$

$$
\mathcal{W}_{p, r}\left(\mu_{t}, \nu_{t}\right) \leq e^{-c t} \mathcal{W}_{p, r}\left(\mu_{0}, \nu_{0}\right) \quad \text { and } \quad \mathcal{W}_{p}\left(\mu_{t}, \nu_{t}\right) \leq M e^{-c t} \mathcal{W}_{p}\left(\mu_{0}, \nu_{0}\right)
$$

where the contraction rate $c$ is given by

$$
\begin{equation*}
c=\gamma \lambda=\min \left(\gamma / 8, \kappa u \gamma^{-1} / 2\right) . \tag{C.11}
\end{equation*}
$$

The constant $M$ is given by

$$
\begin{equation*}
M=\sqrt{\max \left(u L_{K}+\gamma^{2}, 3 / 2\right) \max (1 /(u \kappa), 2)}, \tag{C.12}
\end{equation*}
$$

where $L_{K}$ denotes the largest eigenvalue of $K$.
Proof. The proof is based on a synchronous coupling and is postponed to Appendix C.6.1.
Remark C.2. If V is a quadratic function, then $L_{G}=0$ and the restriction on $\gamma$ vanishes. In this case, the $L^{2}$ spectral gap of the corresponding generator is given by

$$
c_{\text {gap }}=\left(1-\sqrt{\left(1-4 \kappa u \gamma^{-2}\right)^{+}}\right)(\gamma / 2),
$$

cf., [165, Section 6.3]. More precisely, $c_{\text {gap }}=\gamma / 2$ if $4 \kappa u \gamma^{-2} \geq 1$, and $\kappa u \gamma^{-1} \leq c_{\text {gap }} \leq 2 \kappa u \gamma^{-1}$ if $4 \kappa u \gamma^{-2}<1$. Hence, the contraction rate is of the same order as the spectral gap. In particular for $\gamma=2 \sqrt{\kappa u}$ the optimal contraction rate $c=\sqrt{\kappa u} / 8$ is obtained. If $L_{G} \leq 3 \kappa, \gamma=2 \sqrt{\kappa u}$ satisfies condition (C.10) and yields the optimal contraction rate of order $\mathcal{O}(\sqrt{\kappa})$. Otherwise, for $\gamma=\sqrt{(4 / 3) L_{G} u}$ the contraction rate is optimized and of order $\mathcal{O}\left(\kappa / \sqrt{L_{G}}\right)$.

## C.2.2 Framework for classical Langevin dynamics with general external forces

Next, we consider the classical Langevin dynamics $\left(X_{t}, Y_{t}\right)_{t \geq 0}$ with a general external drift given by the stochastic differential equation

$$
\left\{\begin{array}{l}
\mathrm{d} X_{t}=Y_{t} \mathrm{~d} t  \tag{C.13}\\
\mathrm{~d} Y_{t}=\left(-\gamma Y_{t}+u b\left(X_{t}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t},
\end{array}\right.
$$

with initial condition $\left(X_{0}, Y_{0}\right)=(x, y) \in \mathbb{R}^{2 d}$.
We impose the following assumption on the force $b$ :

Assumption C.2. The function $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is Lipschitz continuous and there exist a positive definite matrix $K \in \mathbb{R}^{d \times d}$ with smallest eigenvalue $\kappa \in(0, \infty)$ and largest eigenvalue $L_{K} \in$ $(0, \infty)$, a constant $R \in[0, \infty)$ and a function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ with Lipschitz constant $L_{g} \in(0, \infty)$ such that

$$
\begin{equation*}
b(x)=-K x+g(x) \quad \text { for all } x \in \mathbb{R}^{d} \tag{C.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle g(x)-g(\bar{x}), x-\bar{x}\rangle \leq 0 \quad \text { for all } x, \bar{x} \in \mathbb{R}^{d} \text { such that }|x-\bar{x}| \geq R \tag{C.15}
\end{equation*}
$$

Remark C.3. Suppose that $b=-\nabla V$ where $V$ is a potential function with a $L_{V}$-Lipschitz continuous gradient and that is $k$-strongly convex outside a Euclidean ball of radius $\tilde{R}$, i.e.,

$$
\langle\nabla \mathrm{V}(x)-\nabla \mathrm{V}(\bar{x}), x-\bar{x}\rangle \geq k|x-\bar{x}|^{2} \quad \text { for all } x, \bar{x} \in \mathbb{R}^{d} \text { such that }|x|,|\bar{x}| \geq \tilde{R}
$$

Note that $\nabla \mathrm{V}$ can be split in $\nabla \mathrm{V}(x)=k x+h(x)$ where $h: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is an $L_{h}$-Lipschitz continuous function with $L_{h} \leq L_{V}+k$ and $\langle h(x)-h(\bar{x}), x-\bar{x}\rangle \geq 0$ for all $x, \bar{x} \in \mathbb{R}^{d}$ such that $|x|,|\bar{x}| \geq \tilde{R}$. Then for $l \leq \frac{1}{2} \min \left(1, \frac{L_{h}}{k}\right), b=-\nabla \mathrm{V}$ satisfies Assumption C. 2 with $L_{g} \leq L_{V}+(1-l) k$, $\kappa=(1-l) k \geq \max \left(\frac{1}{2} k, k-\frac{L_{h}}{2}\right)$ and $R=2 \tilde{R} \frac{L_{h}}{l k}$.
Example C. 4 (Double-well potential). For $\beta>0$, we consider the double-well potential $\mathrm{V} \in$ $\mathcal{C}^{1}(\mathbb{R})$ defined by

$$
\mathrm{V}(x)= \begin{cases}\beta\left(\frac{|x|^{4}}{4}-\frac{|x|^{2}}{2}\right) & \text { for }|x| \leq 2  \tag{C.16}\\ \beta\left(\frac{3|x|^{2}}{2}-4\right) & \text { for }|x|>2\end{cases}
$$

This potential has a Lipschitz continuous gradient and is strongly convex with convexity constant $k=3 \beta$ outside a Euclidean ball with radius $\tilde{R}=2$. We consider the splitting $-\nabla \mathrm{V}(x)=$ $-\kappa x+g(x)$ with $\kappa=(2 / 3) k=2 \beta$ and

$$
g(x)= \begin{cases}-\beta\left(x^{3}-3 x\right) & \text { for }|x| \leq 2 \\ -\beta x & \text { for }|x|>2\end{cases}
$$

Then, the function $g$ is Lipschitz continuous with Lipschitz constant $L_{g}=9 \beta$ and (C.15) is satisfied for sufficiently large $R$.

## C.2.3 Construction of the metric and the coupling

We provide an informal construction of the coupling and the complementary metric. Given two Brownian motions $\left(B_{t}\right)_{t \geq 0},\left(B_{t}^{\prime}\right)_{t \geq 0}$ and $(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{2 d}$, let $\left(\left(X_{t}, Y_{t}\right),\left(X_{t}^{\prime}, Y_{t}^{\prime}\right)\right)_{t \geq 0}$ be an arbitrary coupling of two solutions to (C.13). It holds for the difference process $\left(Z_{t}, \bar{W}_{t}\right)_{t \geq 0}=$ $\left(X_{t}-X_{t}^{\prime}, Y_{t}-Y_{t}^{\prime}\right)_{t \geq 0}$,

$$
\left\{\begin{array}{l}
\mathrm{d} Z_{t}=W_{t} \\
\mathrm{~d} W_{t}=\left(-\gamma W_{t}+u b\left(X_{t}\right)-u b\left(X_{t}^{\prime}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d}\left(B_{t}-B_{t}^{\prime}\right)
\end{array}\right.
$$

Adapting the idea of the coupling construction from [85], the process $\left(Z_{t}, Q_{t}\right)_{t \geq 0}=\left(Z_{t}, Z_{t}+\right.$ $\left.\gamma^{-1} W_{t}\right)_{t \geq 0}$ satisfies the stochastic differential equation

$$
\left\{\begin{array}{l}
\mathrm{d} Z_{t}=-\gamma Z_{t} \mathrm{~d} t+\gamma Q_{t} \mathrm{~d} t  \tag{C.17}\\
\mathrm{~d} Q_{t}=\gamma^{-1} u\left(b\left(X_{t}\right)-b\left(X_{t}^{\prime}\right)\right) \mathrm{d} t+\sqrt{2 \gamma^{-1} u} \mathrm{~d}\left(B_{t}-B_{t}^{\prime}\right)
\end{array}\right.
$$

As in [85], we apply a synchronous coupling for $Q_{t}=0$, since in this case the first equation of (C.17) is contractive and the absence of the noise ensures that the dynamics is not driven away from this area by random fluctuations. Apart from $Q_{t}=0$, we want to apply a reflection coupling, which guarantees that the dynamics returns to the line $Q_{t}=0$. Note that this construction leads to a coupling that is sticky on the hyperplane $\left\{\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right) \in \mathbb{R}^{4 d}: x-\right.$ $\left.x^{\prime}+\gamma^{-1}\left(y-y^{\prime}\right)=0\right\}$. However, since it is technically hard to construct this sticky coupling, we consider approximations of the coupling, which are rigorously stated in Appendix C.4.2 and which suffice for our purpose. Similarly as in [85], we show for $r_{s}(t)=\alpha\left|Z_{t}\right|+\left|Q_{t}\right|<R_{1}$ with appropriately chosen constants $\alpha, R_{1}$ that there exists a concave increasing function $f$ depending on $\alpha$ and $R_{1}$ such that $f\left(r_{s}(t)\right)$ is contractive on average. Note that the application of a concave function has the effect that a decrease in $r_{s}$ has a larger impact than an increase in $r_{s}$.

On the other hand, if the difference process $\left(Z_{t}, W_{t}\right)_{t \geq 0}$ is sufficiently far away from the origin, we obtain under Assumption C. 2 for the force $b$ contractivity for the process $r_{l}(t)=$ $\left(\gamma^{-2} u Z_{t} \cdot\left(K Z_{t}\right)+(1 / 2)\left|(1-2 \tau) Z_{t}+\gamma^{-1} W_{t}\right|^{2}+(1 / 2)\left|\gamma^{-1} W_{t}\right|^{2}\right)^{1 / 2}$, where $\tau>0$ is a constant depending on $\kappa, \gamma, u$ and $L_{g}$. More precisely, we obtain local contractivity with contraction rate $\gamma \tau$ for $r_{l}(t)^{2}>\mathcal{R}$ for some $\mathcal{R}>0$ depending on $R, \kappa, \gamma, u$ and $L_{g}$. The process $r_{l}(t)$ is designed such that the local contraction rate is optimized up to some constant, see Lemma C.19.

We construct a metric which is globally contractive on average using the previously established coupling. The key idea lies in combining $r_{s}$ and $r_{l}$ in such a way, that the two local contraction results imply global contractivity in the new metric. Note that for simplicity, we write $r_{l}$ and $r_{s}$ both for the norm $r_{l}(z, w)$ (respectively $\left.r_{s}(z, w)\right)$ of $(z, w) \in \mathbb{R}^{2 d}$ and for the distance $r_{l}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)$ (respectively $\left.r_{s}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)\right)$ of $(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{2 d}$.

As we see in Appendix C.6.2, the lower bound $\mathcal{R}$ in the contraction result for large distances is fixed due to the dependence on the drift assumptions, whereas the upper bound $R_{1}$ in the result for small distances is flexible with the drawback that the contraction rate gets smaller for larger $R_{1}$. To benefit from the local contraction results, we want for all $(z, w) \in \mathbb{R}^{2 d}$ that $r_{s}(z, w) \leq R_{1}$ or $r_{l}(z, w)^{2} \geq \mathcal{R}$ holds, which we achieve by choosing $R_{1}$ sufficiently large. We construct a continuous transition between $r_{s}$ and $r_{l}$ by considering $r_{s} \wedge\left(D_{\mathcal{K}}+\epsilon r_{l}\right)$, where the constant $\epsilon$ satisfies $2 \epsilon r_{l} \leq r_{s}$ and the constant $D_{\mathcal{K}}$ is given such that $r_{s}(z, w) \wedge\left(D_{\mathcal{K}}+\epsilon r_{l}(z, w)\right)=r_{s}(z, w)$ for $(z, w)$ with $r_{l}(z, w)^{2} \leq \mathcal{R}$. Then, we set $R_{1}$ such that $r_{s}(z, w) \wedge\left(D_{\mathcal{K}}+\epsilon r_{l}(z, w)\right)=D_{\mathcal{K}}+\epsilon r_{l}(z, w)$ for $(z, w)$ with $r_{s}(z, w) \leq R_{1}$ is guaranteed.

In particular, in this construction the level set $r_{s}(z, w)-\epsilon r_{l}(z, w)=D_{\mathcal{K}}$ is optimally encompassed by the level set $r_{s}(z, w)=R_{1}$ and $r_{l}(z, w)^{2}=\mathcal{R}$, as illustrated in Figure C.1, and $r_{s}(z, w) \leq R_{1}$ or $r_{l}(z, w)^{2} \geq \mathcal{R}$ is ensured. We define the metric $\rho\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=$ $f\left(r_{s}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right) \wedge\left\{D_{\mathcal{K}}+\epsilon r_{l}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)\right\}\right)$. As illustrated in Figure C.2, we obtain $f\left(r_{s}\right)$ for small distances and $f\left(D_{\mathcal{K}}+\epsilon r_{l}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)\right)$ for large distances. A detailed rigorous construction and a proof showing that $\rho$ defines a metric are given in Appendix C.4.

## C.2.4 A global contraction result for the classical Langevin dynamics with general external force

We establish the main contraction result for the classical Langevin dynamics given by (C.13).
Theorem C.5. For $t \geq 0$, let $\mu_{t}$ and $\nu_{t}$ be the law at time $t$ of the processes $\left(X_{t}, Y_{t}\right)$ and $\left(X_{t}^{\prime}, Y_{t}^{\prime}\right)$, respectively, where $\left(X_{s}, Y_{s}\right)_{s \geq 0}$ and $\left(X_{s}^{\prime}, Y_{s}^{\prime}\right)_{s \geq 0}$ are solutions to (C.13) with initial distributions $\mu_{0}$ and $\nu_{0}$ on $\mathbb{R}^{2 d}$, respectively. Suppose Assumption C. 2 holds and

$$
\begin{equation*}
L_{g} u \gamma^{-2}<\frac{\kappa}{2 L_{g}} \tag{C.18}
\end{equation*}
$$



Figure C.1: Level sets of the metrics $r_{l}$ and $r_{s}$.


Figure C.2: Sketch of the metric construction $f\left(\left(\epsilon r_{l}+D_{\mathcal{K}}\right) \wedge r_{s}\right)$. Here the metric is evaluated for $z=-\gamma^{-1} w$ (i.e., along the dashed line in Figure C.1).

Then,

$$
\mathcal{W}_{1, \rho}\left(\mu_{t}, \nu_{t}\right) \leq e^{-c t} \mathcal{W}_{1, \rho}\left(\mu_{0}, \nu_{0}\right) \quad \text { and } \quad \mathcal{W}_{1}\left(\mu_{t}, \nu_{t}\right) \leq M_{1} e^{-c t} \mathcal{W}_{1}\left(\mu_{0}, \nu_{0}\right),
$$

where the distance $\rho$ is defined precisely in (C.35) below and the contraction rate $c$ is given by

$$
\begin{array}{ll}
c=\gamma \exp (-\Lambda) \min \left(\frac{\left(L_{K}+L_{g}\right) u \gamma^{-2}}{4} \Lambda^{1 / 2}, \frac{1}{8} \Lambda^{1 / 2}, \frac{\tau E}{2}\right) & \text { with } \\
\Lambda=\frac{L_{K}+L_{g}}{4} R_{1}^{2}, & \text { and, } \\
\tau:=\min \left(1 / 8, \gamma^{-2} u \kappa / 2-\gamma^{-4} L_{g}^{2} u^{2}\right) \\
E:=\frac{1}{6} \min \left(1, \frac{\sqrt{\kappa} \gamma}{\sqrt{8 u}\left(L_{K}+L_{g}\right)}, \sqrt{\frac{\kappa u}{2}} \gamma^{-1}, 2\left(L_{K}+L_{g}\right) u \gamma^{-2}\right) . \tag{C.22}
\end{array}
$$

The constants $R_{1}$ satisfies

$$
\begin{align*}
\frac{2}{3} \min \left(1,2\left(L_{K}+L_{g}\right) u \gamma^{-2}\right) & \sqrt{\frac{8 u \mathbb{1}_{\{R>0\}}+L_{g} u R^{2}}{\tau \gamma^{2}}} \leq R_{1}  \tag{C.23}\\
& \leq 4 \max \left(\frac{\sqrt{8}\left(L_{K}+L_{g}\right) u}{\gamma \sqrt{\kappa}}, 1\right) \sqrt{\frac{8 u \mathbb{1}_{\{R>0\}}+L_{g} u R^{2}}{\tau \gamma^{2}}}
\end{align*}
$$

and is explicitly stated in (C.38). The constant $M_{1}$ is given by

$$
\begin{equation*}
M_{1}=\max \left(2\left(L_{K}+L_{g}\right) u \gamma^{-1}+\gamma, 1\right) \frac{1}{2} \exp (\Lambda) \max \left(3, \frac{3 \gamma^{2}}{2\left(L_{K}+L_{g}\right) u}\right) \max (\sqrt{2 /(\kappa u)}, 2) \tag{C.24}
\end{equation*}
$$

Proof. The proof is postponed to Appendix C.6.2.
Remark C.6. Compared to the contraction result obtained in [85, Theorem 2.3], global contractivity in Wasserstein distance is obtained with rate $c$ given in (C.19) which is independent of the dimension $d$.
Remark C. 7 (Kinetic behaviour). If $\gamma$ is chosen such that $\kappa u \gamma^{-2}, L_{g} u \gamma^{-2}$ and $L_{K} u \gamma^{-2}$ are fixed and further $L_{K} R^{2}$ and $L_{g} R^{2}$ are fixed, we obtain similarly to [85, Corollary 2.9] that the contraction rate is of order $\Omega\left(R^{-1}\right)$.
Remark C.8. If $R=0$, the metric $\rho$ defined in (C.35) reduces to $\rho((x, y),(\bar{x}, \bar{y}))=\left(\gamma^{-2}(x-\right.$ $\left.\bar{x}) \cdot(K(x-\bar{x}))+(1 / 2)\left|(1-2 \tau)(x-\bar{x})+\gamma^{-1}(y-\bar{y})\right|^{2}+(1 / 2)\left|\gamma^{-1}(y-\bar{y})\right|^{2}\right)^{1 / 2}$ and the coupling given in Appendix C.4.2 becomes the synchronous coupling. This metric differs from $r$ defined in (C.8) by the constant $\tau$, since here the drift $b$ is not necessarily of gradient-type and we can not make use of the co-coercivity property as in the proof of Theorem C.1. Following the proof given in Appendix C.6.2, we obtain contraction in $L^{1}$ Wasserstein distance, with contraction rate $c=\min \left(\gamma / 16, \kappa \gamma^{-1} / 4-8 \gamma^{-3} L_{g}^{2} u^{2}\right)$. We remark that the constant $E$ vanishes in the contraction rate, which measures the difference between the two metrics that are considered in general for $\rho$. If $L_{g} \leq \sqrt{2} \kappa$, the contraction rate is maximized for $\gamma=u^{1 / 2}\left(2 \kappa+\left(4 \kappa^{2}-8 L_{g}^{2}\right)^{1 / 2}\right)^{1 / 2}$ and satisfies $c=u^{1 / 2}\left(2 \kappa+\left(4 \kappa^{2}-8 L_{g}^{2}\right)^{1 / 2}\right)^{1 / 2} / 16$, i.e., in this case the rate is of order $\mathcal{O}(\sqrt{\kappa})$.
Example C. 9 (Double-well potential). For the model given in Example C.4, we obtain contraction with respect to the designed Wasserstein distance if $\gamma>9 \sqrt{\beta}$ is satisfied.

## C. 3 Contraction for nonlinear Langevin dynamics of McKeanVlasov type

Consider the Langevin dynamics of McKean-Vlasov type given in (C.1). We require Assumption C. 2 for the function $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$. For the function $\tilde{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ we impose:

Assumption C.3. The function $\tilde{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ is $\tilde{L}$-Lipschitz continuous.
Example C. 10 (Quadratic interaction potential). Consider $\tilde{b}(x, y)=k y$ with $k \in \mathbb{R}$. Then $\tilde{L}=|k|$ and $\tilde{b}$ corresponds to the interaction potential $\mathrm{W}(x, y)=-k x \cdot y$. This potential is attractive for $k>0$ and repulsive for $k<0$.

Example C. 11 (Mollified Coulomb, Newtonian and logarithmic potentials). The gradients of the Coulomb potential and of the Newtonian potential, which describe charged and self-gravitating particles [36], are not Lipschitz continuous. However, the gradient of a mollified version (see [97]) given by

$$
\mathrm{W}(x, y)=\frac{\tilde{k}}{\left(|x-y|^{p}+q^{p}\right)^{1 / p}} \quad \text { for } p \geq 2, q \in \mathbb{R}_{+} \text {and } \tilde{k} \in \mathbb{R}
$$

satisfies Assumption C.3, since $\|$ Hess $W \|<\infty$, and therefore $\nabla_{x} \mathrm{~W}$ is Lipschitz continuous. In the same line, the gradient of the mollified version of the logarithmic potential given by

$$
\mathrm{W}(x, y)=-2 \log \left(\left(|x-y|^{p}+q^{p}\right)^{1 / p}\right) \quad \text { for } p \geq 2, q \in \mathbb{R}_{+}
$$

satisfies Assumption C.3.
Under the above conditions, we establish contraction in an $L^{1}$ Wasserstein distance.
Theorem C. 12 (Contraction for nonlinear Langevin dynamics). Let $\bar{\mu}_{0}$ and $\bar{\nu}_{0}$ be two probability distributions on $\mathbb{R}^{2 d}$ with finite second moment. For $t \geq 0$, let $\bar{\mu}_{t}$ and $\bar{\nu}_{t}$ be the law at time $t$ of the processes $\left(\bar{X}_{t}, \bar{Y}_{t}\right)$ and $\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)$, respectively, where $\left(\bar{X}_{s}, \bar{Y}_{s}\right)_{s \geq 0}$ and $\left(\bar{X}_{s}^{\prime}, \bar{Y}_{s}^{\prime}\right)_{s \geq 0}$ are solutions to (C.1) with initial distribution $\bar{\mu}_{0}$ and $\bar{\nu}_{0}$, respectively. Suppose Assumption C.2, Assumption C. 3 and (C.18) hold. Let $\tilde{L}$ satisfy

$$
\begin{equation*}
\tilde{L} \leq \exp (-\Lambda) \min \left\{\frac{\gamma \tau}{12} \sqrt{\frac{\kappa}{u}} \min \left(1,2\left(L_{K}+L_{g}\right) u \gamma^{-2}\right), \frac{L_{K}+L_{g}}{4}\right\}, \tag{C.25}
\end{equation*}
$$

where $\Lambda$ and $\tau$ are given in (C.20) and (C.21), respectively. Then

$$
\mathcal{W}_{1, \rho}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq e^{-\bar{c} t} \mathcal{W}_{1, \rho}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right) \quad \text { and } \quad \mathcal{W}_{1}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq M_{1} e^{-\bar{c} t} \mathcal{W}_{1}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right),
$$

where the distance $\rho$ is given in (C.35) and $\bar{c}=c / 2$ with $c$ given in (C.19). The constant $M_{1}$ is given in (C.24). Moreover, there exists a unique invariant probability measure $\bar{\mu}_{\infty}$ for (C.1) and convergence in $L^{1}$ Wasserstein distance to $\bar{\mu}_{\infty}$ holds.

Proof. The proof is based on the coupling approach and the metric construction given in Appendix C.4.1 and Appendix C.4.2, respectively, and is postponed to Appendix C.6.2.

Remark C.13. In comparison to [97, Theorem 3.1], global contractivity is established with a contraction rate and a restriction on the Lipschitz constant $\tilde{L}$ that are independent of the dimension $d$.

Remark C.14. Compared to the contraction result in Theorem C. 5 for classical Langevin dynamics, the contraction rate deteriorates by a factor of 2 to compensate for the nonlinear interaction terms.

If $R=0$, (C.25) reduces to $\tilde{L} \leq \tau \gamma \sqrt{\kappa / u} / 8$ and contraction holds with rate $\bar{c}=\min (\gamma / 32$, $\kappa u \gamma^{-1} / 8-L_{g}^{2} u^{2} \gamma^{-3} / 2$ ) by Lemma C. 19 and (C.67). If $L_{g} \leq \sqrt{2} \kappa$, the contraction rate is maximized for $\gamma=\sqrt{u}\left(2 \kappa+\left(4 \kappa^{2}-8 L_{g}^{2}\right)^{1 / 2}\right)^{1 / 2}$ yielding $\bar{c}=\sqrt{u}\left(2 \kappa+\left(4 \kappa^{2}-8 L_{g}^{2}\right)^{1 / 2}\right)^{1 / 2} / 32$. If the drift is additionally of gradient-type, we can adapt the proof of Theorem C. 1 and use the co-coercivity property to obtain a contraction rate of order $\mathcal{O}(\sqrt{\kappa})$ for $L_{g} \leq 3 \kappa$ and a rate of order $\mathcal{O}\left(\kappa / \sqrt{L_{g}}\right)$ for $L_{g}>3 \kappa$.
Remark C.15. The contraction results can be extended to unconfined Langevin dynamics. Consider $b \equiv 0$ and $\tilde{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ given by $\tilde{b}(x, y)=-\tilde{K}(x-y)+\tilde{g}(x-y)$ where $\tilde{K} \in \mathbb{R}^{d \times d}$ is a positive definite matrix with smallest eigenvalue $\tilde{\kappa}$ and where $\tilde{g}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is an anti-symmetric, $L_{\tilde{g}^{-}}$ Lipschitz continuous function $\tilde{g}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$. If $L_{\tilde{g}} \leq(\gamma / 2) \sqrt{\tilde{\kappa} / u} \min \left(1 / 8, \tilde{\kappa} u \gamma^{-2} / 2\right)$, contraction in an $L^{1}$ Wasserstein distance can be shown via a synchronous coupling approach. The underlying distance function in the Wasserstein distance is based on a similar twisted 2-norm structure as the distance $r_{l}$ given in (C.26). We note that the conditions on $L_{g}$ and $\tilde{L}$ are combined in the restrictive condition on $L_{\tilde{g}}$, which implies $L_{\tilde{g}} \leq \tilde{\kappa} / 8$ and which gives only contraction for small perturbations of linear interaction forces. A detailed analysis of the unconfined dynamics is given in Appendix C.7.

## C. 4 Metric and coupling

## C.4.1 Metric construction

For both the classical Langevin dynamics and the nonlinear Langevin dynamics, i.e., when Assumption C. 2 holds, we consider the metrics $r_{l}, r_{s}: \mathbb{R}^{2 d} \times \mathbb{R}^{2 d} \rightarrow[0, \infty)$ given by

$$
\begin{align*}
& r_{l}((x, y),(\bar{x}, \bar{y}))^{2}:=\frac{u}{\gamma^{2}}(x-\bar{x}) \cdot(K(x-\bar{x}))+\frac{(1-2 \tau)^{2}}{2}|x-\bar{x}|^{2}+\gamma^{-1}(1-2 \tau)(x-\bar{x})(y-\bar{y}) \\
&+\gamma^{-2}|y-\bar{y}|^{2} \\
&= \gamma^{-2} u(x-\bar{x}) \cdot(K(x-\bar{x}))+\frac{1}{2}\left|(1-2 \tau)(x-\bar{x})+\gamma^{-1}(y-\bar{y})\right|^{2}+\frac{1}{2} \gamma^{-2}|y-\bar{y}|^{2} \tag{C.26}
\end{align*}
$$

and

$$
\begin{equation*}
r_{s}((x, y),(\bar{x}, \bar{y})):=\alpha|x-\bar{x}|+\left|x-\bar{x}+\gamma^{-1}(y-\bar{y})\right|, \tag{C.27}
\end{equation*}
$$

for $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$, where the constants $\tau$ and $\alpha$ are given by (C.21) and

$$
\begin{equation*}
\alpha:=2\left(L_{K}+L_{g}\right) u \gamma^{-2}, \tag{C.28}
\end{equation*}
$$

respectively. Next, we state the rigorous construction of the metric $\rho: \mathbb{R}^{2 d} \times \mathbb{R}^{2 d} \rightarrow[0, \infty)$, that is applied in Theorem C. 5 and Theorem C.12, and that is glued together of $r_{l}$ and $r_{s}$ in an appropriate way. Note that $r_{l}$ and $r_{s}$ are equivalent metrics. More precisely, for all $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$ it holds $2 \epsilon r_{l}((x, y),(\bar{x}, \bar{y})) \leq r_{s}((x, y),(\bar{x}, \bar{y}))$ with

$$
\begin{equation*}
\epsilon=(1 / 2) \min \left(1,(2 / 3) \alpha /\left(\sqrt{L_{K} u} \gamma^{-1}\right), \alpha\right) . \tag{C.29}
\end{equation*}
$$

Indeed, for $(z, w)=(x-\bar{x}, y-\bar{y})$

$$
\begin{aligned}
r_{l}^{2}((x, y),(\bar{x}, \bar{y})) & \leq L_{K} \gamma^{-2} u|z|^{2}+\frac{1}{2}\left|z+\gamma^{-1} w\right|^{2}+2 \tau|z||z+\gamma w|+2 \tau^{2}|z|^{2}+\frac{1}{2}\left|\gamma^{-1} w\right|^{2} \\
r_{s}^{2}((x, y),(\bar{x}, \bar{y})) & \geq \frac{1}{2}\left(\alpha|z|+\left|z+\gamma^{-1} w\right|\right)^{2}+\frac{1}{2} \min \left(\alpha^{2}, 1\right) \gamma^{-2}|w|^{2} \\
& \geq \frac{\alpha^{2}}{2}|z|^{2}+\alpha|z|\left|z+\gamma^{-1} w\right|+\frac{1}{2}\left|z+\gamma^{-1} w\right|^{2}+\frac{1}{2} \min \left(1, \alpha^{2}\right) \gamma^{-2}|w|^{2}
\end{aligned}
$$

and

$$
4 \epsilon^{2} \leq \min \left(\frac{\alpha^{2}}{2\left(L_{K} u \gamma^{-2}+2 \tau L_{K} u \gamma^{-2} / 2\right)}, 1, \alpha^{2}\right) \leq \min \left(\frac{\alpha^{2}}{2\left(L_{K} u \gamma^{-2}+2 \tau^{2}\right)}, 1, \frac{\alpha}{2 \tau}, \alpha^{2}\right)
$$

since $\alpha>\kappa \gamma^{-2}$ and $\tau \leq \min \left(1 / 8, L_{K} \gamma^{-2} u / 2\right)$ by (C.28) and (C.21). Further, for all $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$ it holds $\mathcal{E} r_{s}((x, y),(\bar{x}, \bar{y})) \leq r_{l}((x, y),(\bar{x}, \bar{y}))$ with

$$
\begin{equation*}
\mathcal{E}=\min \left(\sqrt{\kappa u} \gamma^{-1} /(\sqrt{8} \alpha), 1 / 2\right), \tag{C.30}
\end{equation*}
$$

since

$$
\frac{r_{l}(t)}{r_{s}(t)} \geq\left(\frac{\kappa u \gamma^{-2}\left|\bar{Z}_{t}\right|^{2}+(1 / 2)\left|(1-2 \tau) \bar{Z}_{t}+\gamma^{-1} \bar{W}_{t}\right|^{2}}{2(a+2 \tau)^{2}\left|\bar{Z}_{t}\right|^{2}+2\left|(1-2 \tau) \bar{Z}_{t}+\gamma^{-1} \bar{W}_{t}\right|^{2}}\right)^{1 / 2} \geq \min \left(\frac{\sqrt{\kappa u} \gamma^{-1}}{\sqrt{8} \alpha}, \frac{1}{2}\right)
$$

Define

$$
\begin{equation*}
\Delta((x, y),(\bar{x}, \bar{y})):=r_{s}((x, y),(\bar{x}, \bar{y}))-\epsilon r_{l}((x, y),(\bar{x}, \bar{y})) \tag{C.31}
\end{equation*}
$$

for $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$ and

$$
\begin{equation*}
D_{\mathcal{K}}:=\sup _{((x, y),(\bar{x}, \bar{y})) \in \mathbb{R}^{4 d}:(x-\bar{x}, y-\bar{y}) \in \mathcal{K}} \Delta((x, y),(\bar{x}, \bar{y})), \tag{C.32}
\end{equation*}
$$

where the compact set $\mathcal{K} \subset \mathbb{R}^{2 d}$ is given by

$$
\begin{equation*}
\mathcal{K}:=\left\{(z, w) \in \mathbb{R}^{2 d}: \gamma^{-2} u z \cdot(K z)+(1 / 2)\left|(1-2 \tau) z+\gamma^{-1} w\right|^{2}+(1 / 2)\left|\gamma^{-1} w\right|^{2} \leq \mathcal{R}\right\} . \tag{C.33}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{R}=(1 / \tau)\left(8 u \mathbb{1}_{\{R>0\}}+L_{g} u R^{2}\right) \gamma^{-2} . \tag{C.34}
\end{equation*}
$$

We define the metric $\rho: \mathbb{R}^{2 d} \times \mathbb{R}^{2 d} \rightarrow[0, \infty)$ by

$$
\begin{equation*}
\rho((x, y),(\bar{x}, \bar{y})):=f\left(\left(\Delta((x, y),(\bar{x}, \bar{y})) \wedge D_{\mathcal{K}}\right)+\epsilon r_{l}((x, y),(\bar{x}, \bar{y}))\right) \tag{C.35}
\end{equation*}
$$

for $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$, where $\Delta$ and $D_{\mathcal{K}}$ are given in (C.31) and (C.32). The function $f$ is an increasing concave function defined by

$$
\begin{equation*}
f(r):=\int_{0}^{r} \phi(s) \psi(s) \mathrm{d} s \tag{C.36}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\phi(s):=\exp \left(-\frac{\alpha \gamma^{2}}{4 u} \frac{\left(s \wedge R_{1}\right)^{2}}{2}\right), & \Phi(s)=\int_{0}^{s} \phi(x) \mathrm{d} x, \\
\psi(s):=1-\frac{\hat{c}}{2} \gamma u^{-1} \int_{0}^{s \wedge R_{1}} \Phi(x) \phi(x)^{-1} \mathrm{~d} x, & \hat{c}=\frac{1}{u^{-1} \gamma \int_{0}^{R_{1}} \Phi(s) \phi(s)^{-1} \mathrm{~d} s} \tag{C.37}
\end{array}
$$

and where $R_{1}$ is given by

$$
\begin{equation*}
R_{1}:=\sup _{((x, y),(\bar{x}, \bar{y})): \Delta((x, y),(\bar{x}, \bar{y})) \leq D_{\mathcal{K}}} r_{s}(((x, y),(\bar{x}, \bar{y}))) \tag{C.38}
\end{equation*}
$$

The construction of the function $f$ is adapted from [83]. Since $\psi(s) \in[1 / 2,1]$, it holds for $r \geq 0$

$$
\begin{equation*}
f^{\prime}\left(R_{1}\right) r=\left(\phi\left(R_{1}\right) / 2\right) r \leq \Phi(r) / 2 \leq f(r) \leq \Phi(r) \leq r \tag{C.39}
\end{equation*}
$$

Note that the constant $R_{1}$ is finite and $R_{1} \leq \sup _{\Delta((x, y),(\bar{x}, \bar{y})) \leq D_{\mathcal{K}}} 2 \Delta((x, y),(\bar{x}, \bar{y})) \leq 2 D_{\mathcal{K}}$ holds, since $\Delta((x, y),(\bar{x}, \bar{y}))=r_{s}((x, y),(\bar{x}, \bar{y}))-\epsilon r_{l}((x, y),(\bar{x}, \bar{y})) \geq(1 / 2) r_{s}((x, y),(\bar{x}, \bar{y}))$ for any $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$ by (C.29). Hence, $\hat{c}$ given in (C.37) and $f$ are well-defined. Further,

$$
R_{1} \leq 2 D_{\mathcal{K}} \leq 2_{((x, y),(\bar{x}, \bar{y})) \in \mathbb{R}^{4 d}:(x-\bar{x}, y-\bar{y}) \in \mathcal{K}}\left(\mathcal{E}^{-1}-2 \epsilon\right) r_{l}((x, y),(\bar{x}, \bar{y})) \leq 2\left(\mathcal{E}^{-1}-2 \epsilon\right) \sqrt{\mathcal{R}}
$$

The constant $R_{1}$ is also bounded from below by

$$
R_{1} \geq \sup _{((x, y),(\bar{x}, \bar{y})): \Delta((x, y),(\bar{x}, \bar{y})) \leq D_{\mathcal{K}}} 2 \epsilon r_{l}(((x, y),(\bar{x}, \bar{y}))) \geq 2 \epsilon \sqrt{\mathcal{R}}
$$

since $\Delta((x, y),(\bar{x}, \bar{y})) \leq D_{\mathcal{K}}$ for all $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$ such that $r_{l}((x, y),(\bar{x}, \bar{y}))^{2}=\mathcal{R}$. By (C.34), (C.29), (C.30), the two bounds on $R_{1}$ imply the relation (C.23) of $R$ and $R_{1}$ given in Theorem C.5.

By this construction for the metric $\rho$, it holds $\left(\Delta((x, y),(\bar{x}, \bar{y})) \wedge D_{\mathcal{K}}\right)+\epsilon r_{l}((x, y),(\bar{x}, \bar{y}))=$ $r_{s}((x, y),(\bar{x}, \bar{y}))$ for $\Delta((x, y),(\bar{x}, \bar{y})) \leq D_{\mathcal{K}}$, and in particular for $r_{l}((x, y),(\bar{x}, \bar{y}))^{2} \leq \mathcal{R}$. Further, $\left(\Delta((x, y),(\bar{x}, \bar{y})) \wedge D_{\mathcal{K}}\right)+\epsilon r_{l}((x, y),(\bar{x}, \bar{y}))=D_{\mathcal{K}}+\epsilon r_{l}((x, y),(\bar{x}, \bar{y}))$ for $\Delta((x, y),(\bar{x}, \bar{y}))>D_{\mathcal{K}}$ and in particular for $r_{s}((x, y),(\bar{x}, \bar{y}))>R_{1}$.

If $R=0$, then $\mathcal{K}=\{(0,0)\}$ and hence $D_{\mathcal{K}}=R_{1}=0$ and $f(r)=r$. In this case, we can omit the factor $\epsilon$ in (C.35) and (C.46) and set $\rho((x, y),(\bar{x}, \bar{y}))=r_{l}((x, y),(\bar{x}, \bar{y}))$ for simplicity.
Lemma C.16. The function $\rho$ given in (C.35) defines a metric on $\mathbb{R}^{2 d}$ and is equivalent to the Euclidean distance on $\mathbb{R}^{2 d}$.
Proof. Symmetry and positive definiteness holds directly. Hence, $\rho$ is a semimetric. To prove the triangle inequality, we note that for $(x, y),(\bar{x}, \bar{y}),(\hat{x}, \hat{y}) \in \mathbb{R}^{2 d}$,

$$
\begin{aligned}
(\Delta & \left.((x, y),(\bar{x}, \bar{y})) \wedge D_{\mathcal{K}}\right)+\epsilon r_{l}((x, y),(\bar{x}, \bar{y})) \\
\quad= & r_{s}((x, y),(\bar{x}, \bar{y})) \wedge\left(D_{\mathcal{K}}+\epsilon r_{l}((x, y),(\bar{x}, \bar{y}))\right) \\
\quad \leq & \left(r_{s}((x, y),(\hat{x}, \hat{y}))+r_{s}((\hat{x}, \hat{y}),(\bar{x}, \bar{y}))\right) \wedge\left(D_{\mathcal{K}}+\epsilon r_{l}((x, y),(\hat{x}, \hat{y}))+\epsilon r_{l}((\hat{x}, \hat{y}),(\bar{x}, \bar{y}))\right) \\
\quad \leq & \left(r_{s}((x, y),(\hat{x}, \hat{y}))+r_{s}((\hat{x}, \hat{y}),(\bar{x}, \bar{y}))\right) \wedge\left(D_{\mathcal{K}}+\epsilon r_{l}((x, y),(\hat{x}, \hat{y}))+D_{\mathcal{K}}+\epsilon r_{l}((\hat{x}, \hat{y}),(\bar{x}, \bar{y}))\right) \\
& \wedge\left(D_{\mathcal{K}}+\epsilon r_{l}((x, y),(\hat{x}, \hat{y}))+(1 / 2) r_{s}((\hat{x}, \hat{y}),(\bar{x}, \bar{y}))\right) \\
& \wedge\left(D_{\mathcal{K}}+(1 / 2) r_{s}((x, y),(\hat{x}, \hat{y}))+\epsilon r_{l}((\hat{x}, \hat{y}),(\bar{x}, \bar{y}))\right) \\
\quad \leq & \left(\Delta((x, y),(\bar{x}, \bar{y})) \wedge D_{\mathcal{K}}\right)+\epsilon r_{l}((x, y),(\bar{x}, \bar{y}))+\left(\Delta((x, y),(\hat{x}, \hat{y})) \wedge D_{\mathcal{K}}\right)+\epsilon r_{l}((\hat{x}, \hat{y}),(\bar{x}, \bar{y}))
\end{aligned}
$$

since $r_{l}$ and $r_{s}$ are metrics on $\mathbb{R}^{2 d}$ and $\epsilon r_{l}((x, y),(\bar{x}, \bar{y})) \leq(1 / 2) r_{s}((x, y),(\bar{x}, \bar{y}))$. Since $f$ given in (C.36) is a concave function, $\rho((x, y),(\bar{x}, \bar{y})) \leq \rho((x, y),(\hat{x}, \hat{y}))+\rho((\hat{x}, \hat{y}),(\bar{x}, \bar{y}))$ for $(x, y),(\bar{x}, \bar{y}),(\hat{x}, \hat{y}) \in \mathbb{R}^{2 d}$. Hence, $\rho$ defines a metric.

Further, it holds for all $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$,

$$
\begin{align*}
\Delta((x, y),(\bar{x}, \bar{y})) \wedge D_{\mathcal{K}}+\epsilon r_{l}((x, y),(\bar{x}, \bar{y})) & \leq r_{s}((x, y),(\bar{x}, \bar{y})) \\
& \leq \max \left(\alpha+1, \gamma^{-1}\right)(|x-\bar{x}|+|y-\bar{y}|)  \tag{C.40}\\
& \leq \max \left(\alpha+1, \gamma^{-1}\right) \sqrt{2}|(x, y)-(\bar{x}, \bar{y})|
\end{align*}
$$

and

$$
\begin{align*}
\Delta((x, y),(\bar{x}, \bar{y})) \wedge D_{\mathcal{K}}+\epsilon r_{l}((x, y),(\bar{x}, \bar{y})) & \geq \epsilon r_{l}((x, y),(\bar{x}, \bar{y})) \\
& \geq \epsilon\left(\kappa u \gamma^{-2}|x-\bar{x}|^{2}+\frac{1}{2} \gamma^{-2}|y-\bar{y}|^{2}\right)^{1 / 2}  \tag{C.41}\\
& \geq \epsilon \gamma^{-1} \min (\sqrt{\kappa u}, 1 / \sqrt{2})|(x, y)-(\bar{x}, \bar{y})| \\
& \geq \epsilon \gamma^{-1} \min (\sqrt{\kappa u / 2}, 1 / 2)(|x-\bar{x}|+|y-\bar{y}|) .
\end{align*}
$$

Then, by (C.39),

$$
\begin{equation*}
\mathbf{C}_{1}|(x, y)-(\bar{x}, \bar{y})| \leq \rho((x, y),(\bar{x}, \bar{y})) \leq \mathbf{C}_{2}|(x, y)-(\bar{x}, \bar{y})| \tag{C.42}
\end{equation*}
$$

with $\mathbf{C}_{1}=f^{\prime}\left(R_{1}\right) \epsilon \gamma^{-1} \min (\sqrt{\kappa u}, 1 / \sqrt{2})$ and $\mathbf{C}_{2}=\sqrt{2} \max \left(\alpha+1, \gamma^{-1}\right)$.

## C.4.2 Coupling for Langevin dynamics

To prove Theorem C. 5 and Theorem C. 12 we construct a coupling of two solutions to (C.1). The construction is partially adapted from the coupling approach introduced in [85]. Recall that $\tilde{b} \equiv 0$ in Theorem C. 5 .

Let $\xi$ be a positive constant, which we take finally to the limit $\xi \rightarrow 0$. Let $\left(B_{t}^{\mathrm{rc}}\right)_{t \geq 0}$ and $\left(B_{t}^{\mathrm{sc}}\right)_{t \geq 0}$ be two independent $d$-dimensional Brownian motions and let $\bar{\mu}_{0}, \bar{\nu}_{0}$ be two probability measures on $\mathbb{R}^{2 d}$. The coupling $\left(\left(\bar{X}_{t}, \bar{Y}_{t}\right),\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)\right)_{t \geq 0}$ of two copies of solutions to (C.1) is a solution to the SDE on $\mathbb{R}^{2 d} \times \mathbb{R}^{2 d}$ given by

$$
\begin{align*}
& \left\{\begin{aligned}
\mathrm{d} \bar{X}_{t} & =\bar{Y}_{t} \mathrm{~d} t \\
\mathrm{~d} \bar{Y}_{t} & =\left(-\gamma \bar{Y}_{t}+u b\left(\bar{X}_{t}\right)+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)\right) \mathrm{d} t+\sqrt{2 \gamma u \operatorname{sc}}\left(Z_{t}, W_{t}\right) \mathrm{d} B_{t}^{\text {sc }} \\
& +\sqrt{2 \gamma u} \operatorname{rc}\left(Z_{t}, W_{t}\right) \mathrm{d} B_{t}^{\text {rc }^{\text {c }}}
\end{aligned}\right. \\
& \left\{\begin{aligned}
\mathrm{d} \bar{X}_{t}^{\prime} & =\bar{Y}_{t}^{\prime} \mathrm{d} t \\
\mathrm{~d} \bar{Y}_{t}^{\prime} & =\left(-\gamma \bar{Y}_{t}^{\prime}+u b\left(\bar{X}_{t}^{\prime}\right)+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{\prime}, z\right) \bar{\nu}_{t}^{x}(\mathrm{~d} z)\right) \mathrm{d} t+\sqrt{2 \gamma u \mathrm{sc}}\left(Z_{t}, W_{t}\right) \mathrm{d} B_{t}^{\text {sc }} \\
& +\sqrt{2 \gamma u \mathrm{rc}}\left(Z_{t}, W_{t}\right)\left(\operatorname{Id}-2 e_{t} e_{t}^{T}\right) \mathrm{d} B_{t}^{\mathrm{rc}},
\end{aligned}\right.  \tag{C.43}\\
& \left(\bar{X}_{0}, \bar{Y}_{0}\right) \sim \bar{\mu}_{0}, \quad\left(\bar{X}_{0}^{\prime}, \bar{Y}_{0}^{\prime}\right) \sim \bar{\nu}_{0},
\end{align*}
$$

where $\bar{\mu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}\right)$ and $\bar{\nu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}^{\prime}\right)$. Further, $Z_{t}=\bar{X}_{t}-\bar{X}_{t}^{\prime}, W_{t}=\bar{Y}_{t}-\bar{Y}_{t}^{\prime}, Q_{t}=Z_{t}+\gamma^{-1} W_{t}$ and $e_{t}=Q_{t} /\left|Q_{t}\right|$ if $Q_{t} \neq 0$ and $e_{t}=0$ otherwise. The functions rc, sc : $\mathbb{R}^{2 d} \rightarrow[0,1)$ are Lipschitz continuous and satisfy $\mathrm{rc}^{2}+\mathrm{sc}^{2} \equiv 1$ and

$$
\begin{array}{ll}
\operatorname{rc}(z, w)=0 & \text { if }\left|z+\gamma^{-1} w\right|=0 \text { or }\left(r_{s}(z, w)\right)-\epsilon\left(r_{l}(z, w)\right) \geq D_{\mathcal{K}}+\xi \cdot \mathbb{1}_{\left\{D_{\mathcal{K}}>0\right\}},  \tag{C.44}\\
\operatorname{rc}(z, w)=1 & \text { if }\left|z+\gamma^{-1} w\right| \geq \xi \text { and }\left(r_{s}(z, w)\right)-\epsilon\left(r_{l}(z, w)\right) \leq D_{\mathcal{K}} \text { and } D_{\mathcal{K}}>0
\end{array}
$$

for $(z, w) \in \mathbb{R}^{2 d}$, where $\epsilon$ is given in (C.29). Analogously to (C.26) and (C.27), $r_{l}(z, w)^{2}=$ $\gamma^{-2} u z \cdot(K z)+(1 / 2)\left|(1-2 \tau) z+\gamma^{-1} w\right|^{2}+(1 / 2) \gamma^{-2}|w|^{2}$ and $r_{s}(z, w)=\alpha|z|+\left|z+\gamma^{-1} w\right|$.

We note that by Levy's characterization, for any solution to (C.74) the processes

$$
\begin{aligned}
& B_{t}:=\int_{0}^{t} \operatorname{sc}\left(Z_{s}, W_{s}\right) \mathrm{d} B_{s}^{\mathrm{sc}}+\int_{0}^{t} \operatorname{rc}\left(Z_{s}, W_{s}\right) \mathrm{d} B_{s}^{\mathrm{rc}} \quad \text { and } \\
& \tilde{B}_{t}:=\int_{0}^{t} \operatorname{sc}\left(Z_{s}, W_{s}\right) \mathrm{d} B_{s}^{\mathrm{sc}}+\int_{0}^{t} \operatorname{rc}\left(Z_{s}, W_{s}\right)\left(\operatorname{Id}-e_{s} e_{s}^{T}\right) \mathrm{d} B_{s}^{\mathrm{rc}}
\end{aligned}
$$

are $d$-dimensional Brownian motions. Therefore, (C.74) defines a coupling between two solutions to (C.1). The constructed coupling denotes a reflection coupling for $\mathrm{rc} \equiv 1$ and sc $\equiv 0$ and a synchronous coupling for sc $\equiv 1$ and rc $\equiv 0$. Note that we obtain a synchronous coupling if $D_{\mathcal{K}}=0$.

The processes $\left(Z_{t}\right)_{t \geq 0},\left(W_{t}\right)_{t \geq 0}$ and $\left(Q_{t}\right)_{t \geq 0}$ satisfy the following SDEs:

$$
\begin{align*}
\mathrm{d} Z_{t} & =W_{t} \mathrm{~d} t=\left(Q_{t}-\gamma Z_{t}\right) \mathrm{d} t, \\
\mathrm{~d} W_{t} & =-\gamma W_{t} \mathrm{~d} t+u\left(b\left(\bar{X}_{t}\right)-b\left(\bar{X}_{t}^{\prime}\right)+\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{\prime}, \tilde{z}\right) \bar{\nu}_{t}^{x}(\mathrm{~d} \tilde{z})\right) \mathrm{d} t \\
& +\sqrt{8 \gamma u r \mathrm{c}}\left(Z_{t}, W_{t}\right) e_{t} e_{t}^{T} \mathrm{~d} B_{t}^{\mathrm{rc}},  \tag{C.45}\\
\mathrm{~d} Q_{t} & =\gamma^{-1} u\left(b\left(\bar{X}_{t}\right)-b\left(\bar{X}_{t}^{\prime}\right)+\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{\prime}, \tilde{z}\right) \bar{\nu}_{t}^{x}(\mathrm{~d} \tilde{z})\right) \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1} u \operatorname{rc}\left(Z_{t}, W_{t}\right) e_{t} e_{t}^{T} \mathrm{~d} B_{t}^{\mathrm{rc}} .}
\end{align*}
$$

If $Q_{t}=0$, we note that $Z_{t}$ is contractive, which we exploit in the proof of Lemma C. 20 .

## C. 5 Uniform in time propagation of chaos

We provide uniform in time propagation of chaos bounds for the mean-field particle system corresponding to the nonlinear Langevin dynamics of McKean-Vlasov type.

Fix $N \in \mathbb{N}$. We consider the metric $\rho_{N}: \mathbb{R}^{2 N d} \times \mathbb{R}^{2 N d} \rightarrow[0, \infty)$ given by

$$
\begin{equation*}
\rho_{N}((x, y),(\bar{x}, \bar{y})):=N^{-1} \sum_{i=1}^{N} \rho\left(\left(x^{i}, y^{i}\right),\left(\bar{x}^{i}, \bar{y}^{i}\right)\right) \quad \text { for }((x, y),(\bar{x}, \bar{y})) \in \mathbb{R}^{2 N d} \times \mathbb{R}^{2 N d} \tag{C.46}
\end{equation*}
$$

where $\rho$ is given in (C.35). Since $\rho$ is a metric on $\mathbb{R}^{2 d} \times \mathbb{R}^{2 d}$ by Lemma C.16, $\rho_{N}$ defines a metric on $\mathbb{R}^{2 N d} \times \mathbb{R}^{2 N d}$. By (C.40) and (C.41), $\rho_{N}$ is equivalent to $l_{N}^{1}$ given in (C.5), i.e.,

$$
\begin{equation*}
\mathbf{C}_{1} / \sqrt{2} \ell_{N}^{1}((x, y),(\bar{x}, \bar{y})) \leq \rho_{N}((x, y),(\bar{x}, \bar{y})) \leq \mathbf{C}_{2} / \sqrt{2} \ell_{N}^{1}((x, y),(\bar{x}, \bar{y})) \tag{C.47}
\end{equation*}
$$

with $\mathbf{C}_{1}=\exp (-\Lambda) \min \left(1,2\left(L_{K}+L_{g}\right) u \gamma^{-2}\right) / 3 \gamma^{-1} \min (\sqrt{\kappa u}, 1 / \sqrt{2})$ and $\mathbf{C}_{2}=\sqrt{2} \max \left(2\left(L_{K}+\right.\right.$ $\left.L_{g}\right) u \gamma^{-2}+1, \gamma^{-1}$ ).

For $t \geq 0$, we denote by $\bar{\mu}_{t}$ the law of the process $\left(\bar{X}_{t}, \bar{Y}_{t}\right)$, where $\left(\bar{X}_{s}, \bar{Y}_{s}\right)_{s \geq 0}$ is a solution to (C.1) with initial distribution $\bar{\mu}_{0}$. We denote by $\mu_{t}^{N}$ the law of $\left\{X_{t}^{i, N}, Y_{t}^{i, N}\right\}_{i=1}^{N}$, where $\left(\left\{X_{s}^{i, N}, Y_{s}^{i, N}\right\}_{i=1}^{N}\right)_{s \geq 0}$ is a solution to (C.3) with initial distribution $\mu_{0}^{N}=\mu_{0}^{\otimes N}$.
Theorem C. 17 (Propagation of chaos for Langevin dynamics). Suppose Assumption C. 2 and Assumption C. 3 hold. Let $\bar{\mu}_{0}$ and $\mu_{0}$ be two probability distributions on $\mathbb{R}^{2 d}$ with finite second moment. Suppose that (C.18) holds. If $\tilde{L}$ satisfies (C.25), then

$$
\begin{aligned}
& \mathcal{W}_{1, \rho_{N}}\left(\bar{\mu}_{t}^{\otimes N}, \mu_{t}^{N}\right) \leq e^{-\tilde{c} t} \mathcal{W}_{1, \rho_{N}}\left(\bar{\mu}_{0}^{\otimes N}, \mu_{0}^{N}\right)+\mathcal{C}_{1} \tilde{c}^{-1} N^{-1 / 2} \\
& \mathcal{W}_{1, \ell_{N}^{1}}\left(\bar{\mu}_{t}^{\otimes N}, \mu_{t}^{N}\right) \leq M_{1} e^{-\tilde{c} t} \mathcal{W}_{1, \ell_{N}^{1}}\left(\bar{\mu}_{0}^{\otimes N}, \mu_{0}^{N}\right)+M_{2} \mathcal{C}_{1} \tilde{c}^{-1} N^{-1 / 2},
\end{aligned}
$$

where the distance $\rho_{N}$ is defined in (C.46) and $\tilde{c}=c / 2$ with $c$ given in (C.19). The constant $\mathcal{C}_{1}$ depends on $\gamma, d, u, R, \kappa, L_{g}, \tilde{L}$ and on the second moment of $\bar{\mu}_{0}$. The constants $M_{1}$ and is given in (C.24) and (C.48) and $M_{2}$ is given by

$$
\begin{equation*}
M_{2}=3 \exp (\Lambda) \max \left(1, \frac{\gamma^{2}}{2\left(L_{K}+L_{g}\right) u}\right) \gamma \max (\sqrt{2 /(\kappa u)}, 2) . \tag{C.48}
\end{equation*}
$$

Proof. The proof is postponed to Appendix C.6.3.
Remark C.18. For $t \geq 0$, let $\mu_{t}^{N}$ and $\nu_{t}^{N}$ be the law of $\left\{X_{t}^{i, N}, Y_{t}^{i, N}\right\}_{i=1}^{N}$ and $\left\{X_{t}^{i, N}, Y_{t}^{\prime i, N}\right\}_{i=1}^{N}$ where the processes $\left(\left\{X_{s}^{i, N}, Y_{s}^{i, N}\right\}_{i=1}^{N}\right)_{s \geq 0}$ and $\left(\left\{X_{s}^{\prime i, N}, Y_{s}^{\prime i, N}\right\}_{i=1}^{N}\right)_{s \geq 0}$ are solutions to (C.3) with initial distributions $\mu_{0}^{N}$ and $\nu_{0}^{N}$, respectively. An easy adaptation of the proof of Theorem C. 17 shows that if Assumption C.2, Assumption C.3, (C.18) and (C.25) hold, then

$$
\mathcal{W}_{1, \rho_{N}}\left(\mu_{t}^{N}, \nu_{t}^{N}\right) \leq e^{-\tilde{c} t} \mathcal{W}_{1, \rho_{N}}\left(\mu_{0}^{N}, \nu_{0}^{N}\right) \quad \text { and } \quad \mathcal{W}_{1, \ell_{N}^{1}}\left(\mu_{t}^{N}, \nu_{t}^{N}\right) \leq M_{1} e^{-\tilde{c} t} \mathcal{W}_{1, \ell_{N}^{1}}\left(\mu_{0}^{N}, \nu_{0}^{N}\right),
$$

where $\rho_{N}$ and $M_{1}$ are given in (C.46), and (C.24), respectively, and $\tilde{c}=c / 2$ with $c$ given in (C.19). To adapt the proof, a coupling between two copies of $N$ particle systems is applied which is constructed in the same line as (C.74).

## C. 6 Proofs

## C.6.1 Proof of Section C.2.1

Proof of Theorem C.1. Given a $d$-dimensional standard Brownian motion on $\left(B_{t}\right)_{t \geq 0}$ and $(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{2 d}$, we consider the synchronous coupling $\left(\left(X_{t}, Y_{t}\right),\left(X_{t}^{\prime}, Y_{t}^{\prime}\right)\right)_{t \geq 0}$ of two copies of solutions to (C.6) on $\mathbb{R}^{2 d} \times \mathbb{R}^{2 d}$ given by

$$
\begin{align*}
& \begin{cases}\mathrm{d} X_{t}=Y_{t} \mathrm{~d} t \\
\mathrm{~d} Y_{t} & =\left(-\gamma Y_{t}-u \nabla \mathrm{~V}\left(X_{t}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t}, \quad\left(X_{0}, Y_{0}\right)=(x, y)\end{cases} \\
& \left\{\begin{array}{l}
\mathrm{d} X_{t}^{\prime}=Y_{t}^{\prime} \mathrm{d} t \\
\mathrm{~d} Y_{t}^{\prime}=\left(-\gamma Y_{t}^{\prime}-u \nabla \mathrm{~V}\left(X_{t}^{\prime}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t}, \quad\left(X_{0}^{\prime}, Y_{0}^{\prime}\right)=\left(x^{\prime}, y^{\prime}\right) .
\end{array}\right. \tag{C.49}
\end{align*}
$$

Then, the difference process $\left(Z_{t}, W_{t}\right)_{t \geq 0}=\left(X_{t}-X_{t}^{\prime}, Y_{t}-Y_{t}^{\prime}\right)_{t \geq 0}$ satisfies

$$
\left\{\begin{array}{l}
\mathrm{d} Z_{t}=W_{t} \mathrm{~d} t \\
\mathrm{~d} W_{t}=\left(-\gamma W_{t}-u K Z_{t}-u\left(\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right)\right) \mathrm{d} t .
\end{array}\right.
$$

We note that since by Assumption C.1, $G$ is continuously differentiable, convex and has $L_{G^{-}}$ Lipschitz continuous gradients, $G$ is co-coercive (see e.g. [157, Theorem 2.1.5]), i.e., it holds

$$
\begin{equation*}
\left|\nabla G(x)-\nabla G\left(x^{\prime}\right)\right|^{2} \leq L_{G}\left(\nabla G(x)-\nabla G\left(x^{\prime}\right)\right) \cdot\left(x-x^{\prime}\right) \quad \text { for all } x, x^{\prime} \in \mathbb{R}^{d} \tag{C.50}
\end{equation*}
$$

Let $A, B, C \in \mathbb{R}^{d \times d}$ be positive definite matrices given by

$$
A=\gamma^{-2} u K+(1 / 2)(1-2 \lambda)^{2} \mathrm{Id}, \quad B=(1-2 \lambda) \gamma^{-1} \mathrm{Id}, \quad C=\gamma^{-2} \mathrm{Id},
$$

where $\lambda$ is given in (C.9) and Id is the $d \times d$ identity matrix. Then by Ito's formula and Young's inequality, we obtain

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(Z_{t} \cdot\left(A Z_{t}\right)+Z_{t} \cdot\left(B W_{t}\right)+W_{t} \cdot\left(C W_{t}\right)\right) \\
& \quad=2 W_{t} \cdot\left(A Z_{t}\right)+W_{t} \cdot\left(B W_{t}\right)+Z_{t} \cdot\left(B\left(-\gamma W_{t}-u K Z_{t}-u\left(\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right)\right)\right) \\
&+2 W_{t} \cdot\left(C\left(-\gamma W_{t}-u K Z_{t}-u\left(\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right)\right)\right) \\
& \leq-u \gamma^{-1}(1-2 \lambda) Z_{t} \cdot\left(K Z_{t}\right)-(1-2 \lambda) \gamma^{-1} u Z_{t}\left(\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right) \\
&+\gamma^{-3} u^{2}\left|\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right|^{2}+Z_{t} \cdot\left((2 A-\gamma B-2 u K C) W_{t}\right)+\left((1-2 \lambda) \gamma^{-1}-\gamma^{-1}\right)\left|W_{t}\right|^{2} . \tag{C.51}
\end{align*}
$$

By (C.50), (C.9) and (C.10), it holds

$$
\begin{align*}
-(1-2 \lambda) \gamma^{-1} u Z_{t} & \cdot\left(\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right)+\gamma^{-3} u^{2}\left|\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right|^{2} \\
& \leq-\left((1-2 \lambda) \gamma^{-1} u-\gamma^{-3} L_{G} u^{2}\right) Z_{t}\left(\nabla G\left(X_{t}\right)-\nabla G\left(X_{t}^{\prime}\right)\right) \leq 0 . \tag{C.52}
\end{align*}
$$

Further by (C.9), it holds

$$
\begin{aligned}
-u \gamma^{-1}(1-4 \lambda) Z_{t} \cdot\left(K Z_{t}\right) & \leq-u\left(\gamma^{-1} / 2\right) Z_{t} \cdot\left(K Z_{t}\right) \leq-u\left(\gamma^{-1} / 2\right) \kappa\left|Z_{t}\right|^{2} \\
& \leq-\lambda \gamma\left|Z_{t}\right|^{2} \leq-\lambda \gamma(1-2 \lambda)^{2}\left|Z_{t}\right|^{2}
\end{aligned}
$$

and hence, $-u \gamma^{-1}(1-2 \lambda) Z_{t} \cdot\left(K Z_{t}\right) \leq-2 \gamma \lambda Z_{t} \cdot\left(A Z_{t}\right)$. Set $r(t)=r\left(\left(X_{t}, Y_{t}\right),\left(X_{t}^{\prime}, Y_{t}^{\prime}\right)\right)$ with $r$ defined in (C.8). Then by (C.51) and (C.52), we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} r(t)^{2} & =\frac{\mathrm{d}}{\mathrm{~d} t}\left(Z_{t} \cdot\left(A Z_{t}\right)+Z_{t} \cdot\left(B W_{t}\right)+W_{t} \cdot\left(C W_{t}\right)\right) \\
& \leq-2 \lambda \gamma\left(Z_{t} \cdot\left(A Z_{t}\right)+Z_{t} \cdot\left(B W_{t}\right)+W_{t} \cdot\left(C W_{t}\right)\right)=-2 \lambda \gamma r(t)^{2} .
\end{aligned}
$$

Taking the square root and applying Grönwall's inequality yields

$$
r(t) \leq e^{-c t} r(0)
$$

with $c$ given in (C.11). Then for all $p \geq 1$ it holds

$$
\mathcal{W}_{p, r}\left(\mu_{t}, \nu_{t}\right) \leq \mathbb{E}\left[r(t)^{p}\right]^{1 / p} \leq e^{-c t} \mathbb{E}\left[r(0)^{p}\right]^{1 / p} .
$$

We take the infimum over all couplings $\gamma \in \Pi\left(\mu_{0}, \nu_{0}\right)$ and obtain the first bound. For the second bound we note that for any $(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{2 d}$

$$
\begin{aligned}
\sqrt{\min \left(u \gamma^{-2} \kappa, \gamma^{-2} / 2\right)}\left(\left|x-x^{\prime}\right|^{2}\right. & \left.+\left|y-y^{\prime}\right|^{2}\right)^{1 / 2} \leq r\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right) \\
& \leq \sqrt{\max \left(u \gamma^{-2} L_{K}+1,3 / 2 \gamma^{-2}\right)}\left(\left|x-x^{\prime}\right|^{2}+\left|y-y^{\prime}\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

Hence, the second bound in Theorem C. 1 holds with $M$ given in (C.12).

## C.6.2 Proofs of Section C.2.4 and Section C.3

To show Theorem C.12, we prove two local contraction results using the coupling defined in (C.43). We write $r_{l}(t)=r_{l}\left(\left(\bar{X}_{t}, \bar{Y}_{t}\right),\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)\right), r_{s}(t)=r_{s}\left(\left(\bar{X}_{t}, \bar{Y}_{t}\right),\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)\right)$ and $\Delta(t)=$ $\Delta\left(\left(\bar{X}_{t}, \bar{Y}_{t}\right),\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)\right)$.

Lemma C.19. Suppose Assumption C.2, Assumption C.3 and (C.18) hold.
Let $\left(\left(\bar{X}_{s}, \bar{Y}_{s}\right),\left(\bar{X}_{s}^{\prime}, \bar{Y}_{s}^{\prime}\right)\right)_{s \geq 0}$ be a solution to (C.43). Then for $t \geq 0$ with $\Delta(t) \geq D_{\mathcal{K}}$, it holds

$$
\begin{align*}
\mathrm{d} r_{l}(t) & \leq-c_{1} r_{l}(t) \mathrm{d} t+\frac{\left|(1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}\right|}{2 \gamma r_{l}(t)} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1} u} \operatorname{rcc}\left(Z_{t}, W_{t}\right) \frac{(1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}}{2 r_{l}(t)} \cdot e_{t} e_{t}^{T} \mathrm{~d} B_{t}, \tag{C.53}
\end{align*}
$$

where $c_{1}=\tau \gamma / 2$ with $\tau$ given in (C.21).

## APPENDIX C. GLOBAL CONTRACTIVITY FOR LANGEVIN DYNAMICS

Proof. Let $A, B, C \in \mathbb{R}^{d \times d}$ be positive definite matrices given by

$$
\begin{equation*}
A=\gamma^{-2} u K+(1 / 2)(1-2 \tau)^{2} \mathrm{Id}, \quad B=(1-2 \tau) \gamma^{-1} \mathrm{Id}, \quad \text { and } \quad C=\gamma^{-2} \mathrm{Id} \tag{C.54}
\end{equation*}
$$

where $\tau$ is given by (C.21) and Id is the $d \times d$ identity matrix. By (C.45) and Ito's formula, it holds

$$
\begin{aligned}
& \mathrm{d}\left(Z_{t} \cdot\left(A Z_{t}\right)+Z_{t} \cdot\left(B W_{t}\right)+W_{t} \cdot\left(C W_{t}\right)\right) \\
& \quad \leq 2\left(A Z_{t}\right) \cdot W_{t} \mathrm{~d} t+\left(W_{t} \cdot\left(B W_{t}\right)-\gamma\left(B Z_{t}\right) \cdot W_{t}-u\left(B Z_{t}\right) \cdot\left(K Z_{t}\right)\right) \mathrm{d} t \\
& \quad+\left(-2 \gamma W_{t} \cdot\left(C W_{t}\right)-2 u\left(C W_{t}\right) \cdot\left(K Z_{t}\right)+2 \gamma^{-2} L_{g} u\left|W_{t}\right|\left|Z_{t}\right|\right) \mathrm{d} t \\
& \quad+L_{g} u(1-2 \tau) \gamma^{-1}\left|Z_{t}\right|^{2} \cdot \mathbb{1}_{\left\{\left|Z_{t}\right|<R\right\}} \mathrm{d} t+\left|B Z_{t}+2 C W_{t}\right| \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t \\
& \quad+\gamma^{-2} 8 \gamma u \operatorname{rc}\left(Z_{t}, W_{t}\right)^{2} \mathrm{~d} t+\sqrt{8 \gamma u} \mathrm{rc}\left(Z_{t}, W_{t}\right)\left(B Z_{t}+2 C W_{t}\right) \cdot e_{t} e_{t}^{T} \mathrm{~d} B_{t} \\
& \quad \leq Z_{t} \cdot\left(\left(-u B K+\gamma^{-1} u L_{g}^{2} C\right) Z_{t}\right) \mathrm{d} t+Z_{t} \cdot(2 A-\gamma B-2 u K C) W_{t} \mathrm{~d} t \\
& \quad+\left((1-2 \tau) \gamma^{-1}-\gamma^{-1}\right)\left|W_{t}\right|^{2} \mathrm{~d} t \\
& \quad+(1-2 \tau) \gamma^{-1} u L_{g}\left|Z_{t}\right|^{2} \mathbb{1}_{\left\{\left|Z_{t}\right|<R\right\}} \mathrm{d} t+\left|(1-2 \tau) \gamma^{-1} Z_{t}+2 \gamma^{-2} W_{t}\right| \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t \\
& \quad+8 \gamma^{-1} u\left(\mathrm{rc}\left(Z_{t}, W_{t}\right)\right)^{2} \mathrm{~d} t+\sqrt{8 \gamma u \mathrm{rc}}\left(Z_{t}, W_{t}\right)\left((1-2 \tau) \gamma^{-1} Z_{t}+2 \gamma^{-1} W_{t}\right) \cdot e_{t} e_{t}^{T} \mathrm{~d} B_{t} \\
& \quad \leq-2 \tau \gamma\left(Z_{t} \cdot\left(A Z_{t}\right)+Z_{t} \cdot\left(B W_{t}\right)+W_{t} \cdot\left(C W_{t}\right)\right) \mathrm{d} t \\
& \quad+(1-2 \tau) \gamma^{-1} u L_{g}\left|Z_{t}\right|^{2} \mathbb{1}_{\left\{\left|Z_{t}\right|<R\right\}} \mathrm{d} t+\left|(1-2 \tau) \gamma^{-1} Z_{t}+2 \gamma^{-2} W_{t}\right| \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t \\
& \quad+8 \gamma^{-1} u\left(\mathrm{rc}\left(Z_{t}, W_{t}\right)\right)^{2} \mathrm{~d} t+\sqrt{8 \gamma u} \mathrm{rc}\left(Z_{t}, W_{t}\right)\left((1-2 \tau) \gamma^{-1} Z_{t}+2 \gamma^{-1} W_{t}\right) \cdot e_{t} e_{t}^{T} \mathrm{~d} B_{t},
\end{aligned}
$$

where we used (C.21) in the last step. More precisely, the definition of $\tau$ implies for all $z \in \mathbb{R}^{d}$,

$$
\begin{align*}
z \cdot\left(\left(-(1-4 \tau) \gamma^{-1} u K+\gamma^{-3} L_{g}^{2} u^{2} \mathrm{Id}\right) z\right) & \leq\left(-(1 / 2) \kappa u \gamma^{-1}+\gamma^{-3} L_{g}^{2} u^{2}\right)|z|^{2} \\
& \leq(-\tau \gamma)|z|^{2} \leq\left(-\tau \gamma(1-2 \tau)^{2}\right)|z|^{2} \tag{C.55}
\end{align*}
$$

Note that $r_{l}(t)^{2}=Z_{t} \cdot\left(A Z_{t}\right)+Z_{t} \cdot\left(B W_{t}\right)+W_{t} \cdot\left(C W_{t}\right)$. Then,

$$
\begin{aligned}
\mathrm{d} r_{l}(t)^{2} & \leq-2 \tau \gamma r_{l}(t)^{2} \mathrm{~d} t+\gamma^{-1}(1-2 \tau) L_{g} u\left|Z_{t}\right|^{2} \mathbb{1}_{\left\{\left|Z_{t}\right|<R\right\}} \mathrm{d} t \\
& +\gamma^{-1}\left|(1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}\right| \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t \\
& +8 \gamma^{-1} u \operatorname{rc}\left(Z_{t}, W_{t}\right)^{2} \mathrm{~d} t+\sqrt{8 \gamma^{-1}} u \operatorname{rc}\left(Z_{t}, W_{t}\right)\left((1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}\right) \cdot e_{t} e_{t}^{T} \mathrm{~d} B_{t} .
\end{aligned}
$$

Since $\Delta(t) \geq D_{\mathcal{K}}$, it holds $r_{l}(t)^{2} \geq \mathcal{R}$ by (C.32) and (C.33). By (C.44), $\operatorname{rc}\left(Z_{t}, W_{t}\right)^{2} \leq \mathbb{1}_{\{R>0\}}$, and hence, by (C.34)

$$
\begin{aligned}
-\tau \gamma r_{l}(t)^{2}+\gamma^{-1}(1-2 \tau) L_{g} u\left|Z_{t}\right|^{2} \mathbb{1}_{\left\{\left|Z_{t}\right|<R\right\}} & +8 \gamma^{-1} u \operatorname{rc}\left(Z_{t}, W_{t}\right)^{2} \\
& \leq-\tau \gamma \mathcal{R}+L_{g} u R^{2} \gamma^{-1}+8 \gamma^{-1} u \mathbb{1}_{\{R>0\}} \leq 0 .
\end{aligned}
$$

We obtain by Ito's formula and since the second derivative of the square root is negative,

$$
\begin{aligned}
\mathrm{d} r_{l}(t) & \leq\left(2 r_{l}(t)\right)^{-1} \mathrm{~d} r_{l}(t)^{2} \\
& \leq-c_{1} r_{l}(t) \mathrm{d} t+\gamma^{-1}\left|(1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}\right|\left(2 r_{l}(t)\right)^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1}} \mathrm{rc}\left(Z_{t}, W_{t}\right)\left(2 r_{l}(t)\right)^{-1}\left((1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}\right) \cdot e_{t} e_{t}^{T} \mathrm{~d} B_{t},
\end{aligned}
$$

which concludes the proof.

Lemma C.20. Suppose Assumption C.2 and Assumption C.3 hold. Fix $\xi>0$.
Let $\left(\left(\bar{X}_{s}, \bar{Y}_{s}\right),\left(\bar{X}_{s}^{\prime}, \bar{Y}_{s}^{\prime}\right)\right)_{s \geq 0}$ be a solution to (C.43). Let $r_{s}$ be given by (C.27) with $\alpha$ given in (C.28). Then for $t \geq 0$ with $\Delta(t)<D_{\mathcal{K}}$, it holds

$$
\mathrm{d} f\left(r_{s}(t)\right) \leq-c_{2} f\left(r_{s}(t)\right) \mathrm{d} t+\gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t-\frac{\gamma \alpha}{4} f^{\prime}\left(R_{1}\right)\left|Z_{t}\right| \mathrm{d} t+(1+\alpha) \xi \gamma \mathrm{d} t+\mathrm{d} M_{t}
$$

where $f$ is given in (C.36), $\left(M_{t}\right)_{t \geq 0}$ is a martingale and $c_{2}$ is given by

$$
\begin{equation*}
c_{2}:=\min \left(\frac{2}{\gamma \int_{0}^{R_{1}} \Phi(s) \phi(s)^{-1} d s}, \frac{\gamma}{8} \frac{R_{1} \phi\left(R_{1}\right)}{\Phi\left(R_{1}\right)}\right) . \tag{C.56}
\end{equation*}
$$

Proof. The proof is an adaptation of the proof of [85, Lemma 3.1]. First, we note that, $\left(Z_{t}\right)_{t \geq 0}$ given in (C.45) is almost surely continuously differentiable with derivative $\mathrm{d} Z_{t} / \mathrm{d} t=-\gamma Z_{t}+\gamma \bar{Q}_{t}$ and hence $t \rightarrow\left|Z_{t}\right|$ is almost surely absolutely continuous with

$$
\begin{array}{ll}
\frac{\mathrm{d}}{\mathrm{~d} t}\left|Z_{t}\right|=\frac{Z_{t}}{\left|Z_{t}\right|} \cdot\left(-\gamma Z_{t}+\gamma Q_{t}\right) & \text { for a.e. } t \text { such that } Z_{t} \neq 0 \text { and } \\
\frac{\mathrm{d}}{\mathrm{~d} t}\left|Z_{t}\right| \leq \gamma\left|Q_{t}\right| & \text { for a.e. } t \text { such that } Z_{t}=0 .
\end{array}
$$

and therefore

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left|Z_{t}\right| \leq-\gamma\left|Z_{t}\right|+\gamma\left|Q_{t}\right| \text { for a.e. } t \geq 0 \tag{C.57}
\end{equation*}
$$

By Ito's formula and by Assumption C. 2 and Assumption C.3, we obtain for $\left|Q_{t}\right|$,

$$
\begin{aligned}
\mathrm{d}\left|Q_{t}\right| & =\gamma^{-1} u e_{t} \cdot\left(b\left(\bar{X}_{t}\right)-b\left(\bar{X}_{t}^{\prime}\right)+\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{\prime}, \tilde{z}\right) \bar{\nu}_{t}^{x}(\mathrm{~d} \tilde{z})\right) \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1} u \operatorname{rc}\left(Z_{t}, W_{t}\right) e_{t}^{T} \mathrm{~d} B_{t}} \\
& \leq \gamma^{-1} u\left(L_{K}+L_{g}+\tilde{L}\right)\left|Z_{t}\right| \mathrm{d} t+\gamma^{-1} \tilde{L} u \mathbb{E}\left[\left|Z_{t}\right|\right] \mathrm{d} t+\sqrt{8 \gamma^{-1} u} \operatorname{rc}\left(Z_{t}, W_{t}\right) e_{t}^{T} \mathrm{~d} B_{t}^{\mathrm{rc}} .
\end{aligned}
$$

Note that there is no Ito correction term, since $\partial_{q /|q|}^{2}|q|=0$ for $q \neq 0$ and rc $=0$ for $Q_{t}=0$. Combining this bound with (C.57) yields for $r_{s}(t)$,

$$
\begin{aligned}
\mathrm{d} r_{s}(t) & \leq\left(\left(\left(L_{K}+L_{g}\right) u \gamma^{-2}-\alpha\right) \gamma\left|Z_{t}\right|+\alpha \gamma\left|Q_{t}\right|+\gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right)\right) \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1} u} \operatorname{rc}\left(Z_{t}, W_{t}\right) e_{t}^{T} \mathrm{~d} B_{t}^{\mathrm{rc}} .
\end{aligned}
$$

By Ito's formula,

$$
\begin{aligned}
\mathrm{d} f\left(r_{s}(t)\right) & \leq f^{\prime}\left(r_{s}(t)\right)\left(\left(\left(L_{K}+L_{g}\right) u \gamma^{-2}-\alpha\right) \gamma\left|Z_{t}\right|+\alpha \gamma\left|Q_{t}\right|+\gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right)\right) \mathrm{d} t \\
& +f^{\prime}\left(r_{s}(t)\right) \sqrt{8 \gamma^{-1} u} \operatorname{rc}\left(Z_{t}, W_{t}\right) e_{t}^{T} \mathrm{~d} B_{t}^{\mathrm{rc}}+f^{\prime \prime}\left(r_{s}(t)\right) 4 \gamma^{-1} u \operatorname{urc}\left(Z_{t}, W_{t}\right)^{2} \mathrm{~d} t .
\end{aligned}
$$

Case 1: Consider $\Delta(t)<D_{\mathcal{K}}$ and $\left|Q_{t}\right|>\xi$, then $\operatorname{rc}\left(Z_{t}, W_{t}\right)=1$ and $r_{s}(t)<R_{1}$. Hence, we obtain

$$
\begin{aligned}
\mathrm{d} f\left(r_{s}(t)\right) \leq & f^{\prime}\left(r_{s}(t)\right) \alpha \gamma r_{s}(t) \mathrm{d} t+f^{\prime \prime}\left(r_{s}(t)\right) 4 \gamma^{-1} u \mathrm{~d} t+\gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t \\
& -\frac{\alpha \gamma}{2}\left|Z_{t}\right| f^{\prime}\left(r_{s}(t)\right) \mathrm{d} t+\mathrm{d} M_{t} \\
\leq & -2 \hat{c} f\left(r_{s}(t)\right) \mathrm{d} t+\gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t-\frac{\alpha \gamma}{2}\left|Z_{t}\right| f^{\prime}\left(R_{1}\right) \mathrm{d} t+\mathrm{d} M_{t} \\
\leq & -c_{2} f\left(r_{s}(t)\right) \mathrm{d} t+\gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t-\frac{\alpha \gamma}{2}\left|Z_{t}\right| f^{\prime}\left(R_{1}\right) \mathrm{d} t+\mathrm{d} M_{t},
\end{aligned}
$$

where $\left(M_{t}\right)_{t \geq 0}$ is a martingale and $\hat{c}$ is given in (C.37). Note that the second step holds since by (C.36) and (C.39),

$$
\begin{equation*}
f^{\prime}(r) \alpha \gamma r+f^{\prime \prime}(r) 4 \gamma^{-1} u \leq-2 \hat{c} f(r) \quad \text { for all } r \in\left[0, R_{1}\right) . \tag{C.58}
\end{equation*}
$$

Case 2: Consider $\Delta(t)<D_{\mathcal{K}}$ and $\left|Q_{t}\right| \leq \xi$, then $\alpha\left|Z_{t}\right|=r_{s}(t)-\left|Q_{t}\right| \geq r_{s}(t)-\xi$. We note that

$$
\left(\left(L_{K}+L_{g}\right) u \gamma^{-2}-\alpha\right)\left|Z_{t}\right|+\alpha\left|Q_{t}\right| \leq-\frac{1}{2} r_{s}(t)+(1+\alpha) \xi .
$$

Since the second derivative of $f$ is negative and $\psi(s) \in[1 / 2,1]$, it holds

$$
\begin{align*}
\mathrm{d} f\left(r_{s}(t)\right) \leq & -\frac{\gamma}{2} r_{s}(t) f^{\prime}\left(r_{s}(t)\right) \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t+\gamma^{-1} u \tilde{L}\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t+\mathrm{d} M_{t} \\
\leq & -\frac{\gamma}{8} \inf _{r \leq R_{1}} \frac{r \phi(r)}{\Phi(r)} f\left(r_{s}(t)\right) \mathrm{d} t-\frac{\gamma}{4} f^{\prime}\left(R_{1}\right) \alpha\left|Z_{t}\right| \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t \\
& +\gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t+\mathrm{d} M_{t}  \tag{C.59}\\
\leq & -\frac{\gamma}{8} \frac{R_{1} \phi\left(R_{1}\right)}{\Phi\left(R_{1}\right)} f\left(r_{s}(t)\right) \mathrm{d} t-\frac{\gamma \alpha}{4} f^{\prime}\left(R_{1}\right)\left|Z_{t}\right| \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t \\
& +\gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t+\mathrm{d} M_{t} .
\end{align*}
$$

Combining the two cases, we obtain the result with $c_{2}$ given in (C.56).
Proof of Theorem C.17. To prove contraction, we consider the coupling $\left(\left(\bar{X}_{t}, \bar{Y}_{t}\right),\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)\right)_{t \geq 0}$ given in (C.43) and combine the results of Lemma C. 19 and Lemma C.20. We abbreviate $\rho(t)=f\left(\left(\Delta(t) \wedge D_{\mathcal{K}}\right)+\epsilon r_{l}(t)\right)$. We distinguish two cases:
Case 1: Consider $\Delta(t)<D_{\mathcal{K}}$. Then $r_{s}(t) \leq R_{1}$ and $\rho(t)=f\left(r_{s}(t)\right)$. By Lemma C.20, it holds for $\xi>0$

$$
\begin{align*}
\mathrm{d} \rho(t) & =\mathrm{d} f\left(r_{s}(t)\right) \\
& \leq-c_{2} f\left(r_{s}(t)\right) \mathrm{d} t+\gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t-\frac{\alpha \gamma}{4} f^{\prime}\left(R_{1}\right)\left|Z_{t}\right| \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t+\mathrm{d} M_{t} \\
& \leq-c_{2} f\left(r_{s}(t)\right) \mathrm{d} t+\gamma^{-1} \tilde{L} u \mathbb{E}\left[\left|Z_{t}\right|\right] \mathrm{d} t-\frac{\alpha \gamma}{8} f^{\prime}\left(R_{1}\right)\left|Z_{t}\right| \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t+\mathrm{d} M_{t}, \quad \text { C. } \tag{C.60}
\end{align*}
$$

where $c_{2}$ is given by (C.56) and $\left(M_{t}\right)_{t \geq 0}$ is a martingale. The second step holds by (C.25). Case 2: Consider $\Delta(t) \geq D_{\mathcal{K}}$. We obtain by Lemma C.19,

$$
\begin{aligned}
\mathrm{d} r_{l}(t) & \leq-c_{1} r_{l}(t) \mathrm{d} t+\frac{\left|(1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}\right|}{2 \gamma r_{l}(t)} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1} u} \operatorname{rc}\left(Z_{t}, W_{t}\right) \frac{(1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}}{2 r_{l}(t)} \cdot e_{t} e_{t}^{T} \mathrm{~d} B_{t},
\end{aligned}
$$

where $c_{1}$ is given in Lemma C.19. Note that $\frac{\mathrm{d}}{\mathrm{d} x} f\left(D_{\mathcal{K}}+\epsilon x\right)=\epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon x\right)$. Further, since $f\left(D_{\mathcal{K}}+\epsilon x\right)$ is a concave function, $\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} f\left(D_{\mathcal{K}}+\epsilon x\right)$ is negative. By Ito's formula, we obtain

$$
\begin{align*}
\mathrm{d} \rho(t) & =\mathrm{d} f\left(D_{\mathcal{K}}+\epsilon r_{l}(t)\right) \\
& \leq \epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon r_{l}(t)\right)\left(-c_{1} r_{l}(t)+\frac{\left|(1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}\right|}{2 \gamma r_{l}(t)} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right)\right) \mathrm{d} t+\mathrm{d} \tilde{M}_{t}, \tag{C.61}
\end{align*}
$$

where $\tilde{M}_{t}$ is a martingale given by

$$
\begin{equation*}
\tilde{M}_{t}=\int_{0}^{t} \frac{\epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon r_{l}(s)\right)}{2 r_{l}(s)} \sqrt{8 \gamma^{-1} u} \operatorname{rc}\left(Z_{s}, W_{s}\right)\left((1-2 \tau) Z_{s}+2 \gamma^{-1} W_{s}\right) \cdot e_{s} e_{s}^{T} \mathrm{~d} B_{s} . \tag{C.62}
\end{equation*}
$$

We split the first term of (C.61) and bound each part applying (C.39),

$$
\begin{equation*}
-\frac{\epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon r_{l}(t)\right)}{2} c_{1} r_{l}(t) \leq-\left\{\inf _{q \geq 0} \frac{f^{\prime}(q) q}{f(q)}\right\} \frac{\epsilon c_{1} r_{l}(t)}{2\left(D_{\mathcal{K}}+\epsilon r_{l}(t)\right)} \rho(t) \leq-f^{\prime}\left(R_{1}\right) \frac{\epsilon c_{1} r_{l}(t)}{2\left(D_{\mathcal{K}}+\epsilon r_{l}(t)\right)} \rho(t) \tag{C.63}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{\epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon r_{l}(t)\right)}{2} c_{1} r_{l}(t) \leq-f^{\prime}\left(R_{1}\right) \frac{\epsilon c_{1}}{2} r_{l}(t) . \tag{C.64}
\end{equation*}
$$

We note that since $\Delta(t)>D_{\mathcal{K}}$ it holds,

$$
\begin{equation*}
\frac{r_{l}(t)}{D_{\mathcal{K}}+\epsilon r_{l}(t)} \geq \frac{r_{l}(t)}{r_{s}(t)} \geq \mathcal{E} \tag{C.65}
\end{equation*}
$$

where $\mathcal{E}$ is given in (C.30). Hence, we obtain for the first term of (C.61), by (C.63), (C.64) and (C.65)

$$
\begin{equation*}
-\epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon r_{l}(t)\right) c_{1} r_{l}(t)^{2} \leq-f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon \mathcal{E}}{2} \rho(t)-f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{2} r_{l}(t) \tag{C.66}
\end{equation*}
$$

For the second term of (C.61), we note

$$
\begin{align*}
\epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon r_{l}(t)\right) & \frac{\left|(1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}\right|}{2 \gamma r_{l}(t)} \\
& \leq \frac{\epsilon}{2 \gamma} \sqrt{\frac{(1-2 \tau)^{2}\left|Z_{t}\right|^{2}+4(1-2 \tau) \gamma^{-1} Z_{t} \cdot W_{t}+4 \gamma^{-2}\left|W_{t}\right|^{2}}{(1 / 2)(1-2 \tau)^{2}\left|Z_{t}\right|^{2}+(1-2 \tau) \gamma^{-1} Z_{t} \cdot W_{t}+\gamma^{-2}\left|W_{t}\right|^{2}}} \leq \frac{\epsilon}{\gamma} . \tag{C.67}
\end{align*}
$$

Combining (C.66) and (C.67) yields,

$$
\begin{align*}
\mathrm{d} \rho(t) & \leq-f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon \mathcal{E}}{2} \rho(t) \mathrm{d} t-f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{2} r_{l}(t) \mathrm{d} t+\epsilon \gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t+\mathrm{d} \tilde{M}_{t} \\
& \leq-f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon \mathcal{E}}{2} \rho(t) \mathrm{d} t-f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{2} \sqrt{\kappa u \gamma^{-2}}\left|Z_{t}\right| \mathrm{d} t+\frac{1}{2} \gamma^{-1} \tilde{L} u\left(\mathbb{E}\left[\left|Z_{t}\right|\right]+\left|Z_{t}\right|\right) \mathrm{d} t+\mathrm{d} \tilde{M}_{t} \tag{C.68}
\end{align*}
$$

where $r_{l}(t) \geq \sqrt{\kappa u \gamma^{-2}}\left|Z_{t}\right|$ and $2 \epsilon \leq 1$ are applied and where $\left(\tilde{M}_{t}\right)_{t \geq 0}$ is given in (C.62).
Combining (C.60) and (C.68), taking expectation and $\xi \rightarrow 0$, yields

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[\rho(t)] \leq & -\min \left(c_{2}, f^{\prime}\left(R_{1}\right) \frac{c_{1} \in \mathcal{E}}{2}\right) \mathbb{E}[\rho(t)]-\min \left(f^{\prime}\left(R_{1}\right) \frac{\alpha \gamma}{8}, f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{2} \sqrt{\kappa u \gamma^{-2}}\right) \mathbb{E}\left[\left|Z_{t}\right|\right] \\
& +\gamma^{-1} \tilde{L} u \mathbb{E}\left[\left|Z_{t}\right|\right] \\
\leq & -\min \left(c_{2}, f^{\prime}\left(R_{1}\right) \frac{c_{1} \in \mathcal{E}}{2}\right) \mathbb{E}[\rho(t)]
\end{aligned}
$$

where we used (C.25) and (C.28) in the second step. By applying Grönwall's inequality, we obtain

$$
\mathcal{W}_{1, \rho}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq \mathbb{E}[\rho(t)] \leq e^{-c_{3} t} \mathbb{E}[\rho(0)]
$$

with

$$
\begin{equation*}
c_{3}=\min \left(\frac{2}{\gamma \int_{0}^{R_{1}} \Phi(s) \phi(s)^{-1} d s}, \frac{\gamma}{8} \frac{R_{1} \phi\left(R_{1}\right)}{\Phi\left(R_{1}\right)}, f^{\prime}\left(R_{1}\right) \gamma \tau \frac{\epsilon \mathcal{E}}{4}\right) \tag{C.69}
\end{equation*}
$$

The term $\epsilon \mathcal{E}$ is bounded from below by $E$ given in (C.22). For the first two arguments in the minimum we note that

$$
\begin{align*}
& \int_{0}^{R_{1}} \int_{0}^{s} \exp \left(-\frac{\alpha \gamma^{2}}{4 u} \frac{r^{2}}{2}\right) \mathrm{d} r \exp \left(\frac{\alpha \gamma^{2}}{4 u} \frac{s^{2}}{2}\right) \mathrm{d} s \leq \sqrt{\frac{\pi}{2}}\left(\frac{\alpha \gamma^{2}}{4 u}\right)^{-1 / 2} \int_{0}^{R_{1}} \exp \left(\frac{\alpha \gamma^{2}}{4 u} \frac{s^{2}}{2}\right) \mathrm{d} s \\
& \quad \leq \sqrt{\frac{\pi}{2}}\left(\frac{\alpha \gamma^{2}}{4 u}\right)^{-1 / 2} 2\left(\frac{\alpha \gamma^{2}}{4 u} R_{1}\right)^{-1} \exp \left(\frac{\alpha \gamma^{2}}{4 u} \frac{R_{1}^{2}}{2}\right) \leq 4\left(\frac{\alpha \gamma^{2}}{4 u}\right)^{-1}\left(\frac{\alpha \gamma^{2}}{4 u} \frac{R_{1}^{2}}{2}\right)^{-1 / 2} \exp \left(\frac{\alpha \gamma^{2}}{4 u} \frac{R_{1}^{2}}{2}\right) \tag{C.70}
\end{align*}
$$

since $\int_{0}^{x} \exp \left(r^{2} / 2\right) \mathrm{d} r \leq 2 x^{-1} \exp \left(x^{2} / 2\right)$, and

$$
\begin{align*}
\frac{R_{1} \phi\left(R_{1}\right)}{\Phi\left(R_{1}\right)} & \geq \frac{R_{1} \exp \left(-\frac{\alpha \gamma^{2}}{4 u} \frac{R_{1}^{2}}{2}\right)}{\sqrt{\frac{\pi}{2}}\left(\frac{\alpha \gamma^{2}}{4 u}\right)^{-1 / 2}}=\frac{2}{\sqrt{\pi}}\left(\frac{\alpha \gamma^{2}}{4 u} \frac{R_{1}^{2}}{2}\right)^{1 / 2} \exp \left(-\frac{\alpha \gamma^{2}}{4 u} \frac{R_{1}^{2}}{2}\right) \\
& \geq\left(\frac{\alpha \gamma^{2}}{4 u} \frac{R_{1}^{2}}{2}\right)^{1 / 2} \exp \left(-\frac{\alpha \gamma^{2}}{4 u} \frac{R_{1}^{2}}{2}\right) \tag{C.71}
\end{align*}
$$

Hence, $\mathcal{W}_{1, \rho}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq \mathbb{E}[\rho(t)] \leq e^{-\bar{c} t} \mathbb{E}[\rho(0)]$ with $c$ given by

$$
\begin{equation*}
\bar{c}=\gamma \exp (-\Lambda) \min \left(\frac{\left(L_{K}+L_{g}\right) u \gamma^{-2}}{4} \Lambda^{1 / 2}, \frac{1}{8} \Lambda^{1 / 2}, \frac{\tau E}{4}\right) \tag{C.72}
\end{equation*}
$$

with $\Lambda, \tau$ and $E$ given in (C.20), (C.21) and (C.22). Taking the infimum over all couplings $\omega \in \Pi\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right)$ concludes the proof of the first result.

By (C.42), the second result holds with $M_{1}=\mathbf{C}_{2} / \mathbf{C}_{1}$ given by (C.24).
Proof of Theorem C.5. Theorem C. 5 forms a special case of Theorem C.12. We obtain analogously to Lemma C. 19 for $\Delta(t) \geq D_{\mathcal{K}}$,

$$
\mathrm{d} r_{l}(t) \leq-c_{1} r_{l}(t) \mathrm{d} t+\sqrt{8 \gamma^{-1} u} \operatorname{rc}\left(Z_{t}, W_{t}\right)\left(r_{l}(t)^{-1} / 2\right)\left((1-2 \tau) Z_{t}+2 \gamma^{-1} W_{t}\right) \cdot e_{t} e_{t}^{T} \mathrm{~d} B_{t}
$$

where $c_{1}=\tau \gamma / 2$ with $\tau$ given in (C.21). Similarly as in Lemma C.20, we get for $\Delta(t)<D_{\mathcal{K}}$ using $\tilde{L}=0$

$$
\mathrm{d} f\left(r_{s}(t)\right) \leq-c_{2} f\left(r_{s}(t)\right) \mathrm{d} t+(1+\alpha) \xi \gamma \mathrm{d} t+\mathrm{d} M_{t}
$$

where $M_{t}$ is a martingale, $\alpha$ is defined in (C.28), $f$ is defined in (C.36) and $c_{2}$ is given in (C.56). Combining the two local contraction results as in the proof of Theorem C. 12 gives the desired result with contraction rate

$$
\begin{equation*}
c=\min \left(\frac{2}{u^{-1} \gamma \int_{0}^{R_{1}} \Phi(s) \phi(s)^{-1} d s}, \frac{\gamma}{8} \frac{R_{1} \phi\left(R_{1}\right)}{\Phi\left(R_{1}\right)}, f^{\prime}\left(R_{1}\right) \gamma \tau \frac{\epsilon \mathcal{E}}{2}\right) . \tag{C.73}
\end{equation*}
$$

Note that the last two terms in the minimum differ by a factor of 2 from the last two terms in (C.69), as the first terms in (C.61) and (C.59) are not split up to compensate for the interaction term as in the nonlinear term.

## C.6.3 Proof of Section C. 5

Fix $N \in \mathbb{N}$. To show propagation in chaos in Theorem C. 17 we construct in the same line as in Appendix C.4.2 a coupling between a solution to (C.3) and $N$ copies of solutions to (C.1). We fix a positive constant $\xi$, which we take in the end to the limit $\xi \rightarrow 0$. Let $\left\{\left(B^{i, \text { rc }}\right)_{t \geq 0}: i=1, \ldots, N\right\}$ and $\left\{\left(B^{i, s \mathrm{c}}\right)_{t \geq 0}: i=1, \ldots, N\right\}$ be $2 N$ independent $d$-dimensional Brownian motions and let $\mu_{0}$ and $\bar{\mu}_{0}$ be two probability measures on $\mathbb{R}^{2 d}$. The coupling $\left(\left\{\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right\}_{i=1}^{N}\right)_{t \geq 0}$ is a solution to the SDE on $\mathbb{R}^{2 N d} \times \mathbb{R}^{2 N d}$ given by

$$
\begin{align*}
& \left\{\begin{aligned}
\mathrm{d} \bar{X}_{t}^{i} & =\bar{Y}_{t}^{i} \mathrm{~d} t \\
\mathrm{~d} \bar{Y}_{t}^{i} & =\left(-\gamma \bar{Y}_{t}^{i}+u b\left(\bar{X}_{t}^{i}\right)+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{sc}\left(Z_{t}^{i}, W_{t}^{i}\right) \mathrm{d} B_{t}^{i, \mathrm{sc}} \\
& +\sqrt{2 \gamma u} \mathrm{rc}\left(Z_{t}^{i}, W_{t}^{i}\right) \mathrm{d} B_{t}^{i, \mathrm{cc}}
\end{aligned}\right. \\
& \left\{\begin{aligned}
\mathrm{d} X_{t}^{i} & =Y_{t}^{i} \mathrm{~d} t \\
\mathrm{~d} Y_{t}^{i} & =\left(-\gamma Y_{t}^{i}+u b\left(X_{t}^{i}\right)+u N^{-1} \sum_{j=1}^{N} \tilde{b}\left(X_{t}^{i}, X_{t}^{j}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u \mathrm{sc}}\left(Z_{t}^{i}, W_{t}^{i}\right) \mathrm{d} B_{t}^{i, \mathrm{sc}} \\
& +\sqrt{2 \gamma u} \mathrm{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)\left(\operatorname{Id}-2 e_{t}^{i} e_{t}^{i}\right) \mathrm{d} B_{t}^{i \text { r. }}
\end{aligned}\right.  \tag{C.74}\\
& \left(\bar{X}_{0}^{i}, \bar{Y}_{0}^{i}\right) \sim \bar{\mu}_{0}, \quad\left(X_{0}^{i}, Y_{0}^{i}\right) \sim \mu_{0}
\end{align*}
$$

for $i=1, \ldots, N$, where $\bar{\mu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}^{i}\right)$ for all $i$. Further, $Z_{t}^{i}=\bar{X}_{t}^{i}-X_{t}^{i}, W_{t}^{i}=\bar{Y}_{t}^{i}-Y_{t}^{i}$, $Q_{t}^{i}=Z_{t}^{i}+\gamma^{-1} W_{t}^{i}$, and $e_{t}^{i}=Q_{t}^{i} /\left|Q_{t}^{i}\right|$ if $Q_{t}^{i} \neq 0$ and $e_{t}^{i}=0$ if $Q_{t}^{i}=0$. As in Appendix C.4.2, the functions rc, sc : $\mathbb{R}^{2 d} \rightarrow[0,1)$ are Lipschitz continuous and satisfy $\mathrm{rc}^{2}+\mathrm{sc}^{2} \equiv 1$ and (C.44). We note that by Levy's characterization, for any solution of (C.74) the processes

$$
\begin{aligned}
& B_{t}^{i}:=\int_{0}^{t} \operatorname{sc}\left(Z_{s}^{i}, W_{s}^{i}\right) \mathrm{d} B_{s}^{i, \mathrm{sc}}+\int_{0}^{t} \operatorname{rc}\left(Z_{s}^{i}, W_{s}^{i}\right) \mathrm{d} B_{s}^{i, \mathrm{rc}} \\
& \tilde{B}_{t}^{i}:=\int_{0}^{t} \operatorname{sc}\left(Z_{s}^{i}, W_{s}^{i}\right) \mathrm{d} B_{s}^{i, \mathrm{sc}}+\int_{0}^{t} \operatorname{rc}\left(Z_{s}^{i}, W_{s}^{i}\right)\left(\operatorname{Id}-e_{s}^{i} e_{s}^{i}\right) \mathrm{d} B_{s}^{i, \mathrm{rc}}
\end{aligned}
$$

are $d$-dimensional Brownian motions. Therefore, (C.74) defines a coupling between $N$ copies of solutions to (C.1) and a solution to (C.3). The processes $\left(\left\{Z_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0},\left(\left\{W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ and $\left(\left\{Q_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ satisfy the stochastic differential equations given by

$$
\begin{align*}
\mathrm{d} Z_{t}^{i} & =W_{t}^{i} \mathrm{~d} t=\left(Q_{t}^{i}-\gamma Z_{t}^{i}\right) \mathrm{d} t \\
\mathrm{~d} W_{t}^{i} & =\left(-\gamma W_{t}^{i}+u\left(b\left(\bar{X}_{t}^{i}\right)-b\left(X_{t}^{i}\right)+\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-N^{-1} \sum_{j=1}^{N} \tilde{b}\left(X_{t}^{i}, X_{t}^{j}\right)\right)\right) \mathrm{d} t \\
& +\sqrt{8 \gamma u} \mathrm{rc}\left(Z_{t}^{i}, W_{t}^{i}\right) e_{t}^{i} e_{t}^{i} \mathrm{~d} B_{t}^{i, \mathrm{rc}}  \tag{C.75}\\
\mathrm{~d} Q_{t}^{i} & =\gamma^{-1} u\left(b\left(\bar{X}_{t}^{i}\right)-b\left(X_{t}^{i}\right)+\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-N^{-1} \sum_{j=1}^{N} \tilde{b}\left(X_{t}^{i}, X_{t}^{j}\right)\right) \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1} u \operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right) e_{t}^{i} e_{t}^{e^{T}} \mathrm{~d} B_{t}^{i, \mathrm{rc}},}
\end{align*}
$$

for all $i=1, \ldots, N$.
The proof of Theorem C. 17 relies on three auxiliary lemmata. We abbreviate $r_{l}^{i}(t)=$ $r_{l}\left(\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right), r_{s}^{i}(t)=r_{s}\left(\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right)$ and $\Delta^{i}(t)=\Delta\left(\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right)$.

Lemma C.21. Suppose Assumption C.2 and Assumption C. 3 hold. Suppose that (C.18) holds. Let $\tau>0$ be given by (C.21). Let $\left(\left\{\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right\}_{i=1}^{N}\right)_{t \geq 0}$ be a solution to (C.74). Then for
$i \in\{1, \ldots, N\}$ with $\Delta^{i}(t) \geq D_{\mathcal{K}}$, it holds

$$
\begin{align*}
\mathrm{d} r_{l}^{i}(t) & \leq-c_{1} r_{l}^{i}(t) \mathrm{d} t+\frac{\left|(1-2 \tau) Z_{t}^{i}+2 \gamma^{-1} W_{t}^{i}\right|}{2 \gamma r_{l}^{i}(t)} u\left(\tilde{L} N^{-1} \sum_{j=1}^{N}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)+A_{t}^{i}\right) \mathrm{d} t  \tag{C.76}\\
& +\sqrt{2 \gamma^{-1}} \mathrm{rc}\left(Z_{t}^{i}, W_{t}^{i}\right) \frac{(1-2 \tau) Z_{t}^{i}+2 \gamma^{-1} W_{t}^{i}}{r_{l}^{i}(t)} \cdot e_{t}^{i} e_{t}^{i}{ }^{T} \mathrm{~d} B_{t}^{i},
\end{align*}
$$

where $c_{1}=\tau \gamma / 2$ and $\left\{A_{t}^{i}\right\}_{i=1}^{N}$ is given by

$$
\begin{equation*}
A_{t}^{i}:=\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-N^{-1} \sum_{j=1}^{N} \tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right| \quad \text { with } \bar{\mu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}^{i}\right) \tag{C.77}
\end{equation*}
$$

Proof. By Ito's formula, it holds for $\left(\left\{Z_{t}^{i}, W_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}=\left(\left\{\bar{X}_{t}^{i}-X_{t}^{i}, \bar{Y}_{t}^{i}-Y_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$,

$$
\left\{\begin{aligned}
\mathrm{d} Z_{t}^{i} & =W_{t}^{i} \mathrm{~d} t \\
\mathrm{~d} W_{t}^{i} & =\left(-\gamma W_{t}^{i}+u\left(b\left(\bar{X}_{t}^{i}\right)-b\left(X_{t}^{i}\right)+N^{-1} \sum_{j=1}^{N}\left(\tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)-\tilde{b}\left(X_{t}^{i}, X_{t}^{j}\right)\right)+\tilde{A}_{t}^{i}\right)\right) \mathrm{d} t \\
& +\sqrt{8 \gamma \operatorname{urc}}\left(Z_{t}^{i}, W_{t}^{i}\right) e_{t}^{i} e_{t}^{i^{T}} \mathrm{~d} B_{t}^{i},
\end{aligned}\right.
$$

where

$$
\tilde{A}_{t}^{i}:=\left(\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-N^{-1} \sum_{j=1}^{N} \tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right) \quad \text { with } \bar{\mu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}^{i}\right)
$$

for all $i=1, \ldots, N$. Hence, by Ito's formula it holds for the positive matrices $A, B, C$ given in (C.54),

$$
\begin{aligned}
& \mathrm{d}\left(Z_{t}^{i} \cdot\right.\left.\left(A Z_{t}^{i}\right)+Z_{t}^{i} \cdot\left(B W_{t}^{i}\right)+W_{t}^{i} \cdot\left(C W_{t}^{i}\right)\right) \\
& \leq 2\left(A Z_{t}^{i}\right) \cdot W_{t}^{i} \mathrm{~d} t+\left(W_{t}^{i} \cdot\left(B W_{t}^{i}\right)-\left(B Z_{t}^{i}\right) \cdot\left(\gamma W_{t}^{i}+u K Z_{t}^{i}\right)\right) \mathrm{d} t \\
&+\left(-2 \gamma W_{t}^{i} \cdot\left(C W_{t}^{i}\right)-2 u\left(C W_{t}^{i}\right) \cdot\left(K Z_{t}^{i}\right)+2 L_{g} u\left|C^{1 / 2} W_{t}^{i}\right|\left|C^{1 / 2} Z_{t}^{i}\right|\right) \mathrm{d} t \\
&+\left|B Z_{t}^{i}+2 C W_{t}^{i}\right| u\left(\tilde{L} N^{-1} \sum_{j=1}^{N}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)+A_{t}^{i}\right) \mathrm{d} t+L_{g} u(1-2 \tau) \gamma^{-1}\left|Z_{t}^{i}\right|^{2} \cdot \mathbb{1}_{\left\{\left|Z_{t}^{i}\right|<R\right\}} \mathrm{d} t \\
&+\gamma^{-2} 8 \gamma u \mathrm{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)^{2} \mathrm{~d} t+\sqrt{8 \gamma u} \mathrm{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)\left(B Z_{t}^{i}+C W_{t}^{i}\right) \cdot e_{t}^{i} e_{t}^{T} \mathrm{~d} B_{t}^{i} \\
& \quad \leq Z_{t}^{i} \cdot\left(\left(-u K B+\gamma^{-1} L_{g}^{2} u^{2} C\right) Z_{t}^{i}\right) \mathrm{d} t+Z_{t}^{i} \cdot\left((2 A-\gamma B-2 u K C) W_{t}^{i}\right) \mathrm{d} t \\
&+W_{t}^{i} \cdot\left((B-\gamma C) W_{t}^{i}\right) \mathrm{d} t \\
&+\left|B Z_{t}^{i}+2 C W_{t}^{i}\right| u\left(\tilde{L} N^{-1} \sum_{j=1}^{N}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)+A_{t}^{i}\right) \mathrm{d} t+(1-2 \tau) \gamma^{-1} L_{g}\left|Z_{t}^{i}\right|^{2} \cdot \mathbb{1}_{\left\{\left|Z_{t}^{i}\right|<R\right\}} \mathrm{d} t \\
&+8 \gamma^{-1} u\left(\mathrm{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)\right)^{2} \mathrm{~d} t+\sqrt{8 \gamma u} \mathrm{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)\left(B Z_{t}^{i}+2 C W_{t}^{i}\right) \cdot e_{t}^{i} e_{t}^{T} \mathrm{~d} B_{t}^{i}
\end{aligned}
$$

with $\left\{A_{t}^{i}\right\}_{i=1}^{N}$ given by (C.77). By (C.21) and (C.55),

$$
\begin{aligned}
\mathrm{d} r_{l}^{i}(t)^{2} & =\mathrm{d}\left(Z_{t}^{i} \cdot\left(A Z_{t}^{i}\right)+Z_{t}^{i} \cdot\left(B W_{t}^{i}\right)+W_{t}^{i} \cdot\left(C W_{t}^{i}\right)\right) \\
& \leq-2 \tau \gamma r_{l}^{i}(t)^{2} \mathrm{~d} t+\left|(1-2 \tau) Z_{t}^{i}+2 \gamma^{-1} W_{t}^{i}\right| \frac{u}{\gamma}\left(\tilde{L} N^{-1} \sum_{j=1}^{N}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)+A_{t}^{i}\right) \mathrm{d} t \\
& +8 \gamma^{-1} u \operatorname{rrc}\left(Z_{t}^{i}, W_{t}^{i}\right)^{2} \mathrm{~d} t+\gamma^{-1}(1-2 \tau) L_{g} u\left|Z_{t}^{i}\right|^{2} \cdot \mathbb{1}_{\left\{\left|Z_{t}^{i}\right|<R\right\}} \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1} u \operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)\left((1-2 \tau) Z_{t}^{i}+2 \gamma^{-1} W_{t}^{i}\right) \cdot e_{t}^{i} e_{t}^{T} \mathrm{~d} B_{t}^{i} .}
\end{aligned}
$$

Since $\Delta^{i}(t) \geq D_{\mathcal{K}}$, it holds $r_{l}^{i}(t)^{2}>\mathcal{R}$ by (C.32) and (C.33). By (C.34) and (C.44),

$$
\begin{aligned}
-\tau \gamma r_{l}^{i}(t)^{2}+\gamma^{-1}(1-2 \tau) L_{g} u\left|Z_{t}^{i}\right|^{2} \mathbb{1}_{\left\{\left|Z_{t}^{i}\right|<R\right\}} & +8 \gamma^{-1} u \operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)^{2} \\
& \leq-\tau \gamma \mathcal{R}+L_{g} u R^{2} \gamma^{-1}+8 \gamma^{-1} u \mathbb{1}_{\{R>0\}} \leq 0
\end{aligned}
$$

By Ito's formula and since the second derivative of the square root is negative,

$$
\begin{aligned}
\mathrm{d} r_{l}^{i}(t) & \leq\left(2 r_{l}^{i}(t)\right)^{-1} \mathrm{~d} r_{l}^{i}(t)^{2} \\
& \leq-c_{1} r_{l}^{i}(t) \mathrm{d} t+\frac{\left|(1-2 \tau) Z_{t}^{i}+2 \gamma^{-1} W_{t}^{i}\right|}{2 \gamma r_{l}^{i}(t)} u\left(\tilde{L} N^{-1} \sum_{j=1}^{N}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)+A_{t}^{i}\right) \mathrm{d} t \\
& +\sqrt{2 \gamma^{-1}} \mathrm{rc}\left(Z_{t}^{i}, W_{t}^{i}\right) r_{l}^{i}(t)^{-1}\left((1-2 \tau) Z_{t}^{i}+2 \gamma^{-1} W_{t}^{i}\right) \cdot e_{t}^{i} e_{t}^{i^{T}} \mathrm{~d} B_{t}^{i}
\end{aligned}
$$

which concludes the proof.
Lemma C.22. Suppose Assumption C.2 and Assumption C.3 hold. Let $\left(\left\{\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}, X_{t}^{i}, Y_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ be a solution to (C.74). Let $r_{s}$ be given in (C.27) with $\alpha$ defined in (C.28). If $\Delta^{i}(t)<D_{\mathcal{K}}$ with $D_{\mathcal{K}}$ given in (C.32), it holds

$$
\begin{aligned}
\mathrm{d} f\left(r_{s}^{i}(t)\right) & \leq-c_{2} f\left(r_{s}^{i}(t)\right) \mathrm{d} t+\gamma^{-1} \tilde{L} u N^{-1} \sum_{j=1}^{N}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right) \mathrm{d} t-\frac{\alpha \gamma}{4} f^{\prime}\left(R_{1}\right)\left|Z_{t}^{i}\right| \mathrm{d} t \\
& +\gamma^{-1} u\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}(\mathrm{~d} z)-N^{-1} \sum_{j=1}^{N} \tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right| \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t+\mathrm{d} M_{t}^{i}
\end{aligned}
$$

where $f$ is given in (C.36), $\left(M_{t}^{i}\right)_{t \geq 0}$ is a martingale and $c_{2}$ is given in (C.56).
Proof. The proof works similarly as the proof of Lemma C.20. First, note that for all $i,\left(Z_{t}^{i}\right)_{t \geq 0}$ is almost surely continuously differentiable with derivative $\mathrm{d} Z^{i} / \mathrm{d} t=-\gamma Z^{i}+\gamma Q^{i}$ and hence $t \rightarrow\left|Z_{t}^{i}\right|$ is almost surely absolutely continuous with

$$
\begin{array}{ll}
\frac{\mathrm{d}}{\mathrm{~d} t}\left|Z_{t}^{i}\right|=\frac{Z_{t}^{i}}{\left|Z_{t}^{i}\right|} \cdot\left(-\gamma Z_{t}^{i}+\gamma Q_{t}^{i}\right) & \text { for a.e. } t \text { such that } Z_{t}^{i} \neq 0 \text { and } \\
\frac{\mathrm{d}}{\mathrm{~d} t}\left|Z_{t}^{i}\right| \leq \gamma\left|Q_{t}^{i}\right| & \text { for a.e. } t \text { such that } Z_{t}^{i}=0
\end{array}
$$

and therefore

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left|Z_{t}^{i}\right| \leq-\gamma\left|Z_{t}^{i}\right|+\gamma\left|Q_{t}^{i}\right| \quad \text { for a.e. } t \geq 0 \tag{C.78}
\end{equation*}
$$

By Ito's formula and by Assumption C. 2 and Assumption C.3, we obtain for $\left|Q_{t}^{i}\right|$,

$$
\begin{aligned}
\mathrm{d}\left|Q_{t}^{i}\right| & =\gamma^{-1} u e_{t}^{i} \cdot\left(b\left(\bar{X}_{t}^{i}\right)-b\left(X_{t}^{i}\right)+\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-N^{-1} \sum_{j=1}^{N} \tilde{b}\left(X_{t}^{i}, X_{t}^{j}\right)\right) \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1} u} \operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right) e_{t}^{i^{T}} \mathrm{~d} B_{t}^{i} \\
& \leq \gamma^{-1} u\left(L_{K}+L_{g}\right)\left|Z_{t}^{i}\right| \mathrm{d} t+\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t \\
& +\sqrt{8 \gamma^{-1} u} \operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right) e_{t}^{i T} \mathrm{~d} B_{t}^{i, \mathrm{rc}}
\end{aligned}
$$

where $A_{t}^{i}$ is given by (C.77). Note that there is no Ito correction term, since $\partial_{q /|q|}^{2}|q|=0$ for $q \neq 0$ and $\mathrm{rc}=0$ for $Q_{t}=0$. Combining this bound and (C.78) yields for $f\left(r_{s}^{i}(t)\right)$ by Ito's formula,

$$
\begin{aligned}
\mathrm{d} f\left(r_{s}^{i}(t)\right)= & f^{\prime}\left(r_{s}^{i}(t)\right)\left(\left(\left(L_{K}+L_{g}\right) u \gamma^{-2}-\alpha\right) \gamma\left|Z_{t}^{i}\right|+\alpha \gamma\left|Q_{t}^{i}\right|\right. \\
& \left.+\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right)\right) \mathrm{d} t \\
& +f^{\prime}\left(r_{s}^{i}(t)\right) \sqrt{8 \gamma^{-1} u} \operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)\left(e_{t}^{i}\right)^{T} \mathrm{~d} B_{t}^{i, \mathrm{rc}}+f^{\prime \prime}\left(r_{s}^{i}(t)\right) 4 \gamma^{-1} u \operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)^{2} \mathrm{~d} t
\end{aligned}
$$

Case 1: Consider $\Delta^{i}(t)<D_{\mathcal{K}}$ and $\left|Q_{t}^{i}\right|>\xi$, then $\operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)=1$ and $r_{s}^{i}(t)<R_{1}$. Hence, by (C.58) we obtain

$$
\begin{aligned}
\mathrm{d} f\left(r_{s}^{i}(t)\right) \leq & f^{\prime}\left(r_{s}^{i}(t)\right) \alpha \gamma r_{s}^{i}(t) \mathrm{d} t+f^{\prime \prime}\left(r_{s}^{i}(t)\right) 4 \gamma^{-1} u \mathrm{~d} t+\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t \\
& -f^{\prime}\left(R_{1}\right) \frac{1}{2} \gamma \alpha\left|Z_{t}^{i}\right| \mathrm{d} t+\mathrm{d} M_{t}^{i} \\
\leq & -2 \hat{c} f\left(r_{s}^{i}(t)\right) \mathrm{d} t+\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t-f^{\prime}\left(R_{1}\right) \frac{\gamma \alpha}{2}\left|Z_{t}^{i}\right| \mathrm{d} t+\mathrm{d} M_{t}^{i} \\
\leq & -c_{2} f\left(r_{s}^{i}(t)\right) \mathrm{d} t+\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t-f^{\prime}\left(R_{1}\right) \frac{\gamma \alpha}{2}\left|Z_{t}^{i}\right| \mathrm{d} t+\mathrm{d} M_{t}^{i} .
\end{aligned}
$$

Case 2: Consider $\Delta^{i}(t)<D_{\mathcal{K}}$ and $\left|Q_{t}^{i}\right| \leq \xi$, then $\alpha\left|Z_{t}^{i}\right|=r_{s}^{i}(t)-\left|Q_{t}^{i}\right| \geq r_{s}^{i}(t)-\xi$. We note that

$$
\left(\left(L_{K}+L_{g}\right) u \gamma^{-2}-\alpha\right)\left|Z_{t}^{i}\right|+\alpha\left|Q_{t}^{i}\right| \leq-\frac{1}{2} r_{s}^{i}(t)+(1+\alpha) \xi
$$

Since the second derivative of $f$ is negative and $\psi(s) \in[1 / 2,1]$, it holds

$$
\begin{aligned}
\mathrm{d} f\left(r_{s}^{i}(t)\right) \leq & -\frac{\gamma}{2} r_{s}^{i}(t) f^{\prime}\left(r_{s}(t)\right) \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t+\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t+\mathrm{d} M_{t}^{i} \\
\leq & -\frac{\gamma}{8} \inf _{r \leq R_{1}} \frac{r \phi(r)}{\Phi(r)} f\left(r_{s}^{i}(t)\right) \mathrm{d} t-\frac{\gamma \alpha}{4}\left|Z_{t}^{i}\right| f^{\prime}\left(R_{1}\right) \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t \\
& +\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t+\mathrm{d} M_{t}^{i} \\
\leq & -\frac{\gamma}{8} \frac{R_{1} \phi\left(R_{1}\right)}{\Phi\left(R_{1}\right)} f\left(r_{s}^{i}(t)\right) \mathrm{d} t-\frac{\gamma \alpha}{4}\left|Z_{t}^{i}\right| f^{\prime}\left(R_{1}\right) \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t \\
& +\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t+\mathrm{d} M_{t}^{i}
\end{aligned}
$$

Combining the two cases, we obtain the result by using the definition of $c_{2}$ given in (C.56).
Lemma C.23. (Moment control for Langevin dynamics) Suppose that Assumption C. 2 and Assumption C. 3 hold. Suppose that (C.18) and (C.25) hold. Let $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ be a solution to (C.1) with $\mathbb{E}\left[\left|\bar{X}_{0}\right|^{2}+\left|\bar{Y}_{0}\right|^{2}\right] \leq \infty$. Then there exists a finite constant $\mathcal{C}_{2}>0$ such that

$$
\sup _{t \geq 0} \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\right] \leq \mathcal{C}_{2}
$$

The constant $\mathcal{C}_{2}$ depends on $\gamma, \mathbb{E}\left[\left|\bar{X}_{0}\right|^{2}+\left|\bar{Y}_{0}\right|^{2}\right], d, R, \kappa, L_{g}, u$ and $\tilde{L}$.
Proof. We adapt the proof idea from [75, Lemma 8]. By Ito's formula, by Assumption C. 2 and by Assumption C.3, it holds

$$
\begin{aligned}
& \mathrm{d}\left(\gamma^{-2} u \bar{X}_{t} \cdot\left(K \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \tau) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right) \\
& \leq\left(2 \gamma^{-2} u \bar{X}_{t} \cdot\left(K \bar{Y}_{t}\right)+(1-2 \tau)^{2} \bar{X}_{t} \cdot \bar{Y}_{t}+\gamma^{-1}(1-2 \tau)\left|\bar{Y}_{t}\right|^{2}\right) \mathrm{d} t \\
& +\gamma^{-1}(1-2 \tau)\left(-u \bar{X}_{t} \cdot\left(K \bar{X}_{t}\right)-\gamma \bar{X}_{t} \cdot \bar{Y}_{t}\right) \mathrm{d} t+2 \gamma^{-2}\left(-u\left(K \bar{Y}_{t}\right) \cdot \bar{X}_{t}+L_{g}\left|\bar{Y}_{t}\right|\left|\bar{X}_{t}\right|-\gamma\left|\bar{Y}_{t}\right|^{2}\right) \mathrm{d} t \\
& +\frac{u}{\gamma}\left|(1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right|\left(\tilde{L}\left(\mathbb{E}\left[\left|\bar{X}_{t}\right|\right]+\left|X_{t}\right|\right)+|\tilde{b}(0,0)|\right) \mathrm{d} t \\
& +(1-2 \tau) \gamma^{-1} u\left(L_{g}\left|\bar{X}_{t}\right|^{2}+|g(0)|\left|\bar{X}_{t}\right|\right) \mathbb{1}_{\left\{\left|\bar{X}_{t}\right|<R\right\}} \mathrm{d} t+2 \gamma^{-2} u\left|\bar{Y}_{t}\right||g(0)| \mathrm{d} t+2 \gamma^{-1} u d \mathrm{~d} t \\
& +\sqrt{2 \gamma^{-1} u}\left((1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right) \mathrm{d} B_{t} \\
& \leq-\gamma^{-1} u(1-2 \tau) \bar{X}_{t} \cdot\left(K \bar{X}_{t}\right)-2 \tau \gamma\left(\gamma^{-2}\left|\bar{Y}_{t}\right|^{2}+(1-2 \tau) \gamma^{-1} \bar{X}_{t} \cdot \bar{Y}_{t}\right)+\gamma^{-3} u^{2} L_{g}^{2}\left|\bar{X}_{t}\right|^{2} \\
& +\frac{u}{\gamma}\left|(1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right|\left(\tilde{L}\left(\mathbb{E}\left[\left|\bar{X}_{t}\right|\right]+\left|X_{t}\right|\right)+|\tilde{b}(0,0)|\right) \mathrm{d} t \\
& +(1-2 \tau) \gamma^{-1} u\left(L_{g}\left|\bar{X}_{t}\right|^{2}+|g(0)|\left|\bar{X}_{t}\right|\right) \mathbb{1}_{\left\{\left|\bar{X}_{t}\right|<R\right\}} \mathrm{d} t \\
& +2 \gamma^{-2} u\left|\bar{Y}_{t}\right||g(0)| \mathrm{d} t+2 \gamma^{-1} u d \mathrm{~d} t+\sqrt{2 \gamma^{-1} u}\left((1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right) \mathrm{d} B_{t}
\end{aligned}
$$

Taking expectation, we obtain

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(K \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \tau) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right] \\
& \leq-\gamma^{-1} u(1-2 \tau) \mathbb{E}\left[\bar{X}_{t} \cdot\left(K \bar{X}_{t}\right)\right]+\gamma^{-3} u^{2} L_{g}^{2} \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\right] \\
& -2 \tau \gamma\left(\gamma^{-2} \mathbb{E}\left[\left|\bar{Y}_{t}\right|^{2}\right]+(1-2 \tau) \gamma^{-1} \mathbb{E}\left[\bar{X}_{t} \cdot \bar{Y}_{t}\right]\right)+(1-2 \tau) \gamma^{-1} u\left(L_{g} R^{2}+R|g(0)|\right)+2 \gamma^{-1} u d \\
& +u \gamma^{-1} \mathbb{E}\left[\left|(1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right|\left(\tilde{L}\left(\mathbb{E}\left[\left|X_{t}\right|\right]+\left|X_{t}\right|\right)+|\tilde{b}(0,0)|\right)\right]+2 \gamma^{-2} u \mathbb{E}\left[\left|\bar{Y}_{t}\right|\right]|g(0)| .
\end{aligned}
$$

We note that by (C.25) and by Young's inequality,

$$
\begin{array}{rl}
\gamma^{-1} & \mathbb{E}\left[\left|(1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right| u\left(\tilde{L}\left(\mathbb{E}\left[\left|\bar{X}_{t}\right|\right]+\left|\bar{X}_{t}\right|\right)+|\tilde{b}(0,0)|\right)\right] \\
& \leq \frac{\tau \sqrt{\kappa u}}{8} \mathbb{E}\left[\left|(1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right|\left(\mathbb{E}\left[\left|\bar{X}_{t}\right|\right]+\left|\bar{X}_{t}\right|\right)\right]+\gamma^{-1} u \mathbb{E}\left[\left|(1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right|\right]|\tilde{b}(0,0)| \\
& \leq \frac{\tau \gamma}{4}\left(\kappa u \gamma^{-2} \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\right]+\frac{1}{4} \mathbb{E}\left[\left|(1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right|^{2}\right]\right)+\frac{\tau \gamma}{4} \frac{1}{4} \mathbb{E}\left[\left|(1-2 \tau) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right|^{2}\right] \\
& +\frac{4 u^{2}}{\tau \gamma^{3}}|\tilde{b}(0,0)|^{2} \\
& \leq \frac{\tau \gamma}{2}\left(\kappa u \gamma^{-2} \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\right]+\frac{1}{2} \mathbb{E}\left[\left|(1-2 \tau) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}\right]+\frac{1}{2} \mathbb{E}\left[\left|\gamma^{-1} \bar{Y}_{t}\right|^{2}\right]\right)+\frac{4 u^{2}}{\tau \gamma^{3}}|\tilde{b}(0,0)|^{2}
\end{array}
$$

and

$$
2 \gamma^{-2} u \mathbb{E}\left[\left|\bar{Y}_{t}\right|\right]|g(0)| \leq \frac{\tau \gamma}{2} \frac{1}{2} \mathbb{E}\left[\left|\gamma^{-1} \bar{Y}_{t}\right|^{2}\right]+\frac{4 u^{2}}{\tau \gamma^{3}}|g(0)|^{2} .
$$

Then by (C.55),

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(K \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \tau) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right] \\
& \leq-2 \tau \gamma \mathbb{E}\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(K \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \tau) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right]+(1-2 \tau) \gamma^{-1} u L_{g} R^{2} \\
&+2 \gamma^{-1} u d+\tau \gamma\left(\kappa \gamma^{-2} \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\right]+\frac{1}{2} \mathbb{E}\left[\left|(1-2 \tau) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\left|\gamma^{-1} \bar{Y}_{t}\right|^{2}\right]\right) \\
&+4 \tau^{-1} \gamma^{-3} u^{2}\left(|\tilde{b}(0,0)|^{2}+|g(0)|^{2}\right) \\
& \leq-\tau \gamma \mathbb{E}\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(K \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \tau) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right]+(1-2 \tau) \gamma^{-1} L_{g} u R^{2} \\
&+2 \gamma^{-1} u d+4 \tau^{-1} \gamma^{-3} u^{2}\left(|\tilde{b}(0,0)|^{2}+|g(0)|^{2}\right) .
\end{aligned}
$$

By Grönwall's inequality, there exists a constant $\mathbf{C}$ such that

$$
\sup _{t \geq 0} \mathbb{E}\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(K \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \tau) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right] \leq \mathbf{C}<\infty
$$

Thus, we obtain the result for $\mathcal{C}_{2}=\mathbf{C} /\left(\kappa u \gamma^{-2}\right)$.

Proof of Theorem C.17. To prove uniform in time propagation of chaos, we consider the coupling $\left(\left\{\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right\}_{i=1}^{N}\right)_{t \geq 0}$ given in (C.74) and combine the results of Lemma C. 21 and Lemma C.22. The second moment control given in Lemma C. 23 will be essential to bound the terms involving the non-linearity. We write here $r_{s}^{i}(t)=r_{s}^{i}\left(\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right), r_{l}^{i}(t)=$ $r_{l}^{i}\left(\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right), \Delta^{i}(t)=r_{s}^{i}(t)-\epsilon r_{l}^{i}(t)$ and $\rho^{i}(t)=f\left(\left(\Delta^{i}(t) \wedge D_{\mathcal{K}}\right)+\epsilon r_{l}^{i}(t)\right)$. We distinguish two cases for all particles $i=1, \ldots, N$ :
Case 1: Consider $\Delta^{i}(t)<D_{\mathcal{K}}$. Then $\rho^{i}(t)=f\left(r_{s}^{i}(t)\right)$, and by Lemma C. 22 it holds for $\xi>0$

$$
\begin{align*}
\mathrm{d} \rho^{i}(t)= & \mathrm{d} f\left(r_{s}^{i}(t)\right) \leq-c_{2} f\left(r_{s}^{i}(t)\right) \mathrm{d} t+\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t-\frac{\alpha \gamma}{4} f^{\prime}\left(R_{1}\right)\left|Z_{t}^{i}\right| \mathrm{d} t \\
& +(1+\alpha) \gamma \xi \mathrm{d} t+\mathrm{d} M_{t}^{i} \\
\leq & -c_{2} f\left(r_{s}^{i}(t)\right) \mathrm{d} t+\gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left|Z_{t}^{j}\right|\right) \mathrm{d} t-\frac{\alpha \gamma}{8} f^{\prime}\left(R_{1}\right)\left|Z_{t}^{i}\right| \mathrm{d} t+(1+\alpha) \gamma \xi \mathrm{d} t+\mathrm{d} M_{t}^{i} \tag{C.79}
\end{align*}
$$

where $A_{t}^{i}$ is given in (C.77) and $c_{2}$ is given by (C.56). Note the last step holds by (C.25). Case 2: Consider $\Delta^{i}(t) \geq D_{\mathcal{K}}$. We obtain by Lemma C.21,

$$
\begin{aligned}
\mathrm{d} r_{l}^{i}(t) & \leq-c_{1} r_{l}^{i}(t) \mathrm{d} t+\frac{\left|(1-2 \tau) Z_{t}^{i}+2 \gamma^{-2} W_{t}^{i}\right|}{2 \gamma r_{l}^{i}(t)} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t \\
& +\sqrt{2 \gamma^{-1} u} \operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right) r_{l}^{i}(t)^{-1}\left((1-2 \tau) Z_{t}^{i}+2 \gamma^{-1} W_{t}^{i}\right) \cdot e_{t}^{i} e_{t}^{i T} \mathrm{~d} B_{t}^{i}
\end{aligned}
$$

with $c_{1}$ given in Lemma C.21. Note that $\frac{\mathrm{d}}{\mathrm{d} x} f\left(D_{\mathcal{K}}+\epsilon x\right)=\epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon x\right)$. Further, since $f\left(D_{\mathcal{K}}+\epsilon x\right)$
is a concave function, $\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} f\left(D_{\mathcal{K}}+\epsilon x\right)$ is negative. By Ito's formula, we obtain

$$
\begin{aligned}
& \mathrm{d} \rho^{i}(t)=\mathrm{d} f\left(D_{\mathcal{K}}+\epsilon r_{l}^{i}(t)\right) \\
& \leq \\
& \quad \epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon r_{l}^{i}(t)\right)\left(-c_{1} r_{l}^{i}(t)^{2}+\frac{\left|(1-2 \tau) Z_{t}^{i}+2 \gamma^{-1} W_{t}^{i}\right|}{2 \gamma r_{l}^{i}(t)} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right)\right) \mathrm{d} t \\
& \quad+\frac{\epsilon f^{\prime}\left(D_{\mathcal{K}}+\epsilon r_{l}^{i}(t)\right)}{r_{l}^{i}(t)} \sqrt{2 \gamma^{-1} u \operatorname{rc}\left(Z_{t}^{i}, W_{t}^{i}\right)\left((1-2 \tau) Z_{t}^{i}+2 \gamma^{-1} W_{t}^{i}\right) \cdot e_{t}^{i} e_{t}^{i T} \mathrm{~d} B_{t}^{i} .}
\end{aligned}
$$

By (C.66) and (C.67), which holds in the same line as in the proof of Theorem C.12, it holds

$$
\begin{align*}
\mathrm{d} \rho^{i}(t) & \leq-f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{2} \min \left(\frac{\sqrt{\kappa u} \gamma^{-1}}{\sqrt{8} \alpha}, \frac{1}{2}\right) \rho^{i}(t) \mathrm{d} t-f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{2} \sqrt{\kappa u \gamma^{-2}}\left|Z_{t}^{i}\right| \mathrm{d} t \\
& +2 \epsilon \gamma^{-1} u\left(A_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{L}\left(\left|Z_{t}^{j}\right|+\left|Z_{t}^{i}\right|\right)\right) \mathrm{d} t+\mathrm{d} M_{t}^{i} \tag{C.80}
\end{align*}
$$

where $\left(\left\{M_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ is some martingale.
Combining (C.79) and (C.80), taking expectations and summing over $i=1, \ldots, N$ yields

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E} & {\left[N^{-1} \sum_{i=1}^{N} \rho^{i}(t)\right] } \\
& \leq-\min \left(c_{2}, f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{2} \min \left(\frac{\sqrt{\kappa u} \gamma^{-1}}{\sqrt{8} \alpha}, \frac{1}{2}\right)\right) \mathbb{E}\left[N^{-1} \sum_{i=1}^{N} \rho^{i}(t)\right]+\gamma^{-1} u \mathbb{E}\left[N^{-1} \sum_{i=1}^{N} A_{t}^{i}\right]  \tag{C.81}\\
& -\min \left(f^{\prime}\left(R_{1}\right) \frac{\gamma \alpha}{8}, f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{2} \sqrt{\kappa u \gamma^{-2}}\right) \mathbb{E}\left[N^{-1} \sum_{i=1}^{N}\left|Z_{t}^{i}\right|\right]+\tilde{L} u \gamma^{-1} \mathbb{E}\left[N^{-1} \sum_{i=1}^{N}\left|Z_{t}^{i}\right|\right] \\
& \leq-\min \left(c_{2}, f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{4} \min \left(\frac{\sqrt{\kappa u} \gamma^{-1}}{\sqrt{8} \alpha}, \frac{1}{2}\right)\right) \mathbb{E}\left[N^{-1} \sum_{i=1}^{N} \rho^{i}(t)\right]+\gamma^{-1} u \mathbb{E}\left[N^{-1} \sum_{i=1}^{N} A_{t}^{i}\right]
\end{align*}
$$

where we used $2 \epsilon \leq 1$ for the last term and (C.25).
To bound $\mathbb{E}\left[A_{t}^{i}\right]$, we note that given $\bar{X}_{t}^{i}, \bar{X}_{t}^{j}, j \neq i$ are identically and independent distributed with law $\bar{\mu}_{t}^{x}$ and

$$
\begin{equation*}
\mathbb{E}\left[\tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right) \mid \bar{X}_{t}^{i}\right]=\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z) \tag{C.82}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
& \mathbb{E}\left[\left.\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\frac{1}{N} \sum_{j=1}^{N} \tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right|^{2} \right\rvert\, \bar{X}_{t}^{i}\right] \\
& \quad=\frac{N-1}{N^{2}} \operatorname{Var}_{\bar{\mu}_{t}^{x}}\left(\tilde{b}\left(\bar{X}_{t}^{i}, \cdot\right)\right)+\frac{1}{N^{2}} \mathbb{E}\left[\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{i}\right)\right|^{2} \mid \bar{X}_{t}^{i}\right] \\
& \quad+\frac{2}{N^{2}} \sum_{j=1, j \neq i}^{N} \mathbb{E}\left[\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right| \cdot\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{i}\right)\right| \mid \bar{X}_{t}^{i}\right]
\end{aligned}
$$

By Assumption C.3, Cauchy inequality and Young's inequality

$$
\begin{align*}
\mathbb{E}\left[\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\frac{1}{N} \sum_{j=1}^{N} \tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right|^{2}\right] & \leq \frac{4 \tilde{L}^{2}}{N} \int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}^{x}(\mathrm{~d} x)+\frac{4 \tilde{L}^{2}}{N^{2}} \int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}^{x}(\mathrm{~d} x) \\
& +\frac{8 \tilde{L}^{2}}{N} \int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}^{x}(\mathrm{~d} x) . \tag{C.83}
\end{align*}
$$

Then, by Jensen's inequality

$$
\mathbb{E}\left[A_{t}^{i}\right] \leq \frac{4 \tilde{L}}{N^{1 / 2}}\left(\int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}^{x}(\mathrm{~d} x)\right)^{1 / 2}
$$

By Lemma C.23, there exists a finite constant $\mathcal{C}_{1}$ such that for $N \geq 2$ and all $i=1, \ldots, N$,

$$
\begin{equation*}
\sup _{t \geq 0} \mathbb{E}\left[A_{t}^{i}\right] \leq \gamma u^{-1} \mathcal{C}_{1} N^{-1 / 2} \tag{C.84}
\end{equation*}
$$

Note that $\mathcal{C}_{1}$ depends on $\gamma, \mathbb{E}\left[\left|\bar{X}_{0}\right|^{2}+\left|\bar{Y}_{0}\right|^{2}\right], d, u, R, \kappa, L_{g}$ and $\tilde{L}$. Inserting the bound for $\mathbb{E}\left[A_{t}^{i}\right]$ in (C.81) yields

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N^{-1} \sum_{i=1}^{N} \rho^{i}(t)\right] \leq-\min \left(c_{2}, f^{\prime}\left(R_{1}\right) \frac{c_{1} \epsilon}{2} \min \left(\frac{\sqrt{\kappa u} \gamma^{-1}}{\sqrt{8} \alpha}, \frac{1}{2}\right)\right) \mathbb{E}\left[N^{-1} \sum_{i=1}^{N} \rho^{i}(t)\right]+\frac{\mathcal{C}_{1}}{N^{1 / 2}} .
$$

Applying Grönwall's inequality and (C.70) and (C.71) yields

$$
\mathcal{W}_{1, \rho_{N}}\left(\bar{\mu}_{t}^{\otimes N}, \mu_{t}^{N}\right) \leq \mathbb{E}\left[N^{-1} \sum_{i=1}^{N} \rho^{i}(t)\right] \leq e^{-\tilde{c} t} \mathbb{E}\left[N^{-1} \sum_{i=1}^{N} \rho^{i}(0)\right]+\mathcal{C}_{1} N^{-1 / 2} \tilde{c}^{-1} .
$$

with $\tilde{c}$ given in (C.72). Taking the infimum over all couplings $\omega \in \Pi\left(\bar{\mu}_{0}^{\otimes}, \mu_{0}^{N}\right)$ concludes the proof of the first result.

The second bound holds by (C.47) with $M_{1}$ given in (C.24) and $M_{2}=\sqrt{2} / \mathbf{C}_{1}$ given in (C.48).

## C. 7 Appendix: Unconfined nonlinear Langevin dynamics

## C.7.1 Contraction for unconfined nonlinear Langevin dynamics

Consider the unconfined nonlinear Langevin dynamics given by

$$
\left\{\begin{array}{l}
\mathrm{d} \bar{X}_{t}=\bar{Y}_{t} \mathrm{~d} t  \tag{C.85}\\
\mathrm{~d} \bar{Y}_{t}=\left(-\gamma \bar{Y}_{t}+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t}, \quad\left(\bar{X}_{0}, \bar{Y}_{0}\right) \sim \bar{\mu}_{0},
\end{array}\right.
$$

where $\gamma, u>0, \bar{\mu}_{0}$ is a probability measure on $\mathbb{R}^{2 d}, \bar{\mu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}\right)$ and $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion. We impose for the function $\tilde{b}$ and for the initial distribution:
Assumption C.4. The function $\tilde{b}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{d}$ is Lipschitz continuous, and there exist a function $\tilde{g}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and a positive definite matrix $\tilde{K} \in \mathbb{R}^{d \times d}$ with smallest eigenvalue $\tilde{\kappa} \in(0, \infty)$ and largest eigenvalue $L_{\tilde{K}} \in(0, \infty)$ such that

$$
\tilde{b}(x, y)=-\tilde{K}(x-y)+\tilde{g}(x-y) \quad \text { for all } x, y \in \mathbb{R}^{d},
$$

and $\tilde{g}$ is Lipschitz continuous with Lipschitz constant $L_{\tilde{g}} \in(0, \infty)$ and anti-symmetric, i.e., $\tilde{g}(-z)=-\tilde{g}(z)$ for all $z \in \mathbb{R}^{d}$.

Assumption C.5. Let $\bar{\mu}_{0} \in \mathcal{P}\left(\mathbb{R}^{2 d}\right)$ satisfy $\int_{\mathbb{R}^{2 d}}|(x, y)|^{2} \bar{\mu}_{0}(\mathrm{~d} x \mathrm{~d} y)<\infty$ and $\int_{\mathbb{R}^{2 d}}(x, y) \bar{\mu}_{0}(\mathrm{~d} x \mathrm{~d} y)=$ 0 .

By Assumption C.4, it holds $\frac{\mathrm{d}}{\mathrm{d} t} \mathbb{E}\left[\left(X_{t}, Y_{t}\right)\right]=\mathbb{E}\left[\left(Y_{t},-\gamma Y_{t}\right)\right]$ and hence by Assumption C. 5 $\mathbb{E}\left[\left(X_{t}, Y_{t}\right)\right]=0$ for all $t \geq 0$. Note that this observation is crucial in our analysis, since in general convergence to equilibrium can not be guaranteed for the unconfined dynamics unless the solution is centered or a recentering of the center of mass is considered.

We establish contraction in Wasserstein distance with respect to the distance function $\tilde{r}$ : $\mathbb{R}^{2 d} \times \mathbb{R}^{2 d} \rightarrow[0, \infty)$ given by

$$
\begin{align*}
\tilde{r}((x, y),(\bar{x}, \bar{y}))^{2} & =\gamma^{-2} u(x-\bar{x}) \cdot(\tilde{K}(x-\bar{x}))+\frac{1}{2}\left|(1-2 \sigma)(x-\bar{x})+\gamma^{-1}(y-\bar{y})\right|^{2}  \tag{C.86}\\
& +\frac{1}{2} \gamma^{-2}|y-\bar{y}|^{2}
\end{align*}
$$

for $(x, y),(\bar{x}, \bar{y}) \in \mathbb{R}^{2 d}$ where $\sigma$ is given by

$$
\begin{equation*}
\sigma=\min \left(1 / 8, \tilde{\kappa} u \gamma^{-2} / 2\right) \tag{C.87}
\end{equation*}
$$

Theorem C. 24 (Contraction for nonlinear unconfined Langevin dynamics in $L^{2}$ and $L^{1}$ Wasserstein distance). Suppose Assumption C. 4 holds. Let $\bar{\mu}_{0}$ and $\bar{\nu}_{0}$ be two probability distributions on $\mathbb{R}^{2 d}$ satisfying Assumption C.5. For $t \geq 0$, let $\bar{\mu}_{t}$ and $\bar{\nu}_{t}$ be the law of the processes $\left(\bar{X}_{t}, \bar{Y}_{t}\right)$ and $\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)$, respectively, where $\left(\bar{X}_{s}, \bar{Y}_{s}\right)_{s \geq 0}$ and $\left(\bar{X}_{s}^{\prime}, \bar{Y}_{s}^{\prime}\right)_{s \geq 0}$ are solutions to (C.85) with initial distribution $\bar{\mu}_{0}$ and $\bar{\nu}_{0}$, respectively. If

$$
\begin{equation*}
L_{\tilde{g}} \leq \sqrt{\tilde{\kappa} / u}(\gamma / 2) \min \left(1 / 8, \tilde{\kappa} u \gamma^{-2} / 2\right) \tag{C.88}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathcal{W}_{2, \tilde{r}}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq e^{-\hat{c} t} \mathcal{W}_{2, \tilde{r}}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right) \quad \text { and } \quad \mathcal{W}_{2}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq M_{3} e^{-\hat{c} t} \mathcal{W}_{2}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right) \tag{C.89}
\end{equation*}
$$

where $\tilde{r}$ is defined in (C.86) and where the contraction rate $\hat{c}$ is given by

$$
\begin{equation*}
\hat{c}=\min \left(\gamma / 16, \tilde{\kappa} \gamma^{-1} / 4\right) \tag{C.90}
\end{equation*}
$$

The constant $M_{3}$ is given by

$$
\begin{equation*}
M_{3}=\max \left(\sqrt{L_{\tilde{K}} u+\gamma^{2}}, \sqrt{3 / 2}\right) \max \left(\sqrt{(\tilde{\kappa} u)^{-1}}, \sqrt{2}\right) \tag{C.91}
\end{equation*}
$$

Moreover, there exists a unique invariant probability measure $\bar{\mu}_{\infty}$ for (C.85) and convergence in $L^{2}$ Wasserstein distance to $\bar{\mu}_{\infty}$ holds.

If

$$
\begin{equation*}
L_{\tilde{g}} \leq \sqrt{\tilde{\kappa} / u}(\gamma / 4) \min \left(1 / 8, \tilde{\kappa} \gamma^{-2} / 2\right) \tag{C.92}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathcal{W}_{1, \tilde{r}}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq e^{-\hat{c} t} \mathcal{W}_{1, \tilde{r}}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right) \quad \text { and } \quad \mathcal{W}_{1}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq M_{3} e^{-\hat{c} t} \mathcal{W}_{1}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right) \tag{C.93}
\end{equation*}
$$

and convergence in $L^{1}$ Wasserstein distance to $\bar{\mu}_{\infty}$ holds.
Proof. The proof uses a synchronous coupling and is postponed to Appendix C.7.3.

Remark C.25. Note that (C.89) implies directly a bound in $L^{p}$ Wasserstein distance for $1 \leq p<$ 2, i.e., by Jensen's inequality it holds $\mathcal{W}_{p}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq \mathcal{W}_{2}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq M_{0} M_{3} e^{-\hat{c} t} \mathcal{W}_{p}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right)$, where $M_{0}=\mathcal{W}_{2}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right) / \mathcal{W}_{p}\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right)$. The additional constant $M_{0}$ is finite by Assumption C.5, but it might be very large. Here, contraction in $L^{1}$ Wasserstein distance is stated separately and (C.93) is proven directly.

Remark C.26. By (C.88) and (C.92), it holds $L_{\tilde{g}} \leq \tilde{\kappa} / 8$ and $L_{\tilde{g}} \leq \tilde{\kappa} / 16$, respectively. Hence, contraction is proven for $\tilde{b}$ being a small perturbation of a linear function. Further, the contraction rate is maximized for $\gamma=2 \sqrt{\tilde{\kappa} u}$.
Remark C.27. Note that the underlying distance $\tilde{r}$ is defined similarly as $r_{l}$ in (C.26) and coincides with $\rho$ defined in (C.35) if $\tilde{K}=K, \sigma=\tau$ and $\mathcal{K}=\{(0,0)\}$. Moreover, $\tilde{r}$ is equivalent to the Euclidean distance on $\mathbb{R}^{2 d}$, i.e.,

$$
\begin{align*}
\min (\tilde{\kappa} u / 2,1 / 4) \gamma^{-2}(|x-\bar{x}|+|y-\bar{y}|)^{2} & \leq \min (\tilde{\kappa} u, 1 / 2) \gamma^{-2}|(x, y)-(\bar{x}, \bar{y})|^{2} \leq \tilde{r}((x, y),(\bar{x}, \bar{y}))^{2} \\
& \leq \max \left(L_{\tilde{K}} u \gamma^{-2}+1,(3 / 2) \gamma^{-2}\right)|(x, y)-(\bar{x}, \bar{y})|^{2} \\
& \leq \max \left(L_{\tilde{K}} u \gamma^{-2}+1,(3 / 2) \gamma^{-2}\right)(|x-\bar{x}|+|y-\bar{y}|)^{2} . \tag{C.94}
\end{align*}
$$

## C.7.2 Uniform in time propagation of chaos in the unconfined case

Next, we establish uniform in time propagation of chaos bounds for the unconfined Langevin dynamics. Fix $N \in \mathbb{N}$. We consider the functions $\hat{\rho}_{N}, \tilde{\rho}_{N}: \mathbb{R}^{2 N d} \times \mathbb{R}^{2 N d} \rightarrow[0, \infty)$ given by

$$
\begin{array}{ll}
\hat{\rho}_{N}((x, y),(\bar{x}, \bar{y}))^{2}:=N^{-1} \sum_{i=1}^{N} \tilde{r}(\pi(x, y), \pi(\bar{x}, \bar{y}))^{2}, & \text { and } \\
\tilde{\rho}_{N}((x, y),(\bar{x}, \bar{y})):=N^{-1} \sum_{i=1}^{N} \tilde{r}(\pi(x, y), \pi(\bar{x}, \bar{y})) & \text { for all } x, y, \bar{x}, \bar{y} \in \mathbb{R}^{N d}, \tag{C.96}
\end{array}
$$

where $\tilde{r}$ is given in (C.86) and $\pi: \mathbb{R}^{2 N d} \rightarrow \mathbb{R}^{2 N d}$ is given by

$$
\begin{equation*}
\pi(x, y)=\left(x^{i}-N^{-1} \sum_{j=1}^{N} x^{j}, y^{i}-N^{-1} \sum_{j=1}^{N} y^{j}\right)_{i=1}^{N} \quad \text { for }(x, y) \in \mathbb{R}^{2 N d} \tag{C.97}
\end{equation*}
$$

The function $\pi$ defines a projection from $\mathbb{R}^{2 N d}$ to the hyperplane $\mathbf{H}^{N}=\left\{(x, y) \in \mathbb{R}^{2 N d}\right.$ : $\left.\left(\sum_{i} x^{i}, \sum_{i} y^{i}\right)=0\right\}$. We note that distances $\hat{\rho}_{N}$ and $\tilde{\rho}_{N}$ are equivalent to $\tilde{\ell}_{N}^{p}$ given by

$$
\begin{equation*}
\tilde{\ell}_{N}^{p}((x, y),(\bar{x}, \bar{y}))=\ell_{N}^{p}(\pi(x, y), \pi(\bar{x}, \bar{y})), \quad \text { for all } x, y, \bar{x}, \bar{y} \in \mathbb{R}^{N d}, \tag{C.98}
\end{equation*}
$$

with $p=1$ and $p=2$, respectively.
Theorem C. 28 (Propagation of chaos for unconfined Langevin dynamics in $L^{2}$ and $L^{1}$ Wasserstein distance). Suppose Assumption C. 4 holds. Let $\bar{\mu}_{0}$ and $\mu_{0}$ be two probability distributions on $\mathbb{R}^{2 d}$ satisfying Assumption C.5. For $t \geq 0$, let $\bar{\mu}_{t}$ be the law of the process $\left(\bar{X}_{t}, \bar{Y}_{t}\right)$, where $\left(\bar{X}_{s}, \bar{Y}_{s}\right)_{s \geq 0}$ is a solution to (C.85) with initial distribution $\bar{\mu}_{0}$. Let $\mu_{t}^{N}$ be the law of $\left\{X_{t}^{i, N}, Y_{t}^{i, N}\right\}_{i=1}^{N}$, where $\left(\left\{X_{s}^{i, N}, Y_{s}^{i, N}\right\}_{i=1}^{N}\right)_{s \geq 0}$ is a solution to (C.3) with $b=0$ and with initial distribution $\mu_{0}^{N}=\mu_{0}^{\otimes N}$. If $L_{\tilde{g}}$ satisfies (C.88), then

$$
\begin{aligned}
& \mathcal{W}_{2, \hat{\rho}_{N}}\left(\bar{\mu}_{t}^{\otimes N}, \mu_{t}^{N}\right) \leq e^{-\hat{c} / 2 t} \mathcal{W}_{2, \hat{\rho}_{N}}\left(\bar{\mu}_{0}^{\otimes N}, \mu_{0}^{N}\right)+\hat{c}^{-1 / 2} \mathcal{C}_{3} N^{-1 / 2} \quad \text { and } \\
& \mathcal{W}_{2, \tilde{\ell}_{N}^{2}}\left(\bar{\mu}_{t}^{N}, \mu_{t}^{N}\right) \leq \sqrt{2} M_{3} e^{-\hat{c} / 2 t} \mathcal{W}_{2, \tilde{\ell}_{N}^{2}}\left(\bar{\mu}_{0}^{N}, \mu_{0}^{N}\right)+M_{4} \hat{c}^{-1 / 2} \mathcal{C}_{3} N^{-1 / 2},
\end{aligned}
$$

where $\hat{c}, \tilde{l}_{N}^{2}$ and $M_{3}$ are given in (C.90), (C.98) and (C.91), respectively. The constant $M_{4}$ is given by

$$
\begin{equation*}
M_{4}=\gamma \max (\sqrt{2 / \tilde{\kappa}}, 2) \tag{C.99}
\end{equation*}
$$

and $\mathcal{C}_{3}$ is a positive constant depending on $\gamma, d, \tilde{\kappa}, L_{\tilde{K}}, L_{\tilde{g}}$, $u$ and on the second moment of $\bar{\mu}_{0}$. If $L_{\tilde{g}}$ satisfies $(\mathrm{C} .92)$, then

$$
\begin{aligned}
& \mathcal{W}_{1, \tilde{\rho}_{N}}\left(\bar{\mu}_{t}^{\otimes N}, \mu_{t}^{N}\right) \leq e^{-\hat{c} t} \mathcal{W}_{1, \tilde{\rho}_{N}}\left(\bar{\mu}_{0}^{\otimes N}, \mu_{0}^{N}\right)+\hat{c}^{-1} \mathcal{C}_{4} N^{-1 / 2} \quad \text { and } \\
& \mathcal{W}_{1, \tilde{\ell}_{N}^{1}}\left(\bar{\mu}_{t}^{\otimes N}, \mu_{t}^{N}\right) \leq \sqrt{2} M_{3} e^{-\hat{c} t} \mathcal{W}_{1, \tilde{\ell}_{N}^{1}}\left(\bar{\mu}_{0}^{\otimes N}, \mu_{0}^{N}\right)+M_{4} \hat{c}^{-1} \mathcal{C}_{4} N^{-1 / 2}
\end{aligned}
$$

where $\mathcal{C}_{4}$ is a positive constant depending on $\gamma, d, \tilde{\kappa}, L_{\tilde{K}}, L_{\tilde{g}}, u$ and on the second moment of $\bar{\mu}_{0}$.

## Proof. The proof is postponed to Appendix C.7.3.

Remark C.29. For $t \geq 0$, let $\mu_{t}^{N}$ and $\nu_{t}^{N}$ denote the law of $\left\{X_{t}^{i, N}, Y_{t}^{i, N}\right\}_{i=1}^{N}$ and $\left\{X_{t}^{\prime i, N}, Y_{t}^{\prime i, N}\right\}_{i=1}^{N}$, where the processes $\left(\left\{X_{s}^{i, N}, Y_{s}^{i, N}\right\}_{i=1}^{N}\right)_{s \geq 0}$ and $\left(\left\{X_{s}^{\prime i, N}, Y_{s}^{i i, N}\right\}_{i=1}^{N}\right)_{s \geq 0}$ are solutions to (C.3) with initial distributions $\mu_{0}^{N}$ and $\nu_{0}^{N}$, respectively, and for which Assumption C. 4 is supposed. An easy adaptation of the proof of Theorem C. 17 shows that if (C.88) holds, then

$$
\mathcal{W}_{2, \hat{\rho}_{N}}\left(\mu_{t}^{N}, \nu_{t}^{N}\right) \leq e^{-\hat{c} t} \mathcal{W}_{2, \hat{\rho}_{N}}\left(\mu_{0}^{N}, \nu_{0}^{N}\right) \quad \text { and } \quad \mathcal{W}_{2, \tilde{\ell}_{N}^{2}}\left(\mu_{t}^{N}, \nu_{t}^{N}\right) \leq \sqrt{2} M_{3} e^{-\hat{c} t} \mathcal{W}_{2, \tilde{\ell}_{N}^{2}}\left(\mu_{0}^{N}, \nu_{0}^{N}\right)
$$

and if (C.92) holds, then

$$
\mathcal{W}_{1, \tilde{\rho}_{N}}\left(\mu_{t}^{N}, \nu_{t}^{N}\right) \leq e^{-\hat{c} t} \mathcal{W}_{1, \tilde{\rho}_{N}}\left(\mu_{0}^{N}, \nu_{0}^{N}\right) \quad \text { and } \quad \mathcal{W}_{1, \tilde{\ell}_{N}^{1}}\left(\mu_{t}^{N}, \nu_{t}^{N}\right) \leq \sqrt{2} M_{3} e^{-\hat{c} t} \mathcal{W}_{1, \tilde{\ell}_{N}^{1}}\left(\mu_{0}^{N}, \nu_{0}^{N}\right)
$$

where $\hat{c}$ and $M_{3}$ are given in (C.90) and (C.91), respectively. For the proof, a coupling of two copies of $N$ particle systems is constructed in the same line as (C.108). As it will clarify by an inspection of the proof of Theorem C.17, we can obtain a slightly better contraction rate in $L^{2}$ Wasserstein distance for the particle system compared to the rate in the propagation of chaos result.

## C.7.3 Proof of Section C.7.1 and Section C.7.2

Proof of Theorem C.24. Given two probability measures $\bar{\mu}_{0}, \bar{\nu}_{0}$ on $\mathbb{R}^{2 d}$ and a $d$-dimensional Brownian motion $\left(B_{t}\right)_{t \geq 0}$, we consider the synchronous coupling $\left(\left(\bar{X}_{t}, \bar{Y}_{t}\right),\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)\right)_{t \geq 0}$ of two copies of solutions to (C.85) on $\mathbb{R}^{2 d} \times \mathbb{R}^{2 d}$ given by

$$
\begin{align*}
& \left\{\begin{array}{ll}
\mathrm{d} \bar{X}_{t}=\bar{Y}_{t} \mathrm{~d} t \\
\mathrm{~d} \bar{Y}_{t} & =\left(-\gamma \bar{Y}_{t}+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t},
\end{array} \quad\left(\bar{X}_{0}, \bar{Y}_{0}\right) \sim \bar{\mu}_{0}\right.  \tag{C.100}\\
& \left\{\begin{array}{ll}
\mathrm{d} \bar{X}_{t}^{\prime} & =\bar{Y}_{t}^{\prime} \mathrm{d} t \\
\mathrm{~d} \bar{Y}_{t}^{\prime} & =\left(-\gamma \bar{Y}_{t}^{\prime}+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{\prime}, \tilde{z}\right) \bar{\nu}_{t}^{x}(\mathrm{~d} \tilde{z})\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t},
\end{array} \quad\left(\bar{X}_{0}^{\prime}, \bar{Y}_{0}^{\prime}\right) \sim \bar{\nu}_{0}\right.
\end{align*}
$$

where $\bar{\mu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}\right), \bar{\nu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}^{\prime}\right)$. We set $\tilde{Z}_{t}=\bar{X}_{t}-\bar{X}_{t}^{\prime}$ and $\tilde{W}_{t}=\bar{Y}_{t}-\bar{Y}_{t}^{\prime}$. By Assumption C. 4 the process $\left(\tilde{Z}_{t}, \tilde{W}_{t}\right)_{t \geq 0}$ satisfies

$$
\left\{\begin{align*}
\mathrm{d} \tilde{Z}_{t} & =\tilde{W}_{t} \mathrm{~d} t  \tag{C.101}\\
\mathrm{~d} \tilde{W}_{t} & =\left(-\gamma \tilde{W}_{t}+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{\prime}, \tilde{z}\right) \bar{\nu}_{t}^{x}(\mathrm{~d} \tilde{z})\right) \mathrm{d} t \\
& =\left(-\gamma \tilde{W}_{t}-u \tilde{K}^{2} \tilde{Z}_{t}+u \int_{\mathbb{R}^{d}} \tilde{g}\left(\bar{X}_{t}-z\right) \bar{\mu}_{t}(\mathrm{~d} z)-u \int_{\mathbb{R}^{d}} \tilde{g}\left(\bar{X}_{t}^{\prime}-\tilde{z}\right) \bar{\nu}_{t}(\mathrm{~d} \tilde{z})\right) \mathrm{d} t
\end{align*}\right.
$$

where we used that $\mathbb{E}\left[\tilde{Z}_{t}\right]=0$, which holds by Assumption C. 4 and Assumption C.5. Let $\tilde{A}, \tilde{B}, \tilde{C} \in \mathbb{R}^{d \times d}$ be positive definite matrices given by

$$
\begin{equation*}
\tilde{A}=\gamma^{-2} u \tilde{K}+(1 / 2)(1-2 \sigma)^{2} \mathrm{Id}, \quad \tilde{B}=(1-2 \sigma) \gamma^{-1} \mathrm{Id}, \quad \text { and } \quad \tilde{C}=\gamma^{-2} \mathrm{Id}, \tag{C.102}
\end{equation*}
$$

where $\sigma$ is given by (C.87). Then, by Ito's formula,

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\tilde{Z}_{t} \cdot\left(\tilde{A} \tilde{Z}_{t}\right)+\tilde{Z}_{t} \cdot\left(\tilde{B} \tilde{W}_{t}\right)+\tilde{W}_{t} \cdot\left(\tilde{C} \tilde{W}_{t}\right)\right) \\
& \leq 2\left(\tilde{A} \tilde{Z}_{t}\right) \cdot \tilde{W}_{t} \mathrm{~d} t+\left(\tilde{W}_{t} \cdot\left(\tilde{B} \tilde{W}_{t}\right)-\left(B \tilde{Z}_{t}\right) \cdot\left(\gamma \tilde{W}_{t}+u \tilde{K} \tilde{Z}_{t}\right)\right) \mathrm{d} t-2\left(\tilde{C} \tilde{W}_{t}\right) \cdot\left(\gamma \tilde{W}_{t}+u \tilde{K} \tilde{Z}_{t}\right) \mathrm{d} t \\
&+L_{\tilde{g}} u\left|\tilde{B} \tilde{Z}_{t}+2 \tilde{C} \tilde{W}_{t}\right|\left(\left|\tilde{Z}_{t}\right|+\mathbb{E}\left[| | \tilde{Z}_{t} \mid\right]\right) \mathrm{d} t \\
& \leq \tilde{Z}_{t} \cdot\left((-u \tilde{K} \tilde{B}) \tilde{Z}_{t}\right)+\tilde{Z}_{t} \cdot(2 \tilde{A}-\gamma \tilde{B}-2 u \tilde{K} \tilde{C}) \tilde{W}_{t}+\tilde{W}_{t} \cdot\left((\tilde{B}-\gamma \tilde{C}) \tilde{W}_{t}\right) \\
& \quad+L_{\tilde{g}} u\left|\tilde{B} \tilde{Z}_{t}+2 \tilde{C} \tilde{W}_{t}\right|\left(\left|\tilde{Z}_{t}\right|+\mathbb{E}\left[\left|\tilde{Z}_{t}\right|\right]\right) \\
& \leq-2 \sigma \gamma\left(\tilde{Z}_{t} \cdot\left(\tilde{A} \tilde{Z}_{t}\right)+\tilde{Z}_{t} \cdot\left(\tilde{B} \tilde{W}_{t}\right)+\tilde{W}_{t} \cdot\left(\tilde{C} \tilde{W}_{t}\right)\right)+L_{\tilde{g}} u\left|\tilde{B} \tilde{Z}_{t}+2 \tilde{C} \tilde{W}_{t}\right|\left(\left|\tilde{Z}_{t}\right|+\mathbb{E}\left[\left|\tilde{Z}_{t}\right|\right]\right),
\end{aligned}
$$

where we applied (C.87) in the last step More precisely, it holds for all $z \in \mathbb{R}^{d}$

$$
\begin{equation*}
z \cdot\left(\left(-u \tilde{K}(1-4 \sigma) \gamma^{-1}\right) z\right) \leq-(\tilde{\kappa} u / 2) \gamma^{-1}|z|^{2} \leq-\gamma \sigma|z|^{2} \leq-\gamma \sigma(1-2 \sigma)^{2}|z|^{2} \tag{C.103}
\end{equation*}
$$

and therefore $z \cdot\left(\left(-u \tilde{K}(1-2 \sigma) \gamma^{-1}\right) z\right) \leq-2 \gamma \sigma\left(\tilde{\kappa} u \gamma^{-2}+(1 / 2)(1-2 \sigma)^{2}\right)|z|^{2}$.
Then for $\tilde{r}(t)=\tilde{r}\left(\left(\bar{X}_{t}, \bar{Y}_{t}\right),\left(\bar{X}_{t}^{\prime}, \bar{Y}_{t}^{\prime}\right)\right)=\left(\tilde{Z}_{t} \cdot\left(\tilde{A} \tilde{Z}_{t}\right)+\tilde{Z}_{t} \cdot\left(\tilde{B} \tilde{W}_{t}\right)+\tilde{W}_{t} \cdot\left(\tilde{C} \tilde{W}_{t}\right)\right)^{1 / 2}$ given in (C.86),

$$
\begin{equation*}
\mathrm{d} \tilde{r}(t)^{2} \leq-2 \sigma \gamma \tilde{r}(t)^{2} \mathrm{~d} t+L_{\tilde{g}} u \gamma^{-1}\left|(1-2 \sigma) \tilde{Z}_{t}+2 \gamma^{-1} \tilde{W}_{t}\right|\left(\left|\tilde{Z}_{t}\right|+\mathbb{E}\left[\left|\tilde{Z}_{t}\right|\right]\right) \mathrm{d} t \tag{C.104}
\end{equation*}
$$

By taking expectation, it holds

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\tilde{r}(t)^{2}\right] \leq-2 \sigma \gamma \mathbb{E}\left[\tilde{r}(t)^{2}\right]+L_{\tilde{g}} u \gamma^{-1} \mathbb{E}\left[\left|(1-2 \sigma) \tilde{Z}_{t}+2 \gamma^{-1} \tilde{W}_{t}\right|\left(\left|\tilde{Z}_{t}\right|+\mathbb{E}\left[\left|\tilde{Z}_{t}\right|\right]\right)\right] . \tag{C.105}
\end{equation*}
$$

By (C.88), (C.87) and Young's inequality, we obtain for the last term

$$
\begin{array}{rl}
L_{\tilde{g}} u \gamma^{-1} & \mathbb{E}\left[\left|(1-2 \sigma) \tilde{Z}_{t}+2 \gamma^{-1} \tilde{W}_{t}\right|\left(\left|\tilde{Z}_{t}\right|+\mathbb{E}\left[\left|\tilde{Z}_{t}\right| \mid\right)\right]\right. \\
& \leq \frac{\sigma \sqrt{\tilde{\kappa} u}}{2} \mathbb{E}\left[\left|(1-2 \sigma) \tilde{Z}_{t}+2 \gamma^{-1} \tilde{W}_{t}\right|\left(\left|\tilde{Z}_{t}\right|+\mathbb{E}\left[\left|\tilde{Z}_{t}\right|\right]\right]\right. \\
& \leq \sigma \gamma\left(\tilde{\kappa} u \gamma^{-2} \mathbb{E}\left[\left|\tilde{Z}_{t}\right|^{2}\right]+\frac{1}{4} \mathbb{E}\left[\left|(1-2 \sigma) \tilde{Z}_{t}+2 \gamma^{-1} \tilde{W}_{t}\right|^{2}\right]\right)  \tag{C.106}\\
& \leq \sigma \gamma\left(\tilde{\kappa} u \gamma^{-2} \mathbb{E}\left[\left|\tilde{Z}_{t}\right|^{2}\right]+\frac{1}{2} \mathbb{E}\left[\left|(1-2 \sigma) \tilde{Z}_{t}+\gamma^{-1} \tilde{W}_{t}\right|^{2}\right]+\frac{1}{2} \mathbb{E}\left[\left|\tilde{W}_{t}\right|^{2}\right]\right) \leq \sigma \gamma \mathbb{E}\left[\tilde{r}(t)^{2}\right] .
\end{array}
$$

By inserting this bound in (C.105), we obtain by Grönwall's inequality,

$$
\mathcal{W}_{2, \tilde{r}}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right)^{2} \leq \mathbb{E}\left[\tilde{r}(t)^{2}\right] \leq e^{-2 \hat{c} t} \mathbb{E}\left[\tilde{r}(0)^{2}\right]
$$

with $\hat{c}$ given in (C.90). By taking the square root and the infimum over all couplings $\omega \in$ $\Pi\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right)$, we obtain the first result in $L^{2}$ Wasserstein distance. The second bound holds by (C.94) with $M_{3}$ given by (C.91). To obtain contraction in $L^{1}$ Wasserstein distance, we take the square root in (C.104),

$$
\begin{aligned}
\mathrm{d} \tilde{r}(t) & \leq-\sigma \gamma \tilde{r}(t) \mathrm{d} t+L_{\tilde{g}} u \gamma^{-1} \frac{\left|(1-2 \sigma) \tilde{Z}_{t}+2 \gamma^{-1} \tilde{W}_{t}\right|}{2 \tilde{r}(t)}\left(\left|\tilde{Z}_{t}\right|+\mathbb{E}\left[\left|\tilde{Z}_{t}\right|\right]\right) \mathrm{d} t \\
& \leq-\sigma \gamma \tilde{r}(t) \mathrm{d} t+L_{\tilde{g}} u \gamma^{-1}\left(\left|\tilde{Z}_{t}\right|+\mathbb{E}\left[\left|\tilde{Z}_{t}\right|\right]\right) \mathrm{d} t,
\end{aligned}
$$

where the last step holds by

$$
\begin{align*}
& \frac{\left|(1-2 \sigma) \tilde{Z}_{t}+2 \gamma^{-1} \tilde{W}_{t}\right|}{2 \tilde{r}(t)}  \tag{C.107}\\
& \leq \frac{1}{2}\left(\frac{(1-2 \sigma)^{2}\left|\tilde{Z}_{t}\right|^{2}+4(1-2 \sigma) \gamma^{-1} \tilde{Z}_{t} \cdot \tilde{W}_{t}+4 \gamma^{-2}\left|\tilde{W}_{t}\right|^{2}}{\left(\tilde{\kappa} u \gamma^{-2}+(1 / 2)(1-2 \sigma)^{2}\right)\left|\tilde{Z}_{t}\right|^{2}+(1-2 \sigma) \gamma^{-1} \tilde{Z}_{t} \cdot \tilde{W}_{t}+\gamma^{-2}\left|\tilde{W}_{t}\right|^{2}}\right)^{1 / 2} \leq 1
\end{align*}
$$

Taking expectation and applying (C.92) we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[\tilde{r}(t)] \leq-\sigma \gamma \mathbb{E}[\tilde{r}(t)]+2 L_{\tilde{g}} u \gamma^{-1} \mathbb{E}\left[\left|\tilde{Z}_{t}\right|\right] \leq-\sigma \gamma \mathbb{E}[\tilde{r}(t)]+\frac{\sigma \gamma}{2} \mathbb{E}\left[\sqrt{\tilde{\kappa} u \gamma^{-2}\left|\tilde{Z}_{t}\right|}\right] \leq-\frac{\sigma \gamma}{2} \mathbb{E}[\tilde{r}(t)]
$$

Hence by Grönwall's inequality,

$$
\mathcal{W}_{1, \tilde{r}}\left(\bar{\mu}_{t}, \bar{\nu}_{t}\right) \leq e^{-\hat{c} t} \mathbb{E}[\tilde{r}(0)]
$$

where $\hat{c}$ is given in (C.90). Taking the infimum over all couplings $\omega \in \Pi\left(\bar{\mu}_{0}, \bar{\nu}_{0}\right)$, we obtain the first bound in $L^{1}$ Wasserstein distance. The second bound follows by (C.94) with $M_{3}$ given in (C.91).

To prove Theorem C.28, we establish a second moment bound of the solution to the nonlinear unconfined Langevin equation.

Lemma C. 30 (Moment control for unconfined Langevin dynamics). Suppose that Assumption $C .4$ and (C.88) hold. Let $\left(\bar{X}_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ be a solution to (C.85) with initial distribution satisfying Assumption C.5. Then there exists a finite constant $\mathcal{C}_{5}>0$ such that

$$
\sup _{t \geq 0} \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\right] \leq \mathcal{C}_{5}
$$

The constant $\mathcal{C}_{5}$ depends on $\gamma, d, \tilde{\kappa}, L_{\tilde{g}}, u$ and on the second moment of the initial distribution.
Proof. As in the proof of Lemma C.23, we adapt the proof idea from [75, Lemma 8]. First, we note that by Assumption C. 4 and Assumption C.5, $\mathbb{E}\left[\bar{X}_{t}\right]=\mathbb{E}\left[\bar{Y}_{t}\right]=0$ for all $t \geq 0$, since by anti-symmetry of $\tilde{g}$

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\bar{X}_{t}\right]=\mathbb{E}\left[\bar{Y}_{t}\right], \quad \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\bar{Y}_{t}\right]=-\gamma \mathbb{E}\left[\bar{Y}_{t}\right]
$$

and $\mathbb{E}\left[\bar{X}_{0}\right]=\mathbb{E}\left[\bar{Y}_{0}\right]=0$. Hence, $\bar{X}_{t} \cdot \mathbb{E}\left[\bar{X}_{t}\right]=\bar{Y}_{t} \cdot \mathbb{E}\left[\bar{X}_{t}\right]=0$. Further, we bound $\left|\mathbb{E}_{x \sim \bar{\mu}_{t}}\left[\tilde{g}\left(\bar{X}_{t}, x\right)\right]\right| \leq$ $L_{\tilde{g}}\left(\left|\bar{X}_{t}\right|+\mathbb{E}\left[\left|\bar{X}_{t}\right|\right]\right)$. By Ito's formula and Assumption C.4, it holds for $\sigma \in(0,1 / 2)$,

$$
\begin{aligned}
& \mathrm{d}\left(\gamma^{-2} u \bar{X}_{t} \cdot\left(\tilde{K} \bar{X}_{t}\right)+(1 / 2)\left|(1-2 \sigma) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+(1 / 2) \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right) \\
& \leq\left(2 \gamma^{-2} u \bar{X}_{t} \cdot\left(\tilde{K} \bar{Y}_{t}\right)+(1-2 \sigma)^{2} \bar{X}_{t} \cdot \bar{Y}_{t}\right) \mathrm{d} t+(1-2 \sigma) \gamma^{-1}\left(\left|\bar{Y}_{t}\right|^{2}-\bar{X}_{t} \cdot\left(u \tilde{K} \bar{X}_{t}\right)-\gamma \bar{X}_{t} \cdot \bar{Y}_{t}\right) \mathrm{d} t \\
& +\gamma^{-2}\left(-2 \gamma\left|\bar{Y}_{t}\right|^{2}-2(u \tilde{K} \bar{Y})_{t} \cdot \bar{X}_{t}\right) \mathrm{d} t+L_{\tilde{g}} u\left|(1-2 \sigma) \gamma^{-1} \bar{X}_{t}+2 \gamma^{-2} \bar{Y}_{t}\right|\left(\left|\bar{X}_{t}\right|+\mathbb{E}\left[\left|\bar{X}_{t}\right|\right]\right) \mathrm{d} t \\
& +2 \gamma^{-1} u d \mathrm{~d} t+\sqrt{2 \gamma^{-1} u}\left((1-2 \sigma) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right) \mathrm{d} B_{t} \\
& \leq-(1-2 \sigma) \gamma^{-1} u \bar{X}_{t} \cdot\left(\tilde{K}_{X}\right) \mathrm{d} t-2 \sigma \gamma\left((1-2 \sigma) \gamma^{-1} \bar{X}_{t} \cdot \bar{Y}_{t}+\gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right) \mathrm{d} t+2 \gamma^{-1} u d \mathrm{~d} t \\
& +L_{\tilde{g}} u\left|(1-2 \sigma) \gamma^{-1} \bar{X}_{t}+2 \gamma^{-2} \bar{Y}_{t}\right|\left(\left|\bar{X}_{t}\right|+\mathbb{E}\left[\left|\bar{X}_{t}\right|\right]\right) \mathrm{d} t+\sqrt{2 \gamma^{-1} u}\left((1-2 \sigma) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right) \mathrm{d} B_{t}
\end{aligned}
$$

Then by (C.103) we obtain after taking expectation

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E} {\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(\tilde{K} \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \sigma) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right] } \\
& \leq-2 \sigma \gamma \mathbb{E}\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(\tilde{K} \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \sigma) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right]+2 \gamma^{-1} u d \\
& \quad+L_{\tilde{g}} u \gamma^{-1} \mathbb{E}\left[\left|(1-2 \sigma) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right|\left(\left|\bar{X}_{t}\right|+\mathbb{E}\left[\left|\bar{X}_{t}\right|\right]\right)\right] .
\end{aligned}
$$

By (C.88) and Young's inequality, we bound the last term similarly as (C.106) by

$$
\begin{aligned}
& L_{\tilde{g}} u \gamma^{-1} \mathbb{E}\left[\left|(1-2 \sigma) \bar{X}_{t}+2 \gamma^{-1} \bar{Y}_{t}\right|\left(\left|\bar{X}_{t}\right|+\mathbb{E}\left[\left|\bar{X}_{t}\right|\right]\right)\right] \\
& \leq \sigma \gamma\left(\tilde{\kappa} u \gamma^{-2} \mathbb{E}\left[\left|\bar{X}_{t}\right|^{2}\right]+\frac{1}{2} \mathbb{E}\left[\left|(1-2 \sigma) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}\right]+\frac{1}{2} \mathbb{E}\left[\left.\bar{Y}_{t}\right|^{2}\right]\right)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(\tilde{K} \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \sigma) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right] \\
& \quad \leq-\sigma \gamma \mathbb{E}\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(\tilde{K} \bar{X}_{t}\right)+\frac{1}{2}\left|(1-2 \sigma) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right]+2 \gamma^{-1} u d
\end{aligned}
$$

Then by Grönwall's inequality, there exists a constant $\mathbf{C}$ such that

$$
\sup _{t \geq 0} \mathbb{E}\left[\gamma^{-2} u \bar{X}_{t} \cdot\left(\tilde{K} \bar{X}_{t}\right) \frac{1}{2}\left|(1-2 \sigma) \bar{X}_{t}+\gamma^{-1} \bar{Y}_{t}\right|^{2}+\frac{1}{2} \gamma^{-2}\left|\bar{Y}_{t}\right|^{2}\right] \leq \mathbf{C}<\infty
$$

and we obtain the result for $\mathcal{C}_{5}=\mathbf{C} /\left(\tilde{\kappa} \gamma^{-2} u\right)$.
Proof of Theorem C.28. We consider a synchronous coupling approach of solutions to (C.85) and (C.3) with $b \equiv 0$. Fix $N \in \mathbb{N}$. Let $\left\{\left(B_{t}^{i}\right)_{t \geq 0}\right\}_{i=1}^{N}$ be $N$ independent $d$-dimensional Brownian motions and let $\mu_{0}$ and $\bar{\mu}_{0}$ be two probability measrues on $\mathbb{R}^{2 d}$. The coupling $\left(\left\{\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right\}_{i=1}^{N}\right)_{t \geq 0}$ of $N$ copies of a solution to (C.85) and a solution to (C.3) with $b \equiv 0$ is given on $\mathbb{R}^{2 N d} \times \mathbb{R}^{2 N d}$ by

$$
\begin{align*}
& \left\{\begin{array}{ll}
\mathrm{d} \bar{X}_{t}^{i} & =\bar{Y}_{t}^{i} \mathrm{~d} t \\
\mathrm{~d} \bar{Y}_{t}^{i} & =\left(-\gamma \bar{Y}_{t}^{i}+u \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t}^{i},
\end{array} \quad\left(\bar{X}_{0}^{i}, \bar{Y}_{0}^{i}\right) \sim \bar{\mu}_{0},\right.
\end{align*}\left\{\begin{array}{ll}
\mathrm{d} X_{t}^{i} & =Y_{t}^{i} \mathrm{~d} t \\
\mathrm{~d} Y_{t}^{i} & =\left(-\gamma Y_{t}^{i}+u N^{-1} \sum_{j=1}^{N} \tilde{b}\left(X_{t}^{i}, X_{t}^{j}\right)\right) \mathrm{d} t+\sqrt{2 \gamma u} \mathrm{~d} B_{t}^{i}, \tag{C.108}
\end{array} \quad\left(X_{0}^{i}, Y_{0}^{i}\right) \sim \mu_{0}, ~ l\right.
$$

for $i=1, \ldots, N$, where $\bar{\mu}_{t}^{x}=\operatorname{Law}\left(\bar{X}_{t}^{i}\right)$ for all $i$. For simplicity, we omitted the parameter $N$ in the index of $\left(X_{t}^{i}, Y_{t}^{i}\right)$ in the particle model. We set $\tilde{Z}_{t}^{i}=\bar{X}_{t}^{i}-X_{t}^{i}-N^{-1} \sum_{j=1}^{N}\left(\bar{X}_{t}^{j}-X_{t}^{j}\right)$ and $\tilde{W}_{t}^{i}=\bar{Y}_{t}^{i}-Y_{t}^{i}-N^{-1} \sum_{j=1}^{N}\left(\bar{Y}_{t}^{j}-Y_{t}^{j}\right)$. By Assumption C.4, the process $\left(\left\{\tilde{Z}_{t}^{i}, \tilde{W}_{t}^{i}\right\}_{i=1}^{N}\right)_{t \geq 0}$ satisfies

$$
\left\{\begin{align*}
\mathrm{d} \tilde{Z}_{t}^{i}= & \tilde{W}_{t}^{i} \mathrm{~d} t  \tag{C.109}\\
\mathrm{~d} \tilde{W}_{t}^{i}= & -\gamma \tilde{W}_{t}^{i} \mathrm{~d} t+u\left(\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-N^{-1} \sum_{j=1}^{N} \int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{j}, \tilde{,}\right) \bar{\mu}_{t}^{x}(\mathrm{~d} \tilde{z})\right. \\
& \left.-N^{-1} \sum_{j=1}^{N} \tilde{b}\left(X_{t}^{i}, X_{t}^{j}\right)+N^{-2} \sum_{j, k=1}^{N} \tilde{b}\left(X_{t}^{j}, X_{t}^{k}\right)\right) \mathrm{d} t \\
= & -\gamma \tilde{W}_{t}^{i} \mathrm{~d} t+u\left(-\tilde{K} \tilde{Z}_{t}^{i}+N^{-1} \sum_{j=1}^{N}\left(\tilde{g}\left(\bar{X}_{t}^{i}-\bar{X}_{t}^{j}\right)-\tilde{g}\left(X_{t}^{i}-X_{t}^{j}\right)\right)\right. \\
& \left.+\tilde{A}_{t}^{i}+N^{-1} \sum_{j=1}^{N} \tilde{A}_{t}^{j}\right) \mathrm{d} t,
\end{align*}\right.
$$

where $\tilde{A}_{t}^{k}=\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{k}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-N^{-1} \sum_{j=1}^{N} \tilde{b}\left(\bar{X}_{t}^{k}, \bar{X}_{t}^{j}\right)$ for all $k=1, \ldots, N$. Hence, for the positive definite matrices $\tilde{A}, \tilde{B}, \tilde{C}$ given in (C.102), we obtain for $i=1, \ldots, N$,

$$
\begin{aligned}
& \mathrm{d}\left(\tilde{Z}_{t}^{i} \cdot\left(\tilde{A} \tilde{Z}_{t}^{i}\right)+\tilde{Z}_{t}^{i} \cdot\left(\tilde{B} \tilde{W}_{t}^{i}\right)+\tilde{W}_{t}^{i} \cdot\left(\tilde{C} \tilde{W}_{t}^{i}\right)\right. \\
& \quad \leq 2 \tilde{Z}_{t}^{i} \cdot\left(\tilde{A} \tilde{W}_{t}^{i}\right) \mathrm{d} t+\left(\tilde{W}_{t}^{i} \cdot\left(\tilde{B} \tilde{W}_{t}^{i}\right)-\gamma \tilde{Z}_{t}^{i} \cdot\left(\tilde{B} \tilde{W}_{t}^{i}\right)-\left(\tilde{B} \tilde{Z}_{t}^{i}\right) \cdot\left(u \tilde{K} \tilde{W}_{t}^{i}\right)\right) \mathrm{d} t \\
& \quad+\left(\tilde{C} W_{t}^{i}\right) \cdot\left(-2 \gamma W_{t}^{i}-2 u \tilde{K} \tilde{Z}_{t}^{i}\right) \mathrm{d} t \\
& \quad+\left|\tilde{B} \tilde{Z}_{t}^{i}+2 \tilde{C} \tilde{W}_{t}^{i}\right| u\left(L_{\tilde{g}} N^{-1} \sum_{j=1}^{N}\left(\left|\tilde{Z}_{t}^{j}\right|+\left|\tilde{Z}_{t}^{i}\right|\right)+A_{t}^{i}+N^{-1} \sum_{i=j}^{N} A_{t}^{j}\right) \mathrm{d} t \\
& \quad \leq\left(-\left(u \tilde{K} \tilde{Z}_{t}^{i}\right) \cdot\left(\tilde{B} \tilde{Z}_{t}^{i}\right)+\tilde{Z}_{t}^{i} \cdot\left((2 \tilde{A}-\gamma \tilde{B}-2 u \tilde{K} \tilde{C}) \tilde{W}_{t}^{i}\right)+\tilde{W}_{t}^{i} \cdot\left((\tilde{B}-2 \gamma \tilde{C}) \tilde{W}_{t}^{i}\right)\right) \mathrm{d} t \\
& \quad+\left|\tilde{B} \tilde{Z}_{t}^{i}+2 \tilde{C} \tilde{W}_{t}^{i}\right| u\left(L_{\tilde{g}} N^{-1} \sum_{j=1}^{N}\left(\left|\tilde{Z}_{t}^{j}\right|+\left|\tilde{Z}_{t}^{i}\right|\right)+A_{t}^{i}+N^{-1} \sum_{i=j}^{N} A_{t}^{j}\right) \mathrm{d} t
\end{aligned}
$$

where $A_{t}^{k}=\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{k}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-N^{-1} \sum_{j=1}^{N} \tilde{b}\left(\bar{X}_{t}^{k}, \bar{X}_{t}^{j}\right)\right|$ for all $k=1, \ldots, N$. Then by (C.104) for $\tilde{r}^{i}(t)=\tilde{r}\left(\left(\bar{X}_{t}^{i}, \bar{Y}_{t}^{i}\right),\left(X_{t}^{i}, Y_{t}^{i}\right)\right)$

$$
\begin{align*}
& \mathrm{d} \tilde{r}^{i}(t)^{2}=\mathrm{d}\left(\tilde{Z}_{t}^{i} \cdot\left(\tilde{A} \tilde{Z}_{t}^{i}\right)+\tilde{Z}_{t}^{i} \cdot\left(\tilde{B} \tilde{W}_{t}^{i}\right)+\tilde{W}_{t}^{i} \cdot\left(\tilde{C} \tilde{W}_{t}^{i}\right)\right) \\
& \quad \leq-2 \sigma \gamma \tilde{r}^{i}(t)^{2} \mathrm{~d} t+\gamma^{-1}\left|(1-2 \sigma) \tilde{Z}_{t}^{i}+2 \gamma^{-1} \tilde{W}_{t}^{i}\right|\left(L_{\tilde{g}} N^{-1} \sum_{j=1}^{N}\left(\left|\tilde{Z}_{t}^{j}\right|+\left|\tilde{Z}_{t}^{i}\right|\right)+A_{t}^{i}+N^{-1} \sum_{i=j}^{N} A_{t}^{j}\right) \mathrm{d} t \tag{C.110}
\end{align*}
$$

and hence, for $\hat{\rho}_{t}:=\hat{\rho}_{N}\left(\left(X_{t}, Y_{t}\right),\left(\bar{X}_{t}, \bar{Y}_{t}\right)\right)$ given in (C.95),

$$
\begin{align*}
\mathrm{d} \hat{\rho}_{t} \leq & -2 \sigma \gamma \hat{\rho}_{t} \mathrm{~d} t+\frac{u}{\gamma} N^{-1} \sum_{i=1}^{N}\left(\left|(1-2 \sigma) \tilde{Z}_{t}^{i}+2 \gamma^{-1} \tilde{W}_{t}^{i}\right|\right.  \tag{C.111}\\
& \left.\left(L_{\tilde{g}} N^{-1} \sum_{j=1}^{N}\left(\left|\tilde{Z}_{t}^{j}\right|+\left|\tilde{Z}_{t}^{i}\right|\right)+A_{t}^{i}+N^{-1} \sum_{j=1}^{N} A_{t}^{j}\right)\right) \mathrm{d} t
\end{align*}
$$

For the last term, we obtain by (C.88) and Young's inequality

$$
L_{\tilde{g}} u \gamma^{-1} \frac{1}{N^{2}} \sum_{i, j=1}^{N}\left|(1-2 \sigma) \tilde{Z}_{t}^{i}+2 \gamma^{-1} \tilde{W}_{t}^{i}\right|\left(\left|\tilde{Z}_{t}^{j}\right|+\left|\tilde{Z}_{t}^{i}\right|\right) \leq \sigma \gamma \hat{\rho}_{t}
$$

similarly as in (C.106) and

$$
\begin{aligned}
\left.\frac{u}{\gamma} \frac{1}{N^{2}} \sum_{i, j=1}^{N} \right\rvert\,(1-2 \sigma) \tilde{Z}_{t}^{i} & +2 \gamma^{-1} \tilde{W}_{t}^{i} \mid\left(A_{t}^{i}+A_{t}^{j}\right) \\
& \leq \frac{\sigma \gamma}{2} \frac{1}{N} \sum_{i=1}^{N}\left(\frac{1}{4}\left|(1-2 \sigma) \tilde{Z}_{t}^{i}+2 \gamma^{-1} \tilde{W}_{t}^{i}\right|^{2}\right)+\frac{8 u^{2}}{\gamma^{3} \sigma} \frac{1}{N} \sum_{i=1}^{N}\left(A_{t}^{i}\right)^{2} \\
& \leq \frac{\sigma \gamma}{2} \hat{\rho}_{t}+\frac{8}{\gamma^{3} \sigma} \frac{1}{N} \sum_{i=1}^{N}\left(A_{t}^{i}\right)^{2}
\end{aligned}
$$

Inserting these estimates in (C.111) and taking expectation yields

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\hat{\rho}_{t}\right] \leq-\frac{\sigma \gamma}{2} \mathbb{E}\left[\hat{\rho}_{t}\right]+\frac{8}{\gamma^{3} \sigma} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[\left(A_{t}^{i}\right)^{2}\right] .
$$

We bound $\mathbb{E}\left[A_{t}^{i}\right]$ similar as in the proof of Theorem C.17. Note that by Assumption C.4, $\tilde{b}$ is Lipschitz continuous with a Lipschitz constant which is bounded from above by $L_{\tilde{K}}+L_{\tilde{g}}$. Hence, (C.82) and (C.83) hold here with $L_{\tilde{K}}+L_{\tilde{g}}$ instead of $\tilde{L}$. Then,

$$
\mathbb{E}\left[A_{t}^{i^{2}}\right] \leq \mathbb{E}\left[\left|\int_{\mathbb{R}^{d}} \tilde{b}\left(\bar{X}_{t}^{i}, z\right) \bar{\mu}_{t}^{x}(\mathrm{~d} z)-\frac{1}{N} \sum_{j=1} \tilde{b}\left(\bar{X}_{t}^{i}, \bar{X}_{t}^{j}\right)\right|^{2}\right] \leq \frac{16\left(L_{\tilde{K}}+L_{\tilde{g}}\right)^{2}}{N} \int_{\mathbb{R}^{d}}|x|^{2} \bar{\mu}_{t}(\mathrm{~d} x)
$$

By Lemma C.30, there exists a constant $\mathcal{C}_{6}$ depending on $\gamma, \mathbb{E}\left[\left|\bar{X}_{0}\right|^{2}+\left|\bar{Y}_{0}\right|^{2}\right], d, \tilde{\kappa}, L_{\tilde{K}}, L_{\tilde{g}}, u$ such that for $N \geq 2$ and $i=1, \ldots, N$,

$$
\sup _{t \geq 0} \mathbb{E}\left[A_{t}^{i^{2}}\right] \leq \mathcal{C}_{6} N^{-1}
$$

Hence,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\hat{\rho}_{t}^{2}\right] \leq-2 \sigma \gamma \mathbb{E}\left[\hat{\rho}_{0}^{2}\right]+\mathcal{C}_{3}^{2} N^{-1} / 2
$$

where $\mathcal{C}_{3}^{2}=\frac{8 u^{2}}{\sigma \gamma^{3}} \mathcal{C}_{6}$. By Grönwall's inequality,

$$
\mathcal{W}_{2, \hat{\rho}_{N}}\left(\operatorname{Law}\left(X_{t}^{1}, \ldots, X_{t}^{N}\right),\left(\bar{\mu}_{t}\right)^{\otimes N}\right)^{2} \leq \mathbb{E}\left[\hat{\rho}_{t}^{2}\right] \leq e^{-\hat{c} t} \mathbb{E}\left[\hat{\rho}_{0}^{2}\right]+\hat{c}^{-1} \mathcal{C}_{3}^{2} N^{-1}
$$

with $\hat{c}$ given in (C.90). By taking the infimum over all couplings $\omega \in \Pi\left(\mu_{0}^{N}, \bar{\mu}_{0}^{\otimes N}\right)$, we obtain the first result in $L^{2}$ Wasserstein distance. The second bound holds by (C.94) with $M_{3}$ and $M_{4}$ given by (C.91) and (C.99), respectively. To obtain the bound in $L^{1}$ Wasserstein distance, we note that by (C.110)

$$
\begin{aligned}
\mathrm{d} \tilde{r}^{i}(t) & =\frac{1}{2 r^{i}(t)} \mathrm{d} \tilde{r}^{i}(t)^{2} \\
& \leq-\sigma \gamma \tilde{r}^{i}(t) \mathrm{d} t+\frac{\left|(1-2 \sigma) \tilde{Z}_{t}^{i}+2 \gamma^{-1} \tilde{W}_{t}^{i}\right|}{2 \gamma \tilde{r}^{i}(t)} u\left(\frac{L_{\tilde{g}}}{N} \sum_{j}\left(\left|\tilde{Z}_{t}^{j}\right|+\left|\tilde{Z}_{t}^{i}\right|\right)+A_{t}^{i}+\frac{1}{N} \sum_{j=1}^{N} A_{t}^{j}\right) \mathrm{d} t \\
& \leq-\sigma \gamma \tilde{r}^{i}(t) \mathrm{d} t+\gamma^{-1} u\left(\frac{L_{\tilde{g}}}{N} \sum_{j}\left(\left|\tilde{Z}_{t}^{j}\right|+\left|\tilde{Z}_{t}^{i}\right|\right)+A_{t}^{i}+\frac{1}{N} \sum_{j=1}^{N} A_{t}^{j}\right) \mathrm{d} t,
\end{aligned}
$$

where the last step holds by (C.107). By summing over $i$ and taking expectation, we obtain by (C.92) for $\tilde{\rho}_{t}:=\tilde{\rho}_{N}\left(\left(X_{t}, Y_{t}\right),\left(\bar{X}_{t}, \bar{Y}_{t}\right)\right)$ given in (C.96),

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\tilde{\rho}_{t}\right] \leq-\sigma \gamma / 2 \mathbb{E}\left[\tilde{\rho}_{t}\right]+\gamma^{-1} u N^{-1} \sum_{i=1}^{N} \mathbb{E}\left[A_{t}^{i}\right] .
$$

By Assumption C. 4 and Lemma C.30, there exists a constant $\mathcal{C}_{4}$ depending on $\gamma, \mathbb{E}\left[\left|\bar{X}_{0}\right|^{2}+\left|\bar{Y}_{0}\right|^{2}\right]$, $d, \tilde{\kappa}, L_{\tilde{K}}, u$ and $L_{\tilde{g}}$ such that

$$
\sup _{t \geq 0} \mathbb{E}\left[A_{t}^{i}\right] \leq \mathcal{C}_{4} \gamma N^{-1 / 2}
$$

similarly as in (C.84). Hence,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\tilde{\rho}_{t}\right] \leq-\frac{\sigma \gamma}{2} \mathbb{E}\left[\tilde{\rho}_{t}\right]+\mathcal{C}_{4} N^{-1 / 2}
$$

By Grönwall's inequality,

$$
\mathcal{W}_{1, \tilde{\rho}_{N}}\left(\bar{\mu}_{t}^{\otimes N}, \mu_{t}^{N}\right) \leq \mathbb{E}\left[\tilde{\rho}_{t}\right] \leq e^{-\hat{c} t} \mathbb{E}\left[\tilde{\rho}_{0}\right]+\hat{c}^{-1} \mathcal{C}_{4} N^{-1 / 2}
$$

for $\hat{c}$ given in (C.90). Taking the infimum over all couplings $\omega \in \Pi\left(\bar{\mu}_{0}^{\otimes N}, \mu_{0}^{N}\right)$, we obtain the first result in $L^{1}$ Wasserstein distance. The second bound holds by (C.94) with $M_{3}$ and $M_{4}$ given in (C.91) and (C.99).
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