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“There is no single ‘golden rule’ in approaching the wide field of mass spectrometry.”

– Jürgen H. Gross –





Abstract

Mass spectrometry (MS) is widely used for the structural elucidation of compounds in a vast variety
of scientific research. Unfortunately, many methods that aim to predict mass spectra often lack the
capability to elucidate the complete fragmentation pathways of unknown compounds. For this reason,
the QCEIMS program was developed in 2013, which combines quantum chemical (QC) methods with
statistical models to calculate standard 70 eV Electron Ionization (EI) mass spectra. In this thesis,
the QCEIMS software was improved to compute more reliable EI spectra and extended to enable
calculations of collision-induced dissociation (CID) processes. This development led to the renaming
of the program to QCxMS (x = EI, CID), reflecting the greater general applicability of the software.
For a perspective overview of the subject, the introduction to this thesis provides an outline of the
operating principles of mass spectrometry and highlights the differences between the EI and CID
methods. Existing computational and chemoinformatic methods for obtaining MS references are
listed, and their shortcomings are discussed, resulting in the motivation for the development of the
QCxMS approach.
The theoretical background for the underlying concepts of calculating mass spectra using quantum
chemical methods are broken down along with the working mechanisms of the QCxMS software.
Since the software is based on calculating a statistically relevant number of dissociation processes
through massively parallel molecular dynamics (MD) simulations, the use of fast and reliable QC
methods is mandatory. In particular, semiempirical quantum mechanical (SQM) methods are well
suited for this purpose, making the GFN𝑛-xTB (𝑛 = 1, 2) methods essential in this context. They
allow fast and accurate calculations of dissociation processes for molecules composed of atoms up to
Radon (Z = 86). The implementation of GFN2-xTB in QCxMS and the calculation of EI mass spectra
with both GFN𝑛-xTB methods are evaluated for various compounds consisting of organic, inorganic
main-group, and transition metal elements.
In many MS applications, ionization is accomplished by protonation. However, unlike EI, the low
ionization energy achieved in this process is insufficient to initiate fragmentation simultaneously.
Instead, collisions between the ionized analyte and neutral gas atoms are used to activate the species.
The implementation of this principle in QCxMS leads to a tool for routine calculations of CID mass
spectra. The most important aspects in this regard are implemented in different run types, allowing
the software to calculate slow heating and collision processes. Tests on various benchmark structures
are shown.
The relevance of QCxMS for the chemical/pharmaceutical industry is demonstrated by the application
of the CID mode to calculate the spectra of drug molecules. For the first time, the unknown
fragmentation pathways of the two large molecules nateglinide and zopiclone are fully elucidated by
combining generic rules and calculated MD trajectories. Unusual decompositions and unintuitive
protonation sites are found and discussed.
Developments for the CID module are concluded by removing the charge constraints on the molecular
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ion when calculating mass spectra. The considerations that went into the development of this approach
are discussed, and the weak points are presented. Negatively charged spectra of deprotonated organic
compounds are calculated, and the influence of the deprotonation sites on the computed spectrum
analyzed. In addition, mass spectra of multiply charged compounds are calculated fully automatically,
which was not possible by other methods so far.
Finally, the most important details of this work are summarized, and an outlook on future developments
that could improve the general applicability and the accuracy is given. Although not explicitly reported,
the program was released open-source and comprehensive documentation is provided for free on the
Internet.
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Kurzzusammenfassung

Die Massenspektrometrie (MS) wird für die Strukturaufklärung von Verbindungen in einer Vielzahl
von wissenschaftlichen Forschungsgebieten verwendet. Leider sind viele Methoden zur Vorhersage
von Massenspektren oft nicht in der Lage, die vollständigen Fragmentierungswege unbekannter
Verbindungen aufzuklären. Aus diesem Grund wurde 2013 das Programm QCEIMS entwickelt, das
quanten-chemische Methoden (QC) mit statistischen Modellen kombiniert, um Standardisierte 70
eV Elektronenionisations (EI) Massenspektren zu berechnen. In dieser Arbeit wurde die QCEIMS-
Software verbessert, um zuverlässigere EI-Spektren zu berechnen, und erweitert, um die Berechnungen
von kollisionsinduzierten Dissoziationsprozessesen (CID) zu ermöglichen. Diese Entwicklung führte
zur Umbenennung des Programms in QCxMS (x = EI, CID), was der größeren allgemeinen Anwend-
barkeit der Software Rechnung trägt.
Für einen perspektivischen Überblick über das Thema bietet die Einleitung zu dieser Arbeit eine
Darstellung der Funktionsprinzipien der Massenspektrometrie und zeigt die Unterschiede zwischen
der EI- und der CID-Methode auf. Bestehende computergestützte und chemoinformatische Methoden
zur Gewinnung von MS-Referenzen werden aufgelistet und ihre Unzulänglichkeiten diskutiert, woraus
sich die Motivation für die Entwicklung des QCxMS-Ansatzes ergibt.
Um den theoretischen Hintergrund für die zugrundeliegenden Konzepte zu verstehen die für die
Berechnung von Massenspektren mit quantenchemischen Methoden erforderlich sind, werden im
folgenden die Arbeitsmechanismen der QCxMS-Software aufgeschlüsselt. Da die Software auf der
Berechnung einer statistisch relevanten Anzahl von Dissoziationsprozessen durch massiv parallele
molekular-dynamische (MD) Simulationen basiert, ist die Verwendung schneller und zuverlässiger QC-
Methoden zwingend erforderlich. Vor allem semiempirische quantenmechanische (SQM) Methoden
sind für diesen Zweck gut geeignet, insbesondere sind die GFNn-xTB (n = 1, 2) Methoden in diesem
Zusammenhang von großer Bedeutung. Sie ermöglichen schnelle und genaue Berechnungen von
Dissoziationsprozessen für Moleküle, die aus Atomen bis einschließlich Radon (Z = 86) zusammen
gesetzt sein können. Die Implementierung von GFN2-xTB in QCxMS und die Berechnung von
EI-Massenspektren mit beiden GFNn-xTB-Methoden werden für verschiedene Verbindungen evaluiert,
die aus organischen, Hauptgruppen anorganischen, sowie Übergangs-Metallatomen bestehen.
Bei vielen MS-Anwendungen erfolgt die Ionisierung durch Protonierung. Anders als bei EI reicht
die bei diesem Verfahren erzielte niedrige Ionisierungsenergie jedoch nicht aus, um gleichzeitig eine
Fragmentierung zu initiieren. Stattdessen werden Kollisionen zwischen dem ionisierten Analyten und
neutralen Gasatomen zur Aktivierung der Spezies genutzt. Die Umsetzung dieses Prinzips in QCxMS
führt zu einem Werkzeug zur routinemäßigen Berechnung von CID-Massenspektren. Die wichtigsten
Aspekte in diesem Bezug sind in verschiedenen “Run-Types” implementiert, die die Berechnung
von langsamen Aufheizvorgängen und Kollisionsprozesse mit der Software ermöglichen. Tests mit
verschiedenen Strukturen werden gezeigt.
Die Relevanz von QCxMS im chemisch-pharmazeutischen Bereich wird durch die Anwendung des
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CID-Modus zur Berechnung von Arzneimittelmolekülspektren demonstriert. Zum ersten Mal werden
die unbekannten Fragmentierungswege der beiden großen Moleküle Nateglinid und Zopiclon durch
eine Kombination aus generischen Regeln und berechneten MD-Trajektorien vollständig aufgeklärt.
Dabei werden ungewöhnliche Zersetzungen und unintuitive Protonierungsstellen gefunden und disku-
tiert.
Die Entwicklungen für das CID-Modul werden durch die Aufhebung der Ladungsvorgaben des
Molekülions bei der Berechnung von Massenspektren abgerundet. Negativ geladene Spektren von
deprotonierten organischen Verbindungen werden berechnet und der Einfluss der Deprotonierungsstel-
len auf die berechneten Spektren diskutiert. Darüber hinaus werden Massenspektren von mehrfach
geladenen Verbindungen vollautomatisch berechnet, was bisher mit keiner anderen Methode möglich
ist. Die Aspekte, die bei der Entwicklung der Methode berücksichtigt wurden, werden gezeigt und die
Schwachstellen dargestellt.
Schließlich werden die wichtigsten Details dieser Arbeit zusammengefasst und ein Ausblick auf
zukünftige Entwicklungen, die die allgemeine Anwendbarkeit sowie die Genauigkeit verbessern
könnten, gegeben. Obwohl in dieser Arbeit nicht speziell darüber berichtet wird, wird das Programm
Open-Source angeboten und eine umfassende Dokumentation wird kostenlos im Internet zur Verfügung
gestellt.

x



Contents

1 Introduction 1

2 Theoretical Background 7
2.1 Electronic Structure Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 The Electronic Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Hartree–Fock Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.3 Kohn–Sham Density Functional Theory . . . . . . . . . . . . . . . . . . . . 9
2.1.4 Basis Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.5 Extended Tight-Binding Methods . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Computation of Mass Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Potential Energy Surface and Molecular Dynamics . . . . . . . . . . . . . . 13
2.2.2 General Setup of QCxMS . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 Computing Electron Ionization Mass Spectra . . . . . . . . . . . . . . . . . 16
2.2.4 Computing Collision Induced Dissociation Mass Spectra . . . . . . . . . . . 17
2.2.5 Protonation Tool and Thermochemistry . . . . . . . . . . . . . . . . . . . . 18

3 Overview of “Calculation of Electron Ionization Mass Spectra with Semiempirical
GFNn-xTB methods” 21

4 Overview of “From QCEIMS to QCxMS: A Tool to Routinely Calculate CID Mass
Spectra Using Molecular Dynamics” 23

5 Overview of “Quantum Chemistry-based Molecular Dynamics Simulations as a
Tool for the Assignment of ESI-MS/MS Spectra of Drug Molecules” 25

6 Overview of “Calculation of Mass Spectra with the QCxMS Method for Negatively
and Multiply Charged Molecules” 27

7 Conclusion and Outlook 29

A Calculation of Electron Ionization Mass Spectra with Semiempirical GFNn-xTB
Methods 35
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
A.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

A.2.1 QCEIMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
A.2.2 Extended Tight-Binding Methods . . . . . . . . . . . . . . . . . . . . . . . 38
A.2.3 Technical Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

xi



A.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
A.3.1 Benchmark Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
A.3.2 Timings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
A.3.3 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
A.3.4 Comparison of Experimental and Theoretical Spectra . . . . . . . . . . . . . 42

A.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
A.5 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

A.5.1 Details of computational demands and method stability . . . . . . . . . . . . 55
A.5.2 Calculated spectra using DFT for IP calculations . . . . . . . . . . . . . . . 57

B From QCEIMS to QCxMS: A Tool to Routinely Calculate CID Mass Spectra Using
Molecular Dynamics 59
B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
B.2 Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

B.2.1 Ionization and Internal Energy . . . . . . . . . . . . . . . . . . . . . . . . . 61
B.2.2 Protonation Sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
B.2.3 Collision Events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
B.2.4 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

B.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
B.3.1 Production Runs and General Collision Simulation . . . . . . . . . . . . . . 64
B.3.2 Multiple Collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
B.3.3 Technical Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

B.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
B.4.1 Collision Energetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
B.4.2 Single Collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
B.4.3 Protonation sites and proton mobility . . . . . . . . . . . . . . . . . . . . . 72
B.4.4 Multiple collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

B.5 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
B.6 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

B.6.1 Instrumentation details of the experiments . . . . . . . . . . . . . . . . . . . 80
B.6.2 Relative energy ranking of protonated structures . . . . . . . . . . . . . . . 81
B.6.3 Calculated alternative protomer spectra . . . . . . . . . . . . . . . . . . . . 82
B.6.4 Effects of the general activation run-type settings . . . . . . . . . . . . . . . 86
B.6.5 Additional calculated spectra . . . . . . . . . . . . . . . . . . . . . . . . . . 89

C Quantum Chemistry-based Molecular Dynamics Simulations as a Tool for the
Assignment of ESI-MS/MS Spectra of Drug Molecules 91
C.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
C.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

C.2.1 Benchmark Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
C.2.2 Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
C.2.3 Ranking of Difficulty by Common Fragmentation Pathways . . . . . . . . . 94
C.2.4 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
C.2.5 Discrepancies Between Calculations and Experiments . . . . . . . . . . . . 95

xii



C.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
C.3.1 Nateglinide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
C.3.2 Zopiclone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

C.4 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
C.5 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

C.5.1 Calculated Spectra Using QCxMS . . . . . . . . . . . . . . . . . . . . . . . 106
C.5.2 Mass accuracy of the measured fragments . . . . . . . . . . . . . . . . . . . 108

D Calculation of Mass Spectra with the QCxMS Method for Negatively and Multiply
Charged Molecules 111
D.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
D.2 Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

D.2.1 Ionization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
D.2.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
D.2.3 Charge Assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
D.2.4 Plotting Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

D.3 Technical Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
D.3.1 Benchmark Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
D.3.2 Computational and Technical Details . . . . . . . . . . . . . . . . . . . . . 117
D.3.3 Differences Between Experiment and Theory . . . . . . . . . . . . . . . . . 117

D.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
D.4.1 Negative Charges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
D.4.2 Multiple Charges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

D.5 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
D.6 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

D.6.1 Protomer rankings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
D.6.2 Additional calculated Spectra . . . . . . . . . . . . . . . . . . . . . . . . . 134

Bibliography 141

List of Figures 161

List of Tables 167

Acknowledgements 169

xiii





CHAPTER 1

Introduction

The high-precision analytical results achieved by mass spectrometry (MS) have become indispensable
in many areas of natural sciences. Besides its operation for structure elucidation in various (in)organic
chemical areas, its routine application in food,1,2 environmental,3,4 and petroleum5 chemistry is of
great importance. Modern material science,6 military,7 medicinal,8 and the “-omics” (genomics,
metabolomics, lipidomics, etc.)9,10 areas all profit from the accuracy achieved by using MS with only
small quantities of an examined analyte.

The success of the method is based on the simplicity of the concept: the composition of an analyte
can be determined by the mass of its molecular or atomar components.11 Information about the
mass provides a means for labeling the elements and thus the structural formula of the analyte. By
fragmentation of the compound, greater insight into the structural properties can be gained. The
dissociation patterns produce an improved understanding of the exact arrangements and connections
between individual atoms or functional groups. Decomposition is induced by increasing the internal
energy of a molecule until dissociation of its bonds occurs, causing it to break down.

Charge plays an essential role in measuring the (un)fragmented compounds. The working mechanics
of an MS instrument are based on manipulating the trajectory of a charged species by magnetic and
electric fields, allowing it to be accelerated, deflected, and directed towards a mass detector. Arrived,
the masses of the compounds are measured according to their mass-to-charge ratio (m/z) and expressed
in relation to their quantity in a mass spectrum.11

Over the last decades, various methods to induce charge by ionizing the molecule were developed,
each with its advantages and disadvantages.12 A general distinction is made between “hard” and “soft”
ionization methods, which refers to the internal energy acquired by the molecule during ionization.13

Hard ionization can be obtained by using an electron beam (electron ionization (EI)) that removes
an electron from a molecule, leading to a radical cation,14 also called the “molecular ion” [M]•+.
The amount of energy introduced into the system by the ionization process is usually large. Hence,
simultaneous activation of the analyte occurs, which results in high fragmentation rates of the produced
molecular ions. Because ionization is performed in the gas phase, instruments are often coupled to gas
chromatographs (GC-EI-MS).15 The method is best suited for volatile, preferably non-polar analytes
of molecular masses up to 800 u.11 A schematic depiction of the EI ionization and activation step is
displayed in figure 1.1 at the top.

The downside of using GC-EI-MS is that the molecular ion often dissipates completely, whereby any
information about its mass is lost.11 Alternatively, the development of “soft-ionization” methods has
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N
H

NH
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 of EIEE

Internal conversion 
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Figure 1.1: Schematic comparison between the concepts of Electron Ionization (top) and Collision Induced
Dissociation (bottom). While activation, energy is introduced into the system. For EI: Impact Excess Energy
(EIEE) after electron impact; for CID: Kinetic Energy (EKin). Internal conversion leads to rearrangement and
fragmentation.

led to experiments with much lower fragmentation rates. Techniques like Field Ionization/Desorption
(FI/FD)16 and Chemical Ionization (CI)17 at Atmospheric Pressure (API/APCI)18 introduce ionization
by (de-)protonation of the analyte. A standard API method is electrospray ionization (ESI),19

which enables the transfer of ions from solution into the gas phase. It is commonly coupled to
liquid chromatographs LC-ESI-MS),20 so non-volatile and predominantly polar compounds can be
analyzed,21,22 which makes it complementary to the EI method. ESI can be used to produce positive
and negative ions and routinely introduces multiple charges into the analyte.23 This has made the
method extremely useful for the structure elucidation of large molecules,24 which is especially relevant
for biology and biomedical sciences, making ESI the most frequently employed ionization technique
nowadays.25–27

However, ionization using soft methods often results in low to non-existing fragmentation rates of the
molecular ion [M+H]+. To enforce dissociation of [M+H]+, collisional activation (collision-induced
dissociation, CID) is routinely applied. The molecular ion is accelerated in an electric field and fed
into a collision cell, where it encounters neutral collision gas atoms (usually He, N2, Ar). Figure 1.1
(bottom) shows a schematic depiction of the CID concept. Depending on the pressure and temperature
of the collision gas, as well as the sizes of the collision partners, [M+H]+ undergoes a multitude of
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collisions in which it is stepwise activated until fragmentation occurs. The use of ionization and
activation instruments in succession is usually accompanied by a second mass spectrometric analysis,
known as tandem MS or MS/MS.28,29 The possibilities for instrumentational setups are manifold, and
various examples are found in the literature.11,30

With the measurement of the exact masses, determining the chemical formula of the molecular
ion and all produced fragments is possible. However, resolving the structural properties only by
information about the mass is complicated. Many different approaches were developed to assign a
measured spectrum to its chemical structure. Solving this problem is considered the “holy grail” of
mass spectrometry. Over the last decades, it was found that structures with comparable chemical
groups dissociate similarly, so empirical rules31–34 were developed that are applied for the retrospective
reconstruction of the molecular ion from the measured fragments. Chemoinformatic approaches
emerged, in which tabulated fragmentation rules and master equations were used to determine typical
decomposition pathways automatically.35,36 But with growing molecular size, the application of such
approaches becomes very complex.37,38 Over time, the number of generally applicable rules has shrunk
in proportion to the number of rule exceptions.39 Considering only known decomposition pathways,
the results obtained by these methods are biased towards the tabulated reactions and rearrangements.
Uncharacteristic and unknown bond breakage, as well as unreported rearrangement reactions, cannot
be considered by these empirical approaches.

Alternatively, a measured spectrum can be compared to reference spectra of known chemicals. If
the fragmentation patterns are the same, the structure was already measured and can be assigned. A
huge number of references are stored in broadly available spectral databases,40–44 and fast screening of
these references is routinely conducted using a wide variety of machine learning (ML) algorithms.45–48

These algorithms are trained on the existing data and quickly provide a selection of possible candidate
structures for an input spectrum with a matching score of agreement between measurement and
reference. However, as the chemical space is too large to acquire mass spectra of all possible chemical
compounds, databases will remain incomplete,45,49 and algorithms can solely be trained on partial
data, introducing a bias towards the training set. The addition of references using experimental
measurements is often time-consuming, costly, and can even be dangerous, depending on the chemical
class under investigation. As ML approaches do not compute the fragmentation pathways, their results
lack interpretability, and reactions essential for correctly describing an unknown spectrum cannot be
accounted for, e.g., not previously measured rearrangement reactions.

All in all, the available methods strongly rely on the completeness of the underlying information,
but references are lacking. Solving this issue by creating a method that can compute mass spectra
as references without the need to rely on experimental data is the goal of this thesis. A workflow
benefiting from computational reference generation is schematically depicted in figure 1.2.

To this end, ab-initio quantum chemical (QC) methods produce unbiased and inherently “black-
box” results. Based on this, Grimme developed the quantum chemistry electron ionization mass
spectrometry (QCEIMS) program50 in 2013, which routinely computes standard 70 eV EI mass spectra
of (previously unknown) compounds. It utilizes Born-Oppenheimer molecular dynamics (BO-MD),
which enables the detailed elucidation of a molecular structure dissociation and rearrangement reaction
“on-the-fly”. Important reactions like the famous McLaffery rearrangement are computed, which is an
important feature of the method. The application of the QCEIMS routine was the topic of various
publications,51–54 showing that the results produced are reasonable when compared to reference
spectra. A more detailed picture of how the software computes EI-MS is provided in Section 2.2.3
and the original publication [50].
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Chapter 1 Introduction

Figure 1.2: The motivation of designing the QCxMS workflow. The measurement of an unknown compound
can be compared to database entries. If these are not available, either cost expensive experiments or the ab-initio
QCxMS program can be used as reference.

Unfortunately, the computation of an entire mass spectrum using QC methods requires hundred
to thousands of BO-MD trajectories over several picoseconds of simulation time and, therefore,
considerable computational resources. (Post-)Hartree-Fock (HF) and density functional theory
(DFT) methods may have sufficient accuracy but are computationally too demanding. To reduce the
computational timings, simplifications to HF and DFT were developed into semiempirical quantum
mechanical (SQM) methods that are predestined to provide the necessary computational performance
for long-term molecular dynamics.55 Most promising in this respect was the development of the
extended tight-binding method GFN-xTB, which is parametrized for geometries, frequencies, and
non-covalent interactions. It was implemented into QCEIMS and tested on organic, main-group
inorganic, and transition-metal compounds.56

The overall good performance of GFN-xTB to compute mass spectra raised the question if its
more sophisticated successor, GFN2-xTB, could even improve upon the results produced. The
implementation of GFN2-xTB is the first topic discussed in this thesis. Performance of the two
GFNn-xTB (n = 1, 2) methods is compared in Chapter 3 on a benchmark of various molecules
containing organic, main-group inorganic, and transition-metal atoms. Computing ionization potentials
(IPs) with the two methods is assessed in detail, and differences in timings are analyzed. Section
2.1.5 provides a short description of the working mechanisms of the GFNn-xTB methods for better
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understanding.
As mentioned before, the usability of GC-EI-MS is limited to certain molecular groups of defined
sizes and polarity. Fueled by the convincing results of QCEIMS, developing a method to routinely
compute the frequently used LC-ESI-MS/MS technique (abbreviated as “CID” in the following) is
the focus point of Chapter 4. Various run-types are designed that account for thermal (slow-heating)
and collisional activation of the molecular ion. Single and multiple collision processes are inspected,
and the associated collision dynamics are highlighted. Singly protonated positive ions are selected,
and their mass spectra computed. The generated spectra are discussed in the context of the initial
protonation sites and mobile protons. Section 2.2.4 gives an overview and a general remark on the
activation processes in CID. An insight into the concept of the fully automatic protonation procedure
and the free-energy ranking of the produced structures is provided in Section 2.2.5. The greater
general applicability of the software is illustrated by its renaming from QCEIMS to QCxMS, in which
the “x” is the placeholder for the distinct MS modes (EI, CID, and future developments).
Utilizing the newly developed CID run-mode, the previously unknown fragmentation pathways of the
two large drug molecules zopiclone and nateglinide are computed in Chapter 5. Since the unidentified
decomposition routes could not be elucidated using classical fragmentation rules alone, QCxMS is
utilized to compute the dissociation and rearrangement reactions required to describe the signals
produced in the corresponding experiment. The complexity of reconstructing the signals by the
generic rules is ranked, thereby finding dissociation and rearrangement reactions that are considered
untypical regarding the rules.
All previous chapters assumed singly charged structures. As ionization of the analyte depends on
its structural properties, some soft ionization techniques produce singly or multiply, positively or
negatively charged molecular ions. In Chapter 6, the extension of QCxMS to compute CID MS without
charge restriction of the molecular ion is presented. Especially for negative ion fragmentation pathway
interpretation, data to create empirical routes are scarce.33 For this reason, QCxMS is tested on a
benchmark of four negatively charged organic molecules, and the computed fragmentation patterns are
discussed at length. The influence of the deprotonation site is investigated, and interesting connections
between functional groups and mobile protons are discovered. Additionally, the mass spectra of two
multiple positively charged structures are computed for the first time from scratch. Therefore, a new
algorithm is developed that allows distributing multiple charges on single fragments by ionization
potential calculations. This expansion enables QCxMS to compute CID spectra of large organic
complexes and proteins.
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CHAPTER 2

Theoretical Background

This chapter presents an overview of the concepts that form the basis of how to compute mass
spectra using quantum chemical methods. Section 2.1 introduces the quantum-mechanical concepts
used throughout this work by providing the description of the Hamiltonian (Section 2.1.1), how the
Hartree-Fock (HF) method is set up (Section 2.1.2), introducing the concepts of density functional
theory (DFT, Section 2.1.3), and finally explaining the details of the GFNn-xTB methods that are used
primarily in this work (Section 2.1.5). Following this, Section 2.2 focuses on the mass spectrometry
aspects. As QCxMS is heavily based on molecular dynamics (MD) simulations, an introduction to the
technical features of MDs is given in Section 2.2.1. A general overview of the QCxMS method is
shown in 2.2.2, and the subsequent sections focus on the specifics for computing EI- (2.2.3) and CID-
(2.2.4) based mass spectra.

2.1 Electronic Structure Methods

2.1.1 The Electronic Hamiltonian

In classical mechanics, the total energy 𝐸 of a system is described by its kinetic (𝑇) and potential (𝑉)
energy, which can be expressed in terms of the Hamiltonian mechanics (Eq. 2.2).

𝐸 = 𝑇 +𝑉 (2.1)

H =
𝑝

2

2𝑚
+𝑉 (𝑟) (2.2)

with the classical Hamiltonian H , 𝑝 being the momentum, 𝑚 the mass, and 𝑟 the space coordinate.
For its use in quantum mechanics, the Hamilton operator �̂� can be formulated similarly.

�̂� = 𝑇 + �̂� (2.3)

�̂� = − ℏ
2

2𝑚
∇2 +𝑉 (𝑟) (2.4)

with ℏ the reduced Planck constant and the Laplace operator ∇2. For simplification, atomic units are
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Chapter 2 Theoretical Background

used from here onwards.

To obtain the energy of a molecular system with 𝑁𝑒 electrons 𝑒 and 𝑁𝑛 nuclei 𝑛, the Hamilton
operator can be formulated according to equation 2.5.

�̂� = −
𝑁𝑒∑︁
𝑖=1

∇2
𝑖

2︸ ︷︷ ︸
�̂�𝑒

−
𝑁𝑛∑︁
𝐴=1

∇2
𝐴

2𝑀𝐴︸    ︷︷    ︸
�̂�𝑛

−
𝑁𝑒∑︁
𝑖=1

𝑁𝑛∑︁
𝐴=1

𝑍𝐴

𝑟𝑖𝐴︸       ︷︷       ︸
�̂�𝑛𝑒

+
𝑁𝑒∑︁
𝑖=1

𝑁𝑒∑︁
𝑗=1
𝑗<𝑖

1
𝑟𝑖 𝑗︸       ︷︷       ︸

�̂�𝑒𝑒

+
𝑁𝑛∑︁
𝐴=1

𝑁𝑛∑︁
𝐵=1
𝐵<𝐴

𝑍𝐴𝑍𝐵

𝑟𝐴𝐵︸            ︷︷            ︸
�̂�𝑛𝑛

(2.5)

with 𝑖, 𝑗 being the indices of the electrons, and 𝐴, 𝐵 the indices for the nuclei. 𝑟 is the distance
between the respective coordinates, and 𝑍 is the nuclear charge. 𝑀 represents the ratio of the mass of
a nucleus to the mass of an electron.

As nuclei are much heavier than electrons, it can be assumed that the nuclear motion is stationary in
comparison to the movement of the electrons. This simplification is known as the Born–Oppenheimer
approximation,57 which enables the formulation of an electronic Hamiltonian �̂�el with the electronic
kinetic energy 𝑇𝑒, the electron-nuclei interaction �̂�𝑛𝑒, and the electron-electron interaction �̂�𝑒𝑒 in
equation 2.6.58

�̂�el = 𝑇𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑒 (2.6)

With the time-independent electronic Schrödinger equation (SE) 2.7,59 the electronic energy 𝐸el in
dependence of a given wave function Ψ is obtained by the eigenvalue equation 2.7.

�̂�elΨ = 𝐸elΨ (2.7)

The equation can only be solved for a few systems exactly, e.g., the hydrogen atom. For systems
with multiple electrons, approximations have to be made.

2.1.2 Hartree–Fock Theory

To solve the SE for a many-particle system, a wave function has to be constructed. A possible approach
is the formulation of a single Slater determinant (SD), in which one-electron orbitals 𝜙𝑖 are used to
construct a multi-electron molecular wave function Ψ

𝑆𝐷 for a system with 𝑁𝑒 electrons.

Ψ
SD(1, 2, ...) = 1√︁

𝑁𝑒!

���������
𝜙1(1) 𝜙2(1) · · · 𝜙𝑁 (1)
𝜙1(2) 𝜙2(2) · · · 𝜙𝑁 (2)
...

...
. . .

...

𝜙1(𝑁) 𝜙2(𝑁) · · · 𝜙𝑁 (𝑁)

��������� (2.8)

The advantage of using an SD is the fulfillment of the Pauli principle of antisymmetry, as well as
the indistinguishability of electrons. The energy of a normalized wavefunction can be calculated as
the expectation value of the electronic Hamiltonian operator, resulting in the Hartree–Fock energy
expression (Eq. 2.9).
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2.1 Electronic Structure Methods

𝐸el = ⟨ΨSD |�̂�el |Ψ
SD⟩ =

𝑁𝑒∑︁
𝑖=1

ℎ𝑖 +
1
2

𝑁𝑒∑︁
𝑖=1

𝑁𝑒∑︁
𝑗=1

(𝐽𝑖 𝑗 − 𝐾𝑖 𝑗) (2.9)

The individual energy terms can be expressed using the Dirac notation60 in a one-electron term (Eq.
2.10) and the two-electron Coulomb (Eq. 2.11) and exchange (Eq. 2.12) interactions.

ℎ𝑖 =

〈
𝜙𝑖

���−∇2
𝑖

2
−

𝑁𝑛∑︁
𝐴=1

𝑍𝐴

𝑟𝑖𝐴

���𝜙𝑖〉 (2.10)

𝐽𝑖 𝑗 =

〈
𝜙𝑖𝜙 𝑗

��� 1
𝑟𝑖 𝑗

���𝜙𝑖𝜙 𝑗

〉
(2.11)

𝐾𝑖 𝑗 =

〈
𝜙𝑖𝜙 𝑗

��� 1
𝑟𝑖 𝑗

���𝜙 𝑗𝜙𝑖

〉
(2.12)

By applying the variational principle, a set of orbitals is determined that minimize the energy of the
wavefunction. Orthonormality of the orbitals is ensured by the use of Lagrange multipliers 𝜖𝑖 , which
yields the Hartree–Fock equation 2.13.

(
ℎ𝑖 +

𝑁𝑒∑︁
𝑗

(𝐽 𝑗 − 𝐾 𝑗)︸                ︷︷                ︸
𝐹𝑖

)
𝜙𝑖 = 𝜖𝑖𝜙𝑖 (2.13)

The effective one-electron Fock operator 𝐹𝑖 is obtained, in which the kinetic energy and electron-
nuclear interaction are expressed by ℎ𝑖, and repulsion to all other electrons (via Coulomb (𝐽 𝑗) and
exchange (𝐾 𝑗)) is treated by a mean-field approximation. However, through the mean-field treatment,
correlation effects of electrons with opposite spin are not considered. The energy retained by HF is an
upper bound to the exact solution of the Schrödinger equation in the Born–Oppenheimer approximation.
The difference in energy between HF and the exact solution is the correlation energy.

2.1.3 Kohn–Sham Density Functional Theory

Density functional theory (DFT)61 is based on a one-to-one mapping between the electronic energy
𝐸el and a functional of the electron density 𝐹 [𝜌], which is described by the first Hohenberg–Kohn
(HK) theorem.62 The advantage of the DFT approach is that the calculation of 3𝑁 spatial variables
of the electrons is reduced to a single three-dimensional problem of the electron density. Under
the Born–Oppenheimer approximation, the electronic Hamiltonian can be formulated in analogy to
equation 2.6, with the kinetic energy of the electrons 𝑇𝑒 [𝜌], the nuclei-electron interaction 𝑉𝑛𝑒 [𝜌]
and the electron-electron interaction 𝑉𝑒𝑒 [𝜌]. The latter can be decomposed into its Coulomb (𝐽 [𝜌])
and exchange (𝐾 [𝜌]) part in equation 2.15.
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Chapter 2 Theoretical Background

𝐸el [𝜌] = 𝑇𝑒 [𝜌] +𝑉𝑛𝑒 [𝜌] +𝑉𝑒𝑒 [𝜌] (2.14)
= 𝑇𝑒 [𝜌] +𝑉𝑛𝑒 [𝜌] + (𝐽 [𝜌] + 𝐾 [𝜌]) (2.15)

For 𝑉𝑛𝑒 [𝜌] and 𝐽 [𝜌], classical expressions can be expressed in equations 2.16 and 2.17.

𝑉𝑛𝑒 [𝜌] =
𝑁𝑛∑︁
𝐴=1

𝑍𝐴

∫
𝜌(𝑟𝑖)
𝑟𝐴𝑖

𝑑
3
𝑟𝑖 (2.16)

𝐽 [𝜌] = 1
2

∬
𝜌(𝑟𝑖)𝜌(𝑟 𝑗)

𝑟𝑖 𝑗
𝑑

3
𝑟𝑖𝑑

3
𝑟 𝑗 (2.17)

The kinetic energy of the electrons 𝑇𝑒 [𝜌] cannot be formulated classically. By adoption of the
orbital picture used in the HF theory, Kohn–Sham orbitals can be introduced, and the kinetic energy
expressed as

𝑇
KS
𝑒 =

𝑁e∑︁
𝑖=1

〈
𝜙𝑖

���−1
2
∇2

���𝜙𝑖〉 (2.18)

Using orbitals, the electronic one-body density can be obtained from a single Slater determinant in
analogy to the HF approach.

𝜌(𝑟) =
𝑁e∑︁
𝑖

|𝜙𝑖 |
2 (2.19)

However, 𝑇KS
𝑒 is calculated under the assumption of non-interacting electrons. The energy difference

to the exact kinetic energy, as well as the electron correlation and exchange, are summed up in equation
2.20 to the exchange-correlation term 𝐸𝑥𝑐 [𝜌].

𝐸𝑥𝑐 [𝜌] = (𝑇𝑒 [𝜌] − 𝑇
KS
𝑒 [𝜌]) + (𝑉𝑒𝑒 [𝜌] − 𝐽 [𝜌]) (2.20)

This leads to the KS-DFT total electronic energy expression 𝐸KS
el [𝜌].

𝐸
KS
el [𝜌] = 𝑇KS

𝑒 [𝜌] +𝑉𝑛𝑒 [𝜌] + 𝐽 [𝜌] + 𝐸𝑥𝑐 [𝜌] (2.21)

As the exact expression of the exchange-correlation functional 𝐸𝑥𝑐 [𝜌] is unknown, various
approximations were designed to solve this issue. In the local density approximation (LDA), the
density 𝜌 is treated as a uniform electron gas. The generalized gradient approximation (GGA) includes
the gradient ∇𝜌 of the density to better account for systems with inhomogeneous electron densities, i.e.
molecules. Including the second derivation of the gradient ∇2

𝜌 is the basis of meta-GGA functionals.
A significant improvement of the functional approximation is obtained by hybrid functionals that treat
non-local electron exchange through Fock-exchange contributions (see Eq. 2.12). Better treatment
of electron correlation can be introduced by including virtual orbitals in the calculations, leading to
double-hybrid functionals. The functionals can be sorted by the quality of their results, that increase
with the mathematical complexity from LDA → GGA → meta-GGA → hybrid → double-hybrid.63
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2.1 Electronic Structure Methods

Semi-local functionals cannot describe long-range correlation effects, and thus non-covalent
interactions are often not sufficiently described.64 The attractive part of the van der Waals interaction
potentials between atoms and molecules can be accounted for by the established DFT-D365–67 and
DFT-D468,69 dispersion correction schemes.

2.1.4 Basis Sets

The unknown molecular wave functions 𝜙 used in the SD can be approximated in the linear combination
of atomic orbitals (LCAO) approach using a linear combination of𝑚 atomic orbitals (or basis functions)
𝜒 and coefficients 𝑐.

𝜙𝑖 =

𝑚∑︁
𝛼

𝑐𝛼𝑖𝜒𝛼 (2.22)

Variational minimization of the energy expressions of HF or DFT yields the Roothaan–Hall
equations in matrix notation.

FC = SC𝜖 (2.23)

with the S matrix containing the overlap between the basis functions, the F matrix representing the Fock
operator (equation 2.13), and 𝜖 the diagonal matrix of the orbital energies 𝜖𝑖. The molecular orbital
coefficient matrix C is varied using the iterative self-consistent field (SCF) method until a set of MOs
is found that most accurately describes the system. Slater functions can correctly describe the atomic
orbitals, but due to the lower computational effort, a linear combination of several Gaussian-type
functions is more commonly used. An exponential term describes the expansion of an orbital in space.
Choosing larger exponents leads to less expansion, while small exponents describe diffuse functions.
The accurate description of charged systems can be influenced by the choice of the functions, e.g., for
negatively charged ions, the loosely bound valence electrons can be best represented using diffuse
functions. As mainly charged species are relevant in MS, the influence of basis functions has to be
considered for calculations.

2.1.5 Extended Tight-Binding Methods

The semi-empirical quantum mechanics (SQM) GFNn-xTB (n = 1, 2) methods70–72 find their origin in
the density functional tight-binding approach (DFTB). Similar to other SQM approaches, only valence
shell electrons are considered, which are computed in a small basis set with an empirical Hamiltonian.
Both GFNn-xTB methods use a global, element-specific parameter approach focusing on molecular
geometries, vibrational frequencies, and non-covalent interaction energies for elements up to radon (Z
= 86).

To obtain an energy expression, equation 2.21 is expanded in a Taylor series. The GFNn-xTB
methods employ a trucation after the third-order term, as shown in equation 2.24.

𝐸 [𝜌] = 𝐸 (0) [𝜌0] + 𝐸
(1) [𝜌0, 𝛿𝑝] + 𝐸

(2) [𝜌0, (𝛿𝑝)
2] + 𝐸 (3) [𝜌0, (𝛿𝑝)

3] + ... (2.24)

with a fixed reference density 𝜌0 and the electronic structure calculations are conducted in respect to
density fluctuations 𝛿𝜌.
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The corresponding energy expressions for GFN1-xTB are displayed in equation 2.25 and for
GFN2-xTB in equation 2.26.

𝐸GFN1-xTB = 𝐸
(0)
rep + 𝐸 (1)

EHT + 𝐸 (2)
𝛾 + 𝐸 (3)GFN1

Γ
+ 𝐸𝐷3

disp + 𝐺Fermi + 𝐸XB (2.25)

𝐸GFN2-xTB = 𝐸
(0)
rep + 𝐸 (1)

EHT + 𝐸 (2)
𝛾 + 𝐸 (3)GFN2

Γ
+ 𝐸𝐷4

disp + 𝐺Fermi + 𝐸AES + 𝐸AXC. (2.26)

The energy terms are grouped according to their contribution order. The repulsion energy (Eq.
2.27) is of zeroth-order and includes contributions such as the Coulomb repulsion between nuclei.

𝐸
(0)
rep =

1
2

∑︁
𝐴,𝐵

𝑍
eff
𝐴 𝑍

eff
𝐵

𝑅𝐴𝐵

𝑒
−√𝛼𝐴𝛼𝐵 (𝑅𝐴𝐵 )𝑘f (2.27)

with the element-specific constants 𝑍eff defining the magnitude for the repulsion energy and the 𝛼
exponents are element-specific parameters. 𝑘f = 3/2 is a global parameter, which is 𝑘H,He

f = 1 for first
row elements in GFN2-xTB.

The extended-Hückel-Type (EHT) energy includes the main first-order contribution in equation
2.28.

𝐸
(1)
EHT =

∑︁
𝜇𝜈

𝑃𝜇𝜈𝐻
EHT
𝜇𝜈 (𝑅𝐴𝐵)

𝑘f (2.28)

with the valence electron density matrix 𝑃𝜇𝜈 given in the non-orthogonal AO basis, and the Hückel–
Hamiltonian matrix 𝐻EHT

𝜇𝜈 obtained from solving the Roothaan–Hall equations 2.23.
Second-order exchange–correlation and isotropic electrostatic energy contributions are included in

𝐸𝛾 .

𝐸
(2)
𝛾 =

1
2

𝑁atoms∑︁
𝐴,𝐵

∑︁
𝑙∈𝐴

∑︁
𝑙
′∈𝐵

𝑞𝑙𝑞
′
𝑙𝛾𝐴𝐵,𝑙𝑙′ (2.29)

with the Mulliken partial shell charges 𝑞𝑙 . The Coulomb interaction energy 𝛾𝐴𝐵,𝑙𝑙′ includes damping
functions and atomic hardness parameters.

In the third-order term, the exchange-correlation and isotropic energy corrections include shell-
resolved partial charge 𝑞𝐴 and an element-specific atomwise Hubbard parameter Γ.

𝐸
(3)
Γ

=
1
3

𝑁atoms∑︁
𝐴

∑︁
𝑙∈𝐴

𝑞
3
𝐴,𝑙Γ𝐴,𝑙 (2.30)

For GFN2-xTB, a shell-specific global parameter 𝐾Γ
𝑙 is added to equation 2.30.

A comparison of equations 2.25 and 2.26 indicate the more sophisticated approach used in the
GFN2-xTB Hamiltonian. The GFN2-xTB method was developed to include multipole electrostatics
(𝐸AES) and anisotropic exchange-correlation (𝐸AXC) contributions. In contrast to GFN1-xTB, no
halogen or hydrogen bond parametrization (𝐸𝑋𝐵) is needed, and instead of the DFT-D3 dispersion
correction (𝐸𝐷3

disp), the more sophisticated DFT-D4 (𝐸𝐷4
disp) correction is used. Similarities of the

methods are found in the repulsion energy term 2.27 and the description of the extended Hückel term
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2.28.
An important aspect in both GFNn-xTB methods is the finite electron temperature approach

(so-called “Fermi–Smearing”)73 for static correlation treatment, as shown in equation 2.31.

𝐺Fermi = 𝑘B𝑇el

∑︁
𝜎=𝛼𝛽

∑︁
𝑖

[𝑛𝑖𝜎ln(𝑛𝑖𝜎) + (1 − 𝑛𝑖𝜎)ln(1 − 𝑛𝑖𝜎)] (2.31)

with 𝑘B being the Boltzmann constant, 𝑇el the electronic temperature, and 𝑛𝑖𝜎 the fractional occupation
number of the spin-MO 𝜙𝑖𝜎 . The latter is obtained by the Fermi-distribution

𝑛𝑖𝜎 =
1

𝑒
(𝜖𝑖−𝜖

𝜎
𝐹 )/(𝑘𝐵𝑇el ) + 1

(2.32)

with the energy 𝜖𝑖 of orbital 𝜙𝑖 and 𝜖𝜎𝐹 the Fermi level in the respective spin-orbital space (𝛼 or 𝛽). A
variational solution to fractional orbital occupations is introduced, which provides numerical exact
gradients of equations 2.25 and 2.26. The approach leads to robust convergence and treatment of static
correlation, making its application particularly suitable in high-temperature MD simulations. For this
reason, the finite temperature approach is thoroughly used for calculating mass spectra, as explained
in Section 2.2.

The basis set used in GFNn-xTB is treated in the LCAO approach (see Section 2.1.4). It consists
of minimal-valence, atom-centered Gaussian functions, which are contracted from three to six
primitives 𝑚 to approximate Slater-type functions (STO-𝑚G). For higher row elements (third row
etc.), d-polarization functions are employed.70

2.2 Computation of Mass Spectra

The computation of mass spectra requires the capability of a method to account not only for all possible
decomposition reactions but ultimately resolve rearrangement reactions necessary for recovering the
entirety of relevant fragments. This is especially crucial when considering unknown rearrangements
for uncharted chemical compounds. The most pristine method to examine fragmentation reactions
occurring during an MS experiment is using MD simulations, which are introduced in Section 2.2.1.
They are able to calculate the processes taking place in a close-to-the-experiment manner.

2.2.1 Potential Energy Surface and Molecular Dynamics

The electronic energy of a molecule depends on the position of its atoms in space, which can be
calculated by the methods described in Sections 2.1.2, 2.1.3, and 2.1.5. The relation between the
molecular geometry and its energy yields a potential energy hypersurface, commonly referred to the
potential energy surface (PES).

In Born–Oppenheimer molecular dynamics (BO-MD), a nucleus 𝐴moves classically in the potential
𝑉

BO
𝑒 of its electrons 𝑒 (Eq. 2.33).74
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𝑀𝐴

𝑑
2
𝑅𝐴

𝑑𝑡
2 = −∇𝐴𝑉

BO
𝑒 ({𝑅𝐴(𝑡)}) (2.33)

= − ∇𝐴𝐸︸︷︷︸
𝐹𝐴

(2.34)

with 𝑀𝐴 being the mass of the nucleus 𝐴, 𝑅𝐴 its position at time 𝑡, and 𝐹𝐴 the force acting on it. In
the leap-frog algorithm, the forces acting on the nuclei are calculated “on-the-fly” by solving the static
electronic structure stepwise for fixed nuclear positions with their negative gradient (Eq. 2.34). The
position 𝑅𝐴 and velocity 𝑣𝐴 of all nuclei are alternatingly evaluated with the time step 𝛿𝑡.

𝑅𝐴(𝑡 + 𝛿𝑡) = 𝑅𝐴(𝑡) + 𝑣𝐴(𝑡 +
𝛿𝑡

2
)𝛿𝑡 (2.35)

𝑣𝐴(𝑡 +
𝛿𝑡

2
) = 𝑣𝐴(𝑡 −

𝛿𝑡

2
) + 𝑎𝐴𝛿𝑡 (2.36)

with the acceleration of the nuclei given by 𝑎𝐴 = 𝐹𝐴/𝑀𝐴. To sample the forces on all nuclei correctly,
the MD timestep has to be set to be an order of magnitude smaller than the fastest nuclear motion,
which often corresponds to the hydrogen vibrational oscillation.

The conditions under which MD simulations are performed can be distinguished into microcanonical
and canonical ensembles. In the microcanonical ensemble (NVE), the number of particles 𝑁 , volume
𝑉 , and total energy 𝐸 of the system remain constant. The canonical ensemble (NVT) is used for
kinetic energy rescaling of a molecule/ensemble to a constant temperature 𝑇 . A commonly used
model for heat exchange simulation in MDs is the Berendsen thermostat,75 which methodically relaxes
a system to a target temperature. Fluctuations during the scaling of the kinetic energy are reduced by a
time constant 𝜏 (Eq. 2.37).

𝑑𝑇

𝑑𝑡
=
𝑇0 − 𝑇
𝜏

(2.37)

2.2.2 General Setup of QCxMS

QCxMS was developed in such a way that the EI and CID modules can be used with the same setup.
An overview of the workflow is displayed in figure 2.1 and can generally be described by the following
steps:

1. Equilibration

2. Ensemble generation

3. Ionization

4. Activation

5. Mean-free-path sampling
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2.2 Computation of Mass Spectra

Figure 2.1: Flowchart of the QCxMS protocol for the EI (left) and CID (right) run-modes.

6. Data analysis

Equilibration of the molecule (Step 1) is followed by the sampling of an MD trajectory at constant
energy (NVE), from which snapshot geometries are taken (Step 2) that represent an ensemble of
random starting points for the fragmentation runs. For each snapshot geometry, ionization and
activation simulations are conducted (steps 3 and 4) that are distinct for the EI and CID run modes (see
below). Following the activation, the mean-free-path (MFP) is sampled (Step 5), which represents
the reaction time of the ion to undergo fragmentation. As soon as fragmentation occurs, the delta
self-consistent field (ΔSCF) approach76 is used to compute the ionization potential (IP) (in positive ion
mode) or the electron affinity (EA) (in the negative ion mode) for the produced fragments. Fractional
charge is allocated to the fragments by Boltzmann distribution. Adapted from the Stevenson’s rule,77

the fragment with the largest charge is taken for extended simulations, while the other parts are counted
according to their partial charge. If the internal energy (𝐸int) is sufficient, cascading fragmentation
events for the most charged fragment are accounted for by consecutive MD simulations. Finally, the
fragments are counted and plotted (Step 6) using the external Plot Mass Spectrum (PlotMS) program,
which is part of the QCxMS software package. Details on the exact working mechanics are provided
in various earlier publications,50,54 as well as in chapters 3, 4, and 6.
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Chapter 2 Theoretical Background

2.2.3 Computing Electron Ionization Mass Spectra

This section provides an overview of the specifics required to compute EI-MS. The application of the
method is shown in chapter 3.

A typical EI process is described by

𝐴𝐵 + 𝑒− → 𝐴𝐵
•+ + 2𝑒− → 𝐴

•+ + 𝐵 + 2𝑒− . (2.38)

The energy needed to remove an electron 𝑒− from a molecule 𝐴𝐵 is expressed as the ionization
energy. The energy excess not used for ionization is defined as the impact excess energy (𝐸IEE), which
is stored in the internal energy of the ion. As the transition of 𝑒− through 𝐴𝐵 occurs faster than
any nuclei motion, a vertical ionization of 𝐴𝐵 can be considered according to the Franck–Condon
principle.78 From this principle it can be assumed that the ionization is completed before the nuclei
of 𝐴𝐵 move to a new equilibrium position. The resulting electronically excited ion states relax by
internal conversion (IC) to their vibrationally excited (or “hot”) ion ground states.

The implementation into QCxMS can be seen on the left-hand side of figure 2.1. In the program,
𝐸IEE is determined from the molecular orbital (MO) levels of 𝐴𝐵. The probability 𝑃 of a fragmentation
run to have an 𝐸IEE equal to 𝐸 is calculated stochastically by a Poisson-type distribution (Eq. 2.39).

𝑃(𝐸) = 𝑒
𝑐𝐸 (1+ln(𝑏/𝑐𝐸 ) )−𝑏

√
𝑎𝐸 + 1

(2.39)

with the empirically determined parameters a ≈ 0.2 eV, b ≈ 1, and c = 1/𝑎𝑁𝑒, with 𝑁𝑒 being the
number of valence electrons. 𝐸IEE is transferred into 𝐸int of the molecule via scaling the nuclear
velocities in Step 4. The IC time 𝜏IC is calculated from the differences in energy between the ionized
MO 𝑖 to the higher lying MOs 𝑗 up to the highest occupied MO (HOMO) by the energy-gap law.79

𝜏𝐼𝐶 =

𝐻𝑂𝑀𝑂∑︁
𝑗>𝑖

𝑘ℎ

𝑁𝑒𝑙

𝑒
𝛼(𝜖𝑖−𝜖 𝑗 ) (2.40)

with 𝛼 = 0.5 eV−1 and 𝑘ℎ = 2 ps, and 𝜖𝑖 the orbital energy of the 𝑖-th orbital.

Several hundreds of production runs have to be performed to correctly account for the statistical
distribution of 𝐸IEE. The number of runs scales with the molecular ion’s degrees-of-freedom (DOF).
The finite temperature method is utilized to promote convergence of the electronic wave function
(Eq. 2.31). This method accounts for the partial multireference electronic structure of the ions and
simultaneously represents the electronically excited states of the ion. If 𝐸IEE is sufficiently large
enough, dissociation of 𝐴𝐵•+ into 𝐴

•+ + 𝐵 or 𝐴+ + 𝐵
• can occur. The statistical charge of each

fragment is considered a factor for its abundance in the final spectrum. Alternatively, the rate constants
by which the reactions occur can be calculated classically using the Rice–Ramsperger–Kassel–Marcus
(RRKM)80–82 or the Quasi–Equilibrium–Theory (QET)83 approach. An overview of these methods
compared to QCEIMS is given in reference [54]. More details on the EI run-mode can be found in the
original publication [50].
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2.2 Computation of Mass Spectra

2.2.4 Computing Collision Induced Dissociation Mass Spectra

A significant part of this thesis comprises the development of the CID method for QCxMS. The
right-hand side of Figure 2.1 displays the general workflow of how the method was implemented into
QCxMS. The detailed development of this method is the content of Chapter 4.

In general, CID can be seen as a two-step process, represented in equation 2.41.11 First, an ion 𝐴𝐵+

is activated by a collision with a neutral atom 𝑁 . This converts the collision energy 𝐸coll of 𝐴𝐵+ into
its internal energy 𝐸𝐴𝐵

+

int . In the second step, the now activated species 𝐴𝐵+∗ undergoes fragmentation.
The internal energy of the activated species 𝐸𝐴𝐵

+∗

int determines the possible fragmentation pathways
the structure can follow and is determined by equation 2.42.

𝐴𝐵
+ + 𝑁 → 𝐴𝐵

+∗ + 𝑁 → 𝐴
+ + 𝐵 + 𝑁 (2.41)

𝐸
𝐴𝐵

+∗

int = 𝐸
𝐴𝐵

+

int + 𝐸coll (2.42)

Before the collision, 𝐸𝐴𝐵
+

int is generally lower than 𝐸coll and depends on the amount of energy gained
during the ionization process. The maximum 𝐸coll that can be obtained by a collision is called the
center-of-mass energy 𝐸COM and is defined by the mass of the collision gas atom 𝑚𝑔, the mass of the
precursor ion 𝑚𝑝, and laboratory frame of reference energy 𝐸LAB (Eq. 2.43).84

𝐸COM =
𝑚𝑔

𝑚𝑔 + 𝑚𝑝

𝐸LAB (2.43)

Other factors such as the collision angles and hardness of the collision partners can reduce this
energy. The more flexible 𝐴𝐵+ is and the more DOF it has, the more 𝐸coll can be absorbed until
fragmentation occurs.

During the development of the CID mode, many different aspects had to be considered, as various
factors influence the collision procedure and the internal energy of the ion in an experiment. Ionization
processes, collision gas pressure, collision cell parameters, detection methods, and even the instrument
itself significantly influence the resulting spectrum. Three run-types were developed that represent
the most accurate methods for calculating a CID mass spectrum. A schematic depiction of the
run-types is shown in figure 2.2. With these run-types, the program enables the computation of
CID spectra using slow heating (thermal activation), as well as single and multiple collision (forced
activation) simulations, but these approaches depend on various settings and require trial-and-error
computations. The most significant development of this thesis is the construction of the general
activation run-type, which combines the other two run-types to enable the automatic computation
of mass spectra without setting many parameters. A detailed discussion of these run-types, their
application, and their advantages and disadvantages, is provided in Section 4.
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Chapter 2 Theoretical Background

Figure 2.2: The three run-types developed for the CID mode of QCxMS.

2.2.5 Protonation Tool and Thermochemistry

As described in chapter 1, ionization for CID MS is obtained via (de-)protonation of the molecule.
Throughout this thesis, the fully automated tool developed by Pracht et al.85 was used to determine all
possible (de-)protonated structures (called “protomers”) of an input molecule before CID calculations.
The program computes the localized MOs (LMO) of a molecular structure and locates its lone
pairs (LP) and 𝜋 centers. Consecutively, a proton is added along the axis of the LMO charge
center. The structures are then energetically ranked after optimization. Deprotonation is conducted
by removing all H atoms of the structure and consecutive sorting the optimized protomers. The
protonation tool is implemented in Conformer Rotamer Ensemble Search Tool (CREST),86 which
uses GFN2-xTB as default for the optimization and energy computations. Because the correct free
energy ranking of the protomers is essential to determine the actual structure for the mass spectrum
calculations, the protomers are routinely re-ranked throughout this thesis on the DFT level using the
Command-line Energetic SOrting Algorithm (CENSO) developed by Grimme et al.87 The program
determines the protomer populations by sorting the geometries according to their differences in Gibbs
free energy Δ𝐺. While MS is conducted in the gas phase, the influence of solvation can be substantial
considering LC-MS experiments. The free energy is computed at a given temperature T according to
equation 2.44.
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2.2 Computation of Mass Spectra

𝐺 (𝑇) = 𝐸𝑒𝑙 + 𝛿𝐺solv(𝑇) + 𝐺TRV(𝑇) (2.44)

with 𝐸𝑒𝑙 being the molecular energy obtained from the electronic Hamiltonian, 𝛿𝐺𝑠𝑜𝑙𝑣 being the
solvation free energy at given temperature𝑇 , and𝐺TRV the translational, rotational, and vibrational free
energies, including zero-point vibration and volume work terms. The thermostatistical contributions
are thereby calculated using the modified rigid-rotor-harmonic-oscillator (mRRHO) approximation.88

Population analysis is done in equation 2.46 by Boltzmann statistics, with probability 𝑝𝑖 and the free
energy 𝐺𝑖 of state 𝑖.

𝐺 =

𝑁∑︁
𝑖

𝑝𝑖𝐺𝑖 (2.45)

𝑝𝑖 =
𝑒
−𝐺𝑖/𝑘𝑇∑𝑁

𝑖 𝑒
−𝐺𝑖/𝑘𝐵𝑇

(2.46)
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Chapter 3 Overview of “Calculation of Electron Ionization Mass Spectra with Semiempirical
GFNn-xTB methods”

In this initial work, the semiempirical GFN2-xTB71 method is implemented into the QCxMS
program and compared to the performance of its predecessor GFN1-xTB70 in terms of computing
electron ionization mass spectra (EI-MS). As the results of GFN1-xTB excelled other quantum
chemical methods in accuracy and computational costs for this purpose,56 the question arose how
the more sophisticated method would perform in terms of the calculation of realistic fragmentation
patterns. An overview of the GFNn-xTB methods is provided in Section 2.1.5, and considerations
concerning the computation of EI-MS are shown in Section 2.2.3. The full text of this work89 can be
found in its entirety in Appendix A.
For an unbiased evaluation, the default settings of the QCxMS program in the EI mode are used,
and neither of the GFNn-xTB methods (n = 1, 2) is modified. A wide variety of smaller and larger
organic, transition-metal, and main-group inorganic systems are computed to obtain an overview of
the general applicability of the methods. Validation is obtained by comparison of the results produced
by the two methods with experimental references taken from the NIST40 and SDBS90 databases. The
computational demands and the stability of combinations of the GFNn-xTB methods for PES and IP
calculations are discussed to obtain insights into their performance.
The first test set includes six organic molecules that vary in structure, size, and functionality, e.g., uracil,
testosterone, and sucrose. Results using GFN2-xTB show better agreement with the experiment for
testosterone, but no general improvement in comparison to GFN1-xTB is observed. Notably, GFN1-
xTB performs better for hexafluorobenzene, and both methods yield qualitatively less accurate spectra
for sucrose than for the other organic molecules. The second benchmark includes three molecules
containing transition metal atoms. For this group of compounds, failure rates and computational
demands are higher with GFN2-xTB in comparison to GFN1-xTB, and the newer method fails to
predict important signals of the bis(benzene)chromium fragmentation pathways. Nevertheless, for the
IP calculations of this set of molecules, GFN2-xTB can be recommended. The best overall agreement
with the experimental spectra is obtained by combining GFN1-xTB for PES and GFN2-xTB for
IP calculations. The third test group is composed of inorganic main-group molecules. The two
GFNn-xTB methods perform similarly regarding timings, stability, and the overall agreement with
the experiment. Both GFNn-xTB methods are recommended for MS computations of these systems.
However, the accuracy for the MS computation of ferrocene improves significantly when using
GFN2-xTB for IP calculations. Remarkably, the GFN2-xTB method completely fails for octasulfur,
whereas the GFN1-xTB method performs very well.
To sum up, utilizing the two GFNn-xTB methods for EI-MS computations leads in the majority of
instances to comparable decomposition pathways, but signal intensities often differ. Overall, the
results from both methods compare reasonably well with the experimental results, but GFN2-xTB
produces fewer artifacts in the spectra. Cross-checking the results using DFT for IP calculations
can improve the quality of the obtained spectra but is computationally very demanding. Similar to
the experimental variations between MS instruments, intensities, missing signals, and survival rates
obtained by the calculations depend on technical settings related to internal energy distribution and
the ionization/heating procedure. The settings can be individually modified, thereby significantly
improving the simulated spectra, and can e.g., account for too intense [M]•+ signals. Nevertheless,
the work concludes that with default settings in QCxMS, the two tight-binding methods GFN1-
xTB and GFN2-xTB broaden the applicability of the software for calculating EI mass spectra,
producing an accurate matching to experimental results without the need for third-party software.
The implementation of the GFN2-xTB method overall improves the elucidation of the structural
compositions and fragmentation paths.
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Chapter 4 Overview of “From QCEIMS to QCxMS: A Tool to Routinely Calculate CID Mass
Spectra Using Molecular Dynamics”

The scope of this work is to develop a method that enables the computation of mass spectra based
on activation by collision-induced dissociation (CID) reactions. Section 2.2.4 provides an overview
of the theoretical considerations concerning CID processes. As an alternative to EI, the ionization
of the molecules is considered to be obtained via protonation,11 and the nature of the molecular
ions between these approaches differ (usually open-shell (unpaired electron) vs. closed-shell (paired
electron) electronic structure). Automated protonation and energetic ranking of the molecule are done
as explained in Section 2.2.5. The greater generalizability of the software is represented by renaming
it from QCEIMS to QCxMS.
The software development starts by designing collision MDs for any arbitrary ion structure with user-set
input conditions, considering collisional energy in the laboratory (𝐸LAB) and the center-of-mass
(𝐸COM) frame of reference. The rotational energy and sampling temperature of the molecular ion are
automatically scaled to obtain the correct starting conditions. Multiple collisions are implemented
by repeated simulation of collision MDs and interposed mean-free-path simulations. From this, the
collision kinetics of single and multiple collisions are computed. Statements about the molecular
stability and survival yields are gained, allowing for a detailed description of the amount of energy
taken up by the molecular ion through each collision and showing the decrease of 𝐸COM and 𝐸LAB
in the process. More details on the working mechanism can be found in Appendix B, in which the
corresponding publication91 is presented.
The major problem encountered in this work is that calibration of a theoretical model to experimental
conditions is generally not possible due to the considerable variation between instruments and a lack
of insight in “typical” MS settings. For this reason, different run-types are developed to consider
various experimental settings. These are depicted schematically in Figure 2.2.
The thermal activation run-type (Figure 2.2, left) yields fragmentation without simulation of direct
collisions. This slow-heating process facilitates fast computations, as no actual collisions are computed.
However, only statistical dissociation processes are considered, and the scaling can lead to under-
or over-fragmentation. The forced activation run-type (Figure 2.2, middle) enables the calculation
of any given number of ion–gas collisions. The simulation of ion–gas collisions accounts for direct
fragmentation processes. However, the exact number of collision events that take place inside an
MS instrument cannot be established in general. Finally, the automated general activation run-type
(Figure 2.2, right) is developed. The internal energy of the protonated system is increased, followed
by the simulation of multiple collisions between the precursor ion and neutral gas atoms. The number
of collisions are estimated by the kinetic gas theory,84 in which the pressure and temperature of
the collision gas, as well as the collisional cross-section of the collision partners, approximate the
conditions in the experiment. This estimation is also applied to collisions between produced fragments
and neutral gas atoms.

The different run-types are tested on a benchmark of six diverse organic molecules. An interesting
insight into the influences of protonation sites on the computed spectrum is gained, which is discussed
in the scope of “mobile protons”. – the protomers are not in thermal equilibrium and the most populated
structures do not necessarily account for the main fragmentation pathways, so kinetically controlled
fragmentation reactions are observed. The GFN2-xTB Hamiltonian,71 which was implemented into
QCxMS in Chapter 3, enables excellent ionic PES and IP calculations and produces good agreement
with experimental spectra. The final software is the first quantum chemistry-based protocol that
automatically computes unbiased, singly positively charged ion CID mass spectra without the need for
pre-tabulated, database-driven algorithms or third-party software.
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Chapter 5 Overview of “Quantum Chemistry-based Molecular Dynamics Simulations as a Tool for
the Assignment of ESI-MS/MS Spectra of Drug Molecules”

In this work, the two drug molecules nateglinide and zopiclone are computed by QCxMS in single
positive ion mode. It is shown how the automatisms implemented in QCxMS combined with the fast
calculations conducted with GFN1-xTB70 and GFN2-xTB71 are used to elucidate the fragmentation
pathways of these complex molecules completely. The investigated compounds are of typical size for
common bioactive molecules (45 and 51 atoms) and contain functional groups that are representatives
of several drug classes. The spectra are computed using the general activation method, as introduced
in the preceding work of Chapter 4. The complete work92 can be found in Appendix C.
As no information on the protonation sites is available, computations using the automated protonation
tool of CREST86 and thermodynamic ranking of the structures with CENSO87 are conducted, as
described in Section 2.2.5. The most populated protomers within a defined free energy window of 20
kcal/mol are used as starting points to calculate corresponding fragment spectra, allowing for multiple
reaction pathways. It is found that the spectra for the different protomers do not significantly differ for
either of the two structures, which can be traced back to the close vicinity of heteroatoms that enhance
proton rearrangement reactions between the structures via mobile protons before fragmentation occurs.
The computed signals are validated by comparison to experimental spectra measured on an Orbitrap
Fusion ESI-MS/MS instrument. Excellent coverage of the computed to the measured signals of > 90
% is achieved when only the signal existence is considered. The agreement between signal intensities
of the computations and measurements is satisfactory.
In the field of applied mass spectrometry, molecule fragmentation mechanisms of [M+H]+ ions are
typically elucidated by classical generic formalisms that are based on standard empirical rules origin-
ating from electron migration protocols.31–34 However, fragmentation patterns are regularly observed
that the generic rules cannot straightforwardly explain, and competing decomposition reactions can
lead to uncertainty about the correct spectral assignment, so the final fragment structures are often
approximated.31,93,94 As a solution to reduce the uncertainty, the trajectories calculated by the unbiased
MD simulations of QCxMS are used to obtain detailed insights into the dissociation pathways of the
ions. The fast and easy access to the trajectories is used to complement the classical interpretation of the
final fragmentation pathway, simultaneously significantly shortening the time for structure elucidation.
Categorization of the level of complexity for describing the dissociation pathways solely with classical
fragmentation rules, the formation of the signals are sorted into “complexity levels”. Utilizing this
merger of classical and quantum chemical methods, uncommon fragmentation pathways of four
non-evident fragment ion structures are identified that contrast the accepted generic formulations.
Furthermore, a non-negligible number of fragmentation reactions can only be assembled in retro-
spect by the classic rules after inspection of the trajectories obtained by the MD simulations of QCxMS.

In summary, this work shows how QCxMS can be used as a valuable tool to facilitate the detailed
illustration of fragmentation mechanisms or even enables a description of decomposition pathways
in the first place. While the differences between computations and measurements are evident, the
discrepancies between these approaches are discussed and put into perspective. It is established that
the comprehensive applicability of combining the results obtained using QCxMS in combination
with the knowledge of generic rules allows the description of the vast majority of different molecular
classes. Given the enormous structural diversity, a thorough interpretation of fragment spectra without
the aid of QC encourages further investigation and might lead to an expansion of what to consider
“typical fragmentation pathways”.
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Chapter 6 Overview of “Calculation of Mass Spectra with the QCxMS Method for Negatively and
Multiply Charged Molecules”

The final work in this thesis concludes the development of the CID module for the QCxMS software
by enabling the calculations of mass spectra independently from the charge state of the molecular
ion. In Chapters 4 and 5, single positively charged structures are calculated. The work presented here
makes the ab-initio computation of structures carrying positive, negative, single, or multiple charges
possible. This is especially important because commonly used LC-MS/MS methods routinely produce
ions with multiple positive or negative charges,95,96 depending on the analyte and the ionization mode
used. Details on the implementation are provided in full in Appendix D.
The negative ion mode is tested on a benchmark set of four organic molecules of small size, for which
reference spectra are taken from standard databases.97,98 Computations are conducted using the CID
general activation run-type with GFN2-xTB. The accuracy of the results is cross-examined using DFT
methods with minimally augmented basis sets.99 For PES calculations, PBE100/ma-def2-SV(P) is
used, while electron affinity (EA) computations, that enable the charge assignment after fragmentation,
are handled using PBE0101/ma-def2-TZVP.
First, the molecular deprotonation sites and their influence on the computed fragment signals are
investigated. Comparable to the finding for positive ion spectra computed in Chapter 3, it is found that
the concept of “mobile protons” is significant for deprotonated structures. Free energy calculations of
the protomers, computed at the r2SCAN-3c102 level of theory (see Section 2.2.5), indicate that the
main fragmentation pathways are not necessarily created from the most populated structures.
Since fragmentation pathway analysis for negative ions with classical methods often lacks references,33

the decompositions reactions of the benchmark molecules are examined in detail. Using the GFN2-
xTB level of theory, the majority of signals observed in the database references are reproduced. A
higher agreement with the database spectra signal intensities is reported for full-DFT computations.
However, the increased computational cost by three orders of magnitude renders these computations
not affordable for routine computations or large molecules. Combining the QC methods by using
GFN2-xTB for PES and PBE0/ma-def2-TZVP for EA calculations shows only a minor increase in
accuracy It can be considered unimportant concerning the cost-to-accuracy ratio. From this, it can
be established that the computations on the GFN2-xTB level of theory for negative ion mass spectra
produce good results.
In the second part of this work, the mass spectra of two multiple positively charged molecular ions are
computed at GFN2-xTB level of theory and compared to spectra taken from the literature.103,104

For the doubly charged crizotinib, the comparison demonstrates that by the usage of the ΔSCF method
(see Section 2.2.2), QCxMS correctly assigns multiple charges to single fragments. Through this,
highly accurate coverage of all experimentally measured signals is obtained. It is shown that all
fragments are produced from the doubly charged molecular ion instead solely from its singly charged
counterpart, which was suggested in the literature.103 The second ion is a triply charged lysine derivate,
for which the fragment charge assignment is complicated. Five out of nine reported fragments are
calculated correctly. However, the flexibility of the structure and the low level of theory used for the
computations lead to some cases of wrong charge assignment. Cross-checking either of the structures
by computation of the IP values using PBE0/def2-TZVP does not influence the outcome significantly.

Overall, this work shows how the expansion of the CID run mode enables computations of negatively
and multiply charged compounds, thereby increasing its applicability for a broad range of chemical
structures. For anions produced by deprotonation, the computations of decomposition channels can
help to generate empirical rules for “classic” generic fragmentation formalisms. Furthermore, QCxMS
can compute the mass spectra of compounds carrying multiple charges sufficiently.
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CHAPTER 7

Conclusion and Outlook

In this thesis, the computation of mass spectra using quantum chemical approaches is presented. To
this end, the well-established QCEIMS program was used, which runs molecular dynamics simulations
to sample the decomposition pathways of an input analyte structure. The PES is computed on-the-fly,
allowing for close-to-the-experiment dissociation and rearrangement reactions. By sampling hundreds
of fragmentation MDs in parallel, a statistically relevant number of decomposition processes are
obtained that produce a virtually “black-box” mass spectrum. The method was originally designed
to calculate EI processes, so a particular focus in this work was set to establish a CID pendant for
this run mode. It was implemented into the QCEIMS software and enables the computation of
soft-ionization-based mass spectra, which are produced through protonation and subsequent collisional
activation. The specific name of QCEIMS was changed to QCxMS to account for the more general
approach, in which the “x” stands for the MS types that can be used (x = EI, CID). The particular steps
that contributed to the extension of the program are described throughout this thesis in successive
chapters, for which brief summaries are given in the following.

Implementation and application of the GFN2-xTB method into QCxMS provided accurate computa-
tions of the PES and IP to compute EI mass spectra, which showed an improvement over its predecessor
GFN1-xTB. Calculations of organic, main-group inorganic, and transition-metal-containing mo-
lecules showed excellent results for creating spectra with the new SQM method, and comparison
to experimental results showed high agreement. The two GFNn-xTB methods were comparably
robust in terms of stability. When comparing the computational timings, GFN2-xTB was slightly
slower. Improvements over GFN1-xTB were observed for the different molecules. Especially for
ferrocene, the use of GFN2-xTB for IP calculations enabled the correct computation of the mass
spectrum, which otherwise failed when using the IPEA-xTB method. Vice versa, the computation
of octasulfur could be accurately described by GFN1-xTB, which was not possible by its successor.
Combining GFN2-xTB for IP with GFN1-xTB for PES calculations showed an overall improvement
in accuracy and timings, and the combination is generally recommended. Overall, the semi-empirical
tight-binding methods GFN1-xTB and GFN2-xTB proved to be versatile tools for fast and reliable
computations for EI mass spectra.
In order to simulate LC-ESI-MS/MS experiments, a method had to be established and implemented into
the available software from scratch. As the exact conditions of the experiments could not be established,
the development of a general working mechanism was not straightforward. Different run-types for
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molecular ion activation were developed to overcome this obstacle, allowing the automatic calculation
of CID mass spectra. Dissociation reactions obtained by the thermal activation run-type showed a lack
of direct fragmentations, usually induced through high-energy collisions. Computations are fast, but
missing information on exact energy distributions of typical experiments lead to trial-and-error runs
for accurate reproduction of the references. Fragmentation through high energy collision events can be
simulated by the collisional activation run-type. However, as the number of collisions and the impact
energy are very flexible parameters, it was not possible to establish general settings. The produced
signal intensities showed strong dependence on the molecular ion properties, like size or structural
flexibility. The general activation run-type was developed as a solution that combines thermal and
collisional activation for automatic computations. The established run modes were used to successfully
compute the mass spectra of various sample molecules at the GFN2-xTB level of theory. As the
thermodynamically most populated structures were not always the ones that accounted for the most
pronounced fragmentation pathways, it was found that the protonation site of the molecular ion had a
significant influence on the outcome. In the literature, this is known as the “mobile proton” theory, for
which the working mechanisms are still not entirely understood. Besides the computations of entire
spectra, the CID run mode was able to provide insights into the collision kinetics, through which
effects of single and multiple collisions on the survival yield of the molecular ion could be explored.
The goal to create an applicable workflow to automatically compute singly positively charged CID
mass spectra was achieved.
The ability of QCxMS to assist in complete structure elucidation of unknown fragmentation pathways
was tested on the two large drug molecules nateglinide (45 atoms) and zopiclone (51 atoms). The
general activation run-type of the CID mode was used with GFN1-xTB and GFN2-xTB to compute the
decomposition routes of the two structures in singly protonated, positive ion mode. After determining
all available protonation sites, the computations found that the different protonated molecular ion
structures produced comparable dissociation patterns, from which it was determined that proton
rearrangement occurred between the protonated structures before fragmentation. This was an important
finding with regard to the mobile proton effect. The computed trajectories were used for retrospective
assembly of the fragmentation pathways by empirical rules that are typically applied for mass spectral
elucidation. The results were categorized into classes that reflected the level of complexity for
applying the rules. It was found that two fragment structures for each of the two molecules could
not be recreated via classical fragmentation pathways. They were instead only elucidated by the
QCxMS computations. To conclude, the work demonstrated the usability of the CID mode to compute
complicated decomposition reactions of unknown compounds for the complete structure elucidation
of large molecules.
Finally, the CID module was extended to enable the calculations of CID mass spectra without charge
restrictions. The method was tested on negatively and multiple positively charged molecules. For the
negative ion mode, the PES of small sample molecules were calculated on SQM and DFT level of
theory after initial deprotonation. EA computations were carried out on the GFN2-xTB level and
cross-checked by PBE0/ma-def2-TZVP calculations. A considerable increase in accuracy by using
DFT methods was not found. However, significant differences between the computed mass spectra
of various protomer structures showed a severe influence of the mobile proton concept, even for
deprotonated ions. Apart from singly charged structures, ab-initio methods were used to automatically
calculate the mass spectra of two multiply charged structures for the first time. The computations for
the doubly protonated crizotinib revealed a serious influence of solvation effects on the thermodynamic
Boltzmann population rankings of the protomers. Fragmentation reactions displayed reasonable
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agreement with the experimental reference, showing that the QC approach can compute multiply
charged fragments correctly. The agreement was lower for the triply protonated lysine-derivate because
the charge assignment failed for triply charged fragments. Hydrogen atom rearrangements typical for
heterolytic fragmentation reactions were not sufficiently accounted for in the calculations, leading to
false charge assignment after (consecutive) decomposition of the structure. Nevertheless, five out of
nine reported signals could successfully be accounted for.
Overall, this work demonstrated the ability of QCxMS to correctly compute deprotonated and multiply
protonated structures without the need for pre-tabulated fragmentation channels or database entries.

This thesis aimed to design a method that can create reference spectra for the unbiased structure
elucidation of experimentally measured GC-EI-MS and LC-ESI-MS/MS mass spectra. Developing
a concept that was not based on tabulated fragmentation pathways or machine learning of stored
database information was essential. In summary, this goal was achieved through the development of
QCxMS. While there are still aspects to explore considering the computation of mass spectra, the
program produces “black-box” results by only using the structure of a molecule (covalent bonding
topology, i.e., chemical formula).

Various relevant insights concerning soft-ionization methods and collisional activation were ob-
tained by application of the software on diverse molecules. The correct treatment of protonation
sites was found to be of major importance, and a deeper insight into the concept of the not yet fully
conceptualized mobile proton theory on the dissociation behavior of molecules was gained. MS
experiments are found to be very dynamic processes in which the ion structures are in a constant state
of rearrangement. This makes spectrum prediction dependent on the ability to consider ever-changing
processes, for which MD simulations are predestined. Direct fragmentation reactions obtained by
simulating actual collision simulations are found to be crucial to obtaining the correct signal intensity,
while thermal scaling only accounts for statistical fragmentation. Collisions between created fragments
and neutral gas atoms are of significant relevance for the final spectrum, introducing sufficient internal
energy for subsequent dissociation reactions.

Nevertheless, there is still room for improvement of the QCxMS working mechanisms. Dissociation
pathways often lack the characteristics of heterolytic bond breakage, which are typical for soft
ionization experiments. This is especially critical for multiply charged structures, as false charge
assignment is the direct consequence of wrongly protonated fragments. Relying solely on Stevenson’s
rule for charge assignment has weaknesses in this regard. Implementing proton affinity computations
could be the first step in approaching this problem.
An increase in the applicability of QCxMS can be achieved by implementing surface-induced
dissociation (x = SID) methods. Instead of a collision gas atom, a wall potential can be applied to
simulate the molecule collision.
In order to reach the goal of creating an in-silico library, high-throughput computations of mass
spectra must be established for all sorts of chemical compounds, which requires a drastic decrease in
the computational resources needed for the simulations. Some considerations to obtain this goal are
listed in the following:

1. Reduction of the number of protomers for CID computations – development of an efficient
presorting algorithm for mobile proton rearrangements, e.g., by screening of the reaction
barriers.
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2. Shortening of the ensemble generation by sampling of the conformational space – e.g., using
CREST instead of MD trajectories.

3. Using graph theory to pre-screen typical fragmentation reactions so fewer MD simulations have
to be conducted for typical fragmentation reactions. Smaller number of MDs are then used to
sample untypical dissociation and rearrangement reactions.

Apart from using the concepts of QCxMS, an algorithm can be developed that completely forgoes
MD simulations. All possible fragments must be created that sample the entire reaction space of
an MS experiment. Consecutively, the reaction barriers between the molecular ion and fragments
are calculated, leading to a statistical result for the fragment signal intensities. This approach could
decrease the computational resources and improve the accuracy by routine DFT computations for the
reaction energies.

Within this work, many aspects needed to effectively calculate EI and CID mass spectra with QC
methods using MD simulations were examined. It is clear that the highly complex subject tackled
by QCxMS has many more facets than have been discussed here. During development, a variety
of different features concerning the accurate description of MS processes were tested meticulously,
e.g., other CID run-types, variation of starting internal energy, electronic temperature, and much
more. However, only the elements that had a tremendous influence on the final result were presented.
Everything that did not lead to an improvement of the algorithm was discarded. The contributions
from this thesis and the development of QCxMS enable the routine structure elucidation of EI and
CID mass spectrometry processes. To allow future developments, the software and documentation of
its use are made available on the internet open-source105 in the sense of scientific availability without
restrictions.
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APPENDIX A

Publication corresponding to chapter 3:
Calculation of Electron Ionization Mass Spectra
with Semiempirical GFNn-xTB Methods

Abstract In this work, we have tested two different extended tight-binding methods in the framework of
the quantum chemistry electron ionization mass spectrometry (QCEIMS) program to calculate electron
ionization mass spectra. The QCEIMS approach provides reasonable, first-principles computed
spectra, which can be directly compared to experiment. Furthermore, it provides detailed insight
into the reaction mechanisms of mass spectrometry experiments. It sheds light upon the complicated
fragmentation procedures of bond breakage and structural rearrangements that are difficult to derive
otherwise. The required accuracy and computational demands for successful reproduction of a mass
spectrum in relation to the underlying quantum chemical method are discussed. To validate the
new GFN2-xTB approach, we conduct simulations for 15 organic, transition-metal, and main-group
inorganic systems. Major fragmentation patterns are analyzed, and the entire calculated spectra are
directly compared to experimental data taken from the literature. We discuss the computational costs
and the robustness (outliers) of several calculation protocols presented. Overall, the new, theoretically
more sophisticated semiempirical method GFN2-xTB performs well and robustly for a wide range of
organic, inorganic, and organometallic systems.
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Methods

A.1 Introduction

Nowadays, structure elucidation of molecules or condensed phases is one of the key ingredients in
everyday work in chemistry and related sciences. Over the past decades, several excellent experimental
methods, namely NMR, IR, Raman, and UV-vis spectroscopy, have been developed enhancing
the facility of solving molecular structures tremendously. To date, it has become computationally
affordable to use quantum chemical (QC) methods to calculate the properties that are needed to
predict such spectra.106 Another extremely important analytic tool for various areas in the organic and
bioorganic chemistry is electron ionization mass spectrometry (EI-MS).11,14 Its daily application, e.g.,
in the field of forensic drug testing107 or pharmacokinetics,108 requires continuous investigation of
many new substances and their structure-spectrum relationship. In practice, compound identification
is often assisted using chemoinformatic approaches35,45,109 or database-driven programs.110,111 The
ongoing development of computer-based neural networks aims to ease this procedure.47 However,
these approaches lack the basic physics and chemistry of the EI-MS process and do not have the ability
to determine the basic reaction mechanisms leading to the observed spectra. While it is possible
to predict previously unknown structures of molecules by these methods35 the agreement with the
experiments is often low.3,112

Unfortunately, the straightforward computation of the required properties to generate accurate EI-MS
is not possible with standard theoretical techniques. To tackle this problem, statistical methods based
upon the quasi-equilibrium theory (QET)83 or the Rice-Ramsperger-Kassel method (RRKM)80–82,113

have been developed. Downsides when using these methods arise for larger molecules, leading to
computationally very demanding procedures, which are difficult to generalize. To overcome this
problem, our group proposed to compute mass spectra using on-the-fly computed potential energy
surfaces with Born–Oppenheimer ab-initio molecular dynamics (BO-AIMD).74 Based on this idea,
a widely applicable protocol for predicting mass spectra termed as the quantum chemistry electron
ionization mass spectrometry (QCEIMS)50,105 method has been developed. It is, to our knowledge,
the first attempt to use BO-AIMD to calculate EI-MS in a “close to the experiment” manner, without
relying on any database or pretabulated fragmentation rules.54 QCEIMS yields standard 70 eV EI-MS
for organic and inorganic molecules that agree reasonably well with corresponding experimental data
and gives an unprecedented insight into the reaction mechanisms. Different QC methods for the
calculation of MS have already been tested in the past for various molecules.50–54 It has been shown
that at least Kohn–Sham density functional theory (KS-DFT) with small basis sets or alternatively
semiempirical quantum mechanical (SQM) methods like DFTB3114,115 or OM2/OM3116,117 have to
be used to gain an acceptable accuracy-to-cost ratio. With this in mind, we have implemented the
GFN1-xTB and IPEA-xTB methods into the program, and this combination has outperformed other
methods for predicting EI mass spectra with QCEIMS.56 Very recently, we have implemented its
successor GFN2-xTB71 into the QCEIMS code. The improved physics of this method should increase
the quality of the calculations, while the computational demands stay low.

A.2 Methodology

In an EI-MS experiment, a molecule is hit by a beam of high-kinetic-energy electrons. The impact
of the accelerated electrons ejects a valence electron from the targeted molecule and, in positive
ionization mode, creates a radical cation, as well as two out-going electrons with continuous energy, a
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A.2 Methodology

Figure A.1: Flowchart of the QCEIMS protocol.

so-called 1e-2e process. The deposited internal energy, if averaged over many molecules, is called the
internal excess energy (IEE) and follows a complicated distribution for which we make reasonable
assumptions.50 Its value determines which reaction channels are eventually possible. After the electron
impact, the IEE is distributed in the vibrational modes of the molecule through internal conversion
(IC) and converted to the nuclear kinetic energy of the corresponding atoms. The vibration can
cause bond breakage or other chemical reactions, which mostly lead to fragmentation into smaller
molecules. The potential energy surface (PES) of the ions, which can be calculated, determines the
most energetically favorable reaction pathways. For a more detailed description of these processes and
a discussion of other important details that have to be considered in a theoretical EI-MS experiment,
e.g., the question where the charge remains after the fragmentation process, the reader is referred to
the original publication50 and the textbooks.11,14

A.2.1 QCEIMS

In the following section, we will briefly discuss the working principle of the program. For more
details, the reader is referred to the original publication.50

The prediction of an EI mass spectrum by QCEIMS proceeds in three steps (see Figure A.1):

1. Equilibration and conformer sampling. Equilibration and conformer sampling: An initial
guess of the neutral molecular starting structure will be equilibrated in the first MD run, and a
predefined number of snapshots are randomly selected and saved to obtain starting coordinates.
For complicated cases, a preceding detailed conformational analysis should be conducted and
the entire QCEIMS procedure is then started separately for various conformers.

2. Assignment of IEE and IC. For each snapshot geometry, the molecular orbital spectrum
is calculated by a single-point calculation after which a Mulliken population analysis118 is
performed. With this information, the internal excess energy (IEE) and internal conversion (IC)
time are estimated and assigned to all starting geometries. The IC time is calculated by the
energy-gap law.79
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3. Production runs. The snapshot structures are instantaneously (valence) ionized and independ-
ently propagated in time on a QC PES until a reaction occurs in the simulation. The ionization
potential (IP) of the so-created fragments is calculated and used to determine the statistical
charge of these fragments. The fragment with the highest statistical charge is selected for further
propagation in a cascade. It can again undergo fragmentation until either no internal energy
is left or the fragment gets too small. All charged fragments are counted and stored. Taking
together all production runs allows the program to compute the mass spectrum. The natural
isotope ratios are implied in a postsimulation treatment.

The calculations done in the program are basically first-principles and fully theoretical, i.e., not
based upon any experimental results. The EI-MS process is based upon a simplified theoretical model,
and the PES is approximated by quantum chemical methods. Hence, the underlying QC method has a
significant impact on the quality of the simulated spectrum. Furthermore, the number of production
runs and the maximum simulation time can considerably alter the results. More subtle effects, like
wrong assignments of ionization potentials to the fragments or the nature of the IEE distribution, can
lead to false intensities or even signals from unphysical fragmentation (artifacts). A more detailed
discussion of these influences can be found in the original publication.50.

When computed spectra of this unbiased approach used by QCEIMS are compared to those from
rule-based, chemoinformatic programs (e.g. refs.35,45,47,109), it is to be kept in mind that this “black-box”
method may give rise to results with lower accuracy. However, QCEIMS can predict EI spectra of
unknown chemical compounds and is able to retrace the composition of the fragments created during
the process from the MD trajectory. For this reason, the program allows the discussion of the computed
spectra in a detailed way, from fragmentation patterns to recombinations and rearrangements occurring
in the experiment. At no point, intermediate structures have to be guessed or altered.

A.2.2 Extended Tight-Binding Methods

In 2017, a special-purpose SQM method called GFN-xTB70 was published as a variant to the
well-established tight-binding DFTB3114,115 scheme. Recently, our group has developed a second
variant, termed GFN2-xTB, (30) that includes anisotropic second-order density fluctuation effects
via short-range damped interactions of cumulative atomic multipole moments. Both extended tight
binding (xTB) methods are designed to account for properties around the energetic minimum, such
as geometries, vibrational frequencies and non-covalent (GFN) interactions and are parametrized
for elements with atomic numbers up to Z = 86. Interestingly, the methods show an overall good
performance and great robustness also for electronically complicated situations, including covalent
bond breaking.

In GFN2-xTB, the dispersion interactions are treated by means of a self-consistent variant of the
D4 dispersion model68 instead of D3(BJ),65–67 used in GFN-xTB, and furthermore, the description of
electrostatic interactions has been greatly improved. For a more detailed discussion of the differences
between both methods, please refer to ref. [71].

The originally proposed method is from here on called GFN1-xTB for a better distinction between
both schemes.

The computed ionization potentials with GFN1-xTB are not sufficiently accurate. To remedy this, a
special-purpose IPEA-xTB method has been developed. It is a reparametrization of GFN1-xTB and
uses additional (n + 1)s basis functions to better represent the electron affinities. Unfortunately, the
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spectra of some molecules containing transition metals were not described well with the IPEA-xTB
method, which partially could be traced back to wrong charge assignments. The errors made on these
systems can be fixed by calculating the ionization potentials at the hybrid DFT (PBE0101/def2-SV(P)119)
level, for which the computational time is proportionally large in comparison to semiempirical methods.
For GFN2-xTB, we did not find the need for a reparametrization because the IPs are being calculated
qualitatively correctly with this method and are sufficiently accurate for the charge assignment of
the fragments; thus, it is likely that use of this new method will achieve the proper results for these
systems with less computational effort. To validate this statement and to test the performance of this
method, we have tested combinations of GFN1- and GFN2-xTB using IPEA- and GFN2-xTB for IP
calculations. To present the performance of the two methods more clearly, semiempirical OM3-D3
calculations were performed for organic molecules. AM1 and PM3 calculations were omitted because
of the bad performance of these methods with QCEIMS (see ref. [50]). DFT was used to cross-check
molecules involving transition metal atoms. The combinations are noted as Method/IP-Method.

A.2.3 Technical Details

The calculations in this work were executed on Intel ® XEON ® E5-2660 2.00 GHz cores. Computations
were performed using QCEIMS version 3.8. For OM3-D3 calculations, MNDO2005 version 7.0120

was used and DFT calculations were gained using the ORCA 4.0.1.2. suite of programs.121–123

Statistically converged results are obtained for 1000 production trajectories that were carried out for
each molecule and method with a maximum MD simulation time of 10 ps. Each production run
required about 10 000 – 20 000 QC calls. We did not alter any settings in QCEIMS, nor did we modify
the tight-binding methods for this work. The results presented here therefore do not show the full
capability of QCEIMS, which may be improved by choosing different simulation conditions in the
program for different compound classes.

A.3 Results and Discussion

A.3.1 Benchmark Set

To test the performance of the methods, test molecules for benchmarking were chosen, which vary in
structure, size, and chemical functionality. They are designed to involve commonly known molecules
and inherit various elements across the periodic table and were inspired by our previous work using
GFN1-xTB for EI-MS calculations.56 In Figure A.2, we display a selection of 15 different molecules,
sorted into three groups:

The organic molecule group includes 1-butanol (1), hexafluorobenzene (2), uracil (3), testosterone
(4), sucrose (5), and leucylglycylglycine (6).

The transition-metal group includes bis(benzene)chromium (7), zirconocene dichloride (8), and
nickel(II)bis(diphenyl-acetylacetonate) (9).

The main-group inorganic group contains bis(pinacolato)diboron (10), chinalphos (11), triphen-
ylstibine (12), dichloro(ethyl)aluminum (13), 2-(dimethyl-(naphthalen-1-yl)silyl)-phenyl)methanol
(HOMSi, (14)), and octasulfur (15).
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Figure A.2: The benchmark set. Molecules (1) – (6) represent the organic group, molecules (7) – (9) represent
the transition-metal group and molecules (10) – (15) represent the main-group inorganic group.
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A.3.2 Timings

The computation time of all production runs is summed up to gain the total time for creating a full
simulated spectrum. Because the trajectories run independently, the wall timings in actual projects
can be reduced by parallel runs, i.e., they can be divided by the number of available computer cores.
Outliers will be discussed in Section A.3.4.

Figure A.3: Total calculation time of all test-set molecules in hours. The molecules are grouped in their
corresponding categories. GFN1-xTB results are shown in blue, and GFN2-xTB results are shown in yellow.

For small organic molecules (1-3), the total calculation time for a single spectrum (see Figure A.3)
lies between 100 and 250 h for all combinations of GFN methods. For testosterone (4), computation
times increase from 600 h with GFN1/IPEA-xTB to 700 h with GFN2/IPEA-xTB and up to 800 h
with GFN2/GFN2-xTB. The total calculation times of the organic molecules 5 and 6 are between 300
and 400 h. For comparison, the organic molecules were calculated with the semiempirical OM3-D3
method. The computational demands for these calculations are in the range of the GFN calculations,
with slightly shorter running times for molecules 1, 5, and 6 and slightly longer running times for
molecules 2, 3, and 4. These results can be found in the Supporting Information (SI) (see Section A.5).

For transition-metal-containing molecules (7-9), calculations of a total spectrum using different
GFN1-xTB combinations take on average 200 h to complete, while the calculations with GFN2-xTB
for molecules 7 and 8 take between 100 and 550 h to complete. Using GFN2-xTB for ionization
potential calculations, the timings increase. For molecule 9, both GFN methods take more than 1200
h for the complete calculation of the spectra. Use of DFT for this system increases the consumed
time by a factor of 4 so that the overall timing increases up to 5000 computational hours. For a better
overview in the figures, the DFT results are omitted in Figures A.3 and A.4. These results can be
found in the SI (see Section A.5).

The time per calculation with GFN1/IPEA-xTB for the main-group inorganic molecule group
(10-15) averages for all four combinations of methods between 400 and 600 h, where use of GFN2-xTB
for IP evaluation takes longest. This excludes the outlier dichloro-(ethyl)aluminum 13, for which the
timing is in the range of the small organic molecules (e.g. 1-butanol (1)). For the molecule 15, timings
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with the GFN2-xTB combinations are lower than expected, but this is due to technical failures in the
calculations, as discussed in the corresponding results Section A.3.4.

A.3.3 Stability

The stability of the GFN1- and GFN2-xTB methods is evaluated by the number of successful production
runs (see Figure A.4). For both methods, the majority of runs complete properly, leading to an
excellent average failure rate of less than 1%. For the GFN1/IPEA-xTB calculations, the largest failure
rates are produced for hexafluorobenzene (2, 3.6%), bis(benzene)chromium (7, 3.8%), and octasulfur
(15, 4.9%). For the GFN2-xTB method, failure rates are comparable, except for the transition metal
involving molecule bis(benzene)-chromium (7), having a failure rate of 11.2%, and octasulfur (15)
(>15%). The effect on the calculated spectrum is discussed in the corresponding results, Section A.3.4.

Figure A.4: Average failure percentage of all test-set molecules. The molecules are grouped in their corresponding
categories. GFN1-xTB results are shown in blue, and GFN2-xTB results are shown in yellow.

In conclusion, low failure rates and acceptable timings indicate good applicability of the new
GFN2-xTB method. This could not be expected because GFN2-xTB is inherently more involved mainly
due to the additional multipole electrostatic treatment. Thus, GFN2/IPEA-xTB and GFN2/GFN2-xTB
both can be used in QCEIMS as an alternative to the GFN1/IPEA-xTB method without significant
restrictions in the computational demands or robustness.

A.3.4 Comparison of Experimental and Theoretical Spectra

In the following section, we present the calculated QCEIMS spectra using GFN1/IPEA-xTB and
GFN2/GFN2-xTB. The computed spectra are directly compared with their corresponding experimental
EI-MS obtained from the NIST40 or SDBS90 databases, and the agreement between theory and
experiment is determined by a composite matching score51,111 with a range of values between 0 (no
match) and 1000 (perfect match). Matching scores of organic molecules obtained with OM3-D3 are
being listed for the purpose of validation of the quality of spectra gained using the GFN methods. The
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main differences between the results of the two GFN methods are being discussed, with a focus on the
presence of important m/z signals as well as corresponding variation in signal intensity. We discuss
determinative peak-series and point out interesting or important structures of the obtained fragments,
which are shown explicitly as insets in the spectra. Major differences in signals or intensities between
GFN2/IPEA- and GFN2/GFN2-xTB calculations were not observed or were of minor influence for
the resulting spectra and are therefore not discussed further.

Organic Group

Small organic molecules have already been investigated in former studies50,54,56 and are only briefly
considered here.

For 1-butanol (Figure A.5a), the main fragmentation pathways result from the loss of alkyl groups.
These are reproduced well by both methods with a satisfying agreement of the simulation with the
experiment. However, the survival rate of the precursor ion is too high in the simulations, meaning
it does not decompose accordingly under given simulation conditions. This effect is due to the
IEE distribution, which is of a Poisson-type variant and not obtained ab-initio and thus can lead
to a bad description of unusual electronic situations. This can partially be alleviated by applying
higher IEE values and/or longer simulation times. These and other effects of various simulation
conditions are discussed in the original publication.50 Differences between the methods are found in
the intensities of the signals. For GFN2-xTB, especially the peaks of C3H3

+ at m/z 39 and of C4H9
+

at m/z 56 are in better agreement with the experiment. Through the high survival rate of the precursor
ion, the matching scores between the experiment and calculations are 225 for GFN1-xTB and 223
for GFN2-xTB. OM3-D3 calculations account better for the precursor ion signal, which leads to a
matching score of 530.

Hexafluorobenzene (Figure A.5b) represents an interesting case. The fragment pattern is dominated
by the ring breakage products. In the experiment, the dominant path forms C5F3

+ (m/z 117) with
the remainder being CF2 (m/z 50) and a single fluorine atom (m/z 19). The loss of a single (neutral)
fluorine atom from the precursor ion can be observed by the appearance of the signal at m/z 167.
Furthermore, the breakage of the precursor into two units of C3F3

+ yields the signal at m/z 93. Both
GFN methods provide similarly good results in this respect. However, the methods differ in the
calculated intensities, as GFN2-xTB overestimates some of the signals, especially for the fragments
C6F4

+ at m/z148, C6F2
+ at m/z 110, and C4F2

+ at m/z 86. Matching scores are 734 for GFN1-xTB,
647 for GFN2-xTB, and 687 for OM3-D3.

An earlier QCEIMS work has been conducted for four different nucleobases.53 These were calculated
at the semiempirical levels OM2-D3116,117 and DFTB3-D3.114,115 As an example molecule from
this series, we present uracil (Figure A.5c), computed with the two GFN methods. We find that the
spectra produced with both GFN methods are in good agreement with the experiment, although some
intensities of the calculated signals are either over- or underestimated when directly compared to the
measured signals. Compared to the results obtained in the earlier work, the spectra calculated by the
GFN methods are of better quality as the spectra are produced using DFTB3-D3 or OM2-D3. The
fragmentation proceeds via the bond breakage of the precursor ion into units of HCNO+ (m/z 43) and
HNC3H2O+ (m/z 69) and the subsequent dissociation into the fragments HNCH+ and CO+ at m/z 28.
Between the calculated spectra of the two GFN methods, only minor differences in the intensities are
observed. Matching scores are 780 for GFN1-xTB, 745 for GFN2-xTB, and 711 for OM3-D3.

The experimental spectrum of testosterone (FigureA.6a) contains a large number of signals, which
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c)

b)

a)

Figure A.5: Comparison of the EI-MS computed by GFN1-xTB (left) and GFN2-xTB2 (right) to the experimental
references (red, inverted) of the organic compounds (a) 1-butanol, (b) hexafluorobenzene, and (c) uracil. The
structures of the precursor ion (denoted M•+) and selected signals/fragments have been superimposed on each
spectrum. Important or interesting signals are highlighted by their m/z values and discussed in the text.
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Figure A.6: Comparison of the EI-MS computed by GFN1-xTB (left) and GFN2-xTB2 (right) to the experimental
references (red, inverted) of the organic compounds (a) testosterone, (b) sucrose, and (c) leucylglycylglycine.
The structures of the precursor ion (denoted M•+) and selected signals/fragments have been superimposed on
each spectrum. Important or interesting signals are highlighted by their m/z values and discussed in the text.
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are overall reproduced well by the two GFN methods. Especially, the peak series of the lower
and medium mass fragments (m/z 30–150) are replicated very accurately by both tight-binding
methods when compared with the experiment. However, neither of the two computed spectra correctly
reproduce the intense signals displayed in the experimental spectrum at m/z values 124, 203, and 246.
Furthermore, the GFN-based calculations favor the formation of the fragment C4H+

5 at m/z 53 over
the experimental found fragment C4H+

7 at m/z 55. Comparing the results produced by the two GFN
methods with each other, the spectrum simulated with GFN1-xTB overestimates the intensities of the
lower mass signals in the area of about m/z 30–90, while the spectrum calculated with the GFN2-xTB
method is in overall better agreement with the experimental results and also accounts better for signals
in the area between m/z 145 and 200. Matching scores are 532 for GFN1-xTB, 545 for GFN2-xTB,
and 592 for OM3-D3.

The fragmentation scheme of sucrose (see Figure A.6b) produces a considerable amount of highly
intense signals in the experimental spectrum, notably in the area between m/z values 28 and 73. Large
discrepancies between simulations and experiment can be observed in the number of hydrogen atoms
bound to the fragments. Especially, the peaks from the experiment at m/z 28, belonging to CO+,
compared to the calculated signal at m/z 29 of HCO+, as well as the experimental signal of HC2O+

2 at
m/z 57 in contrast to the simulated peak of H3C2O+

2 at m/z 59, are typical examples for this divergence.
Furthermore, various signals that can be noticed in the experimental spectrum, e.g., m/z values 97,
221, and 293, and some of the less intense peaks in between, are not well recreated by the calculations
using the GFN methods. A comparison of the simulated spectra of the two tight-binding methods
with each other reveals no significant differences. Matching scores are 201 for GFN1-xTB, 217 for
GFN2-xTB, and 169 for OM3-D3.

Leucylglycylglycine (see A.6 c) is composed of one l-leucine and two glycine residues. In the
EI-MS experiment, the main decomposition pathway leads to the fragments H6C3N2O+ (m/z 86),
H3C2O+

2 (m/z 59), H9C+
4 (m/z 57), and HCNO+ (m/z 43). In a second step, H6C3N2O+ dissolves into

H2C2NO+ (m/z 56) and H4CN+ (m/z 30). The simulated spectra produced using either GFN1-xTB or
GFN2-xTB account for the majority of these signals in accordance with the experiment. However, in
the simulations, the survival rate of the precursor ion is too high so that less intense signals measured
in the experiment do not appear in the calculated spectra. When comparing the GFN methods with
each other, some of the intensities of various signals differ, e.g., peaks at m/z values 59, 86, and 159.
The latter signal belongs to an intermediate product that gains stability through a ring formation of the
peptide. The signal of H2O+ at m/z 18 in the experimental spectrum is probably measured due to the
presence of water in the ionization chamber during the experiment and is therefore not produced by
the simulations. Matching scores are 192 for GFN1-xTB, 224 for GFN2-xTB, and 123 for OM3-D3.

Transition-Metal Group

For transition metal molecules, the ferrocene system has to be discussed explicitly. The IPEA-
xTB method yields wrong IP values and therefore leads to false signals in the calculated EI-MS
spectrum. This is visualized by the red circle in Figure A.7, where the ionized iron cation is
not being charged in the simulated spectrum (red, inverted) and thus the experimentally found
signal of Fe+ is missing. Calculating the IPs with DFT or GFN2-xTB instead solves this problem.
It is therefore recommended to use the GFN1/GFN2-xTB, GFN2/GFN2-xTB or the GFN1/DFT,
GFN2/DFT combination for transition-metal-containing molecules. The results presented in this
section for transition-metal-containing molecules were calculated with the GFN1/GFN2-xTB and
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Fe⁺

Figure A.7: The EI-MS of ferrocene as an example of the impact of falsely calculated ionization potentials.
The red circle marks the signal of Fe+ that is not being reproduced by GFN1/IPEA-xTB (left). The usage of
GFN1/GFN2-xTB (right) accounts for the correct signal.

GFN2/GFN2-xTB combinations.
For bis(benzene)chromium (Figure A.8a), both GFN simulated spectra are in satisfying agreement

with the experimental spectrum. A detailed comparison between the calculated and the experimental
spectra reveals some divergences in the intensities, e.g., the simulated signal at m/z 77 and the
experimental peak at m/z 78, resulting from a discrepancy between the simulated and the measured
number of hydrogen atoms bound to fragmented benzene rings. Failure rates by both methods of
the GFN-xTB family were high (see Section A.3.3), especially for calculations with GFN2-xTB.
This is most likely due to the wrong description of the Cr+ fragment, for which the corresponding
signal at m/z 52 is almost completely missing in the calculated spectrum of this method. Instead, the
protonated form HCr+ is preferred and simultaneously the simulation fails to account for signals with
low mass-to-charge values between 20 and 40. Both calculations conducted with the GFN methods
account for the signal at m/z 104, which is created by a fragment in which a H2Cr molecule is bound
to a C4H2 chain. Matching scores are 677 for GFN1-xTB and 688 for GFN2-xTB.

The Kaminsky catalyst124 can contain the group 4 metal components Ti, Zr, or Hf. We have decided
to test the two GFN methods for EI-MS calculations of zirconocene dichloride (Figure A.8b). The
experimental spectrum reveals a variety of fragmentation pathways, from single chloride loss of the
precursor ion (resulting in a signal at m/z 256) to the cyclopentadienyl dissociation (signals at m/z
values 162 and 227). The EI-MS created using the GFN1-xTB method is in very good agreement
with the experimental one. In contrast, the spectrum created using the GFN2-xTB method shows
an overestimation of almost all intensities of the produced signals in comparison with those from
the experiment. Furthermore, the new approach creates various artifacts that lead to a significant
increase in the computational demands for the calculation of this system (see Section A.3.2). However,
the signals computed by GFN2-xTB around m/z 201 are in surprisingly good accordance with the
experiment, which corresponds to the subsequent loss of C2H2 from the cyclopentadienyl fragment
(m/z 227). These signals are not simulated well by GFN1-xTB. Matching scores are 671 for GFN1-xTB
and 680 for GFN2-xTB.

Quantum chemical calculations of the mass spectrum of nickel(II)bis(diphenyl-acetyl-acetonate)
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c)

b)

a)

Figure A.8: Comparison of the EI-MS computed by GFN1-xTB (left) and GFN2-xTB2 (right) to the experimental
references (red, inverted) of the transition metal compounds (a) bis(benzene)chromium, (b) zirconocene
dichloride, and (c) nickel(II)bis(diphenyl-acetylacetonate). The structures of the precursor ion (denoted M•+)
and selected signals/fragments have been superimposed on each spectrum. Important or interesting signals are
highlighted by their m/z values and discussed in the text.
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(Figure A.8c) have already been conducted in an earlier publication, for which the ionization potentials
have been determined using a hybrid DFT method (PBE0/def2-SV(P)).56 In this work, we have used
the IPEA- and GFN2-xTB methods for IP calculations instead, which show great robustness and low
computational demands, as demonstrated in Sections A.3.2 and A.3.3. The simulated spectra created
using GFN1- and GFN2-xTB are in good agreement with the experimental ones, regardless of which
method was used to obtain the ionization potentials, including DFT. The experimental main peaks are
being reproduced accordingly, and the intensities for the dehydrogenated phenol (m/z 105) and benzene
(m/z 77) displayed in the experiment are reconstructed well by both methods. The simulations fail to
recreate the peak intensities as measured in the experiment for the signal at m/z 282 and the precursor
ion m/z 504. Some artifacts are found in both simulated spectra, although we note a somewhat better
performance of GFN2-xTB compared to its predecessor. Matching scores are 805 for GFN1-xTB and
830 for GFN2-xTB.

Main-Group Inorganic Group

Bis(pinacolato)diboron (Figure A.9a) is an interesting compound related to Suzuki coupling
reactions.125 In the EI-MS simulations, the fragmentation patterns can be retraced convincingly, as
indicated by the good agreement between experimental and calculated spectra. The main fragmentation
pathway is characterized by the cleavage of CH+

3 and C3H+
6 from the alkane groups of the molecule.

These fragments themselves emerge in the lower mass area of the spectrum at m/z values 15 and
42 with various constellations in the number of hydrogen atoms bound to these fragments. This
fragmentation is followed by various rearrangement reactions: In the first step, one of the C6H12 (m/z
84) side chains splits off from the molecule, which leads to a rearrangement of the remaining fragment,
creating a (O2-)B-O-B(-O) chain (m/z 169). In the second rearrangement step, the remote O-B-O unit
substitutes an oxygen atom at one of the side chains, which leads to the decomposition of the structure
into two units of O-B-O-C-(CH3)+2 , displayed by the signal at m/z 84. The detailed description of this
process shows the outstanding capabilities of QCEIMS to analyze rearrangement procedures during
EI-MS experiments, demonstrating its usefulness in elucidating structures and complex reaction
mechanisms. Overall, we find the agreement between calculated spectra using the GFN methods and
the experimentally measured spectrum to be very satisfying, as the two GFN methods account for the
majority of signals. GFN2-xTB seems to perform better here since the agreement with the intensities
measured in the experiment is slightly better than in the spectrum created with GFN1-xTB. Both
methods overestimate the signals at m/z values 41 and 42, as well as the survival rate of the precursor
ion. Matching scores are 245 for GFN1-xTB and 250 for GFN2-xTB.

The simulated MS of the insecticide chinalphos (Figure A.9b) matches the experimental spectrum
badly. The computed signal at m/z 145 is generated by the fragmentation of the precursor ion into
a SP(OC2H5)+2 fragment, which differs from the experimental signal at m/z 146 due to a hydrogen
atom bonded less to the fragment. The signal at m/z 157, which is almost totally missing in the
simulation, is generated due to the rearrangement of a CH3 fragment (which dissociates from the
SP(OC2H5)+2 group) between the benzene ring and one of the nitrogen atoms. This rearrangement is
rarely reproduced in the simulation since the required migration of the methane group can progress
into all spatial directions and is not often aligned at the ring system. In contrast to its predecessor,
the simulation with the GFN2-xTB method displays a higher probability that in a first step the sulfur
atom breaks from the precursor ion, which resolves in an intense fragment signal at m/z 266. This is
followed by the decomposition of this fragment into the PS(OC2H5)+2 fragment, generating the signal
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Figure A.9: Comparison of the EI-MS computed by GFN1-xTB (left) and GFN2-xTB2 (right) to the experimental
references (red, inverted) of the main-group inorganic compounds (a) bis(pinacolato)diboron, (b) chinalphos,
and (c) triphenylstibine. The structures of the precursor ion (denoted M•+) and selected signals/fragments have
been superimposed on each spectrum. Important or interesting signals are highlighted by their m/z values and
discussed in the text.

50



A.3 Results and Discussion

at m/z 121. Matching scores are 598 for GFN1-xTB and 510 for GFN2-xTB.
In the spectrum of triphenylstibine (Figure A.9c), the dominant fragmentation pattern corresponds

to the cleavage of the phenyl groups and their subsequent dissociation, which has already been reported
in an earlier publication using GFN1-xTB for structure elucidation.56 We find that the simulated
spectra using both GFN methods are in good agreement with the experimental data, but simulations
using the GFN1-xTB method yield small artifacts throughout the spectrum. In contrast, the spectrum
created using GFN2-xTB does not display any artifacts, and the method reduces the survival rate
of the precursor ion to match the experiment almost perfectly. Furthermore, use of GFN2-xTB
improves the intensities of the signals at m/z values 198 and 154 when compared to those from the
experiment, where the latter signal describes the bond formation between two phenyl groups. The
agreement between the simulated and the experimental signal of HSb+ at m/z 123 is better when using
the GFN2-xTB method instead of GFN1-xTB. Matching scores are 642 for GFN1-xTB and 664 for
GFN2-xTB.

The spectrum of dichloro(ethyl)aluminum (Figure A.10a) indicates competing fragmentation
reactions. The signals at m/z values 29 and 97 describe the loss of the ethane group, forming Cl2Al+

and C2H+
5 , while the signals at m/z values 36 and 91 are generated by the loss of the chlorine atoms.

The simulated spectrum of the GFN2-xTB method nearly matches all of these findings and recreates
the intensities of the signals in the experimental spectrum in better agreement than its predecessor
GFN1-xTB. The substitution of the carbon–aluminum bond by a single chlorine is reproduced
according to the experiment, generating the signal at m/z 64 in the GFN2-xTB-created spectrum.
Matching scores are 514 for GFN1-xTB and 507 for GFN2-xTB.

In Hiyama cross-coupling reactions, so-called HOMSi reagents126 are used for carbon–carbon
coupling reactions. As an example for this group of reagents, we have chosen to compare the simulated
spectra created with GFN1- and GFN2-xTB to the experimental spectrum of (2-(dimethyl(naphthalen-
1-yl)silyl)phenyl)methanol (Figure A.10b). The EI-MS spectrum measured in the experiment contains
highly intense peaks in the larger mass region between m/z values 215 and 277 and less intense
signals for small to medium mass regions with m/z values 20–200. The calculated spectra of the two
GFN methods show a good agreement to the experiment in the lower and medium mass regions, but
the main peaks at m/z values 215 and 259 and the survival rate of the precursor ion are displayed
poorly with both methods compared to experiment. In the simulation, first, a rearrangement of the
hydroxide molecule from the benzyl alcohol group (C7H7OH) to the silicon atom takes place. The
hydroxide molecule substitutes one of the ethane groups bound to the silicon atom, and the resulting
structure creates a signal at m/z 277. From here on, the simulated fragmentation patterns do not seem
to correspond to the bond breakage scheme of the experiment. While in simulation one methane
group is cleaved off (forming the signal at m/z 261), in the experiment, a H2 molecule is additionally
dissociated during this fragmentation process and the resulting fragment creates the signal at m/z
259. Subsequently, this fragment either decomposes into HOSi+, giving rise to the signal at m/z 45
and which has a dominating intensity in the simulated spectrum using the GFN1-xTB method, or, in
contrast, forms the CH3Si+ fragment displayed at m/z 43, which is favored in the spectrum computed
with the GFN2-xTB method. Both of these fragment signals are displayed in the experimental
spectrum. Further differences between the simulated spectra of the GFN methods are visible in
the overall signal intensity, as the lesser intense peaks created by the GFN2-xTB method produce a
“cleaner” spectrum. However, some of the experimentally found signals are under-represented in the
spectrum at this level. Matching scores are 315 for GFN1-xTB and 282 for GFN2-xTB.

The simulated spectra of octasulfur (Figure A.10c) strongly depend on the method used. Calculations
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Figure A.10: Comparison of the EI-MS computed by GFN1-xTB (left) and GFN2-xTB2 (right) to the
experimental references (red, inverted) of the organic compounds (a) dichloro(ethyl)aluminum, (b) 2-
(dimethyl(naphthalen-1-yl)silyl)phenyl)methanol, and (c) octasulfur. The structures of the precursor ion
(denoted M•+) and selected signals/fragments have been superimposed on each spectrum. Important or
interesting signals are highlighted by their m/z values and discussed in the text.
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with the GFN2-xTB method result in a spectrum in which nearly all signals are missing. The majority
of production runs show the immediate bond breakage of the sulfur ring into S+

2 and S+
3 fragments.

Hereby, the intermediate products at m/z values 128 and 192 are strongly under-represented and the
signals at m/z values 32, 160, and 224 do not appear. On the contrary, the spectrum simulated with
GFN1-xTB is in very good agreement with the experimental results and reproduces all signals and
their intensities satisfactorily, except for those signals corresponding to S+

7 at m/z 224 and S+ at m/z 32.
Matching scores are 821 for GFN1-xTB and 213 for GFN2-xTB.

A.4 Conclusions

We have implemented the new semiempirical, special-purpose method GFN2-xTB into the QCEIMS
program. We have tested its ability for the calculation of EI mass spectra and realistic fragmentation
patterns and compared the results to spectra produced by using its predecessor GFN1-xTB. For
an unbiased evaluation, neither the methods were modified for this purpose nor did we adjust any
parameters or settings in the QCEIMS program to influence its behavior. For validation, we have
compared the computed spectra of the two methods to experimental results gained from the NIST
and SDBS databases. A wide variety of smaller and larger organic, transition-metal, and main-group
inorganic systems have been studied. The computational demands and the stability of various
method combinations also for the ionization potential calculations have been discussed. Most of the
calculations were conducted using the GFN1/IPEA-xTB or the GFN2/GFN2-xTB combination, which
were found to be robust and accurate.

In previous work, it has been shown that the performance of the GFN1-xTB method excels other
quantum chemical methods in accuracy and low computational costs for the calculation of EI mass
spectra.56 One main point of this work was the question if this can even be improved by the new
GFN2-xTB method featuring a better underlying quantum mechanical description.

For organic molecules, both methods produce qualitatively good results in comparison to the
experimental spectra. However, GFN2-xTB does not generally improve the calculated spectra, e.g., for
hexafluorobenzene (2), GFN1-xTB performs better, while the opposite holds for testosterone. Notably,
both methods yield somewhat less accurate spectra for sucrose (5) than for other organic molecules.

For the calculations of the ionization potentials of transition-metal-containing molecules, GFN2-
xTB can be recommended. The best overall agreement with the experimental spectra is obtained with
the GFN1/GFN2-xTB combination. Failure rates and computational demands with GFN2/GFN2-xTB
were higher, and the combination failed to predict important signals, e.g., the missing Cr+ ion in the
bis(benzene)chromium (7) fragmentation. For critical cases, it is advised to cross-check the results
with a DFT IP calculation. This can improve the quality of the obtained spectra but is computationally
very demanding.

Regarding timings, stability, and the overall agreement with the experiment, the two GFN methods
perform similarly for the inorganic main-group molecules. It is recommended to apply both GFN
methods for such systems, as it is not clear which of the methods will deliver the better result in the
end. Up to this point, the only molecule for which the new GFN2-xTB method completely fails is
octasulfur (15), where the GFN1-xTB method performs very well.

Differences between the GFN1-xTB and GFN2-xTB methods are mostly observed for the calculated
intensities that sensitively depend on details of the computed PES. The new GFN2-xTB method
produces fewer artifacts in the spectra but eventually misses important signals. Nevertheless, the
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results from both methods compare reasonably well to the experimental results. It is to be kept in
mind that deviations like intensities, missing signals, and survival rates of the precursor ion depend on
technical settings related to internal energy distribution and the ionization/heating procedure. They
can be individually improved by changing the default settings, thereby significantly improving the
simulated spectra.

In conclusion, the good quality of the two tight-binding methods GFN1-xTB and GFN2-xTB
broadens the applicability of the QCEIMS program for calculating electron ionization mass spectra.
The quality of the predicted fragmentation patterns and the elucidation of the structural compositions
have been improved by the new GFN2-xTB method. This enables users of the program to gain a more
detailed look into the EI-MS process without the need for prior knowledge of the reaction pathways
involved.

The expansion of the QCEIMS program to involve collision-induced dissociation (CID) mass
spectrometry techniques is currently being developed in our laboratory.
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A.5 Supporting Information

A.5.1 Details of computational demands and method stability

Timings

To gather an overview of the time consumed by the different combinations of methods, the computation
time of all production runs is summed up to gain the total time for creating a full simulated spectrum.
For OM3-D3 calculations of the organic molecules, MNDO2005 Version 7.0 was used. The DFT
calculations have been conducted using the ORCA 4.0.1.2. suite of programs at PBE0/def2-SV(P)
level of theory only for molecules containing transition-metal atoms.

Table A.1: Total computational time (in hours) of all production runs summed up for different types of molecules
and methods.

Method: GFN1 GFN2 OM3-D3
IP-Method: IPEA GFN2 DFT IPEA GFN2 DFT OM3-D3

1-Butanol 96 110 - 136 142 - 51
Hexafluorbenzene 165 228 - 190 266 - 190
Uracil 218 288 - 299 213 - 260
Testosterone 561 620 - 691 813 - 999
Sucrose 368 443 - 403 490 - 332
Leucylglycylglycine 260 311 - 275 328 - 240

Bis(benzene)chromium 191 221 507 95 346 222 -
Zirconocene-dichloride 203 257 358 475 576 679 -
Nickel-bis(diph-acac) 264 1250 4664 306 1475 5113 -

Bis(pinacolato)diboron 417 435 - 461 478 - -
Chinalphos 410 530 - 464 585 - -
Triphenylstibine 517 611 - 431 557 - -
Dichloroethylaluminum 69 60 - 76 75 - -
HOMSi 504 576 - 637 827 - -
Octasulfur 116 141 - 55 18 - -
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Stability

To gather an overview of the stability using the different combinations of methods, the number of
successful production runs are displayed. For each system, 1000 production runs were started. The
DFT calculations have been conducted using the ORCA 4.0.1.2. suite of programs at PBE0/def2-SV(P)
level of theory only for molecules containing transition-metal atoms.

Table A.2: Number of successful production runs. For each system there have been a total of 1000 parallel
production runs.

Method: GFN1 GFN2
IP-Method: IPEA GFN2 DFT IPEA GFN2 DFT

1-Butanol 999 1000 - 999 1000 -
Hexafluorbenzene 964 960 - 992 972 -
Uracil 1000 1000 - 1000 1000 -
Testosterone 1000 999 - 993 992 -
Sucrose 995 997 - 993 989 -
Leucylglycylglycine 990 993 - 993 992 -

Bis(benzene)chromium 962 943 981 878 888 900
Zirconocene-dichloride 986 992 993 993 990 995
Nickel-bis(diph-acac) 994 979 1000 998 964 996

Bis(pinacolato)diboron 998 993 - 998 997 -
Chinalphos 995 1000 - 991 998 -
Triphenylstibine 999 991 - 991 962 -
Dichloroethylaluminum 1000 1000 - 998 996 -
HOMSi 995 991 - 994 990 -
Octasulfur 951 997 - 835 997 -
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A.5.2 Calculated spectra using DFT for IP calculations

The following spectra of the three transition metal containing molecules bis(benzene)chromium,
zircocene-dichloride and nickel(II)bis(diphenyl-acetylacetonate) have been calculated using the ORCA
4.0.1.2. suite of programs at PBE0/def2-SV(P) level of theory for IP calculations.

Figure A.11: The EI-MS of bis(benzene)chromium (a), zircocene-dichloride (b) and nickel(II)bis(diphenyl-
acetylacetonate)(c). The parent ion has been superimposed onto the corresponding spectrum.
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APPENDIX B

Publication corresponding to chapter 4:
From QCEIMS to QCxMS: A Tool to Routinely
Calculate CID Mass Spectra Using Molecular
Dynamics
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Abstract Mass spectrometry (MS) is a powerful tool in chemical research and substance identification.
For the computational modeling of electron ionization MS, we have developed the quantum-chemical
electron ionization mass spectra (QCEIMS) program. Here, we present an extension of QCEIMS to
calculate collision-induced dissociation (CID) spectra. The more general applicability is accounted for
by the new name QCxMS, where “x” refers to EI or CID. To this end, fragmentation and rearrangement
reactions are computed “on-the-fly” in Born–Oppenheimer molecular dynamics (MD) simulations
with the semiempirical GFN2-xTB Hamiltonian, which provides an efficient quantum mechanical
description of all elements up to Z = 86 (Rn). Through the explicit modeling of multicollision
processes between precursor ions and neutral gas atoms as well as temperature-induced decomposition
reactions, QCxMS provides detailed insight into the collision kinetics and fragmentation pathways.

59



Appendix B From QCEIMS to QCxMS: A Tool to Routinely Calculate CID Mass Spectra Using
Molecular Dynamics

In combination with the CREST program to determine the preferential protonation sites, QCxMS
becomes the first standalone MD-based program that can predict mass spectra based solely on
molecular structures as input. We demonstrate this for six organic molecules with masses ranging
from 159 to 296 Da, for which QCxMS yields CID spectra in reasonable agreement with experiments.

B.1 Introduction

Mass spectrometry (MS) is applied commonly in everyday analytical routines, e.g., for drug testing in
sports,107,108 explosives testing at airports,127 or for substance analysis in the chemical laboratory.128

In order to be able to identify substances quickly and reliably, authentic references must be generated
and stored for comparison. For this purpose, spectral libraries40–44,90 were created. However, the
maintenance or expansion of the databases is time-consuming, expensive, chemically complex, and
could even be dangerous.129 Alternatively, computer-aided methods are considered,130,131 since data
is easily generated, and molecular properties can be calculated inexpensively without endangering the
user.

In the last two decades, many theoretical methods have been developed with the aim to simplify the
interpretation of mass spectra. A fast approach to screen thousands of possible structures in seconds is
to use machine learning algorithms45,46 or neural networks47 that compare spectra with large amounts
of stored data from databases. The disadvantage of this methodology is that databases are incomplete
due to the sheer number of possible molecular structures,46,49 so structure elucidation of new and
unlearned compounds becomes unreliable. Also, these methods do not provide any insight into
the fragmentation processes occurring in the experiment. Mathematical algorithms36 or rule-based
techniques35 require transition state analysis for a-priori-defined decomposition channels that are
often unknown for uncommon molecules. Due to the use of predefined fragmentation schemes of
typical reactions, the results obtained are biased in one way or another.

The most general approach is to use quantum chemistry (QC)-based methods for the simulation of
the basic chemical reactions, because no prior fragmentation schemes or measured spectra are needed
to set up the calculations. The Quantum Chemistry Electron Ionization Mass Spectra (QCEIMS)
program50,105 can automatically calculate standard 70 eV electron ionization (EI) mass spectra
using Born–Oppenheimer ab initio molecular dynamics (BO-AIMD)74 simulations in positive50 and
negative-ion mode (dissociative electron attachment, DEA).132 The program provides reasonable
EI mass spectra for organic, inorganic, and transition-metal-containing molecules that agree well
with experimental spectra.51–54,89,132 Because the method is based on MD simulations, the resulting
trajectories provide detailed insights into fragmentation processes and rearrangement reactions that
are difficult to derive otherwise. It was shown that the program is able to identify semiochemicals and
metabolites of prior unknown compounds better than the commonly used CFM-ID program.4,112

As an alternative to EI, the ionization of molecules can be obtained through protonation. Since the
nature of the primary ions between these approaches differs (usually an open-shell vs closed-shell
electronic structure), the underlying potential energy surfaces (PESs) are (at least initially) different
as well. Chemical activation of the ions can be achieved via collisions of the precursor ions with
neutral gas atoms,29 either in-source133 or in tandem (MS/MS).134–136 The resulting collision-induced
dissociation (CID) allows controllable fragmentation rates and detailed structural characterization of
the species under study.

MD methods to simulate CID experiments have been first proposed by Hase et. al.137–144 and carried
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out on many systems by Spezia et. al.37,38,145–152 using the VENUS program package.153 Single
collisions between precursor ions and neutral gas atoms were analyzed, and multiple collisions were
approximated by thermal activation. For a recent review, see ref. [154]. To our knowledge, multiple
collisions by repeated explicit collisions between ions and neutral gas atoms were not considered in
prior work. Furthermore, no automated software has been developed that is specifically designed to
routinely calculate CID mass spectra based on MD simulations.

To this end, the QCEIMS program has been extended to automatically calculate CID spectra in
positive-ion mode. To avoid confusion with the specific name used so far, we decided to rename the
method QCxMS, where “x” refers to EI or CID. Since many processes and technical details of a CID
experiment can not be fully elucidated, it is difficult to simulate the exact conditions in a collision
chamber. Many parameters influence the calculated spectrum, so the main goal of this work was
to develop a method that can reliably and routinely calculate CID spectra with only a few varying
parameters. This initial work focuses on collisions of singly protonated ions [M + H]+ with neutral
gas atoms comparable to the conditions in low-energy electrospray ionization (ESI) CID-MS/MS
experiments. Therefore, run-types have been developed to simulate single and multiple collisions
between precursor ions and neutral gas atoms under various experimental conditions as well as thermal
activation by simply increasing the internal energy.

For testing, six molecules composed of 16 to 34 atoms were considered. The set consists of organic
compounds (H, C, N,O) with cases including chlorine or sulfur atoms. The calculated results were
compared against experimental spectra taken from common databases.41,42 Basic theoretical concepts
and technical details of the new CID module as well as observed fragmentation patterns and collision
energetics are discussed.

B.2 Theoretical Background

B.2.1 Ionization and Internal Energy

The internal energy of an ion is the most important factor for the molecular fragmentation processes
in an MS experiment. In EI, the targeted molecule is ionized by an electron beam with a well-defined
energy (standardized 70 eV) that creates an open-shell radical ion.11 By this “hard” ionization process,
the precursor ion gains a large internal energy, which leads to a high degree of cascading fragmentation
events. In contrast, the average internal energy distribution of the precursor ion after “soft” ionization
is lower.13,14 Typical methods like atmospheric pressure chemical ionization (APCI),18 electrospray
ionization (ESI),19,155–157 or matrix-assisted laser desorption ionization (MALDI)158,159 lead to
ionization through (de)protonation of the target molecule such that commonly a closed-shell ion (even
number of electrons) is formed. Depending on the chosen ionization method, the analyte undergoes
heating, acceleration through strong electric fields, collisions with gas molecules, and large pressure
changes that modify the internal energy of the ion during the ionization. The exact distribution of the
internal energy gained by the ionization process can differ significantly depending on the experimental
setup and has to be determined under strict conditions for different instrumentation using thermometer
ions.160,161 For simplicity, ESI is henceforth chosen as the reference ionization technique, even if
the mechanisms in ESI are not completely clarified.162–167 While ESI often produces highly charged
samples, only singly charged ions are considered in this work.
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B.2.2 Protonation Sites

Fragmentation of the precursor ion often occurs charge-directed, meaning that the initial location of the
additional proton (charge) has a significant influence on the resulting spectrum.168,169 However, it was
found that protons can transfer between spatially close-lying heteroatoms before fragmentation occurs,
which is known as the “mobile proton model”.170–172 It states that due to high internal energy, the
initially protonated structure, further called a “protomer”,173 is not necessarily in thermal equilibrium.
This can lead to kinetically promoted reactions of protomers that are higher in energy and have lower
dissociation barriers than the energetically lowest protomer structure. Thus, the spectrometrically
“active” protomer cannot be determined solely on the relative free energy values of equilibrium ground
state structures.170 Although the mobile proton model was originally formulated for peptides, studies
show that it may also hold for other, small organic molecules.174–177 If the internal energy after
ionization is too large, the molecular ions will fragment before detection, while too low energies
prevent any fragmentation.13 This limits the energy available for rearrangements to a small number
of candidate protomer structures. With increasing molecular size or many heteroatoms (atoms like
N or O with lone pairs), the effort to study all possibile protomers becomes tedious and can easily
lead to a steep increase of the computational cost. To simplify this process, a generally applicable
and automated protonation protocol was developed recently85 and implemented into the Conformer
Rotamer Ensemble Sampling Tool (CREST).86,178,179 This computational protocol automatically
analyzes lone pairs and 𝜋 orbitals of a molecule (i.e., possible protonation sites) and generates an
energy-ranked ensemble of protomers. To ensure a correct ordering, the ensembles generated in this
work were initially obtained at the GFN2-xTB71 level and refined at the density functional theory
(DFT) level. Details on the used settings can be found in Section B.3.3.

B.2.3 Collision Events

The internal energy (E𝑖𝑛𝑡 ) of a molecule ionized by soft ionization methods is low so that the
precursor ion [M+H]+ has to be activated by other means than the ionization itself. In collision
activated/induced dissociation (CAD/CID) experiments, the precursor ion is accelerated in an electric
field and subsequently brought to collision with neutral gas atoms. Depending on the experimental
conditions like pressure and collision energy (CE), precursor ions can undergo multiple collision
events in the collision cells of quadropole instruments running in the low-energy regime13,14,38,180,181

(up to 100 eV in the laboratory frame E𝐿𝐴𝐵
180). In order to reproduce the correct energy transfer in

the experiment, the number of collisions has to be known. Applying the kinetic gas theory, the average
number of collisions can be approximated by84

𝑍 = 𝐿/𝜆 , (B.1)

𝜆 =
𝑘𝐵𝑇𝑔

𝜎𝑃𝑔

, (B.2)

where 𝑍 is the number of collisions, 𝐿 is the length of the collision chamber, 𝜆 is the mean free
path, 𝑃𝑔 is the pressure of collision gas, 𝑇𝑔 is the absolute temperature, 𝑘𝐵 is the Boltzmann constant,
and 𝜎 is the collision cross section.

With each collision, the kinetic energy (E𝑘𝑖𝑛) of the accelerated ion is transferred into its rotational
and vibrational modes. If a specific energy threshold is reached, bond-breaking of the ion occurs

62



B.3 Methodology

(“statistical fragmentation process”). At high collision energies, a collision can cause a large local
increase in energy that leads to “nonstatistical” or “direct bond dissociation” at the impact site.147,182

The maximum amount of energy that can be transformed from E𝑘𝑖𝑛 into E𝑖𝑛𝑡 per collision is defined
as the center-of-mass energy (E𝐶𝑂𝑀 ).36

𝐸𝐶𝑂𝑀 =
𝑚𝑔

𝑚𝑔 + 𝑚𝑝

𝐸𝑘𝑖𝑛 , (B.3)

where 𝑚𝑔 is the mass of the collision gas atom and 𝑚𝑝 is the mass of the ion.
After each collision, the amount of kinetic energy available for the subsequent collision is reduced,

depending on the in-elasticity 𝜂 of the collision event36. This effect is also known as “collisional
cooling”. When averaging over all possible scattering angles, the loss in kinetic energy through a
collision is given by

Δ𝐸𝑘𝑖𝑛 = −𝐸𝐶𝑂𝑀

2𝑚𝑝 + 𝜂𝑚𝑔

𝑚𝑝 + 𝑚𝑔

. (B.4)

B.2.4 Analysis

A common method to investigate the internal energy accumulation is to study the survival yield (SY)
of the precursor ion

𝑆𝑌 =
𝐼𝑝

𝐼𝑝 +
∑
𝐼𝐹,𝑖

, (B.5)

where I𝑝 is the ratio of the precursor signal intensity to the sum of fragment signals intensities
I𝐹,𝑖. The SY provides a means to analyze the kinetics of CID processes.13,183. It includes various
effects, such as collision energy and number of collisions on the stability of the precursor ion, which is
discussed in Section B.4.1. The CE50 value184 indicates the threshold at which the internal energy is
large enough to yield a ratio between [M+H]+ and fragment signals of 1:1.

B.3 Methodology

The basic structure of QCxMS has been maintained during the development of the CID approach so
that all the various modules (EI, DEA, CID) run with the same basic architecture. Details on the other
modules can be found in previous publications.50–54,56,89,132

First, the molecule under study has to be protonated. For large or flexible molecules, it is advised to
perform a conformational search in advance. Both tasks can be conducted with the CREST program,
as described in B.2.2. QCxMS runs in three steps:

1. Equilibration and sampling: the equilibration of [M+H]+ is conducted using an MD simulation
at a constant temperature to ensure canonical ensemble conditions (NVT). This is followed by a
sampling run in the micro-canonical ensemble (NVE), in which snapshots of the structure are
saved. These generate different starting geometries for the highly parallel production runs in
step 3.
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2. Setting up production runs: the geometries and input information are set up for the following
production runs. In contrast to the EI mode of QCxMS, no impact excess energy distribution or
relaxation time have to be computed.

3. Production runs: the collision events are simulated by MD. The runs are done massively
parallel by executing each simulation on a single computer core. Due to the many technical
aspects involved in these calculations, a detailed discussion of this step is given in Section B.3.1.

B.3.1 Production Runs and General Collision Simulation

Each production run is a sequence (cascade) of independent MD simulations of a single ion under-
going collisions. The general setup was taken from the work of Hase and Spezia37,38,137–152 but
was adjusted to allow simulating single and multiple collisions as well as a thermal activation in a
universally applicable workflow. Likewise, some initial starting parameters were adopted, but others
are automatically determined by the program to ensure a general applicability. The details on each
unique collision simulation are as follows (see Figure B.1):

1. The ionization MD: Scaling E𝑖𝑛𝑡 of the precursor ion prior to collision simulations. The energy is
provided using the Berendsen thermostat75 with a Box–Muller standard distributed185 threshold. The
length of the MD simulation depends on the difference between the equilibration temperature and the
target temperature. This ensures that the scaling of the molecular temperature is done uniformly and
the thermal energy is distributed correctly.

2. The precursor ion is randomly rotated around its Euler axis to consider all potential impact directions
between [M+H]+ and the collision partner. For each principle moment of intertia, an internal rotation
energy of kBT/2 is given.

3. The neutral gases helium, neon, argon, krypton, xenon, and dinitrogen are available for the
simulation. The collision gas atom/molecule is placed along a Cartesian axis at a distance of 25
Å away from the molecular ion’s center-of-mass (COM) and is considered to be stationary. The
exact position of the atom is displaced perpendicular to this vector by a random value to account
for a varying scattering angle, better known as the impact parameter b. To guarantee a collision
in the simulation, the maximum value of b is the radius of [M+H]+. In experiments, near-hits and
high-angle collisions are possible, but due to the low transfer of kinetic energy, nondirect impacts
are not significant. Omitting these in the simulation leads to a significant reduction of the compu-
tational cost. A more detailed work on the effect of the impact parameter can be found in the literature.38

4. The velocity of the precursor ion after the acceleration in the electric field is calculated from the
provided E𝐿𝐴𝐵 or E𝐶𝑂𝑀 values and alternated randomly for each independent production run by a
Box–Muller distribution to account for the variations in the experimental setup. The velocity is then
added uniformly onto the atoms of the ion and oriented along a vector between the COM and the
collision gas atom.
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Figure B.1: Flowchart of the steps in the CID module.

5. The collision MD run: After
the program concludes a collision event,
the simulation runs for 800 more MD
time steps to guarantee that the interac-
tions between the collision partners de-
cayed.

6. The mean-free-path MD run: The
ion is propagated in time to sample the
energy redistribution of the impact en-
ergy into the rovibrational modes of the
ion. This step significantly influences
the overall simulation time. The de-
fault value between multiple collisions is
set to 5 ps. To adjust the total simula-
tion time, single-collision and thermal activ-
ation simulations require longer propagation
times.

7. If the ion undergoes fragmentation,
the vertical ionization potentials of the frag-
ments are calculated by the ΔSCF (self-
consistent field) method. The fragment
with the highest statistical charge is propag-
ated further in a subsequent MD simula-
tion to account for complete energy distri-
bution. If this again leads to fragmenta-
tion, consecutive MD simulations are con-
ducted until the fragmentation cascade stops.
The fragments with lower statistical charge
are not considered for further MD simu-
lations but are instead counted and stored.
A detailed description on how the charge
is counted can be found in a previous
publication.56 By the automatic assignment of
the charge to the fragments, all the inform-
ation needed to generate a CID spectrum is
provided.

Four generally valid conditions are defined that
conclude the simulations after step 7:
• if the maximum simulation time has been ex-
ceeded;
• if the number of collisions is reached;
• if the amount of transferred energy gets too low,
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i.e., if the ion velocity decreases below 800 m/s or 𝐸𝐶𝑂𝑀 drops below 0.4 eV; and
• if the ion gets too small, i.e., there are less than five atoms left or the total mass is lower than a given
value.

At each time step, information on the geometries, velocities, and energetics of the ions are stored by
the program for analysis purposes. An external script that provides the natural isotope ratios computes
and visualizes the resulting spectrum. The script is distributed with the main program105 and was
used throughout this work. Computational details on the MD runs can be found in Section B.3.3.

B.3.2 Multiple Collisions

The steps mentioned in this section refer to the workflow in section B.3.1.
Multiple collisions of the precursor ion with a collision partner can be simulated by repetition of the

setup step 3 followed by the sequence of steps 5 to 7. Overall, the simulated CID spectrum depends
strongly on three parameters:

1. the starting velocity of the precursor ion;

2. the number of collisions the ion undergoes; and

3. the internal energy the precursor ion has prior to the first collision.

Roughly speaking, increasing the velocity or the number of collisions are different ways to increase
internal energy. Various methods were tested that either explicitly simulate collisions or imply
collisions by increasing the internal energy of the precursor ion. Three of the most useful approaches
are discussed in the following.

Forced Fragmentation by Multiple Collisions

In the forced activation run-type, the collisions between the precursor ion and the collision gas atoms
are repeated up to a predefined value. This run-type was used to simulate all single, double, or
higher multiple collisions shown in this work. It is the most straightforward method to obtain a
correlation between the number of collisions and the fragmentation behavior of the molecular ion.
The simulation of actual collision processes between the collision partners renders this run-type an
“explicit collision” model. Various settings can be selected, e.g., switching on collisions between
fragments and neutral gas atoms (fragment–gas collisions (fgc)). The number of these collisions is
randomly distributed between zero and one-tenth of the number of atoms the fragment is composed
of. This size-dependence helps to counteract overfragmentation and decreases simulation time but is
based on empirical experience rather than physical principles. More details on all settings can be
found in the QCxMS manual.105

Thermal Activation by Increase of Internal Energy

As suggested in previous work,146–148 multiple collisions can be approximated by increasing the E𝑖𝑛𝑡 of
the molecular ion to a fixed value. Because no “real” collisions are simulated, this thermal activation
run-type is an “implicit collision” model. First, the precursor ion is heated up to a predefined internal
energy in step 1. To account for variations in the experiment, the value can be varied randomly by
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a Box–Muller distribution. The run-type bypasses steps 2 to 5 and simulates the mean-free-path
MD (step 6). The scaled energy is distributed into the vibrational modes of the ion, which leads
to statistical fragmentation. Cascading fragmentation events are accounted for by subsequent MD
simulations, as described in step 7.

General Scheme by Combining Thermal Activation and Multiple Collisions

The general activation run-type first scales the internal energy of the precursor ion in step 1 to mimic
the ESI process. The energy scaling value is randomly varied for each individual production run to
account for variations in the experiment. To prevent fragmentation in this step, the scaling is done in
an empirically determined energy range that depends on the molecular size. Optimally, this allows
mobile proton transfer to occur. Consecutively, multiple collision simulations are performed, in which
the number of collisions is calculated according to eq B.1. The inclusion of actual collisions renders
this an “explicit collision” model. For collisions between fragments and gas atoms (fgc), the radius of
the fragment is automatically determined, and the number of possible collisions with neutral gas atoms
is calculated via eq B.1.. The number of fgc is reduced depending on the number of collisions the
precursor ion already conducted, to account for the way the ion traveled along the collision chamber.

B.3.3 Technical Details

Experimental Details

The experimental spectra were taken from the Human Metabolome Database (HMDB)97,186–188 and
the MassBank Europe database.98,189 The provided spectra are typically measured with collision
energies between 10 and 50 eV. The instruments documented on the Web sites41,42 are the Waters
Micromass Quattro Triple Quadrupole mass spectrometer (LC-ESI/APcI-QQQ), the Bruker Maxis
Impact mass spectrometer (LC-ESI-QTOF), and the Applied Biosystems API3000 mass spectrometer
(LC-ESI-QQ). For details on the individual experimental settings and specifications, see the Supporting
Information (SI) (see Section B.6). Standardized and informative documentation of the experiments
is only partially provided. The experiments conducted on the HMDB Web site are documented
by the standard operating protocol (SOP) #21 Version #2, while MassBank spectra were analyzed
under nonstandardized, independent experimental conditions.189 For none of the experiments was
information on the type of collision gas, collision gas pressure, or collision cell length available. The
experimental E𝐿𝐴𝐵 collision energy refers to an additive electric field acceleration, but the initial
velocity of the ions is not provided. No information on the initial internal energy of the molecular ions
was provided. The design of MS/MS instruments can differ fundamentally so that, e.g., the detection
limit and reaction time frame of the instrument can lead to discrepancies between experiments. While
this results in low reproducibility of the intensities of the signals produced by ESI-MS experiments,
the fragmentation patterns between instruments should be almost identical.189,190

Computational Details

All calculations in this work have been conducted on Intel Xeon E3-1270 3.60 GHz CPU cores. A
new QCxMS version 5.0105 was developed in the course of this work and used throughout. The
automatic protonation tool of CREST version 2.11 was used to create the protomer ensembles in an
energy window of 30 kcal/mol. The ENantiomer SOrting algorithm (ENSO)191 version 2.0.2 was
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used for the reranking at DFT level. The DFT calculations were conducted with the ORCA121–123

suite of programs version 4.2.1 at the PBEh-3c192 level of theory.
In earlier work on CID processes,37,38,145–152 calculations were conducted using the semiempir-

ical AM1 and PMx methods,193 with and without the DFT-D2 method.194 However, in various
publications195–199 it was shown that the GFNn-xTB70–72 (n = 1,2) methods outperform other semiem-
pirical quantum mechanical (SQM) methods for a wide range of applications. The GFNn-xTB
schemes can properly dissociate bonds mainly due to the use of the finite electronic temperature
(Fermi smearing) model. Therefore, xtb version 5.8.1 was implemented into QCxMS, and the
GFNn-xTB methods were successfully tested for calculating of EI mass spectra,56,89 making the
program independent from any third-party software. The QC calculations in this work were done with
GFN2-xTB. It uses the DFT-D456,89 model to account for the inter- and intramolecular dispersion
interactions.

MD simulations were performed through the integration of Newton’s equation of motion using the
leapfrog algorithm with a time step of 0.5 fs. To obtain statistically converged results, the number of
trajectories for each calculation was set to 25 times the number of atoms in the ion. The equilibration
MD and the snapshot sampling were set to 50 fs times the number of trajectories. The electronic
temperature for the ground state sampling was set to 298 K and increased to 5000 K for the production
runs. The desolvation temperature of 600 K reported in SOP #21 Version #2 was used as initial MD
temperature. Argon was employed as the collision gas throughout.

The activation time of single collisions in the low-energy regime of CID experiments is in the range
of picoseconds and increases with multiple collisions depending on the mean free path between the
collisions.200 Collision cells in a triple-quadrupole setup are often tens of centimeters long, so an ion
needs several milliseconds to cover this distance.180 However, affordable MD simulations are in the
range of tens of picoseconds. This may cause the survival rates of short- and long-lived fragments to
be significantly different than in experiments and may lead to incomplete accounting of long-term
dissociation or rearrangement reactions. Calculations on this time scale are only feasible with rather
approximate SQM methods, and their errors may appear in the underlying PES leading to wrong
dissociation and rearrangement reactions or weird fragment structures. Furthermore, inaccurate IP
calculations can cause faulty charge assignment, and thus, following fragmentation cascades might
occur for the wrong fragment.

B.4 Results and Discussion

The influence of the collision energy, number of collisions, and increase of internal energy on the SY of
the molecular ion is discussed in Section B.4.1. Single collisions with increasing acceleration energies
are presented in Section B.4.2, and Section B.4.3 deals with protonation sites and their influence on
the calculated spectrum. In Section B.4.4, the effects of multiple collisions on a calculated spectrum
are discussed, and Section B.4.4 shows results of the general activation run-type. Many aspects
need to be considered when comparing calculated to experimental spectra, especially the type of and
settings in the experimental instrument. However, QCxMS only simulates the collision dynamics and
mean free paths of the ions under study. While some aspects of the collision cell can be adapted, the
simulations can not account for special features of various instruments, so a comprehensive discussion
of the differences between calculated and experimental results would go beyond the scope of this
initial work. Further results can be found in the SI, where spectra of various protomers, as well as
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spectra measured at different experimental settings, are shown and compared.

B.4.1 Collision Energetics

As an example for a typical organic compound, calculations on caffeine were conducted for a different
number of collisions and impact/internal energies. The thermally most populated protomer at 600
K was used, and 100 trajectories were calculated for each plot in Figure B.2. The forced activation
run-type was used, but the collision energies were not randomly distributed in these calculations. This
guarantees that the exact energy values at each given velocity can be calculated.

The effects of the collision energy on the SY of the precursor ion are demonstrated in Figure B.2
(a). The calculations were conducted from 40 to 120 eV E𝐿𝐴𝐵 for one, two, and three collisions. The
SY for a single collision starts decreasing at 60 eV E𝐿𝐴𝐵 and reaches 50% SY (CE50) at 104 eV (∼17
eV E𝐶𝑂𝑀 ). With two collisions, CE50 is reached at 76 eV, and 10% of the precursor survives at 120
eV E𝐿𝐴𝐵. For three collisions, the CE50 value is achieved with 62 eV. Simulating multiple collisions
efficiently decreases the collision energy needed to reach the CE50 threshold.
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Figure B.2: Collision kinetics for the caffeine precursor ion equilibrated at 600 K. (a) SY at 40 to 120 eV E𝐿𝐴𝐵

with one, two, and three collisions. (b) SY after 1 to 8 collisions events at 40, 50, and 60 eV E𝐿𝐴𝐵. (c) Velocity
of [M+H]+ after 1 to 8 collisions at 40 and 60 eV ELAB compared to theory.84 (d) Correlation between E𝐶𝑂𝑀

and E𝑖𝑛𝑡 after 1 to 8 collisions at 40 eV ELAB. (e) SY after internal energy scaled from 5 to 12 eV.

To emphasize this correlation, the precursor SY was calculated for one to eight collisions at
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acceleration energies of 40, 50, and 60 eV E𝐿𝐴𝐵. The results are plotted in Figure B.2 (b). The change
of the SY at 40 eV E𝐿𝐴𝐵 stagnates after five collisions and reaches a minimum SY of 80% in total.
This means that the [M+H]+ signal remains apparent in the spectrum and does not diminish by more
collisions. At 50 eV E𝐿𝐴𝐵, the CE50 rate is reached between five and six collisions, and the curve
flattens to an SY of 38%. The 60 eV E𝐿𝐴𝐵 curve crosses the CE50 threshold between three and four
collisions, and the SY reaches 8% after eight collisions. The reason for the flattening of the curves
is due to the decrease of the ion velocity after each collision, i.e., the CE for subsequent ion–gas
interactions is substantially lower than the initial CE.

The averaged velocity of [M+H]+ as a function of the number of collisions is shown in Figure B.2
(c) for 40 and 60 eV E𝐿𝐴𝐵. The offset between the two plots demonstrates that the ion with the higher
starting acceleration energy retains more velocity after each collision. To validate the performance
of QCxMS, the results are compared to the theoretical considerations of Section B.2.3, in which eq
B.4 was calculated with a collision in-elasticity of 0.5. Overall, the velocities obtained by QCxMS
reproduce the results calculated by the theoretical kinetic gas theory in good agreement. Since the
program calculates the kinetic and internal energy of any created fragment, a detailed analysis of the
collision dynamics in CID processes can be conducted with the new QCxMS module.

At low velocities, the energy transferred by the collisions becomes insignificant. Hence, a threshold
must be defined at which the simulation is no longer economical. In Figure B.2 (d), the average
decrease in E𝐶𝑂𝑀 and the respective average increase of E𝑖𝑛𝑡 were calculated at 40 eV E𝐿𝐴𝐵. E𝑖𝑛𝑡

refers to the averaged thermal energy of the ideal gas. At 600 K, the molecular ion possesses an
average initial E𝑖𝑛𝑡 of 1.9 eV. In the first four collisions, the ion obtained a total of 4.6 eV E𝑖𝑛𝑡 . After
four collisions, E𝑖𝑛𝑡 increased by 0.2 eV. After six collisions, E𝑖𝑛𝑡 increased 0.08 eV. Considering
an E𝐶𝑂𝑀 of 7.0 eV at the beginning of the simulation and a total increase in internal energy of 5.1
eV after eight collisions, only 73% of the available energy was transmitted in the process. This
demonstrates the effect of the in-elasticity 𝜂 of the collision event.

In Figure B.2 (e), the SY is plotted against increased initial E𝑖𝑛𝑡 values (thermal activation). Because
no mean free path between the collisions were calculated, the mean free path MD was set to 15 ps to
account for the difference in simulation time. At an E𝑖𝑛𝑡 of about 8 eV, 50% of the precursor ion was
decomposed. A comparison to the collision simulations indicates that this condition is fulfilled at
about 60 eV E𝐿𝐴𝐵 (10.2 eV E𝐶𝑂𝑀 ) acceleration energy after three to four collisions, as can be seen in
Figure B.2 (b). An increase to 12 eV E𝑖𝑛𝑡 lowers the SY to 5%.

B.4.2 Single Collisions

As a first example, tetrahydrofuran (THF) was protonated at the oxygen atom and a single collision
between the precursor ion and a neutral argon atom was calculated. This system was chosen because
of the small molecular size and the inability of intramolecular proton transfer prior to fragmentation,
i.e., excluding “mobile proton” effects.

The calculations were conducted for 350 trajectories along a 15.6 ps MD trajectory at 20, 30, 40,
50, and 60 eV E𝐿𝐴𝐵 collision energies, with an initial temperature of 600 K. The spectra as a function
of increasing impact energy (E𝐿𝐴𝐵) are illustrated in Figure B.3 (a,1–5). After a collision at 20 eV
E𝐿𝐴𝐵, the molecular ion retains an average E𝐶𝑂𝑀 of 2.8 eV and possesses an average 3 eV E𝑖𝑛𝑡 .
This is sufficient to form two of the most concise signals of the spectrum, m/z 31 and 55 (Figure B.3
(a,1)). Increasing the collision energy to 30 eV (Figure B.3 (a,2)) increases E𝑖𝑛𝑡 to 3.9 eV, and the
third-most prominent signal m/z 45 appears. The molecular ion peak decreases significantly with
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Figure B.3: Calculated spectra of tetrahydrofuran using single collisions at (a) (1) 20 eV, (2) 30 eV, (3) 40 eV,
(4) 50 eV, and (5) 60 eV E𝐿𝐴𝐵. The most pertinent fragments m/z 31, 45, 55, and 73 are colored for better
traceability. (b) Comparison of the 50 eV calculated (black) to the 40 eV literature spectrum (red, inverted).42

collision energies higher than 30 eV E𝐿𝐴𝐵, and signal m/z 31 becomes the base peak of the spectrum.
It is formed by direct fragmentation of [M+H]+ into HOCH3 (m/z 31) and C3H6 (m/z 42). The signals
between m/z 39 and 44 increase with higher collision energies, while the intensity of signal m/z 45
stagnates at a relative intensity of 37% after 40 eV E𝐿𝐴𝐵 is reached. The signal m/z 55 is formed
through rearrangement of a hydrogen atom to the protonated oxygen atom and subsequent H2O loss.
Since this is not a proton transfer between heteroatoms, it is not necessarily described by the “mobile
proton model”. With increasing collision energy, direct fragmentation is favored, and rearrangement
reactions before bond-breaking are less likely. As a result, signal m/z 55 decreases at higher collision
energies.

Experimental spectra are often measured over a range of energies (usually 10 to 50 eV) to visualize
differences in signal strength, i.e., analyte lability, and signal occurrence between instruments. Figure
B.3(b) shows the theoretical spectrum calculated at 50 eV compared to a literature spectrum97 measured
at 40 eV E𝐿𝐴𝐵. Comparison to literature spectra measured at different energies can be found in the
SI. The qualitative overall agreement is good, and all signals displayed in the experiment can be
found in the theoretical spectrum. Signals m/z 32, 33, 46, 47, 53, 54, 59, 60, and 70 produced by the
calculations are not measured, and the intensities between calculation and experiment differ. These
discrepancies can have different reasons, which are discussed in Section B.3.3. Furthermore, no
signals with m/z < 31 are observed in the literature spectrum, indicating a (technical) mass cutoff.

The calculations show that single-collision simulations can be used to analyze the energy needed
to form fragments and if their formation is due to statistical or direct fragmentation. However, the
calculation of CID mass spectra by single collisions is difficult to generalize, because molecules of the
same size can require different amounts of collision energy to induce fragmentation, depending on
the functional groups present.170 Furthermore, larger structures need more E𝐿𝐴𝐵 collision energy to
produce sufficient fragmentation. This can bear some problems: (i) the high impact energy favors
fragments that are created through the scattering of the precursor ion, and thus, statistical fragmentation
is not sufficiently accounted for. Depending on the structure, this creates lots of small fragments and
leads to a loss of information on the fragmentation mechanism; (ii) increasing velocities may lead to
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more complicated electronic structures and SCF convergence failure. For THF, failure rates increased
from 3.2% at 50 eV to 27.4% at 80 eV E𝐿𝐴𝐵. The impact event sampling is too sudden, and the drastic
conversion of the energy cannot be sampled by the MD simulation. Decreasing the time step to 0.1 fs
did not solve this problem. However, simulating multiple collisions at low velocities ameliorate these
issues.

B.4.3 Protonation sites and proton mobility

The influence of different protonation sites was investigated for the example of 2,6-dichlorobenzamide
(BAM). The free energy rankings of all protomers in a 30 kcal/mol energy window do not change for
temperatures up to 1200 K. The calculated values can be found in the SI. In Figure B.4, the structures
and their respective relative energies at 600 K are depicted in the insets of the corresponding spectra.
Calculations were performed with a single collision at 100 eV E𝐿𝐴𝐵 (∼17 eV E𝐶𝑂𝑀 ). The resulting
spectra were compared to an experimental spectrum measured at 40 eV E𝐿𝐴𝐵

201 (mass cutoff at m/z <
100).
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Figure B.4: Calculated spectra at 100 eV with a single collision of the four energetically lowest protomers of
2,6-dichlorobenzamide (black, top) compared to experimental spectra taken from the literature201 at 40 eV
(red, inverted). The protomer structures are superimposed at the corresponding spectrum with their respective
difference in total energy.

Figure B.4(a) shows the calculated spectrum of protomer #1. The structure is protonated at the
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oxygen atom of the amide group. The main fragmentation cascade involves the two chlorine atoms,
creating the signals m/z 155 and 120. After each separate chlorine atom detachment, proton transfer
from the amine group to the unoccupied carbon atoms of the benzene ring occurs. The survival rate of
the molecular ion at this collision energy is high. The overall agreement between the experimental
and theoretical spectrum is not satisfactory, because the base peak m/z 173 in the experiment is
not recreated sufficiently. Sporadic mobile proton transfer from the protonated oxygen atom to the
neighboring nitrogen atom occurs before fragmentation. This leads to the separation of NH3, and
the remaining fragment forms signal m/z 173. The simulation conditions do not significantly favor
this rearrangement before the fragmentation occurs, because the high velocity of the precursor ion
promotes direct fragmentation through the collision event.

In Figure B.4(b), the results for the thermodynamically second-most stable protomer #2 are displayed.
It is protonated at the nitrogen atom of the amide group as in the rearranged structure described
before. The free energy difference to protomer #1 at 600 K is 14.9 kcal/mol, indicating that it is not
significantly populated. However, the calculated spectrum for this structure is in good agreement
with experiment. NH3 is directly detached from the starting structure and does not first require
rearrangement, forming a base peak at m/z 173. Subsequent fragmentation of the chlorine atoms leads
to the signals m/z 138 and 103, and ring-opening of the latter structure happens occasionally.

Protomer #3 is protonated at the benzene ring and is high in free energy (29.5 kcal/mol at 600 K).
The spectrum is shown in Figure B.4(c). In addition to the signals already discussed, signals around
m/z 110 become more intense. The peak at m/z 110 is formed after the fragmentation of the amide
group directly from the precursor ion and subsequent HCl loss. A low number of counts for signal m/z
162 was observed in the simulation. This signal derives from the separation of CO from the amide
group, while the amine group rearranges simultaneously to the benzene ring. The recyclization of
benzene into a five-membered ring with a bound methyl group is energetically favorable, but however
rare, maybe due to entropic reasons.

For protomer #4, the protonation of the carbon atom connecting the dichlorobenzene structure to
the amide group favors the splitting at these two groups, forming signals m/z 44 and 147 (see Figure
B.4(d)). However, the program ascribes the entire charge to the H2NCO fragment. This decomposition
is already observed at very low collision energies (20 eV E𝐿𝐴𝐵; 3 eV E𝐶𝑂𝑀) and demonstrates the
influence of charge-directed fragmentation.

Overall, it is evident that the protomer equilibrium populations based on free energies are not
sufficient to explain the fragmentation patterns or signal intensities. Dynamical proton transfer between
heteroatoms occurring before fragmentation seems to play an essential role for the correct description
of fragmentation paths. Different starting protomer structures should be considered when calculating
theoretical spectra to account for such effects. Structures in a roughly 30 kcal/mol free energy window
may be used for a first evaluation. In this example, however, the two protomers that are close to this
value are of little relevance for a proper simulation.

B.4.4 Multiple collisions

Forced activation and thermal activation run-types

The approaches discussed in Sections B.3.2 and B.3.2 were tested on the most populated protomer of
caffeine at 600 K. The structure of this protomer is shown in the inset of Figure B.5(a). The spectra
of other populated protomers and their energetic ranking can be found in the SI. Since this section
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Figure B.5: Comparison of calculated spectra (black) vs. 40 eV literature spectra202 (red,inverted) of the most
populated caffeine protomer at 600 K. (a) Single collision at 100eV E𝐿𝐴𝐵; (b) six collisions at 100eV E𝐿𝐴𝐵, fgc
off ; (c) six collisions at 100eV E𝐿𝐴𝐵 fgc on. (d) scaling of the internal energy to 10 eV.

focuses on the results gained by the different run-types, a comparison of the different protomer spectra
is omitted, and only the effect of multiple collisions is discussed for this example.

The collision-based simulations were calculated with the forced activation run-type with a maximum
of six collisions between the precursor ion and the neutral gas atom. [M+H]+ was accelerated with
an energy of 100 eV E𝐿𝐴𝐵 (∼ 17 eV E𝐶𝑂𝑀), and the mean free paths between the collisions were
sampled with a 5 ps MD trajectory. For the thermal activation run-type, the target value was set to 9.5
eV E𝑖𝑛𝑡 (∼ 3100 K). The total simulation time was set to 15 ps to compensate for not simulating the
collision MD. Each spectrum was calculated from 625 trajectories and is compared to experimental
spectra202 documented at 40 eV E𝐿𝐴𝐵 collision energy (mass cutoff at m/z 32).

The single-collision spectrum is shown in Figure B.5(a) for comparison. The spectrum in Figure
B.5(b) was calculated with the forced activation run-type, but subsequent collisions between formed
fragments and the collision gas atoms were not considered (fgc off). The main difference to the
single-collision simulation is that the [M+H]+ signal is not observed. The molecular ion is entirely
fragmented after two to three collisions. The base peak of the spectrum is the signal m/z 138. It results

74



B.4 Results and Discussion

from the separation of H3CNCO from the six-membered ring. Consecutive fragmentation of a methyl
group forms signal m/z 123 and further decomposes into m/z 67 and 56.

The spectrum in Figure B.5(c) was calculated by including subsequent collisions between formed
fragments and neutral gas atoms (fgc on). In comparison to Figure B.5(b), the relative intensities
of fragments with masses m/z < 138 are increased, because subsequent fragmentation is amplified.
This leads to a better overall agreement with the literature spectrum. Signals m/z 180 and 167 are
emphasized by direct fragmentation, in which the impact gas knocks CH3 or CO directly out of
the molecular ion. In a subsequent fragmentation, the imidazole ring remains intact and generates
signal m/z 110. Likewise, signal m/z 194, which is a neutral (radical) hydrogen atom loss, is formed
preferably by direct fragmentation.

The spectrum in Figure B.5(d) was calculated with the thermal activation run-type. The fragment-
ation patterns and intensities are comparable to the results produced in Figure B.5(c). The overall
agreement with the literature spectrum is good. Because this is an implicit collision model, signals
m/z 194, 180, and 167 are formed statistically and thus are less pronounced than in Figure B.5(c). This
in turn leads to lesser intensity of signal m/z 110. Signals at m/z < 90 are more distinct.

For validation, some of the calculated fragments were compared to structures proposed in a study
conducted on deuterated isotopomers of caffeine.203 The fragments in question are displayed in picture
B.5. The fragment structures are largely identical to those reported previously, and a comparison of
the fragmentation pathways showed good agreement. Furthermore, signals between m/z 195 and 160
were documented in the experiment, so the signals calculated in this mass range are reasonable.

The results obtained with the forced activation run-type compare best when subsequent fragment-gas
collisions are included (fgc on). As described in Section B.3.2, the collision number is randomized. It
is intended that the random collision numbers lead to runs in which fragments sometimes collide rarely
or not at all. This improves the survival rate of fragile fragments that would otherwise decompose
by too many repeated collisions. The disadvantage is that this may lead to a high survival rate of
fragments that should dissociate with higher internal energies. Nevertheless, this approach produces
better results than other protocols that have been tested in the course of this work. Another promising
and less random-based procedure to handle fragment-gas collisions is used in the general activation
run-type, which is discussed in Sections B.3.2 and B.4.4.

In the forced activation run-type, the ions lose considerable amounts of kinetic energy after each
collision. As a result, subsequent collisions transfer less energy into the ion (see Section B.4.1).
Increasing the starting velocity leads to a larger amount of kinetic energy remaining on the formed
fragments, but scattering of the precursor ion and the number of unsuccessful calculations increase, as
examined in Section B.4.2. In contrast, fragments created in the thermal activation run-type retain
considerable energy quantities, because the entire reaction energy is converted into the vibrational
energy of the ion. Neither kinetic energy loss by conversion into rotational energy nor collision
in-elasticity is taken into account. For this reason, the scaled energy values are not directly comparable
to experimental E𝐿𝐴𝐵 or E𝐶𝑂𝑀 data. Adding large amounts of energy in this way is similar to
the approach used in the EI method, but the energy in CID experiments is not well-defined, and
overfragmentation is often observed.

General Activation Run-Type

The general activation run-type was developed to enable a fine adjustment of the theoretical collision
conditions to match the experimental ones and thereby generates a tool that can calculate spectra
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without the need for excessive trial and error runs. To reduce the collision energy and the number
of collisions needed, the internal energy of the precursor ion is increased in an ionization MD
prior to the collision runs. As described in Section B.3.2, the heating is done over an empirically
determined, molecular-size-dependent energy range. The number of collisions is made dependent on
the characteristics of the collision cell described by eq B.1 in Section B.2.3, which takes different
properties of instruments into account. For the default setting discussed in this work, an experimental
setup with multiple collisions was taken as the reference.84 The neutral gas pressure inside the collision
cell was set to 0.132 Pa with a chamber length of 0.25 m. The effects of collision cell lengths and
ionization MD energies on the calculated spectra are demonstrated in the SI. Although the collision
gas is considered static in the calculations, the temperature of the gas affects the number of collisions
in the experiment, as can be seen in eq B.1. The collision gas temperature was set to 300 K.

The approach was tested on 3-methylhistidine, phenylephrine, and acetyl-sulfamethoxazole, and the
results are compared to experimental spectra measured at different collision energies. The spectra of
the protomer structures that matched best with the corresponding experimental spectrum are displayed.
The calculated spectra of other protomers and their energetic ranking can be found in the SI. For the
collision energies, E𝐿𝐴𝐵 values were chosen, so a comparison to experimental values taken from the
MassBank98 database is appropriate. To increase comparability, the spectra were cut off at lowest m/z
signal measured.

For 3-methylhistidine, 600 trajectories were calculated. In the ionization MD, the E𝑖𝑛𝑡 of the
precursor ion was increased to 2–3 eV. The collision cell settings led to an average of eight collisions
between the precursor ion and the neutral gas atoms. The spectrum in Figure B.6(a) was calculated
with 50 eV E𝐿𝐴𝐵 collision energy (∼ 9.5 eV E𝐶𝑂𝑀) and compared to a spectrum measured at 30
eV E𝐿𝐴𝐵 collision energy, taken from the literature.204 The spectra are in good overall agreement.
The precursor intensity is well-reproduced, and no significant overfragmentation occurs. The main
fragmentation path leads to m/z 96 (C5N2H8) and 74 (C2NO2H4). The former fragment decomposes
into m/z 68 (C3N2H4) through rearrangement and subsequent ethylene loss, while the latter refers to a
neutral loss. However, the neutral structure appears in the spectrum in low yield because of inaccurate
IP calculations (wrong charge assignment). Direct fragmentation of [M+H]+ promotes the formation
of signal m/z 83 (C4N2H7).

The spectrum calculated at 60 eV E𝐿𝐴𝐵 collision energy (∼ 11.4 eV E𝐶𝑂𝑀) is shown in Figure
B.6(b). It is compared to a spectrum measured at 40 eV E𝐿𝐴𝐵 taken from ref [205]. In comparison to
Figure B.6(a), the precursor ion signal is almost nonexistent, and the intensities of low mass signals
increase. It is noticeable that signal m/z 95 intensifies strongly in the experiment, which is not observed
to this extent in the calculations.

The spectrum of phenylephrine was calculated from 650 trajectories. The ionization MD was
simulated for values between 3 and 5 eV E𝑖𝑛𝑡 . An average of eight collisions between the precursor
ion and the neutral gas was determined. In Figure B.6(c), the calculations refer to a collision energy
of 60 eV E𝐿𝐴𝐵 (∼ 11.6 eV E𝐶𝑂𝑀) and are compared to a 40 eV E𝐿𝐴𝐵 experimental spectrum.206

Separation of the terminal H2NCH3 group results in rearrangement and creates signal m/z 137. H2 and
neutral H atom loss form signal m/z 134. From signal m/z 137, competing reactions lead to fragments
H7C7O (m/z 107, loss of HCOH) and H5C6O (m/z 93, loss of H4C2O). For the latter ion, the program
calculates a maximum of six fragment-gas collisions due to its size. Nevertheless, the yield of the ion
remains high. Small amounts of H2 loss form the fragment at signal m/z 91, which further decomposes
into differently sized hydrocarbon structures.

The effect of larger collision energies on the spectrum is depicted in Figure B.6(d). The collision
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Figure B.6: Calculated spectra (black) compared to experiment98 (red, inverted) with collision energies in E𝐿𝐴𝐵
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energy for the calculations was set to 70 eV E𝐿𝐴𝐵 (∼ 13.4 eV E𝐶𝑂𝑀) and compared to a literature
spectrum207 measured at 50 eV E𝐿𝐴𝐵. In the experimental spectrum, signals appear in the small mass
range that were not be observed with lower energy. The majority of signals were reproduced by the
calculations, but the intensities differ. Hydrogen loss is more dominant in the experiment and cannot
be reproduced to the same extent by theory. Reasons for this are discussed in Section B.3.3.

For acetyl-sulfamethoxazole, the third lowest free energy protomer #3 at 600 K provided the most
interesting fragments. The calculations were conducted for 850 trajectories. In the ionization MD,
E𝑖𝑛𝑡 was increased to values in a range between 3 and 5 eV. The collision chamber settings led to an
average of 10 collisions between precursor ion and neutral gas atoms. No experimental signals m/z <
119 were reported. Figure B.6(e) shows the spectrum calculated at 40 eV E𝐿𝐴𝐵 collision energy (∼
4.7 eV E𝐶𝑂𝑀) compared to an experimental spectrum208 measured at 20 eV E𝐿𝐴𝐵. The structure is
protonated at the benzene ring, which results in a bond formation between benzene and the isoxazole
ring. The structure is shown in the inset of Figure B.6(f). Dissociation of the S–N bond leads to signal
m/z 198, and SO2 remains bound to the six-membered ring structure. Subsequent decomposition of
SO or SO2 leads to signals m/z 150 and 134. Alternatively, signals m/z 160 and 136 are formed by
S–C bond-breaking. Here, the SO2 moiety remains on the methyl-isoxazole group.

In Figure B.6(f), the acetyl-sulfamethoxazole protomer is accelerated to a collision energy of 60
eV ELAB (∼ 7.1 eV E𝐶𝑂𝑀 ) and compared to a database spectrum209 measured at 30 eV E𝐿𝐴𝐵. The
increase of the collision energy leads to diminished [M+H]+ and m/z 232 signals, while lower mass
signals increase in intensity. The latter signal is formed by fragmentation of the SO2 group from the
molecular ion, and the resulting fragment is stabilized through recyclization. The program concludes
a maximum of 10 fragment–gas collisions due to the size of the fragment, but the fragment survival
rate remains high. Dissociation of the amide group (H3C2O) yields signal m/z 189. The benzene and
the isoxazole rings undergo rearrangement into a [4.4]-spiro composite.

In protomer #1, the nitrogen atom of the isoaxazole ring is protonated, and no cyclization of the
precursor ion occurs. Fragmentation leads to dissociation of the N–S bond, the proton remains on
the leaving group, and the resulting spectrum consists solely of the signals m/z 198, 150, and 134.
Combining and weighing of the two calculated spectra will probably increase the overall agreement
between theory and experiment. The spectrum of protomer #1 can be found in the SI.

Considering the many unknown aspects of the experiments, the computed spectra using the general
activation run-type agree reasonably well with the reference spectra. The calculated results were
more consistent with experiment when a minimum acceleration threshold was considered. This offset
can be explained by the initial velocity of the structure gained in the ionization process (see Section
B.3.3). The combination of prescaling the internal energy and simulating multiple collisions lowers
the required collision energy needed to induce fragmentation and simultaneously accounts for direct
fragmentation in the simulation. Different instruments can require different settings, which can be
manipulated in the program accordingly; see the QCxMS manual.105

An important factor is the computational cost of the implemented run-types. Caffeine was calculated
with the default settings of each run-type. The forced activation run-type (fgc on) finished after an
average of 32 min per production run. The general activation run-type used an average of 21 min per
production run, while the thermal activation run-type is the fastest approach and takes only 10 min. It
has to be kept in mind, however, that the simulation times can vary significantly depending on the
settings, the number of subsequent fragmentation and fgc events, as well as the size of the precursor
ion.
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B.5 Conclusion and Outlook

The scope of the QCxMS program was extended by developing and implementing positive-ion
collision-induced dissociation (CID) run-modes. It is the first automatic quantum-chemistry-based
protocol to compute unbiased EI and CID mass spectra without the need for pretabulated or database-
driven algorithms. Utilizing the fast and accurate built-in semiempirical GFN2-xTB Hamiltonian
enables calculations on molecules that are composed of elements with atomic numbers up to Z = 86
without the need of any third-party software. The capability of the program to describe extended
fragmentation pathways and complicated rearrangement reactions was demonstrated on six diverse
organic molecules. The new CID mode provides detailed insight into the physics of collision processes
and can be used to analyze molecular stability and survival yields.

The main aim of this work was to set up a run-type that is capable to automatically calculate CID
spectra comparable to experimentally measured spectra taken from standard databases. A precise
one-to-one mapping of the experimental collision/thermal activation conditions and the theoretical
setup could not be determined due to the lack of insight into the details of typical experiments. For
this reason, the CID extension was developed in such a way that various experimental conditions can
be considered. Therefore, different run-types were established.

The forced activation run-type was implemented to calculate a controllable amount of ion-gas
collisions. A good approach for the calculation of single collisions was the stepwise increase of
the collision energy. This procedure reveals the energy range where specific signals appear. The
simulation of multiple collisions yields more fragments, requiring lower collision energies than with
single collisions. Setting a high number of collisions enforces fragmentation, so the method generates
useful spectra even if the starting energy is not spot-on. Taking into account further collisions between
a fragment and neutral gas atoms, the intensity of subsequently formed fragments can be increased.

The thermal activation run-type yields fragmentation without simulation of explicit collisions.
With this method, computational costs were low, but only statistical processes are considered, and the
E𝑖𝑛𝑡 scaling value has to be specifically determined in order to reduce under- or overfragmentation.
Nevertheless, this method is recommended for a quick and cheap initial assessment when a proper
energy scaling value can be estimated.

Finally, the automated general activation run-type was developed. In the first step, the internal
energy of the protonated system is increased in an energy range that depends on the molecule size.
This is followed by the simulation of multiple collisions between the precursor ion and neutral gas
atoms. The number of collisions depends on the collision chamber properties, which also applies
to the fragment–gas collisions. These features enable theoretical spectra to be computed that are in
satisfying agreement to experimental spectra without the need for adjusting many technical simulation
parameters. The combination of E𝑖𝑛𝑡 scaling and explicit collisions provides a good accuracy-to-cost
ratio, and hence, this setup can be generally recommended.

We conclude that the QCxMS program is able to calculate EI and positive-ion CID spectra based
solely on the molecule input structure. Calculations for adducts like [M+Na]+, [M+H2O]+, and
[M+NH4]+ are possible. However, this was not yet tested. Calculations for multiple charged cations
are also feasible, and the corresponding implementations are planned. An extension for the calculation
of negative-ion CID spectra is straightforward and is currently being tested. The QCxMS software
and documentation are available free of charge.105
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B.6 Supporting Information

B.6.1 Instrumentation details of the experiments

Table B.1: Individual experimental settings and specifications.

Chapter: Molecule Instrument Type Mode

4.2 Tetrahydrofuran Waters Micromass Quattro LC-ESI-QQQ MS2
Triple Quadrupole

4.3 2,6-Dichlorobenzamide Bruker maXis Impact LC-ESI-QTOF MS2
4.4.1 Caffeine API3000, Applied Biosystems LC-ESI-QQ MS2
4.4.2 3-Methylhistidine API3000, Applied Biosystems LC-ESI-QQ MS2
4.4.2 Phenylephrine API3000, Applied Biosystems LC-ESI-QQ MS2
4.4.2 Acetyl-sulfamethoxazole Bruker maXis Impact LC-ESI-QTOF MS2
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B.6.2 Relative energy ranking of protonated structures

Table B.2: Relative G𝑡𝑜𝑡 [kcal/mol] of protonated structures to most stable structure protomer #1 (0.0 kcal/mol)
calculated using ENSO at PBEh-3c level. The ensembles were sorted according to the simulation temperature
at 600 K. Identical and improper structures were sorted out.

Molecule Protomer 300 K 600 K 1200 K

2,6-Dichlorobenzamide # 2 15.36 14.92 14.22
# 3 30.30 29.54 28.10
# 4 33.63 33.20 32.36

Caffeine # 2 6.74 6.73 6.35
# 3 8.74 9.75 12.15
# 4 16.98 17.08 17.44

3-Methylhistidine # 2 20.54 20.44 20.83
# 3 19.21 20.62 24.05
# 4 24.72 24.39 23.94
# 5 26.20 25.83 25.30

Phenylephrine # 2 26.79 26.64 26.36
# 3 27.85 27.75 27.53

Acetyl-sulfamethoxazole # 2 7.52 9.72 13.79
# 3 13.69 15.82 20.18
# 4 17.52 18.02 19.88
# 5 19.76 21.59 25.79
# 6 22.46 23.87 26.28
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B.6.3 Calculated alternative protomer spectra

Caffeine

Caffeine was calculated using the general activation run-type. All protomer structures provide distinct
signal intensities under the same conditions.
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Figure B.7: Protomer spectra of caffeine calculated at 60 eV E𝐿𝐴𝐵 using the general activation run-type (black)
vs. 40 eV E𝐿𝐴𝐵 literature spectra (red,inverted). Energy rankings can be found in table B.2.
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3-Methylhistidine

Protomer #2 (figure B.8 (b)) and protomer #3 (figure B.8 (c)) produce almost the same spectrum due
to the proximity of the neighboring nitrogen atom of the amine group and the carbon atom in the
imidazole ring, promoting the proton transfer between these atoms during the equilibration of the
structures at 600 K.
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Figure B.8: Protomer spectra of 3-methylhistidine at 50 eV E𝐿𝐴𝐵 using the general activation run-type (black)
vs. 30 eV E𝐿𝐴𝐵 literature spectra (red,inverted). Energy rankings can be found in table B.2.
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Phenylephrine

Protomer #2 (figure B.9 (a)) rearranges into protomer #1 during the equilibration of the structure at
600 K, transferring the proton onto the nitrogen atom. The calculated spectra of both protomers are
therefore identical. Protomer #3 (figure B.9 (b)) fragments almost exclusively into NC2H6

+, which is
assigned the entire charge.
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Figure B.9: Protomer spectra of phenylephrine at 60 eV E𝐿𝐴𝐵 using the general activation run-type (black) vs.
40 eV E𝐿𝐴𝐵 literature spectra (red,inverted). Energy rankings can be found in table B.2.

Piperidin
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Figure B.10: (a) Calculated spectra of piperidin using single collisions at (1) 30 eV, 2) 40 eV, 3) 50 eV, 4) 60
eV, and 5) 70 eV E𝐿𝐴𝐵.The most concise fragments m/z 30, 44, 69, and 86 are colored for better traceability.
(b) Calculated spectra of piperidin using single collision at 60 eV E𝐿𝐴𝐵 vs. 40 eV E𝐿𝐴𝐵 literature spectrum
(red,inverted)210. Instrument: API3000, Applied Biosystems.
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Acetyl-sulfamethoxazole

The protomer structures #1, #2 and #4, #5 produce the same fragmentation patterns, demonstrated by
the spectra of protomer #1 in figures B.11 (a), (b) and (d). This occurs either because the protomer
structures rearrange into the structure of protomer #1 prior to fragmentation or the main fragmentation
pathways produce fragments with the same mass (m/z 134, 150 and 198). The main bond fragmentation
occurs between the S and N atoms. The proton for protomer #6 is on the side that remains charged, so
here signals m/z 135 and 161 appear.
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Figure B.11: Calculated (40 eV E𝐿𝐴𝐵) of the most populated protomer #1 compared to literature spectra at (a)
20 eV E𝐿𝐴𝐵 and (b) 30 eV E𝐿𝐴𝐵 of acetyl-sulfamethoxazole at 600 K. (c) Lewis structures of protomers #2, #4,
and #5. The energy rankings can be found in table B.2. (d) Zoomed into the spectrum in between m/z 100 and
m/z 240. (e) Lewis structure of protomer #6. (f) The spectrum of protomer #6 between m/z 100 and m/z 240.
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B.6.4 Effects of the general activation run-type settings

Collision cell length
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Figure B.12: Calculated spectra at 40 eV E𝐿𝐴𝐵 with increasing collision cell length. Test structures were
protomer #1 of caffeine ((a),(c) and (e)) and protomer #3 of acetyl-sulfamethoxazole ((b),(d) and (f)). (a),(b)
L𝐶𝑜𝑙𝑙.𝑐𝑒𝑙𝑙 0.12 m; (c),(d) L𝐶𝑜𝑙𝑙.𝑐𝑒𝑙𝑙 0.25 m; (e),(f) L𝐶𝑜𝑙𝑙.𝑐𝑒𝑙𝑙 0.35 m.

For a molecule in the size of caffeine, the increase in collision cell size between 0.25 m (figure
B.12 (c)) and 0.35 m (figure B.12 (e)) becomes insignificant, as the velocity of the precursor ion and
corresponding fragments becomes too low after a certain amount of collisions. Longer cells and thus
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more collisions do not lead to a different result. Because larger and heavier structures retain more
kinetic energy after a collision, the effect of collision cell length is more apparent in the spectra of
acetyl-sulfamethoxazole. Figures B.12 (d) and (f) therefore demonstrate the effect the collision cell
length has on the amount of subsequent fragment-gas-collisions, leading to an increased fragmentation
into lower mass fragments.

87



Appendix B From QCEIMS to QCxMS: A Tool to Routinely Calculate CID Mass Spectra Using
Molecular Dynamics

E𝒊𝒏𝒕 pre-scaling (ESI MD)
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Figure B.13: Calculated spectra at 40 eV E𝐿𝐴𝐵 with increasing E𝑖𝑛𝑡 pre-scaling. Test structures were protomer #1
of 3-methylhistidine ((a),(c) and (e); L𝐶𝑜𝑙𝑙.𝑐𝑒𝑙𝑙 12.5 cm) and protomer #1 of caffeine ((b),(d) and (f); L𝐶𝑜𝑙𝑙.𝑐𝑒𝑙𝑙

25 cm). (a) E𝑖𝑛𝑡 3 eV; (b) E𝑖𝑛𝑡 2 eV; (c) E𝑖𝑛𝑡 4 eV; (d) E𝑖𝑛𝑡 5 eV; (e) E𝑖𝑛𝑡 5 eV; (f) E𝑖𝑛𝑡 6 eV.

The E𝑖𝑛𝑡 threshold at which the precursor ions undergo fragmentation starts at 5 eV for 3-
methylhistidine and 6 eV for caffeine. Greater E𝑖𝑛𝑡 values will induce fragmentation behaviour
comparable to results obtained with the thermal activation run-type. For this reason, the internal
energy scaling is done depending on the precursor ion size.
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B.6.5 Additional calculated spectra

Tetrahydrofuran
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Figure B.14: Comparison of calculated single collision spectra (black) vs. literature spectra (red,inverted) of
tetrahydrofuran. (a) 30 eV vs. 10 eV97; (b) 30 eV vs. 25 eV97; (c) 50 eV vs. 10 eV97; (d) 50 eV vs. 25 eV97.
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4.5-Dihydroorotic Acid
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Figure B.15: Calculated spectrum of 4.5-Dihydroorotic-acid using single collisions at (a) 40 eV, (b) 60 eV, (c)
80 eV, and (d) 100eV E𝐿𝐴𝐵. (e) Comparison of the 40eV calculated (black) to the 40 eV literature spectrum
(red,inverted)97; (f) Comparison of the 100eV calculated (black) to the 40 eV literature spectrum (red,inverted).97
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APPENDIX C

Publication corresponding to chapter 5:
Quantum Chemistry-based Molecular Dynamics
Simulations as a Tool for the Assignment of
ESI-MS/MS Spectra of Drug Molecules

Abstract In organic mass spectrometry, fragment ions provide important information on the analyte
as a central part of its structure elucidation. With increasing molecular size and possible protonation
sites, the potential energy surface (PES) of the analyte can become very complex, which results in a
large number of possible fragmentation patterns. Quantum chemical (QC) calculations can help here,
enabling the fast calculation of the PES and thus enhancing the mass spectrometry-based structure
elucidation processes. In this work, the previously unknown fragmentation pathways of the two drug
molecules nateglinide (45 atoms) and zopiclone (51 atoms) were investigated using a combination
of generic formalisms and calculations conducted with the Quantum Chemical Mass Spectrometry
(QCxMS) program. The computations of the de novo fragment spectra were conducted with the
semi-empirical GFNn-xTB (n=1, 2) methods and compared against Orbitrap measured electrospray
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ionization (ESI) spectra in positive ion mode. It was found that the unbiased QC calculations are
particularly suitable to predict non-evident fragment ion structures, sometimes contrasting the accepted
generic formulation of fragment ion structures from electron migration rules, where the “true” ion
fragment structures are approximated. For the first time, all fragment and intermediate structures
of these large-sized molecules could be elucidated completely and routinely using this merger of
methods, finding new undocumented mechanisms, that are not considered in common rules published
so far. Given the importance of ESI for medicinal chemistry, pharmacokinetics, and metabolomics,
this approach can significantly enhance the mass spectrometry-based structure elucidation processes
and contribute to the understanding of previously unknown fragmentation pathways.

C.1 Introduction

Mass spectrometry (MS) is a highly sensitive core analytical technique for researchers of various
disciplines ranging from organic chemistry, medicinal chemistry to biochemistry and includes a vast
amount of pharmaceutical, environmental, and forensic applications. The central analytical parameters
are the structure and the amount of the analyte, reflecting qualitative and quantitative aspects of the
analytics. Key to the fragmentation process is the nature of the analyte and the ionization technique
applied.

Electron ionization (EI) is an ionization technique applied to volatile, preferably non-polar analytes.
The process of the formation of the odd-electron (OE) radical cations [M]•+ (with commonly 70 eV
kinetic energy of the bombarding electron) leads to the subsequent fragmentation of the molecule
in a highly reproducible manner.211–213 Hence, virtually classical fragmentation rules have been
derived11 and the fragment-rich mass spectra commonly are deposited in databases for straightforward
compound identification.130

Over the past decades, electrospray ionization (ESI) combined with collision induced dissociation(CID)214

has evolved into the most commonly applied analytical ionization technique in medicinal chemistry
and pharmacokinetics/pharmacodynamics (PK/PD) applications.215,216 This can be attributed to the
predominantly polar nature of the analytes, which makes ESI highly complementary to EI.

The fragment assignment in the measured spectra and the resulting structure elucidation is commonly
based on empirical rules, in which the (de-)protonated molecule is subsequently fragmented either
by charge-migration (CMF) or charge retention fragmentation (CRF).31–34 However, while these
rules can yield satisfying fragment ion assignments, fragmentation patterns are often observed that
cannot straightforwardly be explained by CMF or CRF.31,93,94 Furthermore, competing fragmentation
pathways can increase the level of difficulty for describing the “real” fragmentation process, leading
to uncertainty about the correct spectral assignment.37,38 In earlier studies, molecule fragmentation
mechanisms of [M+H]+ ions were investigated either based on literature and personal experience,
rather than experimental evidence.32,217,218 Due to the associated uncertainties resulting from using
the generic rules, theoretical methods have to be developed that are able to support the interpretation
of ESI-tandem mass spectrometry (MS/MS) fragmentation.

To date, it has become computationally affordable to use quantum chemical (QC) methods to
calculate mass spectra. Most recently, quantum mechanical calculations found their way into the
prediction of EI fragment spectra.50 The structura assignment of fragment ions is based on molecular
dynamics (MD) simulations in which the fragmentation of the molecular ion is calculated along
multiple, cascading trajectories. Unlike to already established computational approaches,47,129,219–223
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the on-the-fly quantum chemical calculation of the potential energy surface (PES) enables an unbiased
determination of the composition of fragments and intermediate structures and does not depend on
already known fragmentation mechanisms or database spectra.50–54,56,89

The usage of MDs to simulate collision induced dissociation (CID) reactions has also been
investigated in other contributions.37,38,145,150,224,225 However, no direct comparison between measured
and calculated signals was conducted, so that an overall agreement between experiment and theory
could not be illustrated. Furthermore, the systems under consideration were rather small (size < 20
atoms; molecular mass < 170 Da), so that their complexity does not represent most common drug or
macro-molecules.

In this report, the mass spectra of the two drug molecules nateglinide and zopiclone were investigated
using the quantum chemical mass spectrometry program QCxMS (x = EI, CID) in positive ion
CID mode. The calculated results were compared to experimental measurements produced with
an Orbitrap Fusion ESI-MS/MS instrument leading to the complete fragmentation schemes of both
drug molecules. In earlier work with QCxMS and its predecessor QCEIMS, it was shown that
semi-empirical quantum mechanical (SQM) methods, especially the GFN1-xTB70 and GFN2-xTB71

methods, can successfully be applied to calculate theoretical mass spectra, that agree reasonably well
with database spectra.89,91 Using the automatic computation of fragment ion structures demonstrates
the potential of QC calculations to become an important standard in matching experimental data and
how to use this tool for fragmentation pathway interpretation.

C.2 Methodology

In the following considerations, the protonated molecules [M+H]+ selected for collision-induced
fragmentation are referred to as precursor ions and their fragments as product ions. For electrospray
ionization (ESI), relative low internal (thermal excitation) energies are utilized, usually leading to ions
with paired electrons referred to as even-electron (EE) or closed-shell ions. The resulting precursor
ion is commonly fragmented in CID experiments.214 On that account, the ionization and activation
processes have to be treated separately. For the interpretation of the fragmentation routes, bond
fissions are categorized as homolytic and heterolytic. In ESI-MS/MS, heterolytic cleavage is observed
almost exclusively.226 The charge either remains on the initial atom or is transferred to the cleaved
fragment, respectively.227

C.2.1 Benchmark Molecules

Two different drug classes were considered: the hypoglycemic agent nateglinide and the sedative
zopiclone. Nateglinide (M = 317.4 Da, C19H27NO3) is an anti-diabetic drug from the class of
hypoglycemic agents, which lowers the glucose levels in the blood for the treatment of Diabetes
mellitus. Zopiclone (M = 388.1 Da, C17H18ClN6O3) acts as an agonist for the neurotransmitter
gamma-aminobutyric acid (GABA) receptor and works as a sedative. Both molecules differ in size
and contain functional groups, which are representative of various drug molecules. Given that for
the compound identification the existence of signals is of greater importance than the relative and
absolute ion intensities, this work solely focused on comparing signals that exist in both, calculated
and measured spectra, rather than the discussion of ion counts or each discrepancy between the theory
and experiment. Details on the possible reasons for the diverging of some calculated signals are
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discussed later.

C.2.2 Experimental Details

All MS experiments were performed using an Orbitrap Fusion ETD mass spectrometer coupled to an
UltiMate 3000 RSLC nano LC system (Thermo Fisher Scientific GmbH, Bremen, Germany). The
samples were ionized using an electrospray needle with a voltage of 3800 V (ES+) and a sheath
gas pressure of 4 Arb. The vaporizer temperature was adjusted to 35 ◦C. The precursor ions were
mass-selected using a linear ion trap and allowed to collide in an HCD collision cell with N2 in a
stepped collision energy mode at HCD collision energies of 15, 60, 120 %. The isolation width was
set to m/z 0.7 with an AGC target of 2.04 and a resolution of 60,000. Based on the S/N ratio, only
counted fragments with a relative intensity > 1.5 % were considered. The measured compounds were
isolated from film-coated tablets (Zopiclon-ratiopharm, Starlix Novartis) by crushing the solid and
subsequent extraction with methanol for nateglinide and chloroform for zopiclone.

C.2.3 Ranking of Difficulty by Common Fragmentation Pathways

The degree of difficulty to describe the observed fragments was categorized by the feasibility to explain
the shown pathways (Schemes C.1 – C.3) on rule-based fragmentation descriptions known from
literature31 (Table C.1 & C.2, column 4). Of the illustrated fragments, the experimentalist was able to
infer those assigned as feasible with reasonable efforts based on the common rules. A comparison of
the proposed fragmentation reactions to the simulated trajectories confirmed the described pathways.
For fragmentation reactions with higher complexity, the elaboration of rearrangements and cleavages
occurring in CID experiments can be very time consuming and requires vast experience. In that
regard, the possibility to utilize theoretical trajectories was highly expedient, so these fragments were
categorized as with QCxMS. In retrospect, we were then able to corroborate the compliance of these
fragmentation pathways with the classical fragmentation rules. The third category contains fragments
designated as only QCxMS. The fragmentation pathways could solely be described with the help of the
simulated trajectories. Their rearrangements and cleavages are untypical and differ from the common
rules in the literature.31

C.2.4 Computational Details

Before the QCxMS simulations were conducted, protonation of the targeted species was achieved
using the automated QC-based protonation protocol85 of CREST86 at the GFN2-xTB level of theory.
The most populated protonated structures inside a 20 kcal/mol energy range were re-optimized using
density functional theory (DFT) at the PBEh-3c level192 to guarantee the correct energy ranking. To
provide the reader with a better understanding of the QCxMS protocol, the mechanics are discussed in
short in the following. For an in-depth discussion of the QCxMS program and its working mechanics,
the reader is referred to the original publication.91

Basically, QCxMS runs in multiple steps.

1. Ground state sampling: the input structure is equilibrated at 600 K on a 15 ps MD trajectory
with a timestep of 0.5 fs.
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2. Set-up: 1,250 structural snapshots were taken along a 30 ps MD trajectory for sampling of the
conformational space.

3. Production runs: conducting massively parallel calculations with the snapshot structures as
starting geometries.

In the production run step, the collisional activation is simulated. The collision simulations imply
the following conditions for each starting geometry:

• rotation along the Euler axes to guarantee different impact sites.

• adding rotational energy of kBT/2 per principal axis, with k𝐵 for the Boltzmann constant and T
as the temperature of the ion.

• scaling of the internal energy prior to the collision along a 1 ps MD trajectory to standard
distributed values between 4 and 8 eV.

• velocity scaling of [M+H]+ according to the acceleration potential of 10 eV ECOM.

Subsequently, the collisions between [M+H]+ and neutral He gas atoms with a randomized collision
angle (impact parameter b) are simulated for each product ion run. The collisions transform kinetic
into the internal energy of the ion. If the critical energy E0 is reached, statistical and non-statistical
fragmentation of the molecular ion occurs. To induce sufficient dissociation of [M+H]+, the collision
process had to be repeated multiple times.

Unfortunately, the exact number of collisions in the experiment cannot be determined. For the
best reproduction of the measured spectrum, an automatic run-mode was developed in QCxMS, that
circumvents a tedious trial-and-error approach to determine the correct number of collisions and
corresponding collision energies (see the original publication91). It uses the kinetic gas theory as
an indication to solve this problem, in which the number of collisions can be calculated through
the collision cell length, collision gas pressure and collisional cross-section. For the calculations
conducted in this work, the parameters were set to 1.25 cm cell length with 0.132 Pa collision gas
pressure at a temperature of 300 K, which are in agreement with the program’s default values. These
values provide an estimate of the number of collisions, but do not affect any other simulation condition.

The calculations were conducted by QCxMS version 5.0 using the xTB version 5.8.1 on Intel Xeon
E3-1270@v5 3.6 GHz computer cores. The forces were calculated with GFN1-xTB for zopiclone and
GFN2-xTB for nateglinide and applied with a timestep of 0.5 fs in the MD simulations. CREST version
2.8.1 using GFN2-xTB was employed for the protonation of the molecule. Automatic re-ranking was
done by the ENSO191 script version 2.0.2. DFT calculations were performed using ORCA121–123

version 4.2.1.

C.2.5 Discrepancies Between Calculations and Experiments

Some considerations have to be taken into account when comparing computed spectra with experimental
measured results.

Depending on the design of the instrument used, the amount of internal energy of the precursor
ion after ionization is commonly unknown. While efforts can be undertaken to determine this value,
calibration and measurement need a lot of work and are thus not routinely conducted. The ionization
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source can influence the overall fragmentation process, depending on the “hardness” of the ionization,
even sometimes leading to in-source fragmentation. Further contributing factors involve details
like the setup of the used quadrupoles, collision cell, and means of detection. Generalizability and
reproducibility depend strongly on these factors, making a direct comparison even between different
instruments complicated.

From the computational point of view, reasonable MD simulations run over shorter time scales
(picoseconds) than experimental measurements (milliseconds). To conduct appropriate MD simulations
on this time scale, semi-empirical methods must be employed, sacrificing the accuracy of calculations
for the sake of the computational cost. This can lead to the wrong description of the PES and
thus false fragment structures and/or charge assignments. Furthermore, decomposition effects that
occur after a long timescale can be missed by the simulations, while short-lived fragments might be
over-represented.

In the current version of QCxMS, the precursor ions are accelerated once at the beginning of the
simulation, so the loss of kinetic energy in multiple collisions is not compensated for, as it is done
in modern MS instruments (here: Orbitrap Fusion). It was found that the agreement to measured
spectra is increased drastically when subsequent collisions between created fragments and neutral gas
atoms (fragment-gas-collisions (fgc)) were considered. Not accounting for re-acceleration thus might
lower the fgc collision energies in the calculations, leading to an underrepresentation of lower mass
fragments.

C.3 Results and Discussion

C.3.1 Nateglinide

The most populated protomers of nateglinide (M = 317.4 Da, C19H27NO3) were determined using
ENSO at 600 K. By the QCxMS calculations, it was found, that the protomers in the lowest 20
kcal/mol energy window contributed most to the final spectrum, while other protomer spectra did not
provide additional information on the overall fragmentation behavior. The structures considered are
displayed in Figure C.1.

Figure C.1: Protomers I–IV of nateglinide and their relative
energies (kcal/mol) related to the protomer with the lowest
protonation energy as obtained by PBEh-3c DFT calculations.

Using the classical protonation formal-
ism, structures I and III can be created,
while the structure of protomer II is non-
intuitive. The structure of protomer II was
re-optimized at PBEh-3c and PBE0/def2-
TZVP-D4 levels to gain further insight. It
was found that after protonation of the
carboxylic acid group, a ring formation
occurred. Single point calculations at
PW6B95-D3/QZVPP level confirmed that
the ring formation stabilizes this structure
by 16.2 kcal/mol and is thus populated in the
given energy window. However, by increas-
ing the internal energy through collisions,
higher energy structures can become popu-
lated and a ring-opening occurs before the
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fragmentation takes place. Since the “mobile proton theory” gives strong evidence that protomers can
easily rearrange into each other in the high-temperature regime of mass spectrometry experiments,
and several fragments originate from more than one protomer172,228,229, it is likely that the protomer
structures displayed in Figure C.1 can simultaneously be present in the measurements. Through
the close vicinity of the heteroatoms in this structure, proton migration at high internal energy is
promoted and the individually simulated spectra of the different protomers I, II, and III provided
similar fragments with varying intensities (see Figure S1–3).

In Figure C.2, the measured spectrum is compared to the calculated spectrum of nateglinide. The
calculated spectrum is composed of the combined and normalized results from the calculations of all
three protomer structures.
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Figure C.2: Comparison of the simulated ESI-MS/MS spectrum computed
by QCxMS@GFN2-xTB with the experimental spectra (red, inverted) of
nateglinide. The spectra for all three considered protomer structures are
averaged with equal weight.

A detailed comparison of
the signals showed that the
measured fragments could
be reproduced with 100%
agreement by the calcula-
tions. The corresponding
complexities, as described
earlier, are displayed in
Table C.1.

The comparison of the
simulated spectra to the
measured results display sig-
nificantly more peaks, in-
cluding differences in intens-
ities. The additional peaks
are no isotopologs. As men-
tioned before, differences
between calculated and ex-
perimental spectra are to be
expected. For the calcula-
tion of large molecules, a
factor to consider is that the
distribution of the collision

energy into the ion’s internal energy can take a long time due to the high number of degrees of
freedom. Due to the shorter simulation times than reaction times and the use of SQM methods for the
calculations, an underrepresentation of slower dissociation events and an overestimation in survival
rates of non-physical artifacts can be observed in the calculated spectrum. This also causes short-lived
fragments and intermediate structures in the simulations, leading to the small, unmatched signals
in the theoretical spectrum. Using a higher level of QC theory, deficiencies in the PES calculation
could be alleviated; however, this is currently not feasible for molecules of this size. Nevertheless, due
to the fragment coverage of the calculation (Table C.1), the molecule’s fragment structures can be
unequivocally assigned.

A formulation of a classical fragmentation scheme would start from the protomers formed by the
protonation of heteroatoms bearing non-binding electron pairs. The outlined fragmentation pathways
for nateglinide are shown in Scheme C.1. The CMF and CRF mechanisms of the three protomer
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Table C.1: Fragment list of nateglinide. Fragments measured by ESI-MS/MS with intensity >1.5% are
listed according to their molecular mass. Fragments simulated by QCxMS are marked. Classification of the
rule-based fragmentation ranking as described before.

Fragment No. Measured fragments Simulated Ruled-based
(m/z) fragmentation

1 300.1962 yes feasible
2 272.2011 yes feasible
3 166.0862 yes feasible
4 153.1274 yes feasible
5 125.1325 yes feasible
6 120.0808 yes feasible
7 105.0448 yes feasible
8 103.0543 yes only QCxMS
9 95.0492 yes with QCxMS
10 93.0700 yes only QCxMS
11 91.0543 yes feasible
12 83.0857 yes feasible
13 79.0544 yes feasible
14 77.0387 yes feasible
15 69.0700 yes feasible
16 67.0544 yes feasible
17 57.0700 yes feasible
18 55.0544 yes feasible
19 53.0387 yes with QCxMS
20 51.0231 yes feasible

structures (I–III) were drawn to retrace every step of fragment formation.
The description of the fragmentation routes for difficult fragments (with QCxMS) proved to be

particularly challenging and heavily relied on the support of the calculated trajectories. For this
reason, the fragmentation routes for the two fragments 8 (m/z 103) and 10 (m/z 93) could not be
derived from common mechanisms published so far. With the help of the calculated trajectories, the
untypical reaction pathways (only QCxMS) could now be elucidated. Ion 8 (m/z 103) undergoes a
1,6-elimination of H2, resolving the aromaticity of the benzene ring (Scheme C.1c). This reaction
mechanism is not part of the classic fragmentation rules; mostly 2,4-eliminations of H2 are observed.
The trajectory can be found in the Supporting Information as “elimination_reaction_ion8.mp3”.

Fragment 10 (m/z 93) is obtained in the calculations via proton migration of protomer II from
the protonated oxygen to the aromatic ring. Again, aromaticity is resolved, which according to
generic rules is not favored and therefore would not be formulated (Scheme C.1d). The corresponding
trajectory can be found in the Supporting Information as “elimination_reaction_ion10.mp3”.

The breakdown of the aromatic compounds may be related to the high temperatures under which
the reactions take place. The available energy makes reactions possible which, under “normal”
circumstances, would have too high of a reaction barrier. These findings should be considered when
establishing fragmentation patterns of aromatic compounds.
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Scheme C.1: Proposed fragmentation pathways of nateglinide. Fragmentation according to a one-channel
fragmentation (black arrows) or branched fragmentation pathways (highlighted in coloured arrows; CMF
green, CRF purple). ∼ H+ means proton migration. Boxed fragments were experimentally detected. Unboxed
structures are “snapshots” on calculated trajectories and are displayed for clearer retracing of the reaction
pathways; they are not global minima on the potential energy surface. For matters of clarity, the neutral
fragment has not been depicted in all cases.
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C.3.2 Zopiclone

For zopiclone (M = 388.1 a, C17H18ClN6O3), CREST computed five protomer structures that were
populated in the 20 kcal/mol free energy range at 600 K (see Figure C.3).

Figure C.3: Protomers of zopiclone and their energies
(kcal/mol) related to the protomer with the lowest proton-
ation energy as obtained by PBEh-3c DFT calculations.

The combined spectrum of the protomers
of zopiclone calculated with QCxMS is
compared to the experimentally measured
spectrum in Figure C.4. The QC calcula-
tions identified 23 out of the 25 fragments
generated by the mass spectrometer, result-
ing in a coverage of the fragment pattern
of 92 % (Table C.2, column simulated).
To illustrate the mechanistic details of the
proposed fragmentation pathways for zop-
iclone, common fragmentation rules were
used (Schemes C.2 & C.3).

Most of the observed fragments of
zopiclone are formed by highly com-
plex rearrangements and proton migrations
(marked as with QCxMS, Table C.2). To
determine a detailed illustration of these
pathways by classical fragmentation schemes, considerable amounts of time and experience are
required. These efforts extend even further if multiple protomer structures have to be considered. Due
to the increased internal energy that the ions receive from the collision processes, the system is in a
high-temperature regime. With high internal energies, reaction barriers between the protomers can be
exceeded which leads to proton mobility between the different starting structures.

The exact population in this temperature regime is unknown and lacks detailed research, so it is not
straightforward to weigh the influences of the protomers on the final spectrum based on free energies
alone. Calculations on the different protomer structures revealed similarities in the main fragmentation
behavior, thus it is to be expected that zopiclone creates a tautomeric network between the protonation
sites. However, the simulated fragmentation pathways of protomer VI showed the best conformity
with the generic rules, which allowed for the construction of the majority of fragmentation pathways
based on this protomer. The CID of zopiclone showed two dissociations that do not undergo common
CRF or CMF reactions 6, 9 (marked as only QCxMS,Table C.2). The first example is complex 21.
It is formed by the ionic fragment and the zwitterionic piperazine fragment derived from the same
precursor ion, which was stable enough to be detectable (m/z 345, Scheme C.3d). Such ion-dipole
complex formations in the gas phase were described in several studies230–235 and occur when the
energy threshold for the direct precursor decomposition is not reached. The complex formation enables
reorientations, thereby allowing for transfers or reactions between parts of the molecule otherwise not
possible due to the remoteness in the precursor molecule.232 The capability of QCxMS to indicate
ion-dipole complexes is of great value when interpreting and elucidating fragmentation pathways.

To confirm this finding, several independent MDs were calculated in which the two fragment units
were placed close to each other and propagated over a 5 ps trajectory. The calculations were performed
at a BLYP-D3/def2-SVP level at a temperature of 500 K. It was found that different H-bond formations
are possible – the actual formation depends strongly on the protonation site and the spatial arrangement
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Scheme C.2: Proposed fragmentation pathways of zopiclone – part 1. Fragmentation according to a one-channel
fragmentation (black arrows) or branched fragmentation pathways (highlighted in coloured arrows; CMF
green, CRF purple). ∼ H+ means proton migration. Boxed fragments were experimentally detected. Unboxed
structures are “snapshots” on calculated trajectories and are displayed for clearer retracing of the reaction
pathways; they are not global minima on the potential energy surface. For matters of clarity, the neutral
fragment has not been depicted in all cases.
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Scheme C.3: Proposed fragmentation pathways of zopiclone – part 2. Fragmentation according to a one-channel
fragmentation (black arrows) or branched fragmentation pathways (highlighted in coloured arrows; CMF
green, CRF purple). ∼ H+ means proton migration. Boxed fragments were experimentally detected. Unboxed
structures are “snapshots” on calculated trajectories and are displayed for clearer retracing of the reaction
pathways; they are not global minima on the potential energy surface. For matters of clarity, the neutral
fragment has not been depicted in all cases.
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of the reaction partners to one another at the start of the simulation. Calculations of the H-bond
binding energies might reveal the preferred binding sites and the binding situation in this context.
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Figure C.4: Comparison of the simulated ESI-MS/MS spectrum computed by
GFN1-xTB (energy window 20 kcal/mol) with the experimental spectra (red,
inverted) of zopiclone. The spectra for all five considered protomer structures
are averaged with equal weight.

Overall, the underlying
formation of fragment 21
can be described using
quantum-mechanical prin-
ciples, but due to the high
number of possible binding
situations and the extension
of the underlying work, a de-
tailed description of the ex-
act binding situation is bey-
ond the scope of this public-
ation.

The second fragment
formation addressed as only
QCxMS (31, m/z 143,
Scheme C.2b) is another ex-
ample indicating ion-dipole
complex formation. To de-
scribe the observed structure
by common reaction mech-
anisms, a nucleophilic attack
of a piperazine-hydrogen on
the oxygen of the carbamate
group must occur, which results in a neutral cleavage of the main part of zopiclone. The attack of a
hydride on a heteroatom, bearing already a negative partial charge, is contradictory. However, it can
be resolved by looking into the simulated trajectories with their corresponding calculated energies,
showing hydrogen transfers most likely induced by ion-dipole interactions.

Remarkably, the theoretical calculations for fragments derived from 34 and 26, predict the occurrence
of the radical cations 45 and 27, respectively. This seems plausible as the experimental occurrence of
radicals has been described for heteroatoms of higher atomic numbers, e.g. SO2CH3 and Cl.226 It
is important to notice, that the fragmentation pathway described in Scheme C.2c is not sufficiently
reproduced by the initial simulations. The relatively short simulation times and high collisional
energies led to an under-representation of the corresponding signals in the calculated spectrum.
However, the proposed fragmentation pathway could be confirmed by using fragment 22 as starting
structure for a separate QCxMS calculation. Here, all displayed dissociation events except for 33
(m/z 130, Scheme C.2c) and 40 (m/z 75, Scheme C.3) were described by the calculations and the
resulting fragments could be generated sufficiently. The rearrangement reactions of fragment 33 and
fragment 40 could not be calculated by the MD simulation. The formation of fragment 33 involves a
substitution of a C–N bond with a C–OH bond, most probably involving an intermediate four-ring
formation between the neighboring C–N–C–O atoms. Most likely the underlying QC method might
not be suitable to calculate this specific rearrangement reaction. Increasing the level of theory might
solve this problem, but was not investigated in the course of this work. The same holds for fragment
40, but in addition, the involved H rearrangement must succeed over a large distance, which reduces
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Table C.2: Fragment list of zopiclone. Fragments measured by ESI-MS/MS with intensity >1.5% are listed
according to their molecular mass. Fragments simulated by QCxMS are marked. Classification of the
rule-based fragmentation ranking as described before.

Fragment No. Measured fragments Simulated Ruled-based
(m/z) fragmentation

21 345.1227 yes only QCxMS
22 263.0333 yes feasible
23 247.0384 yes feasible
24 245.0228 yes feasible
25 217.0276 yes feasible
26 190.0167 yes feasible
27 182.0587 yes with QCxMS
28 181.0509 yes with QCxMS
29 163.0057 yes feasible
30 157.0163 yes with QCxMS
31 143.0815 yes only QCxMS
32 139.0058 yes feasible
33 130.0054 no feasible
34 111.9949 yes feasible
35 100.0183 yes with QCxMS
36 99.0918 yes feasible
37 94.0288 yes with QCxMS
38 84.9841 yes feasible
39 76.0183 yes with QCxMS
40 75.0105 no feasible
41 66.0340 yes with QCxMS
42 61.9793 yes with QCxMS
43 52.0183 yes with QCxMS
44 51.0231 yes with QCxMS
45 50.0152 yes with QCxMS

its possibility to occur in the simulations. Although fragments 33 and 40 could not be retraced by the
simulations, the high congruence of the fragment patterns allows for a clear assignment.

C.4 Conclusion and Outlook

In this work, the previously unknown collision-induced fragmentation pathways of the two drug
molecules nateglinide and zopiclone have been completely described by using a combination of
generic formalisms and quantum chemical calculations conducted with the Quantum Chemical Mass
Spectrometry (QCxMS) program in positive ion mode. The most populated protomers within a defined
energy window of 20 kcal/mol were used as starting points to calculate corresponding fragment
spectra, allowing for multiple reaction pathways. Utilizing molecular dynamics simulations, the
MS/MS spectra could be calculated and compared to the experimental spectrum, achieving an excellent
coverage > 90 % of the measured signals. Fast and easy access to the calculated trajectories was an
important complementation to the classical interpretation of the final fragmentation pathway, which
substantially supported the experimentalist’s interpretation of the CID spectra, while simultaneously
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reducing the time of structure elucidation significantly. Uncommon fragmentation pathways were
identified which encourage further investigation and might lead to an expansion of what to consider as
“typical fragmentation pathways”.

The investigated structures were of typical size for common bioactive molecules and contained
functional groups which are representative for several drug classes. In that context, it is worth
mentioning, that the complexity of the fragment spectra rapidly increases with the molecular mass and
number of heteroatoms. Given the enormous structural diversity, e.g. of drug-like synthetic molecules,
a thorough interpretation of fragment spectra without the aid of QC calculations becomes unrealistic
and is eventually based on improper assumptions. For the first time, the presented work showed
how the automatisms implemented in QCxMS combined with the fast calculations conducted with
GFN-xTB can be used to completely elucidate molecules of this size and complexity. In summary,
QCxMS proved to be a valuable tool to facilitate the detailed illustration of fragmentation mechanisms
or even enables a description of pathways in the first place. The comprehensive applicability of this
method will allow the description of a vast majority of different molecular classes, which will be topic
of future investigations.

Other chemical dynamics simulations for CID fragmentation analysis published so far were created
via licensed programs, which limits its use to a restricted group of researchers. Therefore, a guiding
principle for the development of QCxMS was its open accessibility to foster scientific exchange across
disciplines. Furthermore, it may support the research and teaching segment in the understanding of
fragmentation pathways and the distribution of this knowledge.
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C.5 Supporting Information

C.5.1 Calculated Spectra Using QCxMS

Nateglinide

Figure C.8: 3D structures of the different nateglinide protomers I (left), II (middle) and III (right).

The spectra of the three different protomers of nateglinide show the same fragments with differing
intensities.
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Figure C.9: QCxMS simulated spectra of the three nateglinide protomers I–III.
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Zopiclone

The spectra of the five different protomers of zopiclone show the same fragments with differing
intensities.

Figure C.10: QCxMS simulated spectra of the five zopiclone protomers V–IX.
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C.5.2 Mass accuracy of the measured fragments

Table C.3: Comparison of the m/z values of the measured fragment of nateglinide with the calculated values
based on the sum formula.

Fragment m/z of measured fragments Calculated m/z Δ mass Sum formula
1 300.1962 300.1958 0.0004 C19H26NO+

2
2 272.2011 272.2009 0.0002 C18H26NO+

3 166.0862 166.0863 0.0001 C9H12NO+
2

4 153.1274 153.1274 0 C10H17O+

5 125.1325 125.1325 0 C9H+
17

6 120.0808 120.0808 0 C8H10N+

7 105.0448 105.0335 0.0113 C7H5O+

8 103.0543 103.0543 0 C8H+
7

9 95.0492 95.0492 0 C6H7O+

10 93.0700 93.0699 0.0001 C7H+
9

11 91.0543 91.0543 0 C7H+
7

12 83.0857 83.0855 0.0002 C6H+
11

13 79.0544 79.0542 0.0002 C6H+
7

14 77.0387 77.0386 0.0001 C6H+
5

15 69.0700 69.0699 0.0001 C5H+
9

16 67.0544 67.0542 0.0002 C5H+
7

17 57.0700 57.0699 0.0001 C4H+
9

18 55.0544 55.0542 0.0002 C4H+
7

19 53.0387 53.0386 0.0001 C4H+
5

20 51.0231 51.0230 0.0001 C4H+
3
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Table C.4: Comparison of the m/z values of the measured fragment of zopiclone with the calculated values
based on the sum formula.

Fragment m/z of measured fragments Calculated m/z Δ mass Sum formula
21 345.1227 345.1225 0.0002 C16H18ClN6O+

22 263.0333 263.0331 0.0002 C11H8ClN4O+
2

23 247.0384 247.0381 0.0003 C11H8ClN4O+

24 245.0228 245.0225 0.0003 C11H6ClN4O+

25 217.0276 217.0276 0 C10H6ClN+
4

26 190.0167 190.0167 0 C9H5ClN+
3

27 182.0587 182.0587 0 C10H6ClN•+
4

28 181.0509 181.0509 0 C10H5N+
4

29 163.0057 163.0058 0.0001 C8H4ClN+
2

30 157.0163 157.0164 0.0001 C6H6ClN2O+

31 143.0815 143.0815 0 C6H11ClN2O+
2

32 139.0058 139.0058 0 C6H4ClN+
2

34 111.9949 111.9949 0 C5H3ClN+

35 100.0183 100.0182 0.0001 C7H2N+

36 99.0918 99.0917 0.0001 C5H11N+
2

37 94.0288 94.0287 0.0001 C5H4NO+

38 84.9841 84.9840 0.0001 C4H2Cl+

39 76.0183 76.0182 0.0001 C5H2N+

40 75.0105 75.0104 0.0001 C5HN•+

41 66.0340 66.0338 0.0002 C4H4N+

42 61.9793 61.9793 0.0001 CHClN+

43 52.0183 52.0183 0.0001 C3H2N+

44 51.0231 51.0229 0.0002 C4H+
3

45 50.0152 50.0152 0.0001 C4H•+
2
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APPENDIX D

Publication corresponding to chapter 6:
Calculation of Mass Spectra with the QCxMS
Method for Negatively and Multiply Charged
Molecules

Abstract Detailed information about the structural composition of an unknown chemical analyte can
be obtained routinely and reliably by using mass spectrometry (MS). Analysis and validation of an MS
experiment are usually performed by comparison to reference spectra, which are stored in databases
that contain a large number of entries for common molecules. This procedure relies on the quality
and completeness of the entries, but if structures (classes) are missing, measured spectra cannot
be properly matched. To close this gap, and to enable detailed mechanistic analysis, the Quantum
Chemical Mass Spectrometry (QCxMS) program has been developed. It enables fully automatic
calculations of electron ionization (EI), dissociative electron attachment (DEA), and positive ion
collision induced dissociation (CID) mass spectra of singly charged molecular ions. In this work, the
extension to negative and multiple ion charge for the CID run mode is presented. QCxMS is now
capable of calculating structures carrying any charge, without the need for pre-tabulated fragmentation
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pathways or machine-learning of database spectra. Mass spectra of four single negatively charged, as
well as two multiple positively charged organic ions with molecular sizes ranging from 12 to 92 atoms
were computed and compared to reference spectra taken from the literature. The underlying Born-
Oppenheimer molecular dynamics (MD) calculations were conducted using the extended tight-binding
semi-empirical quantum mechanical GFN2-xTB method while for some small molecules, ab-initio
DFT-based MD simulations were performed. Detailed insights into the fragmentation pathways were
gained and the effects of the computed charge assignments on the resulting spectrum are discussed.
Especially for the negative ion mode, the influence of the deprotonation site to create the anion was
found to be substantial. Doubly charged fragments could successfully be calculated for the first time
while higher charged structures introduced severe assignment problems. Overall, this extension of the
QCxMS program further enhances its applicability and underlines its value as a sophisticated toolkit
for CID-based tandem MS structure elucidation.

D.1 Introduction

Given the enormous variety of possible compositions of chemicals46,49, there is a great need for
methods that can establish an unambiguous assignment of substances to their chemical structure.
Various analytical methods, like NMR, IR, or UV-Vis spectroscopy have been developed that enable
structural assignment of unknown compounds. Another accurate and universally applicable technique
is mass spectrometry (MS). The method enforces chemical fragmentation of an analyte and measures
the mass of its fragmented, as well as non-fragmented components. Evaluation of the fragmentation
pathways has led to the development of empirical rules, from which the chemical structure can
be deducted.31–34 But with an increasing number of atoms and functional groups in a molecule,
assignment by this method can become exhaustively complicated.37,38 Alternatively, a measured
spectrum can be matched against database stored references with known structure. However, if an entry
is missing, a structure cannot be unambiguously assigned. At this point, computational approaches
can help to overcome experimental limitations and imperfections as well as provide detailed insight
into fragmentation processes. Machine learning (ML) approaches are used for this task in many
variations45,47,219, but their applicability strongly depends on the existence of high-quality training
data and the results often lack interpretability.236 Tabulation of typical fragmentation patterns35,36 can
be used as a substitute, but this approach lacks flexibility for unknown or untypical dissociation or
rearrangement processes.

A way out of this dilemma are computationally affordable quantum chemical (QC) methods. They
are generally applicable, do not rely on predefined empirical rules or experimental data, and avoid
molecule specific training step as required for ML-type approaches. Based on these ideas, the
Quantum Chemical Mass Spectrometry program (QCxMS)105 was developed, which can operate
in x = electron ionization (EI)50, dissociative electron attachment (DEA)132 and collision induced
dissociation (CID)91 run modes. The effectiveness of QCxMS to successfully generate in-silico
spectra in its EI mode is well documented51–54 and has been demonstrated recently by its use for
extension of mass spectra databases43,237,238. Detailed fragmentation pattern analysis using the EI,
DEA, and positive ion CID modes have successfully been conducted earlier.56,89,92,132 In this work,
an extension of the CID run mode is presented, in which the charge state of the molecular ion is no
longer restricted to single positive values so that computations of negatively and multiply charged
molecular ions are now possible. This improvement is important because common experimental
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ionization techniques used in tandem with CID18,19,158,239 can produce ions with multiple positive
or negative charges.95,96 The new charge unrestricted CID mode was tested on a benchmark set of
molecules, for which the most apparent fragmentation pathways are discussed in detail. Four typical
representatives of negatively charged metabolites were computed using semi-empirical quantum
mechanics (SQM) as well as density functional theory (DFT) based calculations. As QC computations
for negatively charged systems require a better description of the more diffuse molecular orbitals, the
influence of the level of theory used to calculate the fragmentation reactions and charge assignments
was examined thoroughly. The effects of the deprotonation sites of the molecular ion were analyzed
and put into perspective regarding the so-called mobile proton theory.171,228,230,240 In addition, two
multiply positively charged mass spectra were calculated. To our knowledge, QCxMS is the only
freely available program able to compute such spectra without the need for any information other than
the geometry (covalent bonding topology, i.e., chemical formula) and charge of the input molecule. In
combination with the implemented GFNn-xTB (n=1,2) methods70,71, the program runs efficiently for
any structure consisting of atoms up to radon (Z=86) without the need for third-party-software.

Accounting for the correct dissociation mechanisms of multiple charged structures is of high
importance, as it determines if either a single fragment obtains the entire charge or multiple fragments
receive separated charges. The effects of multiple charged fragments on computed spectra and possible
problems with the correct charge assignment are discussed in detail. This includes the extension of
the PlotMS software tool (as part of the QCxMS package) to correctly display the distinct isotope
patterns of multiply charged structures.

D.2 Theoretical Background

D.2.1 Ionization

In experiments, the negative ion mode is chosen when the analyte cannot be charged positively or
if improvements in ionization efficiency and detection limits are required.241,242 Multiply charged
systems typically occur when heteroatoms, such as oxygen and nitrogen, are present in the molecule.
This is important in large structures, as manifold charges can reduce the mass-to-charge signal (m/z) of
the molecular ion into a measurable area.243 Also, more information on the fragmentation mechanisms
can be gained, because multiply charged fragments produce distinctive isotope patterns.244,245 In
the most commonly used soft ionization methods158,159,162,239,246, the molecular ion is obtained
via (de-)protonation of the molecule under consideration, creating positive or negative closed-shell
(even-electron) ions. Determining the true (de-)protonated structure of a molecule, from here on
called “protomer”173, can quickly become a very complex problem. The number of heteroatoms in
the molecule determines the number of possible (de-)protonation sites and the most favored one is
influenced by various effects. Because the analyte is often ionized from solution after the use of liquid
chromatography (LC), solvation effects on the observed (de-)protonation site were investigated.247,248

Especially pH249–251 and the influence of different solvents241,252 were studied and it was found that the
preferred protonation site is significantly diverse when the ion is in gas or liquid phase.176,177,253,254.
However, a general statement about which phase is mostly relevant in standard MS measurements was
not provided. Another effect influencing the favored (de-)protonation site is that upon activation of the
molecular ion during the CID process, reaction barriers between different protomers can be overcome.
This leads to proton transfer between the structures so that thermodynamically less favored protomers
can undergo rapid, kinetically favored fragmentation and hence are observed in the spectrum.255–257
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This is known as the so-called mobile-proton effect,171,228,230,240 which states that the energetically
lowest structure must not necessarily yield the dominant fragmentation pattern.

Figure D.1: Schematic diagram of the QCxMS workflow.
First, an ensemble of MD snapshot structures is created.
Consecutive simulations first increase the temperature, then
simulate the collision and the mean-free-path. After frag-
mentation, the spectrum is plotted with PlotMS.

In QCxMS, the CID run mode requires a
(de-)protonated molecular ion as starting struc-
ture. All possible protomers in a user-defined
energy range can be calculated by a generally
applicable (de-)protonation protocol85, that is
implemented in the Conformer Rotamer En-
samble Sampling Tool (CREST)86,178,179. This
procedure can be applied iteratively, so that
multiply (de-)protonated molecular ions are
obtained. Ranking of the protomers with
their relative free energies can be conducted
by using the Command-line ENsemble SOrt-
ing algorithm (CENSO),87 in which gas-phase
computations can be compared to liquid phase
results calculated with different solvents.

D.2.2 Method

Activation of a molecular ion after “soft-
ionization” is commonly achieved using
CID180,214, in which the analyte is forced to
undergo (multiple) collisions with a neutral
gas, e.g., argon or dinitrogen. In QCxMS,
this process was implemented by performing
consecutive Born-Oppenheimer molecular dy-
namics (MD) simulations. The underlying po-
tential energy surfaces (PESs) are calculated
“on-the-fly” using QC methods. A simplified
flowchart of the workflow is provided in Fig-
ure D.1. Preparation of the input geometry is
recommended as described before by using
CREST and CENSO. For the (de-)protonated
structure, an ensemble of snapshot geometries
is taken along a sampling MD and used as start-
ing geometries for the following fragmentation
simulations (production runs). The sampling
of the CID process is done using the general
activation run type, in which fragmentation
is induced by thermal heating, collisional ac-
tivation, and consecutive mean-free-path MD
simulations. The individual steps of the gen-
eral activation run type are color coded in
Figure D.1. More details on the implementa-
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tion are given in the original publication.91

D.2.3 Charge Assignment

Only charged structures can be measured in MS experiments. In QCxMS, the delta self-consistent
field (ΔSCF)76 method is used to determine the charge distribution between the created fragments
after dissociation. The difference in energy between the neutral and ion fragment structure is the
ionization potential (IP) for positive ions and electron affinity (EA) for negative ions, respectively. The
statistical charge 𝑞 for each fragment 𝑖 is determined using Boltzmann statistics with the IPs (or EAs)
and the average internal molecular temperature 𝑇 as factors, with 𝑘𝐵 being the Boltzmann constant

according to

𝑞𝑖 =
𝑒𝑥𝑝(− 𝐼𝑃𝑖

𝑘𝐵𝑇
)∑𝑛

𝑗=1 𝑒𝑥𝑝(−
𝐼𝑃𝑗

𝑘𝐵𝑇
)
.

For systems with multiple charges, the IP/EA of each individual fragment is computed with all
possible combinations of charge states. For a fragment to obtain several charges, the IP/EA of the
fragment must be lower than the combined IPs/EAs of its singly charged counterparts. An example
calculation is given in table D.1.

Table D.1: IP calculations for dividing two charges between two example fragments 1 & 2. Summation of the
IPs in the left case assigns a single charge on each fragment, as

∑
1-1 <

∑
2-0 <

∑
0-2. In the right case,

adding the IPs assigns both charges on fragment #1, as
∑

2-0 <
∑

1-1 <
∑

0-2

Fragment Charge IP (eV) Fragment Charge IP (eV)
#1 0 → 1 1.0 #1 0 → 1 1.0

0 → 2 3.0 0 → 2 2.0
#2 0 → 1 1.5 #2 0 → 1 1.5

0 → 2 3.5 0 → 2 3.5∑ ∑
1-1 2.5 1-1 2.5
2-0 3.0 2-0 2.0
0-2 3.5 0-2 3.5

If the fragments from a dissociation event have sufficient internal energy, consecutive dissociation
cascades can occur. In QCxMS, the fragment with the lowest IP or highest EA is taken to undergo
subsequent fragmentation MDs. When the IP/EA values for two fragments are similar, the size of
the fragments is taken as the decisive factor. Because larger molecules are more likely to undergo
consecutive dissociation, the statistical charge of each fragment is multiplied by its number of atoms.
In the current form, QCxMS is only capable to compute one fragmentation cascade for each fragment.
For multiple charged structures, only the fragment with the highest charge and largest size is used
for the cascade. Other fragments are just stored and do not undergo further fragmentations. The
computed fractional Boltzmann charges are used as in the original QCEIMS algorithm.50,54

D.2.4 Plotting Spectra

The counting of the fragments and plotting of the theoretical spectrum is done by the external Plot
Mass Spectrum (PlotMS) program. For this work, it was enhanced to compute “exact” masses instead
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of integer masses. Furthermore, the isotope patterns of multiply charged structures can now be
calculated. This is important, because the charge 𝑧 of a fragment can be deduced experimentally from
its isotope pattern, as the spacing of the isotope peaks decreases with 1/𝑧. For an overall assessment of
the agreement between experiment and theory, the program yields a (weighted dot product) spectral
matching score.111

D.3 Technical Details

D.3.1 Benchmark Molecules
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Figure D.2: Benchmark set of molecules for testing different
charge states with QCxMS.

For the negative ion mode, typical metabolite
structures were tested including linear and
cyclic functional groups, as well as differ-
ent heteroatoms. To enable extensive testing,
the structures were chosen to be small with
molecular sizes of 13 – 26 atoms after de-
protonation. However, database entries for
small negatively charged molecules often only
display the molecular ion peak. The availab-
ility of fragment signals was a determining
factor for adding a structure to the bench-
mark. The final set consists out of the or-
ganic molecules 2-ketoburytic acid (1), 3-
ureidopropionic acid (2), ascorbic acid (3),
and tryptophan (4), which are shown in Fig-
ure D.2. Reference spectra were taken from
the human metabolome (HMDB)42,97,186–188

and the MassBank98,189 databases.
For spectra of multiply charged species,

computing fragments that retain more than
a single charge is of interest. In small
molecules, the Coulomb repulsion of many
charges leads to fast dissociation and thus low
signal abundance.258 Such systems were thor-
oughly studied259, but exclusively dissociate
into singly charged fragments. In large mo-
lecules, multiple (de-)protonated fragments
can be obtained in high abundance.96 How-
ever, running MD simulations for large structures can become computationally expensive. The
fragmentation pathways of doubly protonated crizotinib (5)103 and a triply protonated lysine derivate
(6)104 were studied and reported multiply charged fragment signals. With 54 and 93 atoms after
protonation, MD simulations at the semi-empirical quantum mechanical (SQM) level were affordable.
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D.3.2 Computational and Technical Details

All calculations in this work were performed on Intel ® Xeon ® E3-1270 3.60GHz CPU cores. The
QCxMS code version 5.2 was used throughout which is available open-source.105 For CID calculations,
the general activation run type was utilized. Argon was used as the collision gas with a pressure of
0.132 Pa and a collision cell length of 0.25 meters.

The automatic (de-)protonation runs were conducted using the CREST86,178,179 version 2.11.3. Free
energy ranking of the ensemble was done using CENSO87 version 1.2.0 at the r2SCAN-3c102 DFT
composite level of theory. A structure is ranked by its free energy difference (ΔG) to the most
populated protomer (usually protomer #1). The relative free energies were calculated at temperatures
of 300 K, 600 K, and 1200 K in the gas phase. If not stated otherwise, 600 K was used as the default.
Solvation effects on the rankings were investigated with the implicit solvation model COSMO-RS260,261.
Methanol was used to represent a protic solvent commonly used in LC-MS experiments. For all
structures, the relative free energy values in gas and solvent can be found in the supporting information
(SI) (see Section D.6). DFT calculations were executed either using ORCA121,262 version 5.0.3 or
TURBOMOLE263 version 7.5.1. The MD calculations in QCxMS are mostly based on the GFN2-xTB
method71,72 in combination with the finite electronic temperature (Fermi smearing) model. It is set to
a temperature of 298 K in the ground state sampling step and increased to 5000 K in the production
runs. MD steps were carried out using the leap-frog algorithm with a time step of 0.5 fs. Reasonable
statistical convergence of the spectral results was obtained by calculating a number of trajectories
equal to 25 times the number of atoms per molecule.

Earlier work on dissociative electron attachment (DEA)132 showed that calculation of the EA values
on the DFT level can improve the computed spectra. Negatively charged anions require the inclusion
of diffuse basis functions to correctly describe the more loosely bound outer valence electrons. For
cross-checking, the D468 dispersion corrected PBE100 and PBE0101 functionals with def2-SV(P)119,
def2-TZVP264, as well as the the minimal augmented ma-def2-XVP99 (X=S,TZ) basis sets were used.
The latter increases accuracy for EA calculations. In the following, combinations of QC levels for PES
and IP/EA calculations are written as [PES method]//[IP/EA method]. Calculations of the multiply
charged structures were done using GFN2-xTB//GFN2-xTB.

Reference spectra taken from the literature were measured between 10 and 50 eV laboratory frame
collision energy (E𝐿𝐴𝐵) using the Waters Micromass Quattro Triple Quadrupole mass spectrometer
(LC-ESI-QQQ), the Bruker Maxis Impact mass spectrometer (LC-ESI-QTOF) or the Applied
Biosystems API3000 mass spectrometer (LC-ESI-QQ).

D.3.3 Differences Between Experiment and Theory

The various reasons for observed differences between experimental and calculated spectra were
discussed in detail in earlier work.91,92 In experiments, the “hardness” of the ionization process
influences the degree of fragmentation.160,265 The conditions in the collision cells are device-specific
and cannot exactly be reproduced by the simulation.190 Thus, collision cell settings used in QCxMS
are determined empirically and do not necessarily reflect the instrumental specifics. Discrepancies in
activation time, ionization energy, and velocity can lead to deviating fragmentation behavior. Other
experimental conditions (e.g., cooling effects, photon excitation, etc.) are not accounted for in the
simulations. Furthermore, using SQM methods for the MD simulations can introduce severed errors
in the underlying PES, leading to artifacts or incorrect signal intensities. On the theoretical side, this
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is presumably the most important factor.
When multiple charges are present, the electric field acceleration of an ion is greater by the factor

of its charge. In the current version of QCxMS, the velocity of the ion is scaled uniformly and does
not account for the molecular charge.

Most tandem MS instruments do not have the resolution to display isotope patterns. For better
comparison of experiment and theory, isotope pattern calculations with PlotMS were switched off in
the computations on negative ion mass spectra in the following part.

D.4 Results and Discussion

D.4.1 Negative Charges

Ketoburytic Acid

The smallest benchmark structure, 2-ketoburytic acid (1), is deprotonated either at the carboxylic acid
group (protomer #1) or less likely at the 𝛼-alkyl carbon (protomer #2, ΔG > 20 kcal/mol).

In Figure D.3, spectra of protomer #1 computed using different combinations of QC methods for
[PES]//[EA] calculations are shown. The used levels of theory are depicted at the corresponding
spectrum. For validation, the results were compared to a database reference.97 A computed spectrum
for protomer #2 is provided in the SI.

In all database spectra for 2-ketoburytic acid, the experimental m/z peaks are shifted compared to
the values at which these signals should appear based on their mass. In the example used here, signals
m/z 57.462, 55.576, and 45.605 are unexpected, as there is no combination of atoms available that
would sum up to these values. These differences originate from inaccuracies in the signal resolution
of the instrument. Signals lower than ∼ m/z 45 are not measured in the experiment, apparently due to
a mass cutoff.

Calculations using GFN2-xTB//GFN2-xTB shown in Figure D.3 a) describe the dissociation of
neutral CO and CO2 and produce fragments at signals m/z 73.028 and 57.034. The latter fragment
dissociates further by H2 loss, creating signal m/z 55.018. Signal m/z 44.998 (HCO−

2 ) is produced
from protomer #2 (see SI).

The spectrum in Figure D.3 b) was calculated with the GFN2-xTB//PBE0/ma-def2-TZVP method
combination. The most pronounced difference to the full SQM approach shown in a) is the higher
abundance of CO−

2 (m/z 43.989). Otherwise, the use of DFT for EA calculations does not significantly
change the spectrum.

A full-DFT calculation was conducted at the PBE/ma-def2-SV(P)//PBE/ma-def2-TZVP level, which
is displayed in Figure D.3 c). The same collision energy used before leads to stronger dissociation
of [M-H]− in this spectrum. The structure dissociates more frequently into CO−

2 (m/z 43.989), CO
and C2H−

5 (m/z 29.038). Signal m/z 55.018 is missing. Overall, fewer fragmentation pathways are
computed, leading to a lower variety of signals when compared to Figures D.3 a) and b).

In Figure D.3 d), a full-DFT calculation with the more sophisticated PBE0/def2-SV(P)//PBE0/def2-
TZVP hybrid DFT level was conducted. The fragmentation pathways are similar to those displayed in
Figure D.3 c). However, the fragment signal intensity is lower, indicating lower [M-H]− dissociation
rates.

Overall, the experimental spectrum is well reproduced by all theory levels.
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Figure D.3: Calculated spectra of 2-Ketoburytic acid (black,top) computed at 20 eV E𝐿𝐴𝐵 compared to a measured
spectrum (LC-ESI-QQQ) at 25 eV E𝐿𝐴𝐵 (blue, inverted). a) GFN2-xTB//GFN2-xTB, b) GFN2-xTB//PBE0/ma-
def2-TZVP, c) PBE/ma-def2-SV(P)//PBE/ma-def2-TZVP, d) PBE0/def2-SV(P)//PBE0/def2-TZVP.

Ureidopropionic Acid

For ureidopropionic acid (2), the three most populated structures are deprotonated at the carboxylic
acid group and form a tautomeric network at the diamide functional group. Free energy differences
are small in the gas phase (ΔG < 2 kcal/mol), but more distinct in solution (ΔG > 10 kcal/mol, see
SI). Another protomer #4 is formed by removal of the 𝛼-hydrogen atom, but the structure is not
significantly populated.

Mass spectra of all protomers were calculated using GFN2-xTB//GFN2-xTB and compared to
the experimental reference97 as shown in Figures D.4 a) - d). Protomer structures and free energy
differences relative to the most populated protomer #1 are given in addition to their respective mass
spectrum.

All simulated spectra show good a representation of signal m/z 59.024 (H3N2CO−). However, the
influence of the protomer structures is significant for producing signal m/z 88.03. Intramolecular
proton transfer to the secondary amine leads to the formation of fragment H2C2H4CO−

2 and neutral
HN=C=O, which is described sufficiently by protomer #3 in Figure D.4 c). While such a transfer
is also possible from the other heteroatoms, the mobile proton is more likely to relocate from the
neighboring hydroxyl group than from the terminal amine or carboxyl groups. This is reflected by the

119



Appendix D Calculation of Mass Spectra with the QCxMS Method for Negatively and Multiply
Charged Molecules

c)

Protomer #3

1.78 kcal/mol

HN N
H

O

OH O

88.039

[M-H]-

131.110

GFN2-xTB
Experiment

25 eV 

10 eV 

0

20

40

60

80

100

0

20

40

60

80

100

re
la

ti
v
e
 i
n
te

n
s
it

y

10 20 30 40 50 60 70 80 90 100 110 120 130
m/z

Protomer #1

0.00 kcal/mol

NH2 N
H

O

O O

a) 59.024

[M-H]-

131.110

GFN2-xTB
Experiment

20 eV 

10 eV 

0

20

40

60

80

100

0

20

40

60

80

100

re
la

ti
v
e
 i
n
te

n
s
it

y

10 20 30 40 50 60 70 80 90 100 110 120 130
m/z

Protomer #2

1.06 kcal/mol

NH2 N O

OH O

[M-H]-

131.110

41.997

GFN2-xTB
Experiment

20 eV 

10 eV 

0

20

40

60

80

100

0

20

40

60

80

100

b)

10 20 30 40 50 60 70 80 90 100 110 120 130
m/z

NH2 N
H

OH

O O

Protomer #4

17.80 kcal/mol

[M-H]-

131.110

d)

GFN2-xTB
Experiment

25 eV 

10 eV 

0

20

40

60

80

100

0

20

40

60

80

100

10 20 30 40 50 60 70 80 90 100 110 120 130
m/z

Score

64

Score

418

Score

250

Score

63

Figure D.4: Calculated spectra (black, top) of the four protomers of ureidopropionic acid using GFN2-
xTB//GFN2-xTB compared to reference (LC-ESI-QTOF) at 10 eV E𝐿𝐴𝐵 (blue, inverted). Protomer structures,
relative free energies, and spectral matching scores are added to their respective spectrum.

different matching scores for the structures in Figure D.4.
In Figure D.5 a), the spectrum of protomer #3 was computed using PBE/ma-def2-SV(P)//PBE/ma-

def2-TZVP. The result is in excellent agreement with the experiment. Signal m/z 88.039 is observed
in high abundance, which indicates a good description of the above described mobile proton transfer.
A mixed GFN2-xTB//PBE0/ma-def2-TZVP approach was used to produce the spectrum in Figure D.5
b). The resulting matching score of 514 indicates a slight improvement to the score of 418 obtained by
the SQM//SQM calculations in Figure D.4 c).

Ascorbic Acid

Deprotonation of ascorbic acid (3) leads to five protomers with up to 35 kcal/mol difference in
free energy. Protomer structures are depicted in Figure D.6 alongside their computed mass spectra.
Calculations were performed at GFN2-xTB//GFN2-xTB level and the results are compared to a
database spectrum.42 The use of DFT for EA calculations did not significantly improve the overall
accuracy and these spectra can be found in the SI.

The base peak of the experimental spectrum is produced by bond cleavage between the neutral
ethanediol fragment (HO-C2H4-OH) and the negatively charged 2,3-hydoxyfuran fragment (m/z

120



D.4 Results and Discussion

b)a)

Protomer #3

HN N
H

O

OH O

[M-H]-

131.110

88.039
59.024

41.997

PBE/ma-def2-SV(P)
    // ma-def2-TZVP

25 eV 

10 eV 
Experiment

0

20

40

60

80

100

0

20

40

60

80

100

re
la

ti
v
e
 i
n
te

n
s
it

y

10 20 30 40 50 60 70 80 90 100 110 120 130
m/z

GFN2-xTB
PBE0/ma-def2-TZVP

25 eV 

10 eV 
Experiment

Protomer #3

HN N
H

O

OH O

[M-H]-

131.110

88.039

59.024

41.997

0

20

40

60

80

100

0

20

40

60

80

100

10 20 30 40 50 60 70 80 90 100 110 120 130
m/z

Score

745
Score

514

Figure D.5: Calculated spectrum (black, top) of ureidopropionic acid protomer #3 compared to reference
(LC-ESI-QTOF) at 10 eV E𝐿𝐴𝐵 (blue, inverted). a) PBE/ma-def2-SV(P)//PBE/ma-def2-TZVP. b) GFN2-
xTB//PBE0/ma-def2-TZVP. Protomer structures, relative free energies, and matching scores are given with their
respective spectrum.

115.003). For a better distinction in the following, ethanediol is called “side-chain” and 2,3-
hydoxyfuran is called “backbone”.

The computed mass spectrum and structure of protomer #1 is displayed in Figure D.6 a). The
molecular ion is deprotonated at the backbone. Fragmentation between backbone and side-chain
produces a high abundance of signal m/z 113.995. The corresponding fragment structure was added to
the Figure. The spectrum of protomer #2 is similar to that of protomer #1 and can be found in the SI.

The spectrum of protomer #3 shown in Figure D.6 b) has the lowest matching score. It is deprotonated
at the carbon atom connecting the backbone to the side-chain. The resulting destabilization of the
bond between the structures leads to high fragmentation rates already at low collision energies.

Protomers #4 (see Figure D.6 c) ) and #5 (Figure D.6 d) ) are deprotonated at either of the two
hydroxyl groups of the side-chain. In protomer #4, deprotonation of the outermost hydroxyl group
leads to a ring formation and a shift of the double bond inside the backbone. Because the backbone is
not deprotonated, the experimental base peak is reproduced and matching scores are high. However,
protomers #4 and #5 are not significantly populated, neither in gas nor when solvation effects are
included (see SI). This indicates rearrangement reactions via mobile protons between the protomers
before dissociation takes place.

Tryptophan

Tryptophan (4) has four protomers in a 50 kcal/mol free energy window. The structures and the
relative free energies are depicted in Figure D.7. Protomers #1 and #2 are similarly populated in the
gas phase, while the ranking in solvation is more distinct (see SI). QCxMS calculations on all protomer
structures were conducted at GFN2-xTB//GFN2-xTB level and compared to a database spectrum266

in Figures D.7 a)–d). Using DFT methods for EA calculations did not significantly improve the results
and the spectra can be found in the SI.

Protomer #1 is deprotonated at the carboxyl acid group. The structure and calculated spectrum
are shown in Figure D.7 a). Apparently, the simulated spectrum shows only a weak match to the
experimental, which is reflected by the matching score of 313. Direct dissociation of [M-H]− by
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Figure D.6: GFN2-xTB//GFN2-xTB calculated spectra (black, top) at 40 eV E𝐿𝐴𝐵 of ascorbic acid compared to
measured spectrum (LC-ESI-QQQ) at 10 eV E𝐿𝐴𝐵 (blue, inverted). Protomer structures, relative free energies,
and matching scores are added to their respective spectrum. The structures attributed to signals m/z 113.995
and 115.003 are added for reference. The spectrum of protomer #2 can be found in the SI.

neutral CO2 loss produces signal m/z 159.092. In a second step, single hydrogen atom separation
forms the most abundant signal m/z 158.084, which is not present in the experimental spectrum.

Protomer #2 is formed through the deprotonation of the pyrrole nitrogen. It has the highest matching
score with 666. The good agreement between the calculated and the experimental spectra is depicted
in Figure D.7 b). Three main fragmentation reactions of [M-H]− were observed. First, proton transfer
from the carboxyl acid to the neighboring amine group leads to NH3 elimination (m/z 186.055) and
subsequent CO2 dissociation (m/z 142.065). Second, heterolytic fragmentation of the side-chain
(C2H2-NH2-CO2H) leads to the deprotonated indole fragment (m/z 116.050). Third, signals m/z
129.057 and 74.024 are formed by homolytic dissociation. Part of the side-chain dissociates as an
NH2-CH-COOH glycine derivate, while a CH2 group remains bound to the deprotonated indole
fragment (see Figure D.7). Both fragments obtain statistical charge, while signal m/z 74.024 is more
pronounced in the calculations.

The computed spectra of protomers #3 and #4 (Figures D.7 c) and d) ) display considerable
discrepancies to the experimental spectrum and low populations render these structures irrelevant for
the observed spectrum.
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Figure D.7: Spectra calculated at at GFN2-xTB//GFN2-xTB (black, top) of the four protomers of tryptophan
at 35 eV E𝐿𝐴𝐵 compared to a measured spectrum (LC-ESI-QQ) at 20eV 𝐸𝐿𝐴𝐵

266 (blue, inverted). Protomer
structures, relative free energies, and matching scores are added to their respective spectrum.

Level of Theory for Negative Charge CID

Computational cost is a significant factor in choosing the level of theory for the computations. For the
benchmark molecules (1) – (4) (see Figure D.2), timings of the different [PES]//[EA] combinations
are provided in table D.2.

Computations using the full GFN2-xTB//GFN2-xTB method take on average between 1-2 and 17
minutes for a single fragmentation MD. The more sophisticated GFN2-xTB//PBE0/ma-def2-TZVP
approach increases the computation times dramatically to up to 5 hours for (4). With over three
days (4340 minutes) computation time for a fragmentation MD for (2), the full-DFT PBE/ma-
def2-SVP//PBE/ma-def2-TZVP approach is three orders of magnitude more expensive than using
GFN2-xTB.

The observations made in the calculation of negative ion mass spectra presented here indicate
that the choice of the initial protomer structure is of greater importance in describing the correct
fragmentation pathways than investing in EA computations at DFT levels. This conclusion is in
accordance with Field’s rule267, which states that for soft-ionization-based methods the protonation
state of a fragment is of major relevance for its signal intensity. This contrasts earlier work on DEA132

which follows Stevenson’s rule77 for hard-ionization-based methods. Overall, the good performance
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Table D.2: Average timings [min] per fragmentation MD for mass spectrum calculations of the benchmark
molecules (1)–(4). Different QC level combinations for PES and EA calculations were used when affordable

PES level EA level time [min]
(1) (2) (3) (4)

GFN2-xTB GFN2-xTB 1.5 3.5 4 17
GFN2-xTB PBE0/ma-def2-TZVP 10.5 14 156 335
PBE/ma-def2-SVP PBE/ma-def2-TZVP 742 4340 – –

of QCxMS in combination with the implemented GFN2-xTB Hamiltonian seems to provide fast and
reliable results for CID mass spectra in negative ion mode for common organic molecules.

D.4.2 Multiple Charges

Crizotinib

The fragmentation pathways of doubly protonated crizotinib (5) were studied previously.103 Figure
D.9 a) shows the measurement of the singly positive charged molecular ion ([M+H]+, m/z 450.1266).
Figure D.10 a) depicts the experimental full MS/MS scan that includes the singly protonated [M+H]+

(m/z 450.1266) and doubly protonated [M+2H]2+ (m/z 225.5662) species. The proposed fragmentation
scheme by Joyce and Richards is displayed in Figure D.8. The black roman numerals denote the
reactions described in the literature, while gray numerals indicate alternative fragmentation pathways
computed by QCxMS.

In the literature, the most populated protomer was determined by the computation of the most basic
sites of the neutral structure in aqueous media. For validation, CREST and CENSO were utilized in this
work to verify the reported findings. The three most populated protomers computed here are displayed
in table D.3 with their free energy ranking in water, methanol, and the gas phase at 300 K.

Table D.3: Free energy differences of the three most populated structures of crizotinib in water, methanol, and
in the gas phase. Computed at 300 K with CENSO (ΔG in kcal/mol)

O
N

NN

NH2

Cl

F

Cl
NH2

O
NH

NN

NH

Cl

F

Cl
NH2

O
N

NHN

NH

Cl

F

Cl
NH2

CENSO #1 #2 #3
Water 0.00 2.06 10.13
Methanol 0.00 1.87 10.64
Gas 11.23 0.00 7.04

The most populated protomer #1 in water and methanol is the same as reported in the literature. In
the gas phase, protomer #1 is not significantly populated. The calculated spectrum of protomer #1 is
displayed in Figure D.9 b). All experimental fragments were calculated correctly, however with a
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Figure D.8: Dissociation reactions as proposed in ref.103 are marked with black roman numerals and arrows.
Alternative fragmentation reactions computed with QCxMS are indicated with gray roman numerals and arrows.

mass discrepancy. The computations produce signals m/z 366.0450, 259.1433, and 175.0619 instead
of the measured signals m/z 367.0515, 260.1502, and 177.0767.

In the scheme of Figure D.8, reaction I is proposed in the experiment as a heterolytic dissociation
of [M+H]+, producing signal m/z 260.1502. In contrast, the QCxMS calculations favor homolytic
dissociation and a radical ion fragment (m/z 259.1433) is formed. Interestingly, various homolytic
dissociation reactions were reported in the literature, that are produced by other protomers. Signal
m/z 259.1433 was described to have an odd electron structure, supporting the findings of QCxMS.
However, the computed spectra of protomers #2 and #3 are similar and display the same overall
fragmentation patterns as protomer #1. These spectra can be found in the SI (see Section D.6).

Using CREST and CENSO, the second protonation in water at a temperature of 300 K leads to the
same doubly charged protomer #1 as proposed in the literature. The computed spectrum is depicted in
Figure D.10 b). A spectrum of the second most populated protomer #2 (ΔG 10 kcal/mol) can be found
in the SI.

As mentioned in Section D.2.4, the charge of an ion is reflected by its isotope pattern. Using
PlotMS, the isotope patterns of all signals were calculated for the theoretical spectrum and are shown
enlarged in Figures D.9 b) and D.10 b). Δ𝑚/𝑧 of 1 indicates a single charge present in the signal,
while Δ𝑚/𝑧 of 0.5 indicates two charges. Δ𝑚/𝑧 of 2 is the isotope abundance of the chlorine atoms.
By the comparison of the computed isotope patterns of [M+H]+ (m/z 450.1263, Δm/z 1) in Figure D.9
b) to [M+2H]2+ (m/z 225.5671, Δm/z 0.5) in Figure D.10 b), it is evident that the software is able to
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366.0450

Figure D.9: a) measured spectrum of singly protonated crizotinib (LC-ESI-QTOF; 23 eV E𝐿𝐴𝐵)103.
b) Computed spectrum (GFN2-xTB//GFN2-xTB at 50 eV E𝐿𝐴𝐵) of singly protonated crizotinib. Isotope
patterns computed with PlotMS are enhanced for specific signals.

distinguish multiple charged signals from single charged ones. More complicated, fragment signals
m/z 260.1511 and 130.5791 are of interest concerning the capabilities of QCxMS and PlotMS. The
structures are similar, but the latter carries one proton more and is thus charged twice. It is visible that
the latter fragment was correctly assigned a twofold charge with QCxMS (Figure D.10 b), bottom
left), as Δm/z between the signals is 0.5. This proofs that our approach is able to compute and assign
multiply charged fragments with the Δ SCF method, for which details were described in Section D.2.3.
In table D.4, the calculated IP values of fragments m/z 260.1511 and 130.5791 are listed.

Because QCxMS is currently only able to calculate a spectrum of either single, doubly,..., multiply
protonated species at a time, the signal of [M+H]+ (m/z 450.1266) is not present in Figure D.10 b). In
contrast to the literature, signals m/z 367.0528 and 260.1511 are formed from the doubly protonated
molecular ion and not from the singly charged protomer (see Figure D.8 IV and VII). In the computed
spectrum, signal m/z 177.0776 is underrepresented and signal m/z 176.0698 is more abundant. The
latter is an odd electron structure formed through homolytic bond dissociation and described in the
literature as an impurity.

Overall, QCxMS successfully matches all experimentally reported signals for this compound. Using
IP calculations to correctly allocate multiple charges to single fragments was accurate. Appropriate
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176.0698

177.0776

191

Figure D.10: a) Full scan MS of crizotinib (LC-ESI-QTOF; 25 eV E𝐿𝐴𝐵)103.
b) Computed spectrum (GFN2-xTB//GFN2-xTB at 50 eV E𝐿𝐴𝐵) of doubly protonated crizotinib. Isotope
patterns computed with PlotMS are enhanced for specific signals.

proton assignment after fragmentation was crucial for recreating the right signals, which was accounted
for by the GFN2-xTB calculations. However, the protonation sites of the fragments are different in
our computations than reported in the literature. This is due to the equilibration of the structure to
its gas phase geometry (see protomer #2 in table D.3), which is not accounted for in the reference
fragmentation scheme (Figure D.8). Signal intensities between measured and calculated spectrum are
different, which is directly related to the discrepancies between experiment and calculation discussed
in Section D.3.3. Increasing the level of theory for IP calculations at DFT level did not increase the

127



Appendix D Calculation of Mass Spectra with the QCxMS Method for Negatively and Multiply
Charged Molecules

Table D.4: Ionization potential calculations on the fragments m/z 190.983 and 260.151 compared to fragments
m/z 189.975 and 261.158. Summation of the potentials show that in the first case the charge is split between the
two fragments (Sum 1-1), while in the latter two charges remain on fragment m/z 261.158, leading to signal m/z
130.579 (Sum 0-2)

m/z Charge IP (eV) m/z Charge IP (eV)
190.983 1 11.65 189.975 1 13.13

2 29.10 2 31.04
260.151 1 8.55 261.158 1 7.77

2 22.51 (130.579) 2 19.49∑ ∑
1-1 20.20 1-1 20.90
2-0 29.10 2-0 31.04
0-2 22.51 0-2 19.49

overall accuracy (see SI).

Derivatized Lysine

In the literature,104 three lysine molecules were connected via peptide bonds and protonated thrice at
the respective tertiary amine groups. The computed spectrum of this structure (6) and a comparison
to the experimental spectrum is provided in Figure D.11. The proposed fragmentation pathway from
the literature is displayed in Figure D.12, in which roman numerals are used for fragment assignment.

[M+3H]3+ at m/z 167.149 is not marked in the experimental spectrum, most likely due to its low
signal abundance. An overview of all experimental and computed signals with their respective charged
states is provided in table D.5.

Table D.5: Signals found in the experiment and the calculations with their corresponding charge state

Fragment exp. m/z exp. charge comp. m/z comp. charge
– – 386.313 1+
– 342.263 1+

IX 341.254 1+ – –
VIII 329.254 1+ 329.254 1+

– – 300.194 1+
– – 236.205 2+

VII 213.675 2+ – –
VI 207.675 2+ 207.675 2+

– – 178.661 2+
V 171.131 2+ 171.131 2+
V 171.131 2+ 342.262 1+
IV 150.125 2+ – –

– – 144.126 1+
III 142.786 3+ 214.180 2+
II 86.096 1+ 86.096 1+
I 74.096 1+ – –

– – 73.089 1+

QCxMS computes four out of nine reported structures correctly and one correct fragment with
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Figure D.11: Calculated spectrum (black, top) using GFN2-xTB//GFN2-xTB at 55 eV E𝐿𝐴𝐵 of the triply
charged lysine derivate compared to experimental spectrum (blue, inverted) taken from the literature.104

wrong charge assignment. Signal m/z 142.786 (III) carries a 3+ charge in the experiment, but is
assigned a charge of 2+ in the calculations, creating signal m/z 214.180. Here, QCxMS assigns a
charge to the neutral fragment at m/z 73.089. The described rearrangement into the ring structure III
and consecutive fragmentation into VII (m/z 213.676) is not computed.

Dissociation of the tertiary amine groups is otherwise adequately described. Single amine
dissociation forms the doubly charged structure VI (m/z 207.676). Depending on the protonation state
of the leaving amine group, consecutive tertiary amine fragmentation creates either 1) signals m/z
329.255 (VIII) and the base peak m/z 86.096 (II) or 2) the doubly charged m/z 171.131 (V) and neutral
m/z 73.089. In a competitive fragmentation pathway, the latter dissociation reaction is computed with
a single charge on both fragments: m/z 167.149 (3+) → 207.675 (2+) + 73.089 (1+) → 342.263 (1+)
+ 73.089 (1+). The formally neutral leaving group (m/z 73.089) is again wrongfully charged.

Two factors are of significance when computing this lysine derivate structure. First, the molecule
consists of 92 atoms after protonation and has large, flexible side chains. Second, the rearrangement
reactions and proton transfers described in Figure D.12 are significant in the correct portrayal of the
fragmentation reactions. To account for these factors, a good description of the underlying PES is
needed. However, due to the high computational cost, the MD simulations of this system can only be
carried out with SQM methods. Using low-level QC methods limits the accuracy of the computations
and the MD simulations are unlikely to account for all consecutive rearrangement reactions in high
yield.
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Figure D.12: CID fragmentation analysis proposed in the reference104. Roman numerals were used for the
product ions of spectrum in Figure D.11. PI is the precursor ion.

Overall, more investigation into the details of the charge assignment has to be conducted. An
adapted implementation of Field’s rule267 into QCxMS is planned, which renders a fragment with
higher proton affinity more abundant.

D.5 Conclusion and Outlook

The collision induced dissociation (CID) run mode of QCxMS was successfully extended to calculate
mass spectra independent of the charge state of the molecular ion. Technically, arbitrary charge states
can be investigated while actual computations reveal, that practically — depending on the size and
flexibility of the molecules — only a few charges can be treated reliably.

The negative ion mode was tested on a benchmark set of 2-ketoburytic acid (1), 3-ureidopropionic
acid (2), ascorbic acid (3), and tryptophan (4). Good agreement with experimental database spectra
when using GFN2-xTB//GFN2-xTB for potential energy surface (PES) and electron affinity (EA)
calculations renders the method highly satisfactory for computing CID mass spectra in negative ion
mode. A mixed variant using GFN2-xTB//PBE0/ma-def2-TZVP did not significantly improve the
results. Using full-DFT at PBE/ma-def2-SV(P)//PBE/ma-def2-TZVP levels improved the agreement
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with the experiment, but increased the computational costs by three orders of magnitude.
The mass spectrum of doubly positive charged crizotinib was successfully computed, covering

all experimentally reported signals. It was shown that all fragments result from the doubly charged
molecular ion, instead solely from its singly charged counterpart as reported in the literature. For a
triply charged lysine derivate, the fragment charge assignment is more complicated. The flexibility of
the structure and the low level of theory used for the computations led to some cases of wrong charge
assignment. Nevertheless, five out of nine reported fragments were computed correctly using QCxMS.

Overall, it is demonstrated that QCxMS is a valuable, freely available open-source105 tool for the
unbiased and “black-box” elucidation of dissociation reactions occurring in various mass spectrometry
experiments. It is the first program able to compute spectra of unknown compounds carrying multiple
positive and negative charges. In combination with the PlotMS tool, plotting of accurate masses and
isotope patterns of multiple charged fragments is routinely possible. Using the build-in GFN2-xTB
Hamiltonian, the program is independent of any third-party software. Nevertheless, QC software like
ORCA or TURBOMOLE can be used for DFT-based MS calculations as well.

An interesting case for future applications is the calculation of multiply deprotonated structures.
Further run modes, like the surface-induced dissociation (SID) method, are currently being realized.
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D.6 Supporting Information

D.6.1 Protomer rankings

Negative charge

In table D.6, the releative free energies of the benchmark structures (1) – (4) were computed using
CENSO87 with the composite method r2SCAN-3c102. Calculations were done in the gas phase and in
solvation (methanol) using the implicit solvation model COSMO-RS.260,261

Table D.6: Relative free energies of the negative ion benchmark structures in the gas phase and in methanol
computed with CENSO at different temperatures. [kcal/mol]

Benchmark molecule Protomer # Gas Solv Gas Solv Gas Solv
2-Ketoburytic Acid 1 0.00 0.00 0.00 0.00 0.00 0.00

(1) 2 20.50 17.00 21.31 21.58 22.26 22.69
3-Ureidoprpionic Acid 1 0.76 0.00 0.00 0.00 0.00 0.00

(2) 2 0.00 15.58 1.06 10.79 4.26 11.66
3 0.69 14.95 1.78 10.30 5.42 11.33
4 18.13 26.82 17.80 24.21 17.77 22.76

Ascorbic Acid 1 0.00 0.00 0.00 0.00 0.00 0.00
(3) 2 13.17 5.97 12.82 10.68 12.06 11.59

3 29.61 17.42 28.85 27.40 26.87 28.02
4 30.78 24.81 31.23 25.56 32.02 25.42
5 33.74 23.76 34.79 28.32 36.57 30.41

Tryprophan 1 0.00 0.00 0.00 0.00 0.00 0.00
(4) 2 2.04 16.74 1.96 11.45 1.58 9.74

3 24.51 32.91 23.21 30.11 19.70 27.03
4 47.86 44.78 48.16 47.32 4 7.87 48.27
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Multiple charge

In table D.7, the relative free energies of the crizotinib (5) were computed using CENSO87 with
the composite method r2SCAN-3c102. Calculations were done in the gas phase and in solvation
(water) using the implicit solvation model COSMO-RS.260,261 For the first protonation, the three most
populated structures in the reported 12 kcal/mol energy range are marked. For the second protonation,
the most populated structure (3) in solution was used, in accordance with the results reported in the
literature and calculations.

Table D.7: Relative free energies of the first and second protonation of crizotinib in the gas phase and in water
computed with CENSO at 300 K. [kcal/mol]

300K
Protonation state Protomer # Gas Solv
1st Protonation 1 0.00 2.06

2 7.04 10.13
3 11.23 0.00
4 15.35 27.18
5 19.05 30.89
6 16.01 13.21
7 19.54 30.43
8 30.34 40.50

2nd Protonation 1 0.00 0.00
2 26.19 10.34
3 38.65 27.67
4 26.88 29.58
5 34.15 31.28
6 35.65 31.33
7 41.03 34.37
8 38.23 37.37
9 30.08 39.08
10 33.21 40.48
11 26.18 43.80
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D.6.2 Additional calculated Spectra

2-Ketoburytic Acid

The second protomer #2 of 2-Ketoburytic acid is computed in figure D.13. Figure D.13 a) displyes the
GFN2-xTB//GFN2-xTB computations, in figure D.13 b) the mixed GFN2-xTB//PBE0-ma-def2-TZVP
results are shown. Overall agreement is acceptable. Especially signal m/z 44.998 is created by
protomer #2, as the fragment CO2H− is formed.
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Figure D.13: Calculated spectrum of protomer #2 of 2-Ketoburytic acid (black,top) computed at 20 eV E𝐿𝐴𝐵

compared to a measured spectrum (LC-ESI-QQQ) at 25 eV E𝐿𝐴𝐵 (blue, inverted). The protomer structure, was
added to the spectrum. a) GFN2-xTB//GFN2-xTB. b) GFN2-xTB//PBE0-ma-def2-TZVP.
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Ascorbic acid

Spectra of protomers #1, #2, and #4 were calculated using GFN2-xTB//PBE0-ma-def2-TZVP and
are compared to measurements97 (LC-ESI-QQQ) in figure D.14. No significant differences to
GFN2-xTB//GFN2-xTB results could be observed and matching scores are similar.
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Figure D.14: GFN2-xTB//PBE0-ma-def2-TZVP calculated spectra (black, top) at 40 eV E𝐿𝐴𝐵 of ascorbic acid
compared to measured spectrum (LC-ESI-QQQ) at 10 eV E𝐿𝐴𝐵 (blue, inverted). Protomer structures, relative
free energies, and matching scores are added to their respective spectrum.
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Tryptophan

The spectra of protomers #1 and #2 were calculated at 35 eV 𝐸𝐿𝐴𝐵 using GFN2-xTB//PBE0/ma-
def2-TZVP level. Comparison was done in figure D.15 to measurements (LC-ESI-QQ) at 20eV
𝐸𝐿𝐴𝐵. There were no significant improvements observable from the use of the DFT method for EA
calculations.
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Figure D.15: Calculated spectra (black, top) of four protomers #1 and #2 of tryptophan at 35 eV E𝐿𝐴𝐵 using
GFN2-xTB//PBE0/ma-def2-TZVP compared to measured spectra (LC-ESI-QQ) at 20eV 𝐸𝐿𝐴𝐵 (blue, inverted).
Protomer structures, relative free energies, and matching scores are added to their respective spectrum.
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Figure D.16: Computed spectra of crizotinib using GFN2-xTB//PBE0/def2-TZVP at 50 eV E𝐿𝐴𝐵 with isotope
patterns computed with PlotMS. a) Singly protonated protomer #1. b) Doubly protonated protomer #1.

In figure D.16, singly a) and doubly b) protonated protomers #1 in water at 300 K were calculated
using GFN2-xTB//PBE0/def2-TZVP at 50 eV E𝐿𝐴𝐵. Isotope patterns were computed with the external
PlotMS program. Increase of the signal strength of peaks m/z 175.0619/176.0698 and decrease of
intensity of signal m/z 84.0813 is observed. The DFT method ran for ∼ 3347 minutes per fragmentation
MD, while GFN2-xTB//GFN2-xTB computations were finished after 100 minutes.

The fragmentation patterns calculated using GFN2-xTB//GFN2-xTB at 50 eV E𝐿𝐴𝐵 of the singly
protonated structures protomers #2 and #3 are displayed in figure D.18 a) and b). The free energy
values are provided in table D.7. The overall fragmentation patterns do not differ tremendously,
however, the fragmentation intensity is diverging.

The second most populated structure in water at 300 K regarding the second protonation is shown in
figure D.18 c). besides missing signal m/z 130, the spectrum looks similar to the spectrum of protomer
#1. The lacking of signal m/z 130 is due to missing the correct proton transfer reaction.

In the literature103, the fragment of signal m/z 130.5794 was mass selected and used for consecutive
MS/MS dissociation reactions. The structure was also used for a QCxMS simulation and is depicted
in figure D.17. The main fragmentation reaction of this structure dissocitates into m/z 177.0776 and
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130.5794
[M+2H]2+

NH2

84.0813

Figure D.17: Computed spectrum of crizotinib m/z 130 as precursor ion. Computations conducted at GFN2-
xTB//GFN2-xTB level with 70 eV E𝐿𝐴𝐵.

84.0813, as expected. Further subsequent dissociation reactions from m/z 177.0776 as reported in the
literature could not be observed. However, this structure can be taken as a precursor itself to enforce
fragmentation and get the reported fragments. This was not computed.
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