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To my mother and father





I looked into the spectroscope. No spectrum such as I expected! A single bright line only! ...
The riddle of the nebula was solved. The answer had come to us in the light itself, read:
Not an aggregation of stars, but a luminous gas.
Stars, after the order of our own Sun, and of the brighter stars, would give a different spectrum;
the light of this nebula had clearly been emitted by a luminous gas.

William Huggins, 19th century astronomer, identifying the existence of gas in interstellar space.
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Abstract
In general, we associate large spatial scales, heavy massive objects, and great distances with the scientific

study of Astronomy. However, in this thesis, we study the tiny hydrogen molecule, H2, which populates
interstellar space. An intricate interplay exists between the molecular gas in the interstellar medium
(ISM) and its capacity to form stars. Gaining insight into the composition of the molecular gas as well as
its physical and chemical conditions is crucial to comprehending how star formation proceeds and how
galaxies evolve. However, H2 is difficult to observe directly under the commonly cold ISM conditions.
Nowadays, Carbon Monoxide (CO) emission has become the most accessible tracer of the bulk molecular
ISM distribution. In combination with various CO isotopologues, we can start to grasp the full extent of
molecular gas conditions.

This thesis analyses CO and its isotopologue line emission within and across entire nearby galaxies. We
draw on observations from various large programs of millimeter observatories, such as the IRAM 30m
telescope and ALMA. The first scientific project investigates the 𝑅21 ≡ 12CO (2−1)/(1−0) line ratio. It is
common to rely on 12CO (2−1) to trace molecular gas mass after converting it down to the 𝐽 = 1 → 0
transition using 𝑅21. This line is advantageous because its brightness and frequency allows more efficient
mapping. However, 𝑅21 varies due to its sensitivity to the temperature and density of the gas. This project
presents a major systematic analysis of the line ratio across nine nearby galaxies on kiloparsec-scales. We
show that it is important to account for 𝑅21 variation, in particular, toward the center of galaxies, where the
line ratio generally increases by 10–20% to the galaxy-wide average.

The second project presents the first insights from the CLAWS IRAM 30m large program that targets
M51. We present the first resolved detection of numerous faint CO isotopologues, such as 13CO, C18O,
and even C17O, across the full disk of a regular star-forming galaxy. We assess the CO isotopologue line
ratio trends and conclude that selective nucleosynthesis and optical depth effects dominate the observed
kpc-scale variation across M51. Overall, the project provides a benchmark study on kpc-scales and opens
the way for future CO isotopologue studies in nearby galaxies.

The thesis also presents a wide-field IRAM 30m study of CO isotopologues M101. Using SED-fit-based
dust mass estimates, we systematically estimate the CO-to-H2 conversion factor across the galaxy. This
study goes beyond recent research by combining the conversion factor analysis across a full nearby galaxy
with the investigation of 𝑅21 variation. We find that the center shows significantly lower conversion values
by a factor 10. This highlights the need to account for a variable 𝛼CO value when we derive molecular gas
mass scaling relations, such as the Kennicutt-Schmidt law.

Throughout the thesis projects, we take special care in understanding telescope systematics that hamper
the sensitivity and quality of the observations. We investigate flux calibration stability and the error beam
contribution for the 30m telescope. We find that an uncertainty of 10–15% needs to be considered when
dealing with millimeter single-dish observations. Such an in-depth observation uncertainty analysis is
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rarely found in the literature. But it is essential and helps us to correctly interpret the line emission and
ratio trends.

We have investigated the main tracer for molecular gas across entire nearby galaxies. We also assessed
relevant systematic effects that can hamper our observations. As such, the thesis projects offer detailed
diagnostics on accurately accounting for and interpreting the variation of CO-derived properties of the
molecular ISM. Furthermore, this research helps to advance future studies toward higher resolution
observations that will help us understand the small-scale mechanisms that regulate star formation and
connect them to the large-scale dynamical processes across galaxies.
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Zusammenfassung
Im Allgemeinen assoziieren wir mit Astronomie große räumliche Skalen, schwere massive Objekte und

weite Entfernungen. In dieser Arbeit untersuchen wir im Gegensatz dazu das winzige Wasserstoffmolekül,
H2, welches wir im interstellaren Raum zu finden ist. Im interstellaren Medium (ISM) findet ein kompliziertes
Wechselspiel zwischen den verschiedenen Komponenten, dem molekularen Gas und seiner Fähigkeit,
Sterne zu bilden, statt . Ein Verständnis der Zusammensetzung des molekularen Gases, sowie seiner
physikalischen und chemischen Bedingungen, ist entscheidend um zu begreifen, wie Sterne enstehen
und Galaxien sich entwickeln. Unter den üblicherweise kalten ISM-Bedingungen können wir jedoch den
molekularen Wasserstoff nur schwer direkt beobachten. Daher wird heutzutage vor allem die Emission von
Kohlenmonoxid (CO) benutzt um die Verteilung des molekularen ISMs zu studieren. In Kombination mit
verschiedenen CO-Isotopologen können wir die verschiedenen molekularen Gasbedingungen erfassen.

In dieser Dissertationsarbeit analysieren wir CO-Emission und CO Isotopologlinien in nahen Galaxien.
Wir stützen uns dabei auf Beobachtungen aus verschiedenen Large Programs von Millimeter-Observatorien,
wie dem IRAM 30m-Teleskop und ALMA. Als erstes untersuchen wir das 𝑅21 ≡ 12CO (2−1)/(1−0)-
Linienverhältnis. Es ist üblich 12CO (2−1) zu benutzen, um die Masse des molekularen Gases zu ermitteln,
nachdem man es mit Hilfe von 𝑅21 in den 𝐽 = 1 → 0-Übergang umgerechnet hat. Diese Linie ist vorteilhaft,
da ihre Helligkeit und Frequenz eine effizientere Beobachung ermöglicht. Allerdings variiert 𝑅21 aufgrund
seiner Empfindlichkeit auf Temperatur und Dichte des Gases. In dieser Studie führen wir eine umfassende
und systematische Analyse des Linienverhältnisses in neun nahen Galaxien durch. Wir zeigen, dass es
wichtig ist, 𝑅21-Variationen zu berücksichtigen, insbesondere in Richtung des Zentrums von Galaxien, wo
das Linienverhältnis im Allgemeinen um 10-20% gegenüber dem galaxienweiten Durchschnitt ansteigt.

Das zweite Projekt präsentiert die ersten Erkenntnisse aus dem CLAWS IRAM 30m Large Program,
welches M51 beobachtet. Wir präsentieren die ersten Beobachtungen zahlreicher leuchtschwacher CO-
Isotopologe, wie 13CO, C18O und sogar C17O, über die gesamte Scheibe einer regulären sternbildenden
Galaxie. Wir untersuchen die Trends der CO-Isotopolog-Linienverhältnisse und kommen zu dem Schluss,
dass selektive Nukleosynthese und optische Tiefeneffekte die beobachtete Variation auf kpc-Skalen
dominieren. Insgesamt stellt das Projekt eine Richtswert-Studie auf kpc-Skalen dar und öffnet den Weg für
zukünftige CO-Isotopolog-Studien in nahen Galaxien.

In dieser Arbeit präsentieren wir auch eine IRAM-30m-Studie von CO-Isotopolog Emission in M101.
Unter Verwendung von SED-basierten Staubmassenschätzungen bestimmen wir systematisch den CO-zu-H2-
Konversionsfaktor in der gesamten Galaxie. Diese Studie geht über die bisherige Forschung hinaus, indem
sie die Analyse des Konversionsfaktors mit der Untersuchung der 𝑅21-Variation kombiniert. Wir finden, dass
das Zentrum signifikant niedrigere Konversionswerte um einen Faktor 10 aufweist. Dies unterstreicht die
Notwendigkeit, einen variablen 𝛼COWert zu berücksichtigen, wenn wir allgemeine Skalierungsrelationen,
wie zum Beispiel das Kennicutt-Schmidt-Gesetz, aus den Beobachtungen herleiten.
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Während des gesamten Projekts achten wir besonders darauf, die sysetmatischen Ungenauigkeiten des
Teleskops zu verstehen, welche die Empfindlichkeit und Qualität der Beobachtungen beeinträchtigt. Wir
untersuchen die Stabilität der Flusskalibrierung und den Beitrag der Error Beams des 30-Meter-Teleskops.
Wir stellen fest, dass bei Millimeter-Beobachtungen eine Unsicherheit von 10 bis 15% berücksichtigt
werden muss. Eine derart detaillierte Analyse der Beobachtungsunsicherheit finden wir selten in der
Literatur. Sie ist jedoch für das korrekte Verständnis und die Interpretation der Linienemission und derer
Linienverhältnisse unerlässlich. Daher hilft uns diese Analyse, die Unsicherheiten unserer nachfolgenden
Messungen abzuschätzen, und ermöglicht uns eine genauere Interpretation unserer Ergebnisse.

In dieser Dissertation haben wir den wichtigsten Indikator für molekulares Gas in nahen Galaxien
untersucht. Wir haben auch relevante systematische Effekte untersucht, die unsere Beobachtungen beein-
trächtigen können. So bieten die Projekte der Dissertation detaillierte Diagnosen zur genauen Erfassung
und Interpretation von CO-abgeleiteten Eigenschaften des molekularen ISM. Darüber hinaus trägt diese
Forschung dazu bei, künftige Studien zu höher aufgelösten Beobachtungen voranzutreiben, die uns helfen
werden, die kleinräumigen Mechanismen zu verstehen, welche die Sternentstehung regulieren, und sie mit
den großräumigen dynamischen Prozessen in Galaxien zu verbinden.
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CHAPTER 1

Introduction

For what could be more beautiful than the
heavens which contain all beautiful things.

N. Copernicus – 16th century astronomer

Overview

At first glance, the vast space between the stars in our night sky presents itself as empty and devoid of any
matter. For millennia, the study of astronomy focused exclusively on describing and predicting the motion
of stars and planets across the seemingly barren sky. But upon close inspection, one will find, in fact, a
rich presence of gas and interstellar dust that permeates these seemingly empty regions. Today, we not
just know about the existence of this so-called interstellar medium (ISM), but we also start to grasp the
far-reaching impact and effect this material has on its host galaxy. The ISM is not just a simple component
that makes up part of a complete galaxy, but it is the key galactic reservoir from which stars form and into
which they end up injecting their energy and spreading their enriched material. Understanding the ISM is
indispensable for a complete picture of galaxy formation and evolution.

Figure 1.1 shows one of the first observations taken with the James Webb Space Telescope. This infrared
(IR) image depicts the nearby, star-forming region NGC 3324 situated within the Carina Nebula. The
dark clouds at the bottom half consist mainly of cold molecular hydrogen and interstellar dust. Hidden
deep inside, we will find newborn stars. The exterior is exposed to scorching UV light emitted by nearby
massive stars. As a result, the outer layers slowly erode due to photodissociation and photoevaporation.
This process manifests itself by the blue glow.

This thesis focuses on a particular aspect of the ISM: The cold and molecular gas phase, which builds the
fuel for star formation. Using emission originating from the carbon monoxide (CO) molecule, we obtain
fundamental insight into the physics and chemistry of this particular phase of the ISM. The following
sections will briefly introduce the ISM, the processes regulating it, and describe the methods and techniques
to study it. If not mentioned otherwise, the primary sources of reference in the introductory sections are
the textbooks by Tielens (2010), Choudhuri and Smoot (2011), Draine (2011), Wilson et al. (2013) and
Williams and Viti (2014) and the reviews by Kennicutt and Evans (2012), Krumholz (2015) and Klessen
and Glover (2016).
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Figure 1.1: The Carina Nebula. This IR image, one of the first taken by the James Webb Space Telescope, shows a
nearby and young star-forming region. Credit: NASA, ESA, CSA, STScI Heritage Team (STScI/AURA).

1.1 The Interstellar Medium

Historically, the discovery and study of the ISM date back to the 19th and early 20th centuries. While the
notion of an interstellar substance traces back to the 17th century (e.g., aether interstellaris; Bacon and
Rawley, 1670), the space was initially thought to be void and empty. By the 19th century, after steady
advances in telescope design and performance, it became apparent that other astronomical objects exist in
the Universe besides stars and planets. For instance, the first detection of spectral lines within an emission
nebula pointed to the existence of gaseous material between stars (Huggins and Miller, 1864; Huggins,
1865), and opened the field of ISM studies.

Nowadays, after more than a century of research, we consider the ISM the primary galactic repository of
mass and energy, as it provides the matter from which stars are formed. Far from being simple, the ISM is a
turbulent, multi-phase, and multi-scale medium. On the one hand, to understand the large-scale dynamics
of the ISM, it is crucial to know about the underlying physics that regulates the small scales, such as stellar
evolution and cloud-scale dynamics. But on the other hand, local, small-scale properties, such as the
ability of the gas to cool, collapse and form stars, are all affected by dynamical processes on large galactic
scales, e.g., the large-scale galactic dynamics or the environmental effects of bars and galactic centers.
Consequently, the spatial scales studied for understanding the ISM range from the size of whole galaxies to
the small clouds of gas that form individual stars. In addition, the physics of the ISM truly incorporates
a multitude of physical fields, ranging from quantum physics and chemistry to magnetohydrodynamics,
plasma physics, and gravitational dynamics. The far-reaching effects and these connections to various
aspects of physics make the study of the ISM essential for numerous fields of astronomy. With a broad
set of methods and techniques, it becomes possible to disentangle the various processes, constraints, and
aspects that together shape the ISM.
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1.1.1 Constituents of the ISM

In the Milky Way, about 10–15% of the visible (baryonic) matter resides within the ISM, while the rest
is primarily incorporated within stars and stellar remnants, such as white dwarfs, neutron stars, or black
holes. By far the most common element in the ISM, in terms of mass fraction, is hydrogen (H) with ∼70%,
followed by Helium (He) with 28%. Heavier elements, which astronomers commonly refer to as metals,
only constitute a mere 2% of the overall mass. The ISM itself is composed of various constituents, all of
which contribute to an intricate interplay between each other. Following Draine (2011), we can list the
subsequent components:

1. Interstellar Gas:
The interstellar gas is undoubtedly the major component of the ISM in terms of its influence on
galaxy formation and evolution. It includes ions, electrons, atoms, and molecules that all exist in the
gaseous phase. Empirically speaking, we find that the thermal and chemical state of the gas covers
a wide range of temperatures and densities (see Table 1.1). Generally, the observed densities and
temperatures can be categorized by a set of distinct phases. In the 1950s, after the groundbreaking
detection of H i via the 21cm transition (Ewen and Purcell, 1951), the idea of a multi-phase medium
in thermal equilibrium arose (Spitzer, 1956). A more precise model was put forward by Field et al.
(1969), who suggested that two thermally stable gas phases coexist, namely the so-called hot, neutral
medium (HNM; with 𝑇∼104 K) and cold neutral medium (CNM; with 𝑇 < 300 K). These two phases
are present because, at those two temperatures, the gas will remain in thermal equilibrium. Gas
with temperatures between these two phases becomes thermally unstable and will either cool down
by increasing its density and become part of the CNM, or it will heat up, reducing its density and
becoming part of the WNM.

A few years later, McKee and Ostriker (1977) suggested the presence of another gas phase, the hot
ionized medium (HIM), after studying supernovae. Observations showed that supernovae produced
ionized bubbles that are filled with extremely hot gas, heated by shocks to around 𝑇∼106 K. Due to
its low density, the HIM has a very large filling factor. Approximately half of the MW disk is filled
by HIM, despite it contributing to only a small fraction of the total ISM mass.

Soon after, however, it became evident that these three phases still do not adequately describe the
total variation of the interstellar gas. After observing the dispersion of radio signals from pulsars
(e.g. Reynolds, 1989) and free-free absorption of the Galactic synchrotron background (e.g. Hoyle
and Ellis, 1963), it became apparent that another phase, the Warm Ionized Medium (WIM; Reynolds
1985), is present. Newest estimates postulate that around 90% of the total ionized gas in the ISM is
situated within the WIM (Haffner et al., 2009). Massive type O and B stars are the primary radiation
source that ionizes the gas in the WIM.

Finally, it became clear that the CNM itself can be even further separated into two key sub-components:
the atomic and the molecular CNM. A large fraction of galactic disks consists of cold neutral atomic
hydrogen, Hi (Wolfire et al., 2003). Emission from Hi is crucial to mapping the kinematics of the
atomic gas in the Milky Way (Binney and Merrifield, 1998). However, at the thesis’ heart is the
focus on the other sub-component of the CNM: the molecular gas. The particular interest in this
component arises from the fact that we observe the presence of molecular gas to be tightly linked
to star formation. Since the molecular gas is denser, self-shielding is effective so that molecular
hydrogen in the form of H2 can be abundant.

We note that even further, more detailed subdivisions of individual phases exist in the literature.
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Table 1.1 lists the five most relevant phases. In Section 1.3, the properties of molecular gas clouds,
which host most of the molecular gas, are discussed in further detail.

Table 1.1: Characteristic Phases of Gas in the ISM. Table adopted from Klessen and Glover (2016).

Gas Phase Temperature (K) Density (cm−3) Fractional Ionization
Hot Ionized Medium (HIM) 106 10−2 − 10−3 1

Warm Ionized Medium (WIM) 8000 0.5 1
Warm Neutral Medium (WNM) ∼104 0.5 ∼0.1
Cold Neutral Medium (CNM) ∼100 20 − 50 ∼10−4

Molecular gas 10 − 20 > 102 ≤10−6

2. Interstellar Dust:
Distributed within the interstellar gas are also small, solid particles. Measurements suggest that
these particles range in size from ∼0.02 − 20 `m. The presence of interstellar dust articulates itself,
particularly in the form of reddening of starlight crossing the ISM. Such reddening occurs because the
ultraviolet light is scattered and absorbed more dominantly than the optical and infrared wavelengths
(Rayleigh scattering). Generally, only a small amount of the total ISM mass is locked in dust particles.
Measurements from the local ISM suggest that approximately 1% of the total mass of the ISM resides
in dust particles. Nonetheless, we should not underestimate dust’s influence on ISM processes. Dust
grains play a crucial role since they catalyze the formation of H2 and more complex molecules on
their surfaces which are eventually injected into the ISM. Moreover, by absorbing UV radiation, dust
grains help to shield molecules from photodissociation. Furthermore, interstellar dust can play a
dominant role in the energy budget of the ISM. On the one hand, it acts as an efficient cooling agent
due to emission of infrared emission. On the other hand, it heats the surrounding gas due to the
absorption of ultraviolet starlight. The formation of dust grain takes place in the outer layers of Red
giant stars or planetary nebulae.

3. Electromagnetic Radiation:
Photons permeate the ISM from numerous sources and different origins. In sum, the ensemble of
photons with different energies all together comprise the interstellar radiation field (ISRF). The ISRF
regulates various processes in the ISM, including (i) the chemical state of the gas as high energy
radiation leads to photodissociation of molecules and ionization of atoms, (ii) photoelectric heating
due to energetic electrons that are ejected from dust grains that have absorbed UV radiation (iii)
thermal equilibrium of interstellar dust in case the absorption of ISRF radiation and the thermal
re-emission of this energy balance.

Looking at the ISRF in the solar neighborhood, we can distinguish different components tracing
diverse origins. Figure 1.2 illustrates the key components of the local ISRF. The three most
dominant components are radiation originating from the cosmic microwave background (CMB) in
the microwave regime, thermal emission in the infrared by dust grains, and stellar emission that
dominates the visible and UV wavelength range. In addition, X-ray radiation exists that originates
from hot plasma in the ISM and from galactic synchrotron emission by relativistic electrons. However,
this radiation is less dominant in the solar neighborhood. Locally, the ISRF can vary dramatically.
For instance, in the vicinity of young and hot type O and B stars, the UV radiation will increase, or
the X-ray emission will be significantly enhanced near active galactic nuclei.
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Figure 1.2: The interstellar radiation field (ISRF) in the solar neighborhood. The sketch illustrates the composition
of the ISRF as function of photon energy. Credit: Figure taken from Klessen and Glover (2016)

4. Cosmic Rays:
The ISM is also filled with relativistic charged particles, such as predominantly protons but also
electrons or heavier nuclei. Their kinetic energy ranges from 100 MeV up to more than 1 TeV.
Since these particles are charged, they will be deflected by magnetic field lines across the galaxy.
Consequently, the particles will scatter within the Galactic disk, leading to a relatively uniform
local cosmic ray energy density (except for most highly energetic cosmic rays because they are not
significantly deflected).

In the more dense ISM, where the ISRF becomes too weak, cosmic rays constitute an important
ionization source. Furthermore, they act as an important gas heating source by injecting their kinetic
energy into the electrons that were ejected by the ionization. Hence, they play a crucial role in
affecting the chemistry of the ISM. The rate of cosmic rays drops steeply as a function of their kinetic
energy. Consequently, the majority of the heating and ionization of the gas is due to less energetic
cosmic rays (∼100 MeV).

5. Magnetic Fields:
The ISM is permeated by magnetic fields that arise from electric currents by charged particles.
These fields affect the trajectories of cosmic rays and, in the case of strong magnetic fields, also gas
dynamics of the ISM and the onset of star formation. From observations it is estimated that the
average magnetic field strength in the Milky Way is around 3 `G (Planck Collaboration et al., 2016a).
The intensity varies with the density of the gas and follows a power law 𝐵 ∝ 𝑛𝛼H . Initially, star-forming
theories suggested that magnetic fields in the ISM will actually prevent to certain degrees the collapse
of molecular clouds that would form stars (Shu et al., 1987). More recent studies, however, suggest
magnetic fields are rather not strong enough to stabilize the clouds as a whole (Hennebelle and
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Inutsuka, 2019). But they remain a major agent during the collapse of clouds by removing angular
momentum (Tan et al., 2014; Planck Collaboration et al., 2016b).

6. Gravitation Fields and (hypothetical) Dark Matter Particles:
Gravitational fields that regulate the dynamics, kinematics, and collapse of the ISM constitute another
relevant component for the description of the ISM. Since only 10% of the galaxy’s mass is enclosed
within the ISM, the gravitational potential is mainly dominated by stars, stellar remnants, and dark
matter. But in the dense molecular gas, the gravitational field can, in fact, locally be dominated by
the molecular gas itself, leading to self-gravitating clouds.

The hypothetical dark matter particles do not play any considerable role, apart from their contribution
to the gravitational field. So far, non-gravitational interactions of dark matter particles with the
baryonic matter have not yet been indisputably detected and remain speculative in the context of
ISM studies. Hence, in this thesis, we do not consider the presence of dark matter particles in our
interpretations of the ISM.

1.1.2 Galaxy Evolution and the ISM

The history and development of the ISM are tightly linked to the formation and evolution of the galaxy
itself. The full extent of this co-evolution is captured by the baryonic life cycle. The various stages of
the cycle and the subsequent transitions are illustrated in Figure 1.3. Baryonic matter in the Galaxy is
constantly being transferred from one phase to the other. Diffuse clouds constitute the first step of the cycle.
They are mostly made out of neutral hydrogen. Eventually, these diffuse clouds will contract further and
shape the breeding grounds where star formation occurs. In addition, dust grains are produced in the outer
regions of red giants and eventually fill up the ISM. Ultimately, once the stars have reached their end, their
stellar remnants will again replenish the ISM with heavier elements or with energy and momentum from
shocks or stellar winds.

Diffuse clouds consist mainly of atomic gas but also contain a small fraction of molecules (Snow and
McCall, 2006). At low densities (𝑛 ≤ 104 cm−3), the gas is fully exposed to the galactic ISRF. Consequently,
photodissociation will destroy a significant fraction of the molecules in the medium. While atomic hydrogen
remains mainly neutral, atoms with lower ionization potential than hydrogen, such as atomic carbon (11.3
eV), will be ionized. At higher attenuation of the ISRF (𝐴𝑉∼1), H2 can remain present in substantial
amounts. Other molecules, such as CO, however, are still photodissociated by UV radiation penetrating
deep enough into the cloud layer. The dust grains also play a crucial role in the enrichment of molecular H2.
Molecular hydrogen can only be formed in high-density gas through 3-body reactions on the surface of dust
grains. Furthermore, dust grains are needed for the absorption of the excess energy of the reaction. Because
H2 has a symmetric dipole moment, this excess in energy cannot radiate away efficiently, leaving the
synthesized molecule otherwise in the excited state, H∗

2 (Wakelam et al., 2017). At even higher attenuations
(𝐴𝑉 > 1), atomic carbon or molecular CO can be present in substantial amounts (this phase is often referred
to as the translucent cloud phase; van Dishoeck and Black 1989).

At higher densities (𝑛 ≥ 104 cm−3), the core of the cloud will be completely shielded against the ISRF.
In these regions, carbon and oxygen will be captured in the form of CO in significant amounts, making
this molecule the second most abundant after H2 (abundance fraction of [CO/H2] ≈ 10−4). These dense
molecular clouds are of particular interest due to their ability to form stars by gravitational collapse.
Furthermore, they host rich chemistry, with only cosmic rays penetrating deep enough to dissociate the
molecules.
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Figure 1.3: The ISM Baryonic Life-Cycle. This sketch illustrates the main evolutionary steps of the cycle. Diffuse
clouds will eventually condense and form dense molecular clouds and ultimately prestellar cores, where star formation
occurs. After stars have formed, the resulting stellar remnant will depend on the initial mass of the stars. Supernovae
happen as the result of a core-collapse of massive stars, while the red giant phase is also reached by less massive
stars. These stellar remnants affect the cold neutral medium in terms of energy input, replenishing heavier elements
and enrichment of dust. In turn, dust acts as a major catalyst for the formation of H2 in the ISM. This illustration is
inspired by a figure shown in Demyk (2011).

Finally, the baryon cycle finishes with star formation and their respective end products. Regarding
star formation, we differentiate between high-mass and low-mass star formation. A difference lies in the
stellar remnant after the death of the stars. High-mass star formation will produce bright O and B stars
that photodissociate their surrounding gas and form the WIM. In fact, they will destroy their molecular
environment before they fully form due to their hard radiation field (i.e., radiation with a large fraction of
photons with 𝐸a > 13.6 eV). Finally, a supernova will replenish the ISM with heavier elements produced
either inside the star due to nuclear fusion or in processes during the core collapse of the star. Furthermore,
the resulting shocks of the supernova will dissipate energy in the surrounding, heating the gas. Less massive
stars will form into red giants before turning into white dwarfs. The red giant phase is relevant for the
formation of dust grains as heavier elements freeze out in their stellar winds.

This completes the full baryonic cycle in the galaxy. Star formation is closely linked to the reservoir of
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molecular gas, which in turn is affected by feedback mechanisms of the stellar remnants. Hence, the galaxy
evolution of stellar populations is tightly intertwined with the ISM evolution itself.

1.2 Observing the ISM in mm Wavelengths
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Figure 1.4: Rotational level diagram of H2
The levels are separated between the para and
ortho H2. Level energy values taken from
Goldsmith et al. (2010).

Because of the multi-phase and multi-component nature of
the ISM, various strategies have to be devised to obtain in-
formation about the underlying processes and interactions.
Multi-wavelength observations are necessary to assess all as-
pects of the ISM. In this thesis, the focus lies on the molecular
gas component. Because the gas in the dense molecular gas
phase is relatively cold (∼10 K), radio and mm-wavelengths
from rotational transitions of different molecules constitute a
major pathway to studying the medium. Chapter 2 will give
more details about the particular ways to obtain information
about astronomical systems in general with telescopes and
detectors.

1.2.1 Challenges Observing H2 Directly

When studying the state of the molecular gas, we are generally
interested in grasping the distribution of the molecular hydro-
gen H2, since it constitutes the most abundant molecule. But as
a significant impediment for ISM astronomers, H2 is extremely
difficult to observe directly. This is not the case for atomic
hydrogen. The hyperfine transition due to a spin-flip of the
electron from parallel to anti-parallel to the proton emits radio
waves at 21cm (∼1.4 GHz). Because the transition energy is
extremely small, the state is even excited in the coldest parts
of the ISM. Hence this emission is very easy to observe in
the Milky way and across extragalactic sources. It was one of
the first transitions that was postulated to be observable in the
radio regime (van de Hulst, 1945). The first actual detection
dates back to the early 1950s (Ewen and Purcell, 1951). Since
then, the 21cm Hi line has become a workhorse tracer of the
cold atomic medium.

However, in colder and denser molecular clouds, most hydrogen is captured in H2, making the Hi
21cm line an unreliable tracer. In fact, within spiral galaxies, a significant fraction of the non-stellar
baryonic mass resides within H2, where it acts as an important coolant of warmer diffuse gas, cooling it
down to temperatures of around 100 K (Williams, 1999). What makes H2 so difficult to observe under
normal molecular cloud conditions? Because H2 is a symmetric molecule, it is classified as a so-called
homo-nuclear diatomic molecule. For molecules, we can distinguish between three types of excitation:

1. electronic, when one or more electrons of the molecule get excited;

2. vibrational, when the vibrational state of the two nuclei gets excited;
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3. rotational, when the state of the two nuclei’s rotation around the center of mass gets excited.

Under general dense molecular cloud conditions, the characteristic temperature is around 10 − 20 K. This
is not high enough to excite electronic and vibrational transitions and just barely rotational transitions.
Rotational transitions occur when the angular momentum due to motion around the center of mass of the
molecule changes. For a diatomic molecule, the corresponding energy difference is given by:

Δ𝐸𝐽 =
ℏ

2

2`𝑅2
0
𝐽 × (𝐽 + 1), (1.1)

with the reduced Planck constant ℏ, the equilibrium separation distance 𝑅0, the reduced mass of the system
`, and the rotational quantum number 𝐽. The rotational levels of H2 for different quantum number 𝐽s
are shown in Figure 1.4. For a homo-nuclear molecule, like H2, transitions with Δ𝐽 = 1 are forbidden
since no process turns a hydrogen molecule in an even 𝐽 state into an odd 𝐽 state. Consequently, the
lowest energetic transition possible is given by the 𝐽 = 2 → 0 transition, with an upper level energy of
𝐸/𝑘B ≈ 510 K. However, in molecular clouds with 𝑇 ≈ 10 K, only a negligible fraction of H2 will be in the
excited state. It is only feasible at a temperature of 𝑇 ≥ 100 K to observe H2 in rotational emission. In rare
specific galactic environments, such high-temperature conditions are feasible. But studies observing H2
rotational lines from such regions generally only capture about 1%–30% of the total molecular gas (Roussel
et al., 2007). Vibrational transitions of H2 are similarly challenging to observe. The lowest vibrational
transition, 𝑣 = 1 → 0, lies at _ = 2.2 `m, with an upper energy level at 𝐸/𝑘B = 6 471 K. This transition is
valuable for studying the molecular gas in shocked regions, such as in outflows of young stellar objects or
photodissociation regions (Shull and Beckwith, 1982). Nonetheless, this transition captures again only a
fraction of the total H2 amount. Similarly, electronic transitions of H2, which lie typically in the far-UV
regime, are generally limited to the emission from the diffuse ISM. There, the stellar UV background is less
attenuated by dust, generating the conditions necessary for electronic excitation (first detections of H2 from
such regions made by Carruthers, 1971).

Given these limitations, it is impossible for all practical purposes to detect H2 directly and reliably under
the characteristic cold molecular ISM conditions. To facilitate the observation of the distribution of H2,
astronomers rely on detection by using a proxy, such as dust or molecular line emission by other molecular
species.

1.2.2 CO as Indirect Bulk Molecular Gas Tracer

Luckily, the medium consists not purely of H2 due to enrichment by heavier elements produced in massive
stars and supernovae. In the cold and dense molecular ISM, the C and O atoms predominantly combine to
form CO, making it the second most abundant molecule (relative abundance of [CO/H2] ≈ 10−4). The CO
molecule has a weak permanent dipole moment and low excitation energy of around 𝐸/𝑘B ≈ 5 K. Hence,
the rotational ground transition 𝐽 = 1 → 0 is easily excited and thermalized under characteristic dense and
cold molecular ISM conditions. An additional advantage is that the lowest transition with a frequency of
∼115 GHz (2.6 cm) is within an atmospheric window, meaning that the transition is observable from the
ground (see discussion in Section 2.1). Since it is more easily observable than H2, CO has become one
of the most commonly used tracers of the bulk molecular gas distribution within the Milky Way and in
extragalactic sources.

CO was the first interstellar molecule whose rotational 𝐽 = 1 → 0 ground transition was observed at
_ = 2.6 mm in the nearby Orion Nebula (Wilson et al., 1970). In the subsequent years, molecular clouds
throughout the Milky Way were surveyed in more detail using their 2.6 mm CO emission (e.g., Solomon
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et al., 1972; Wilson et al., 1974; Burton et al., 1975; Scoville and Solomon, 1975). These first studies
found that the distribution of molecular CO resembles more closely that of compact Hii regions and not
that of the more widespread atomic hydrogen gas. At the same time, studies targeting nearby and bright
extragalactic sources also found a widespread presence of CO molecular gas (e.g., Rickard et al., 1975;
Solomon and de Zafra, 1975). Using CO emission, attempts were made to estimate the total molecular
gas mass in extragalactic systems (Young and Scoville, 1982). At first, extragalactic observations were
hampered by low angular resolution compared to Milky Way studies. However, with advances in instrument
and telescope design, the first resolved detections of molecular gas were achieved using interferometers
(e.g., Vogel et al., 1987; Wilson et al., 1988).

1.2.3 Remaining Challenges of Molecular ISM Observations

The low-𝐽 CO rotational transitions have become a workhorse tracer of the bulk molecular mass in the
Milky Way and extragalactic sources. However, there still remain challenges when relying on CO to
properly assess and trace the molecular ISM under certain specific conditions. The two most notable
challenges are that (a) the emission of CO is optically thick, and that (b) the presence of large amounts of
so-called CO-dark gas will hamper its use to estimate the bulk molecular mass distribution.

1. Optical Depth:
The emission from the CO 𝐽 = 1 →0 transition line is optically thick1 (e.g., Shetty et al., 2011). This
poses a major challenge for the use of CO to estimate the underlying H2 column density. Due to
optical depth effects, we generally expect the quantitative relation between CO luminosity and H2
amount to break (e.g. Seifried et al., 2020; Bisbas et al., 2021). To take the analogy from Kennicutt
and Evans (2012), using CO as the molecular gas tracer is akin to using the presence of a brick
wall to estimate the depth of the building behind it. In particular, the brightness temperature we
observe from the CO transition is related to the surface layer where the optical depth is 𝜏CO ≤ 1. As a
consequence, the peak CO emission does not necessarily overlap with regions where the H2 column
density is highest (Shetty et al., 2011). Furthermore, the observed CO line width will correspond to
velocity dispersion dominating the outer surface layers of the molecular cloud. This makes it difficult
to assess the underlying velocity dispersion of the full molecular clouds that are not virialized.

2. CO-dark gas:
Recent studies using 𝛾-ray flux originating from interactions of cosmic rays with molecules (e.g.,
Strong and Mattox, 1996; Grenier et al., 2005) as well as dust emission and absorption measurements
(e.g., Reach et al., 1994; Reach et al., 1998; Planck Collaboration et al., 2011a) suggest that additional
gas is present that cannot be accurately accounted for by Hi and CO emission alone. It is generally
suggested that the so-called dark gas stems from molecular gas lacking bright enough CO emission.
This is further supported by detections of interstellar molecules, such as OH and CH, toward the
line of sights that do not show any CO emission (e.g., Wannier et al., 1993; Magnani and Onello,
1995; Allen et al., 2015). The presence of molecular gas without corresponding CO emission is
also expected because H2 can exist in layers of a molecular cloud further out than the CO region.
The explanation is that the CO has a smaller self-shielding threshold than H2 and will consequently
be photodissociated faster. The layer between the outer H2 cloud and the inner gas region will
mark the CO-dark molecular gas in such clouds. So atomic Hi and CO emission measurements are
not enough to account for all the hydrogen gas in the ISM. Using the lack of CO emission at face

1 A more detailed discussion about the optical depth, 𝜏 will be given in Section 1.6
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value for the non-presence of molecular gas, it has been found that generally 12% up to 100% of
the actual molecular gas present will be missing when relying solely on CO as a tracer (Liszt and
Pety, 2012). Metallicity is expected to play a key role. Past studies of galactic systems with lower
metallicities, such as the Large Magellanic Cloud (e.g Hughes et al., 2010) or low-metallicity galaxies
(e.g. Galametz et al., 2009; Cormier et al., 2014) showed disproportionate lower CO emission
than expected from scaling relations such as the Kennicut-Schmidt relation (see Subsection 1.5.1).
Commonly used alternative tracers of molecular gas include emission from neutral ([Ci] emission
from C) or ionized ([Cii] emission from C+) carbon. However, these tracers also come with their
own unique challenges. For instance, both [Ci] and [Cii] are expected to trace not just molecular,but
also atomic gas to various degrees (e.g., Franeck et al., 2018; Li et al., 2018; Vizgan et al., 2022).

1.3 Properties of Molecular Clouds

The molecular gas is predominantly located within cold (𝑇 ∼ 10−20 K) and dense (𝑛 > 103 cm−3) so-called
giant molecular clouds (GMC; Sanders et al. 1985). Broadly, we can define GMCs just as over-densities in
the molecular gas. They do not necessarily have to be gravitationally bound (Chevance et al., 2020). In
terms of total mass, they contain approximately the same fraction as confined within the atomic gas phase
in galaxies (Young and Scoville, 1991). Molecular clouds show an intricate and complex morphology and
substructure, which is revealed by high-resolution observations of clouds in the Milky Way (e.g., Pety et al.,
2017; Rosen et al., 2020; Stanke et al., 2022). Figure 1.5 shows a qualitative illustration of a molecular
cloud and its key substructure components.

Molecular Cloud
nH2 ≈ 50 − 500 cm−3

D ≈ 10pc

Cloud Clump
nH2 ≈ 103 − 104 cm−3
D ≈ 1pc

Cloud Core
nH2 ≥ 104 cm−3
D ≈ 0.1pc

Star (Cluster)
D ≈ 10 − 200 AU

Figure 1.5: Structure of a Giant Molecular Cloud (GMC). The illustration sketches the sub-components of GMCs.
The labels indicate the average densities and sizes components. This sketch builds on a Figure from Pokhrel et al.
(2018).
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CO emission reveals well the overall extent of the bulk molecular cloud. GMCs have a characteristic
size of tens of parsec and incorporate, on average, a mass of 104 − 106

𝑀⊙ (Murray, 2011). Across such a
molecular cloud, the density is not distributed homogeneously. Locally, denser substructures will form in a
hierarchical manner. Regions of enhanced density are referred to as molecular, star-forming clumps. They
are smaller (size of ∼1 pc) and denser by a factor of 10−100 than the rest of the cloud. But they actually hold
most of the mass of the overall cloud (Blitz, 1987; Bertoldi and McKee, 1992). The further fragmentation
of these clumps into (pre-stellar) cores (e.g. André et al., 2014) constitutes another fundamental step in the
evolutionary process of star formation (e.g., André et al., 2010). Such cores have an average size of 0.1 pc
and can host the formation of single stars or stellar clusters. Since they are typically more gravitationally
bound, they tend to be more spherical than the overall molecular cloud or the clumps. Toward the denser
regions of the cloud, the gas properties will change. For example, while the overall GMC is supersonically
turbulent (due to the influence of hierarchical gravitational collapse and feedback-driven outflow; Chevance
et al. 2020), measurements of the gas velocity dispersion in the cores indicate more subsonic gas (Lada
et al., 2008; André et al., 2014). In contrast, high-mass star-forming regions show dominant non-thermal
gas motion and accompany large, pc-scale gas flows toward these star-forming cores (e.g, Wyrowski et al.,
2016; Sokolov et al., 2018). Such turbulent gas dynamics are a crucial element of models that predict large
accretion rates to support high stellar-mass formation (McKee and Tan, 2003).

The boundary of molecular clouds is commonly defined using a certain CO emission threshold.
Alternatively, a certain level of extinction of the galactic ISRF or from light emitted by background stars
can also be used to delimit the boundary of molecular clouds (Kennicutt and Evans, 2012). The so-called
photon-dissociation regions (PDRs, Tielens et al. 1993; Hollenbach and Tielens 1999) are an important part
of the boundary layer of molecular clouds. A PDR is a stratified layer surrounding GMCs and results from
far-UV photons from the ISRF or nearby hot stars that photodissociate the molecules up to a certain layer
into the cloud. Figure 1.6 shows a cross-section into a GMC. Inside the cloud, at high attenuation (𝐴𝑉 ),
the CO is well enough shielded and abundantly present. However, CO will be photodissociated at lower
attenuation, leading to layers where H2 is still the dominant species, without any significant CO emission.
This region is referred to as CO-dark gas (Meyerdierks and Heithausen, 1996; Grenier et al., 2005, see also
Subsection 1.2.3). Here, carbon will almost exclusively be present in atomic form. At the exposed, most
outer layer, also H2 will photodissociate, marking the transition to the atomic interstellar gas phase.

1.3.1 CO Isotopologues

Different isotopes of the heavier elements populate the ISM. In particular, the C, N, and O elements and
their isotopes are of interest when investigating the chemical evolution of galaxies. The star formation
history, the evolution of the individual stars, and the enrichment of gas by stellar remnants all affect the
spatial distribution and relative abundance of the various isotopes. We find molecules with different
isotopic compositions, so-called isotopologues, in the molecular ISM. For example, carbon monoxide
is most abundantly found as a composite of 12C16O (which is generally just abbreviated as “CO”). The
second most abundant CO isotopologue in regular nearby galaxies is 13C16O (abbreviated as 13CO) and
then 12C18O (abbreviated as C18O). Observing these isotopologues makes it possible to measure the C and
O isotope abundances. Studies investigating such isotope abundances and their ratios have been extensively
carried out in clouds within the Milky Way (e.g. Langer and Penzias, 1990; Wilson and Matteucci, 1992;
Henkel et al., 1994; Wilson and Rood, 1994; Milam et al., 2005). With recent advances in telescope and
instrumentation design, it has become possible to obtain spatially resolved observations of CO isotopologue
emission in extragalactic systems as well (e.g., Martin et al., 2010; Henkel et al., 2014; Jiménez-Donaire
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Figure 1.6: Abundance and Emission at the GMC Boundary. The two panels show the abundance fraction and
emission of certain molecules as a function of optical depth into the cloud. The model to calculate the abundances/line
intensities uses a constant H density 𝑛H = 3× 103 cm−3 a radiation field which is 30 times the radiation field described
in Draine (1978), and a cosmic-ray ionization rate of 2 × 10−16s−1 per hydrogen nucleon. Credit: Abundance and
intensity profiles adopted from Bolatto et al. (2013).

et al., 2017a; Jiménez-Donaire et al., 2017b; Teng et al., 2022). In summary, CO isotopologue observations
are commonly used to probe one of the following aspects of the molecular ISM (White, 1997):

• Molecular Abundances – Chemical Evolution and Star Formation History
Under certain physical and chemical conditions of the gas, the C, N, and O isotopes or the CO
isotopologue species will be formed or destroyed. By investigating the abundance variations of the
different CO species, we can make conclusions, for example, about the star formation processes and
the stellar evolution, both of which affect the isotopic abundances directly.

For instance, the 12C, 13C, and 18O isotopes can be used to distinguish between primary and secondary
processing of the elements in stars. The 12C atom is directly produced via the triple-𝛼 process
(Salpeter, 1952) in massive stars (Timmes et al., 1995). Similarly, the 18O isotope is also primarily
produced by massive stars (Sage et al., 1991; Meyer et al., 2008). In contrast, the 13C and 17O
isotopes are a byproduct of the so-called CNO cycle and are both converted into 14N (Weizsäcker,
1937; Weizsäcker, 1938). As a consequence, massive stars do not significantly enrich the ISM with
13C and 17O isotopes (Prantzos et al., 1996). But low and intermediate-mass stars do, in fact, enrich
the ISM with these particular isotopes, since during their red giant phase, 13C and 17O will be pulled
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to the star’s surface from the core by convection. Stellar winds then eject these species into the ISM
(Wilson and Matteucci, 1992). Since these isotopes will be locked in molecules, CO isotopologue
studies have been used to attempt to study the stellar populations and compare high to low-mass
star-forming sites based on the 13C/12C and 17O/18O isotope ratios (e.g. Henkel and Mauersberger,
1993; Zhang et al., 2018; Brown and Wilson, 2019). We refer to abundance variations due to the
stellar processing of the C and O isotopes as selective nucleosynthesis (Casoli et al., 1992).

Besides abundance variations of the isotopes, the isotopologue molecules themselves can also
undergo changes in their relative amounts. For instance, there exist chemical processes that convert
the 12CO into the 13CO isotopologue via an exothermic reaction (so called chemical fractionation;
Watson et al., 1976; Keene et al., 1998):

13C+ + 12CO → 12C+ + 13CO + Δ𝐸. (1.2)

This process occurs predominantly in cold regions (𝑇 ≤ 20 K), since higher temperatures would lead
to more rapid ion exchange, negating the effects of this reaction. Theoretical models predict that this
process can enhance the 13CO abundance by a factor of 2 − 3 relative to 12CO in molecular clouds
under the right conditions (Szűcs et al., 2014).

Finally, the ISRF can also have a non-negligible effect on the relative isotopologue abundances.
Hard UV radiation will photodissociate the CO molecules. Because 12CO is relatively abundant
in the molecular gas, self-shielding is more relevant. The other CO isotopologues, however, are
less abundant, so they are less well self-shielded up to much deeper depth into the cloud (Bally
and Langer, 1982). The relevance of the so-called selective photodissociation has lately, however,
been put into question. Szűcs et al. (2014) simulated molecular clouds. Their models suggest no
significant variation of the isotopologue ratios due to selective photodissociation.

So by investigating relative CO isotopologue abundance variations, we open a window to the chemical
enrichment and evolution of the ISM in galaxies. For instance, due to selective nucleosynthesis,
different stellar populations can be traced. Such observations are commonly used to assess the stellar
evolution history of galaxies and investigate the universality of the initial mass function of stars
(Brown and Wilson, 2019) across nearby galaxies.

• Molecular Cloud Mass:
A fundamental understanding of the star formation processes requires assessing the distribution of
molecular gas since it constitutes the main reservoir out of which stars are formed. However, properly
evaluating the total column of H2 is challenging (see Subsection 1.2.1 and Section 1.4). Because CO
isotopologues, such as 13CO and C18O, are less abundant, they remain optically thin across nearby
galaxy (Tan et al., 2011). Hence, they are a good tracer of the total CO isotopologue species column
density. If the abundance ratio of H2 to the specific isotopologue is known, we can estimate the
total molecular gas mass of an individual or an ensemble of clouds (see, e.g., Cormier et al., 2018).
Further details regarding this technique are given in Subsection 1.4.2.

• ISM Thermodynamics – Changes in the Physical Conditions
If the conditions of the gas, such as the temperature, density, or opacity, vary, they will impact the
emissivity of the CO transitions (e.g., Pineda et al., 2008; Wong et al., 2008; Davis, 2014). We
expect these conditions to vary across and between different galaxies. For example, the center of
certain spiral galaxies shows more turbulent gas, pushing down the CO-emitting gas’s opacity. This
will affect more dramatically the optically thick 12CO emission (Sandstrom et al., 2013; Krieger
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et al., 2017; Mangum et al., 2019). So by studying CO isotopologue emission ratios of lines with
different optical depths, we can obtain insight into changes in the underlying physical conditions
of the gas. In addition, the different CO isotopologues likely trace separate structures or phases of
the gas. While 12CO traces well the overall bulk molecular gas, 13CO will be more confined to the
denser and colder molecular gas, where the conditions permit efficient emission of the line (Cormier
et al., 2018). In addition, different 𝐽 transitions of the various isotopologues will trace the changes in
the excitation conditions (such as temperature and density).

So, in summary, the CO isotopologues and their different rotational 𝐽 transitions provide an excellent
tool to trace various aspects of the physical and chemical conditions of the molecular ISM in galaxies. A
challenge remains to disentangle the numerous processes that act in parallel and change the observed CO
emission or their ratios.

1.4 The CO-to-H2 Conversion Factor

CO line emission surveys of the Milky Way and beyond demonstrate their use to trace the distribution
and physical conditions of the molecular gas. A conversion factor is needed to relate the observed CO
integrated intensity,𝑊CO, to the bulk molecular gas mass. The so-called CO-to-H2 conversion factor is
either defined via the H2 column density, 𝑁H2

(referring to the conversion factor as 𝑋CO):

𝑁H2

cm−2 = 𝑋CO ×
𝑊CO

K km s−1 , (1.3)

or the molecular gas mass surface density Σmol (referring to the conversion factor as 𝛼CO)2:

Σmol

M⊙ pc−2 = 𝛼CO ×
𝑊CO

K km s−1 . (1.4)

Benchmarking studies of molecular gas in the solar neighborhood found an average conversion factor at
𝑋CO = 2×1020 cm−2 (K km s−1)−1 (Solomon et al., 1987; Strong and Mattox, 1996). This value translates,
after also accounting for contribution of helium, to 𝛼CO = 4.4 M⊙ pc−2 (K km s−1)−1. Recent studies find
similar values across nearby spiral galaxies (Sandstrom et al., 2013). Properly calibrating these conversion
factors remains challenging since the bulk molecular gas mass must be determined independently of the
CO line intensity. The following section provides an overview of the techniques used to estimate the bulk
H2 mass. A more detailed description of the various methods is given by Bolatto et al. (2013).

2 Throughout this thesis, we will interchangeably refer to the conversion factor as 𝛼CO, or 𝑋CO. They are directly related to each
other via the following formula:

𝛼CO

𝑀⊙ pc−2 (K km s−1)−1 = 2.18 ×
𝑋CO

1020cm−2 (K km s−1)−1
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1.4.1 Theoretical and Empirical Considerations

Under a set of assumptions on the emitting gas, we can make first-order estimates to relate the emitted CO
emission to the underlying mass of the cloud. Following Bolatto et al. (2013), we can list the subsequent
assumptions:

(i) The molecular cloud is virialized. This means that the potential energy is equal to twice the internal
kinetic energy. For such a cloud, its (virial) mass, 𝑀vir, can be estimated following Solomon et al.
(1987):

𝑀vir =
3(5 − 2𝑘)
𝐺 (3 − 𝑘) 𝑅 × 𝜎2

, (1.5)

with the projected radius 𝑅 (in parsec), the 1D velocity dispersion along the line of sight 𝜎 (in km s−1),
the gravitational constant 𝐺 and the power-law index for a spherical volume density distribution of
the cloud mass, 𝜌(𝑟) ∝ 𝑟−𝑘 . Generally, for a first-order approximation, 𝑘 = 1 is used.

(ii) The mass of the molecular cloud is dominated by H2. In this case, following the first assumption, the
Virial mass, 𝑀vir, is a good approximation of the total molecular gas mass.

(iii) The cloud follows a size-velocity dispersion relation. A relation between the molecular cloud’s line
width (which is linked to the velocity dispersion 𝜎) and size has been empirically established in past
studies (Larson, 1981; Heyer et al., 2009):

𝜎 = 𝐶 ×
√
𝑅. (1.6)

The coefficient has been calibrated to 𝐶 ≈ 0.7 km s−1 pc−0.5 (Solomon et al., 1987; Roman-Duval
et al., 2010). This relation likely holds under normal molecular gas conditions and is derived
from equilibrium supersonic turbulence conditions occurring within a highly compressible medium
(McKee and Ostriker, 2007). The general application is further supported by observations in
extragalactic sources, where a similar size-line width relation has been established (e.g., Rubio et al.,
1993; Bolatto et al., 2008).

(iv) The condition of the molecular cloud have approximately a constant temperature.

For a molecular cloud, the emitted CO luminosity will be related to its projected area onto the plane of
the sky (𝜋𝑅2) and the integrated intensity (𝑇B

√
2𝜋𝜎, assuming a Gaussian profile; for further details about

surface temperature 𝑇𝐵, see Section 2.1):

𝐿CO =

√︁
2𝜋3

𝑇B × 𝜎 × 𝑅2 (1.7)

Combining Equation 1.5, Equation 1.6, and Equation 1.7, solving for 𝑀vir by substituting 𝜎 and 𝑅, and
assuming 𝑘 = 1 yields:

𝑀vir ≈ 𝑀mol ∝
(
𝐶

1.5 𝐿CO
𝑇B

)4/5
(1.8)

For molecular clouds that follow our assumptions, we can relate the mean mass surface density to 𝐶 via
Σmol = 𝑀mol/(𝜋𝑅

2) ∝ 𝐶2 (Bolatto et al., 2013). So in conclusion, we can derive the following relation for
the CO-to-H2 conversion factor:
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𝛼CO ≡
𝑀mol
𝐿CO

∝ 𝐿
−0.2
CO × 𝑇−0.8

B × Σ
0.6
mol (1.9)

From this simple theoretical derivation alone, we see that the conversion factor is expected to vary as a
function of the local ISM environment. Indeed, previous theoretical and empirical studies confirm and
support that the CO-to-H2 conversion factor depends on the particular molecular cloud properties, including
temperature, density, gas turbulence, and metallicity (e.g. Wolfire et al., 2010; Shetty et al., 2011; Gong
et al., 2020). As a consequence, 𝑋CO will vary within and across different types of galaxies. For example,
looking at Equation 1.9, observations have showed that Σmol varies within the Galactic center (Oka et al.,
2001) or within more extreme environments in starburst galaxies (Rosolowsky and Blitz, 2005). This
agrees well with the fact that also a larger variation of 𝑋CO has been found in these environments (e.g.,
Papadopoulos et al., 2012; Sandstrom et al., 2013).

There are three distinct galaxy environments where large deviations from the canonical Milky Way 𝑋CO
conversion factor have been previously found:

• Galactic Centers:
Studying a larger sample of nearby spiral galaxies, Sandstrom et al. (2013) found a clear depression
of 𝑋CO toward certain galaxy centers. The conversion factor is 5–10 times lower than the disk’s
average value. A number of physical drivers could be responsible for lower 𝑋CO values including (i)
more turbulent, (ii) hotter, or (iii) more diffuse gas (e.g., Oka et al., 1998; Liszt et al., 2010). The
CO emissivity will increase for a fixed molecular gas mass in these scenarios. Furthermore, more
emission could stem from a more optically thin diffuse phase, which increases the overall observed
CO brightness.

• Starburst and (Ultra) Luminous Infrared Galaxies:
Starburst and (ultra) luminous infrared galaxies (ULIRGs) show significantly lower 𝑋CO values than
regular spiral galaxies (Downes and Solomon, 1998; Papadopoulos et al., 2012). In these systems,
the assumption that the velocity dispersion accurately reflects the underlying mass of the cloud due
to self-gravity is no longer accurate. So an increase of the line width in excess of self-gravity can
explain the observed lower 𝑋CO values. Other processes, such as the feedback from star formation or
merging of systems, will enhance the gas temperature and also increase the velocity dispersion of the
gas (Narayanan et al., 2011).

• Low Metallicity Systems:
High 𝑋CO values are found in dwarf systems (Schruba et al., 2012). These systems show very low
metallicities (𝑍 < 0.5𝑍⊙). Due to a lower presence of heavier elements, the dust-to-gas ratio will
decrease. Due to lower dust attenuation, CO will be shielded less well. The decreased CO abundance
will also make self-shielding less effective. In contrast to CO, molecular hydrogen is less affected due
to more effective self-shielding. The actual region inside the molecular cloud where CO is found will
shrink toward the center. Hence the CO emission will decrease. Because still significant amounts of
H2 are present, but the CO gas becomes fainter, 𝑋CO has to increase to compensate for this effect.

1.4.2 Calibration Techniques for the CO-to-H2 Factor

Different techniques exist to independently measure the molecular gas mass in order to calibrate the precise
value of the 𝑋CO. The following paragraphs provide a broad overview of different approaches and discuss
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their individual strengths and potential limitations.

1. Virial Technique:
Assuming that the molecular clouds are virialized, their mass can be determined from the gas velocity
dispersion. Assuming the CO is well mixed with the H2, its line width can be used to estimate the
gas velocity dispersion. Empirical studies have established a relation between the CO luminosity
𝐿CO and the Virial mass, 𝑀Vir. Studying GMCs in the Milky Way Solomon et al. (1987) find a tight
relation of 𝑀vir = 37.9× 𝐿0.82

CO . This is close to the theoretical dependence on 𝐿CO (see Equation 1.9).
The Virial method has, however, two major limitations. First, it requires resolved GMC observations
to obtain their individual properties. In particular, in extragalactic studies, this is very challenging
since several GMCs get convolved within our beam due to the limited resolution. Secondly, using CO
to trace the Virial mass requires that it accurately samples the full cloud. In low-metallicity regions,
CO might not be abundant enough and only be present toward the center of the cloud. Consequently,
its velocity dispersion does not accurately sample the full extent of the GMC.

2. Column Density Estimation with Dust Emission:
Reprocessed dust emission in the far-infrared is another commonly used tracer of the molecular gas
distribution in the ISM (e.g., Dame et al., 2001; Sandstrom et al., 2013). Since this technique is
independent of the CO emission, it is less sensitive to the fundamental assumption that CO traces the
full molecular gas extent. Using the so-called dust-to-gas ratio (DGR), one can convert the observed
dust mass surface density (Σdust) to a total gas mass surface density (Σgas):

Σdust
DGR

= Σgas ≡ ΣHi + Σmol (1.10)

So by including also 21cm Hi observations, it is possible to obtain molecular gas mass estimates
since we can disentangle the two components of Σgas. But this technique requires a robust constraint
on the DGR, since this parameter can depend on the ISM’s specific atomic or molecular phase.
Observations of dust emission in the Galactic plane using the Planck telescope find, however, no
clear radial dependence or variation of DGR (Planck Collaboration et al., 2011b).

In fact, since the total gas mass is traced by dust with little bias, dust-based measurements constitute
likely the most direct way to estimate the CO-to-H2 conversion factors. The only limitations of this
method remain the potential existence of a gas phase not well traced by dust emission or significant
variations in the DGR with specific environments. Studies have shown that the DGR is correlated
with metallicity (Draine et al., 2007; Muñoz-Mateos et al., 2009a; Chiang et al., 2021), giving us
another lever to constrain this parameter and hence obtain more robust conversion factor estimates.

3. Gamma-Ray Observations:
Collisions of energetic cosmic rays with interstellar nucleons are a relevant process in the ISM that
gives rise to 𝛾-radiation. By measuring the strength of the resulting 𝛾-radiation, we can deduce the
amount of nucleons present. This makes it possible to assess the amount of molecular gas (Lebrun
et al., 1983; Strong and Mattox, 1996; Abdo et al., 2010). However, this technique is challenging
and has only been successfully performed in Galactic clouds or the Magellanic Clouds since the
resolution of𝛾-ray observations are coarse and sensitive measurements are required. Hence, this
technique is not used in extragalactic studies so far. Furthermore, recent observations suggest that
better knowledge of the underlying cosmic ray distribution is required to adequately evaluate the
𝛾-ray emission. For instance, Murphy et al. (2012) find that the 𝛾-ray emission does not peak where

18



Chapter 1 Introduction

most gas is expected to be distributed. In this case, cosmic-ray injection by other sources might
seriously hamper the robustness of this technique.

4. Column Density Estimation with Optically Thin Emission Lines:
Optically thin molecular lines are commonly used as tracer of the total H2 column as well (Israel,
2009a; Israel, 2009b; Cormier et al., 2018). In particular, emission from the CO isotopologue 13CO
is favorable since it is relatively bright and remains optically thin across the galaxy (except for the
high-density cores of GMCs; McKee and Ostriker 2007). The column density is then related to the
integrated intensity of the line, 𝐼 (13CO), following (Jiménez-Donaire et al., 2017b):

𝑁 (13CO) = 3 × 1014

1 − exp (−5.29/𝑇exp)
𝜏13

1 − exp (−𝜏13)
𝐼 (13CO) (1.11)

The optical depth correction term, 𝜏13/(1− exp (−𝜏13)) will be approximately equal to 1 for optically
thin emission (i.e. 𝜏13 ≪ 1), making the column density directly linear to the integrated intensity
(for a constant excitation temperature 𝑇exc). The 13CO conversion factor can be converted to a
corresponding H2 column density by applying canonical CO isotopic ratios. In principle, this
technique does also work identically for other CO isotopologues, such as C18O. However, their
emission is generally fainter in the ISM than 13CO (due to lower abundances of these isotopologue
species), thus requiring higher sensitivity observations to reach similar S/N.

As a limitation, however, past studies find that 13CO-based molecular mass estimates seem to
systematically underestimate total H2 column densities by a factor of 2-3 (Meier et al., 2008; Cormier
et al., 2018). Several suggestions have been put forward to explain this discrepancy. For instance,
optically thick 13CO could be mixed within the observed line of sight. Such 13CO emission at a
higher optical depth has been observed in the Milky Way on small scales (e.g. Jakob et al., 2007).
An alternative explanation is the fact that 12CO and 13CO likely do not trace gas under the same
conditions. Since 12CO is optically thick, the critical density of the line will be reduced due to line
trapping. Hence 12CO will also trace the low-density gas, as opposed to 13CO emission, which is
weaker because it is sub-thermally excited and traces the more dense gas (Goldsmith et al., 2008;
Leroy et al., 2017). Hence, 13CO could underestimate the total molecular mass.

1.5 Empirical Star Formation Scaling Relations

When studying star formation, we are not just interested in the origin of stars and planetary systems, but we
also attempt to understand its connection to galaxy formation and evolution. Understanding the various
processes that regulate star formation is currently an active field of research in astronomy. It remains
challenging to reconcile the numerous processes that act on different relevant scales (from ISM dynamics
on large galactic scales to turbulence and cloud fragmentation on small sub-pc scales). So far, several
correlations between star formation and (molecular) gas content and its physical conditions have been
established. In particular, the strong connection between the star formation rate (SFR) and the molecular gas
content makes molecular ISM studies crucial for understanding the onset of star formation across galaxies.

19



Chapter 1 Introduction

1.5.1 The Kennicutt-Schmidt Law

Figure 1.7: The Kennicutt Schmid (KS) law. A close relation
between the total gas mass surface density on the 𝑥-axis and the
SFR surface density on the 𝑦-axis is apparent. Credit: Figure
taken from Kennicutt and Evans (2012)

An empirical connection between the gas
amount and the rate of star formation has
first been suggested by Schmidt (1959) after
studying the distribution of atomic gas and
different stellar populations in the solar neigh-
borhood. Expanding upon this work, Ken-
nicutt (1989) and Kennicutt (1998) investig-
ated global SFR and gas mass for a larger
sample of nearby spiral and starbursts galax-
ies. This study lays the foundation for the
so-called Kennicutt-Schmidt (KS) law, which
directly relates the molecular gas surface dens-
ity, Σgas ≡ ΣHi + Σmol (mass per area), and the
SFR surface density, ΣSFR (mass per year per
area) in the form:

ΣSFR ∝
(
Σgas

)𝑁
(1.12)

To measure both surface densities, Kenni-
cutt (1998) used Hi and CO observations in
combination to trace the total gas surface dens-
ity, Σgas, and extinction-corrected H𝛼 to estim-
ate the SFR surface density ΣSFR. The result-
ing power law index measured 𝑁 = 1.4 ± 0.2.
Figure 1.7 illustrates the global surface dens-
ities derived by Kennicutt (1998) for a set of
∼100 nearby sources. It indicates the close
correlation between the two parameters. Even
more interestingly, the KS relation presented
in Figure 1.7 also shows data points that are
systematically offset above or below the main 𝑁 = 1.4 relation. For instance, metal-poor galaxies, indicated
by the open circles, deviate from the main line toward higher SFR values or lower gas surface densities. In
addition, observations by Wyder et al. (2009) of low surface brightness galaxies also show a break. These
sources lie systematically below the main trend (indicated by cross symbols in Figure 1.7). Such systematic
offsets could reflect physical changes in the star formation law itself. Or it indicates that the particular
method of determining the SFR and gas surface densities is not well calibrated for all types of sources or
environments. To construct accurate star formation models, it is important to understand which of the two
explanations is more likely: actual physical reasons or issues related to the methodology of measuring the
individual quantities themselves.

Since both the gas mass and SFR surface densities are not measured directly, they will depend on the
specific choice of model to convert the observed CO emission to a gas mass or the H𝛼 emission to an SFR
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measurement. Kennicutt (1998) uses a constant 𝑋CO when determining the gas mass surface densities.
However, as described in Subsection 1.4.1, the conversion factor will vary with the ISM environment. For
example, 𝑋CO is expected to be higher in low-metallicity systems. Using an updated 𝑋CO would hence
lead to higher gas mass surface densities. Similarly, starburst and galactic centers, where high SFRs are
detected, tend to have lower 𝑋CO, thus leading to lower gas mass surface densities. By correcting for 𝑋CO
variation, the slope actually shifts from 𝑁fix, XCO

= 1.4 to a steeper 𝑁free, XCO
= 1.7 − 1.8 (Narayanan et al.,

2012). Similarly, also the SFR measurements are subject to serious differences depending on the particular
prescription used. Especially at high-resolution observations, substantial variation in the estimated SFR
can occur due to an incomplete sampling of the stellar IMF and a non-continuous star formation across
different lines of sight (Kennicutt, 1998).

To summarize, the KS law captures that gas acts as input for star formation. The evidence that the SFR
and gas mass surface densities do not correlate linearly implies that the star-forming efficiency in the ISM
varies. So far, we have established the relation using mass and SFR surface densities since they reflect
more closely the measurements we obtain from observations when we look at integrated emission along a
line of sight. More fundamentally, an even closer relationship can be expected for the volume densities of
star formation and gas mass. Connecting surface density measurements to volume densities is challenging,
as it requires knowledge about the distribution of the material along the line of sight. For galaxies, for
instance, by assuming certain scale heights of the disk, we could translate surface to volume densities.
Alternatively, non-LTE modeling of CO emission can be used to constrain the necessary volume density of
the gas to reproduce the observed emission. Another challenge for correctly interpreting the KS relation is
that based on the particular selection of SFR tracer, different timescales can play a role. CO traces the
current molecular gas amount. In contrast, H𝛼 is related to the sum of stars that have formed within the
last ∼5 Myr. At coarse (∼kpc) scales, the telescope beam will still encompass several clouds at several
evolutionary stages, mitigating the discrepancies. At higher resolution, however, the scaling relations
can break since we observe the gas and SFR at different evolutionary stages (Kruijssen and Longmore,
2014). In the context of this thesis, we mainly deal with kpc-scale observations. However, the issue of
time-scale-dependent variation has to be kept in mind when we push toward higher GMC-scale resolutions.

1.5.2 Correlation of SFR with Molecular Gas

We can now study resolved SFR and gas mass across nearby galaxies with advances in telescope and
instrumentation design since the beginning of the 21th century. While studies before were limited to only
global SFR and gas mass values, it was now possible to investigate lines of sight with different fractions of
gas components or varying SFR all within a single galaxy. Several large-scale studies investigated resolved
gas mass and SFR surface densities across nearby galaxies (e.g., Schuster et al., 2007; Leroy et al., 2008;
Gratier et al., 2010; Schruba et al., 2011; de los Reyes and Kennicutt, 2019; Kennicutt and De Los Reyes,
2021). A wide variety of KS indices, 𝑁 , was found, ranging from 1.4 up to 3.1. Such a large variation
challenges the notion of a global star formation law that is valid across all galaxies.

To better understand the cause and extent of the measured power-law indices variation, the focus shifted
on differentiating Σgas into its components of atomic gas, ΣHi, and molecular gas, Σmol. Initially, the
results were inconclusive on whether ΣH i or Σmol, in fact, show a tighter correlation with the SFR surface
density. For instance, early results initially suggested a stronger correlation of the SFR surface density
with the molecular gas surface density (e.g. Wong and Blitz, 2002; Komugi et al., 2005; Kennicutt et al.,
2007). In contrast, other studies found only weak correlations with the molecular gas surface density (e.g.,
Crosthwaite and Turner, 2007; Schuster et al., 2007).

In essence, the use of different molecular gas and SFR prescriptions made a cross-sample comparison
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difficult. To overcome these challenges, a series of studies (Leroy et al., 2008; Bigiel et al., 2008; Bigiel
et al., 2010; Schruba et al., 2011) combined 12CO observations from HERACLES (Heterodyne Receiver
Array CO Line Extragalactic Survey, Leroy et al., 2009), Hi data from THINGS (The Hi Nearby Galaxy
Survey, Walter et al., 2008), and IR images from SINGS (Spitzer Infrared Nearby Galaxies Survey,
Kennicutt et al., 2003) for a sample of seven nearby massive star-forming galaxies. Their main result can
be distinguished into two regimes: (i) at low-densities (Hi dominated), the gas mass is uncorrelated with
the SFR and (ii) in the higher-density regime (H2 dominated), the SFR is tightly correlated with gas density
following a constant star formation efficiency (SFE ≡ ΣSFR/ΣH2

). Since then, the tight correlation between
molecular gas and SFR has further been verified by numerous studies (e.g. Verley et al., 2010; Azeez et al.,
2016; Kennicutt and De Los Reyes, 2021) and is supported by theoretical work (e.g. Krumholz et al., 2012;
Hu et al., 2021; Whitworth et al., 2022).

Still, uncertainties connected to the molecular gas mass estimation methodology remain a major challenge
for studies investigating the KS relation in extragalactic sources. For example, many studies rely on
observations of higher 𝐽 CO transitions, which first need to be down-converted to 𝐽 = 1 → 0 rotational
transition (e.g., Tacconi et al., 2008; Genzel et al., 2012; Jiang et al., 2015; Bicalho et al., 2019; Pessa
et al., 2021) before applying the 𝑋CO conversion factor. This introduces another uncertainty factor: the CO
line ratio. For future ISM studies, it is essential to constrain changes in CO line ratio and 𝑋CO within and
across galaxies to properly evaluate the variation of the derived scaling relations and implications for star
formation in the ISM.

1.6 Radiative Transfer and Molecular Line Emission

In astronomy, we observe electromagnetic radiation propagating through various media in space. We
describe the radiation in terms of brightness per unit frequency, which constitutes the so-called specific
intensity (also spectral intensity or spectral brightness), which we denote by 𝐼a . It is defined in terms of
flow of energy per unit time, d𝑃, per infinitesimal surface area, d𝐴, that the radiation crosses, the angle \
between the incoming ray of radiation and the plane of the surface, the frequency band width, da, and an
infinitesimal solid angle, dΩ, as measured from an observer:

𝐼a =
d𝑃

(cos \d𝐴)dadΩ

[
W m−2 sr−1 Hz−1

]
(1.13)

Absorption, emission, and scattering processes all affect the resulting radiation we will measure on Earth.
Radiative transfer equations provide the mathematical framework to describe the interactions of the
radiation with the material it permeates. We assess the propagation of the radiation by describing the
infinitesimal change in the specific intensity, d𝐼a , along an infinitesimal propagation path, d𝑠. For light
propagating through empty space, the intensity will not change3:

d𝐼a
d𝑠

= 0 (1.14)

If the radiation propagates through matter, we have to account for two processes. On the one hand, the
radiation can be increased by emission that arises within the medium. This can be treated mathematically
with the introduction of the so-called emission coefficient, 𝑗a . On the other hand, the specific intensity can
3 This might be counterintuitive, but we note that the specific intensity 𝐼a describes brightness per solid angle, so it constitutes a

surface brightness. At a higher distance, the source’s intensity falls with the square, but the apparent angular size also decreases
with the square. Consequently, the surface density stays constant.
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decrease due to scattering and absorption by matter along the line of sight. The amount of decrease has
to be proportional to the specific intensity itself. This can be described by the absorption coefficient 𝛼a .
Combining these terms of absorption and emission, we can lay the foundation for the understanding of the
interaction between radiation and matter with the following equation:

d𝐼a
d𝑠

= 𝑗a − 𝛼a 𝐼a (1.15)

The absorption potential of a medium can also be described using the optical depth. In the case of only
absorption (i.e. 𝑗a = 0), the radiative transfer equation can be solved via integration and yields:

d𝐼a
d𝑠

= −𝛼a 𝐼a ⇒ 𝐼a (𝑠) = 𝐼a (0) × exp
(
−

∫
𝑠

𝛼a (𝑠)d𝑠
)

(1.16)

The term inside the exponential is denoted as the optical depth 𝜏a ≡
∫
𝑠
𝛼a (𝑠)d𝑠. We distinguish between

two limiting cases:

1. Optically Thin Case (𝝉𝝂 ≪ 1): transparent, the electromagnetic radiation does not decrease
significantly.

2. Optically Thick Case (𝝉𝝂 ≫ 1): opaque, the light of a background source gets extinguishes.

In the case of local thermodynamic equilibrium, the ratio of the absorption and emission coefficients
is independent of the material. It only depends on the temperature following Kirchhoff’s law 𝑆a (𝑇) =
𝑗a/𝛼a ≡ 𝐵a (𝑇) (where 𝐵a (𝑇) describes the Planck radiation function). This term is denoted as the source
function. If we can describe the source function along the full path of the ray, we can find the following
solution to the radiative transfer equation

𝐼a (𝑠) = 𝐼a (0)𝑒
−𝜏a (𝑠) +

∫ 𝜏a (𝑠)

0
𝑆a (𝑇 (𝜏))𝑒

−(𝜏a (𝑠)−𝜏)d𝜏 (1.17)

This expression provides the general solution to the radiative transfer equation. Again, the first term on the
right side of the equation expresses the attenuation of the background radiation by a factor 𝑒−𝜏a , and the
second term indicates the added emission 𝑆ad𝜏, which via effective absorption along the path itself gets
attenuated by a factor 𝑒−(𝜏a−𝜏) . For an isothermal medium, where 𝑇 (𝑠) = 𝑇 = const., the integral can be
solved explicitly. If we express the source function in terms of the 𝐵a (𝑇), we find

𝐼a (𝑠) = 𝐼a (0)𝑒
−𝜏a (𝑠) + 𝐵a (𝑇)

(
1 − 𝑒−𝜏a (𝑠)

)
(1.18)

So in the case of a high optical depth (𝜏a ≫ 1), the radiation field will be described by the Planck function:
𝐼a = 𝐵a (𝑇).

1.6.1 Line Emission

This thesis project aims at the observation and interpretation of molecular line emission. Line emission is
the result of an energy transition from an upper energy level, 𝐸𝑢, to a lower energy level, 𝐸𝑙 . The excitation
temperature, 𝑇exc, describes the ratio of the level population density via the Boltzmann equation:

𝑛𝑢

𝑛𝑙
=
𝑔𝑢

𝑔𝑙
𝑒
−(𝐸𝑢−𝐸𝑙)/(𝑘B𝑇exc) (1.19)
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where 𝑔𝑢 and 𝑔𝑙 describe the level degeneracies. In the context of rotational transitions, the excitation
temperature is commonly also referred to as rotational temperature. The Einstein coefficients (Einstein,
1916) are a useful way of describing the emission and absorption capacities of atoms or simple molecules.
The emission of a photon will lead to a depopulation of the energy levels. The main pathway of emission
are either spontaneous emission (described by the Einstein coefficient 𝐴𝑢𝑙), stimulated emission due to an
external radiation field (the rate is described by the Einstein coefficient 𝐵𝑢𝑙 and is also linear to the average
external radiation field4) and collisional de-excitation (rate denoted by 𝛾𝑢𝑙 and proportional to the level
population and collider density 𝑛𝑐) with one of the more abundant colliders in the ISM (mainly 𝑒−, H, H2,
or He). The following equation can express the rate of depopulation:(

d𝑛𝑢
d𝑡

)
𝑢→𝑙

= −𝑛𝑢 (𝐴𝑢𝑙 + 𝐵𝑢𝑙 𝐼 + 𝛾𝑢𝑙𝑛𝑐) (1.20)

Similarly, the upper-level population can increase due to absorption of background photons (described with
the Einstein coefficient rate 𝐵𝑙𝑢, again proportional to the average background radiation field 𝐼) and due to
collisional excitation (descried by the coefficient 𝛾𝑙𝑢):(

d𝑛𝑢
d𝑡

)
𝑙→𝑢

= 𝑛𝑙 (𝐵𝑙𝑢𝐼 + 𝛾𝑙𝑢𝑛𝑐) (1.21)

If the system is in equilibrium, the Einstein coefficients are related to each other according to the following
set of equations:

𝐴𝑢𝑙 =
2ℎa3

𝑐
2 𝐵𝑢𝑙 𝑔𝑙𝐵𝑙𝑢 = 𝑔𝑢𝐵𝑢𝑙 (1.22)

For such a two-level system in thermodynamic equilibrium, the level population density is time-
independent (d𝑛/d𝑡 = 0). There is a balance between the various excitation and de-excitation processes.
For the steady-state case, also the collisional and de-collisional reaction rates are related and depend on the
kinetic temperature of the gas as follows:

𝛾𝑢𝑙 =
𝑔𝑙

𝑔𝑢
𝛾𝑙𝑢𝑒

ℎa/(𝑘B𝑇) (1.23)

where a = Δ𝐸𝑢𝑙/ℎ and 𝑇 indicates the kinetic temperature of the gas. Combining Equation 1.20 and
Equation 1.21, under the assumption of thermodynamic equilibrium, we can find an expression for the level
population density ratio. In the absence of a background radiation field 𝐼, the ratio is given by

𝑛𝑢

𝑛𝑙
=
𝑔𝑢

𝑔𝑙

1
1 + (𝐴𝑢𝑙/𝛾𝑢𝑙𝑛𝑐)

𝑒
−ℎa/(𝑘B𝑇) (1.24)

So the ratio of the level population would describe a Boltzmann distribution if no spontaneous emission
occurs (𝐴𝑢𝑙 = 0). However, since some species will, in fact, de-excite due to spontaneous emission, the
upper-level population will decrease, which explains the deviation from a pure Boltzmann distribution.

The Einstein coefficients are also useful in the context of the radiative transfer equations (Equation 1.15).
The number of spontaneous transitions per unit volume per unit time is given by 𝑛𝑢𝐴𝑢𝑙 . The transitions then
emit a total energy given by ℎa𝑛𝑢𝐴𝑢𝑙 . So we can describe the emission coefficient 𝑗a as follows (Mangum

4
𝐼 ≡ 1/4𝜋

∫
𝐼a𝜙(a)dadΩ for a given line profile described by a profile function

∫
𝜙(a)da = 1
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and Shirley, 2015):

𝑗a =
1

4𝜋
ℎa𝐴𝑢𝑙𝜙(Δa) (1.25)

where 𝜙(Δa) describes the line profile and the 4𝜋 term comes from the fact that the energy is emitted per
unit solid angle. Similarly, assuming local thermal equilibrium (LTE), we can describe the attenuation as
follows:

𝛼a =
1

4𝜋
ℎa

(
𝑛𝑙𝐵𝑙𝑢 − 𝑛𝑢𝐵𝑢𝑙

)
𝜙(Δa) (1.26)

Using this expression for the attenuation coefficient, we can also describe the optical depth, 𝜏, in terms of
the Einstein coefficients and the level population densities:

𝜏a =

∫
𝛼ad𝑠 =

1
4𝜋
ℎa

∫
(𝑛𝑙 𝐵𝑙𝑢 − 𝑛𝑢𝐵𝑢𝑙)𝜙(Δa)d𝑠 (1.27)

This means that the optical depth depends on the ratio of the level populations. Using Equation 1.19 and
the relation between the Einstein coefficients in Equation 1.22, we can simplify Equation 1.27 further and
obtain:

𝜏a =
1

4𝜋
ℎa𝐵𝑢𝑙

(
𝑒
ℎa/(𝑘B𝑇) − 1

)
𝜙(Δa)

∫
𝑛𝑢d𝑠︸   ︷︷   ︸

≡𝑁𝑢

(1.28)

where the last term defines the column density 𝑁𝑢 ≡
∫
𝑛𝑢d𝑠, which indicates the density of material along

the line of sight. From an observational standpoint, the expression above provides a way of determining the
column density by measuring the frequency integrated line intensity,𝑊 :

𝑁𝑢 ∝
( 𝜏a

1 − 𝑒−𝜏a
)
×𝑊 (1.29)

In Subsection 2.1.5, this formula will be discussed in further detail in the context of the brightness
temperature, which is commonly used in radio astronomy to express the specific brightness.
12CO emission line
The rotational transition of 12CO is one of the key molecular emission lines studied in this thesis. For a
rotational transition 𝐽 → 𝐽 − 1, the Einstein coefficient is given by the following expression (Draine, 2011):

𝐴𝐽→𝐽−1 = 1.07 × 10−7 𝐽
4

𝐽 + 1
2

[
s−1

]
(1.30)

The 𝐽 = 1 → 0 line has a frequency of ∼115 GHz and the Einstein coefficient is 𝐴10 = 7.16 × 10−8 s−1. For
a common molecular cloud, we can derive an approximation of the optical depth. A detailed derivation can
be found in (Draine, 2011).

𝜏 ≈ 50
[
𝑛(CO)/𝑛H

7 × 10−5

] [
2 km s−1

𝜎𝑣

]
(1.31)

where 𝜎𝑣 indicates the velocity dispersion. In molecular clouds, this expression generally yields, 𝜏 ≫ 1,
meaning the CO is predominantly optically thick. Only for highly turbulent (high 𝜎𝑣) or very diffuse gas
(low 𝑛(CO)) will the optical depth drop to lower opacities.
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1.6.2 Critical Density and LTE-Conditions

Equation 1.29 yields an expression to measure the upper-level population of any atomic or molecular species
by observing the line emission. In general, however, we are more interested in obtaining information about
the total number density of a species, including all the level populations. Under a set of certain assumptions,
it is possible to derive estimates about the total level population density based on the observation of a
single emission line. For example, if the system is in LTE, a simple relation exists between individual level
populations. However, assuming that the system is in LTE is not always justified, which means other ways
have to be found to describe the total level populations (so-called non-LTE case).

In case a system follows LTE conditions, which means the thermodynamical properties have thermody-
namic equilibrium values set to the local temperature and pressure of the gas, the level populations are
related according to the following equation:

𝑁𝑢

𝑁tot
=
𝑔𝑢

𝑍
𝑒
−𝐸𝑢/(𝑘B𝑇exc) (1.32)

where 𝑍 describes the partition function for a given species. LTE generally applies when the collisional
transition rates of any given transition line dominate over radiative transitions. This occurs when the gas
density exceeds a certain threshold, the so-called critical density 𝑛crit. For a two-level system, following
Equation 1.24, the critical density is defined as the ratio of the radiative and collisional transition (see also
Shirley 2015):

𝑛crit ≡ 𝛽
𝐴𝑢𝑙

𝛾𝑢𝑙
(1.33)

where 𝛽 describes the directional averaged photon escape fraction (for an optically thin medium 𝛽 = 1)5. In
case the density of a level population exceeds the critical density, the upper state’s depopulation is mainly
due to collisional de-excitation. The excitation temperature will be driven toward the kinetic temperature of
the gas. We say that the emission is thermalized and it will be observable. If the density is significantly
below the critical density, the upper level will not be highly populated. The excitation temperature will
be driven toward the background radiation temperature. As a consequence, the emission line will be
significantly weaker. Generally, due to line trapping, the decay rate of radiative emission is lowered,
decreasing the critical density. This effect is captured by the escape fraction coefficient 𝛽. LTE conditions
generally only apply to homogeneous regions. For unresolved observations, the beam encompasses a range
of densities and temperatures. Hence, LTE conditions are unlikely to hold, and any of the calculations we
performed before in this chapter under LTE assumption will only yield crude approximations.

1.6.3 Modelling non-LTE Conditions

In case the medium is not thermalized, we cannot describe the level populations relative to the total population
density with a single temperature. In this case, the density cannot be estimated using Equation 1.32. The
different level population ratios each follow the Boltzmann equation with a different excitation temperature.
However, it is possible to obtain estimates of gas temperature and density based on observed emission by
locally solving the radiative transfer equations. Nevertheless, such calculations remain challenging since the
radiative transfer equations describe a non-linear and nonlocally coupled set of relations. Various tools exist
that help to solve this set of equations. For example, RADEX (van der Tak et al., 2007) is a commonly used

5 Often, the critical density is defined explicitly with 𝛽 = 1, while introducing the escape fraction yields the effective critical
density (see discussion by Shirley 2015).
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non-LTE radiative transfer code. The code solves for a converged solution of the excitation and radiation
field under the assumption of a homogeneous medium. The escape probability calculation, relevant to
constrain 𝛽, follows the formalism described by Sobolev (1960). The final solution is approximated
iteratively: The code starts with level populations derived under LTE conditions. Then it computes the
resulting escape fraction and optical depth. From these estimates, the energy level populations are updated,
and the calculation steps are repeated until convergence is reached. In Chapter 7, we describe and apply
the novel Densegastoolbox (DGT; Puschnig et al., 2020), which builds on RADEX, but can account for
gas with a distribution of densities. Accounting for a distribution of densities is relevant for kpc-scale
observations, where the beam will include a mix of gas at different phases.
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1.7 Outline of Thesis and Science Questions

The previous sections introduce the general scientific background on the objectives and questions addressed
in this thesis. Broadly speaking, the thesis can be split into a technical analysis and three parts, focusing
on different scientific aspects. The scientific aspects are all connected by the use of millimeter CO and
isotopologue observations to characterize the chemical and physical conditions of the molecular gas in
nearby spiral galaxies on ∼kpc scales.

Technical Part: Telescope Flux Calibration and the Error Beam
Chapter 2 provides the necessary background information on the particular telescopes and instruments
we rely on for this thesis. Due to systematic uncertainties associated with the instruments’ design, it is
challenging to adequately interpret the resulting data. For example, studying the observing stability using
line calibrators, Jiménez-Donaire et al. (2019) found a flux calibration uncertainty of ∼10% for the IRAM
30m telescope and EMIR instrument. Leroy et al. (2009) found an even higher calibration uncertainty
of ∼20% for the IRAM 30m telescope using the HERA receiver instrument. In Chapter 3 we describe
the analysis of IRAM 30m telescope performance. We use pointing observations in selected regions
in the nearby massive star-forming galaxy M51 and assess the scan-by-scan stability of the instrument.
Furthermore, we present methods to estimate the contribution from the telescope’s error beams, which can
seriously affect the measured intensities. This analysis is rarely done in the literature, but is essential to
properly interpret observe line emission.

Science Part 1: CO excitation and the CO Line Ratio

Science Questions (Part 1):

• How does the 12CO(2−1)/(2−1)≡ 𝑅21 line ratio vary across and within a sample of nearby spiral
galaxies?

• In what way can we parameterize changes in 𝑅21?

• How does 𝑅21 variation affect molecular gas mass scaling relations assuming a constant ratio?

CO has become the workhorse tracer of the bulk cold molecular gas in the ISM (see Section 1.4).
Regularly, the 12CO transition is targeted in galactic surveys since it can be observed more efficiently and
at a higher resolution than the 𝐽 = 1 → 0 transition using the same telescopes. However, the observed
12CO(2-1) intensity first needs to be “down-converted” to the 12CO(1-0) intensity, which is commonly
done using a canonical and constant 𝑅21 line ratio. To assess 𝑅21 variation in the most systematical way
possible, we use a sample of nine nearby spiral galaxies that are part of the EMPIRE survey (EMIR
Multiline Probe of the ISM Regulating Galaxy Evolution, Jiménez-Donaire et al., 2019). We complement
the 12CO(1-0) data with 12CO(2-1) observations from PHANGS-ALMA (The Physics at High Angular
resolution in Nearby GalaxieS – ALMA Leroy et al., 2021b) and HERACLES (Leroy et al., 2009).
Combining these datasets, Chapter 4 discusses and presents the significant variation of 𝑅21 we observe
within and across the nine galaxies. For example, certain galaxies show a clear enhancement of 𝑅21 towards
the center. Such variations can affect the derived molecular gas mass scaling relations when using a
constant 𝑅21. Furthermore, for sources where we have CO(2-1) observations from both PHANGS-ALMA
and HERACLES, we find significant discrepancies in the measured intensities order 20-30%. This implies
that the potential instrumentation uncertainties, such as flux calibration or error beam contribution, must be
properly constrained for future CO studies.
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Part 2: Resolved faint CO isotopologue emission across M51

Science Questions (Part 2):

• How does the rotational line emission of CO isotopologues vary across M51?

• To what degree does the CO isotopologue line variation trace temperature, column and volume
densities and the CO-to-H2 conversion factor in M51?

CO isotopologue line emission traces the chemical enrichment of the molecular ISM (see Subsection 1.3.1).
As part of the CLAWS (Chapter 5) project, we obtained deep IRAM 30m telescope observations of M51 in
the 1mm and 3mm wavelength regime were obtained. This dataset provides for the first time the opportunity
to study resolved isotopic variation across the full molecular disk of a regular nearby galaxy. Already
earlier studies found strong internal variation, such as a prominent arm–interarm difference in CO emission
in M51 (e.g. Koda et al., 2012). Moreover, the galaxy is molecular gas-rich and interacts with a companion
galaxy. This makes the galaxy a suitable candidate for such a pilot study to investigate the variation of
resolved CO isotopologue emission across the galaxy. Based on the observed trends, we relate the observed
line ratio variation to nucleosynthesis and changes in the optical depth (due to increased turbulence or the
presence of more diffuse gas).

Part 3: Studying the CO-to-H2 Conversion Factor Variation across M101

Science Questions (Part 3):

• How does the 13CO emission vary across M101?

• To what extent is the CO-to-H2 conversion factor variable across M101?

• How consistent are CO-to-H2 conversion factor estimates from different techniques?

• To what extent do the molecular gas mass scaling relations differ when accounting for a variable
𝑅21 and CO-to-H2 conversion factor?

We obtained 30m telescope wide-field (10′×10′ field-of-view) 12CO(1-0) and 13CO(1-0) observations
across M101. The project consists of (i) investigating the variation of CO isotopologue ratios across the
galaxy and combining this with (ii) obtaining resolved 𝛼CO conversion factor estimates using the scatter
minimization technique (Leroy et al., 2011; Sandstrom et al., 2013). The galaxy due to its strong metallicity
gradient. Metallicity is a proposed key parameter driving changes in the conversion factor. We find a
significant variation of 𝛼CO towards the center of the galaxy with values 10 times lower compared to disk
values. This has implications for the derived scaling relations. For instance, the lower 𝛼CO value toward
the center results in much higher derived star-forming efficiencies. Finally, we assess that a set of three
variables can be used to describe the observed variation in the conversion factor across the galaxy. The
work is presented in Chapter 6.

Furthermore, Chapter 7 will provide details about open questions and future projects, focusing on
non-LTE line modeling in M51 using the CLAWS dataset and pushing towards multi-CO studies at higher
resolutions. Finally, Chapter 8 concludes with the main results and findings of this thesis.
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CHAPTER 2

Observation, Methods and Analysis Techniques

Nothing has such power to broaden the mind as the ability to investigate
systematically all that comes under thy observation in life.

M. Aurelius – 2nd century AD Roman emperor and philosopher

Overview

In astronomy, the majority of our discoveries derive from electromagnetic radiation. Other information
carriers, such as meteorites, cosmic rays, or probes returned from space missions, constitute only a minor
fraction. Historically, astronomers have been limited to only the narrow range of the visible (also called
optical) part of the electromagnetic spectrum (see Figure 2.1). Still today, the optical wavelength regime
is valuable for studying hot thermal sources such as stars, galaxies, or warm gas ionized by surrounding
stars. However, to properly understand the full interplay of the ISM, it is indispensable to employ a
multi-wavelength approach. This thesis project builds, in particular, on the observation of micrometer
and radio waves, which includes wavelengths around _ ≈ 10 − 15 m down to shorter wavelengths around
_ = 0.3 cm.

Increasing Wavelength

Gamma rays X − ray UV Infrared Microwaves Radiowaves

Wavelength [m]

Frequency [Hz]

10−11 10−10 10−9 10−8 10−7 10−6 10−5 10−4 10−3 10−2 10−1 101 1021

1061071081091010101110121013101410151016101710181019

vis
ibl

e focus of this thesis

Figure 2.1: Full Range of Electromagnetic Spectrum. The visible range is only a small part of the full spectrum.
The thesis focus are wavelengths from 1 mm to 21 cm (approximate range shaded in red).

30



Chapter 2 Observation, Methods and Analysis Techniques

While certain aspects of the description of electromagnetic radiation are independent of the wavelength,
the techniques used to measure the diverse wavelength bands differ significantly. This chapter introduces
the fundamentals of radio astronomy. I rely mainly on Wilson et al. (2013), Burke and Graham-Smith
(2014) and Condon and Ransom (2016) for general references on telescope and instrument background.
Furthermore, a description of the telescopes and instruments design, which is crucial for successful
observations, follows. The final sections discuss the specific data analysis techniques used for this thesis.

2.1 Fundamentals of Radio Astronomy

The very beginning of radio astronomy can be traced back to the first half of the 20th century. In the 1930s,
it became evident that extraterrestrial sources emit electromagnetic radiation in the radio wave regime after
Karl Jansky used a direction-sensitive antenna array pointed at the sky (Jansky, 1933). The discovery was
actually serendipitously, as they aimed to investigate static in the atmosphere that could interfere with short
wave transmissions across the Atlantic. First deliberate attempts to detect radio waves from extraterrestrial
origin date back earlier. In the late 19th century, efforts were made by various scientists to detect radio
emission from the Sun (e.g., Wilsing and Scheiner, 1896; Nordmann, 1905). However, the detection proved
difficult due to the technical limitations of the instruments. A real breakthrough in the scientific field
occurred later, after World War II when experience gained in the development of radar systems helped
develop more sensitive instruments and telescopes for astronomical purposes.

2.1.1 Flux Density and Brightness Temperature

Put simply, when observing an astronomical object, the telescope’s detector measures the radiation strength
as a function of direction in the sky (i.e., mapping) and frequency (i.e., spectroscopy). Other quantities,
such as time-dependent variation or the light’s polarization, are often considered as well.

All photons collected with a telescope contribute to the total brightness, which we describe with the
specific intensity (refer to Section 1.6). The flux density is defined as the spectral power received by a
detector with a unit projected area, i.e., integrating the specific intensity over the solid angle of the source
Ω𝑠 (and assuming that the angular size of the source is small, \ ≪ 1 rad, which means cos \ ≈ 1):

𝑓a =

∫
Ω𝑠

𝐼adΩ
[
W m−2 Hz−1

]
(2.1)

The flux density has SI-units of W m−2Hz−1. However, astronomical radio sources are usually weak and
located far from us, leading to very small flux density values. It has become practical to define and work
with the unit Jansky:

1 Jansky = 1 Jy ≡ 10−26W m−2Hz−1 (2.2)

Still, only a small fraction of astronomical sources are as bright as 1 Jy or above. E.g., for reference, a source
of 1 Jy still only produces a signal of 10−15 W at a 100 m telescope, such as the Effelsberg radio telescope
near Bonn. Hence, extremely sensitive instruments are necessary to detect radio emission originating from
astronomical sources.

Alternatively, it is widespread in radio astronomy to describe the specific intensity in terms of a
brightness temperature, 𝑇𝑏, given in Kelvin. On the one hand, the motivation for introducing the brightness
temperature is of technical nature since radio telescopes are often calibrated by so-called absorbers of
known temperatures. On the other hand, the temperature of a radio source is generally of physical interest.
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Under local thermodynamic equilibrium (LTE) and assuming a large optical depth of the emitting source,
the spectral intensity becomes a function of the temperature as described by the Planck function:

𝐼a ≡ 𝐵a (𝑇) =
2ℎa3

𝑐
2

1
𝑒
ℎa/(𝑘B𝑇) − 1

(2.3)

We then define the brightness temperature, 𝑇𝑏, as the temperature of a hypothetical black body that radiates
at 𝐼a:

𝑇𝑏 ≡
ℎa/𝑘B

ln
(
1 + 2ℎa3/(𝑐2

𝐼a)
) (2.4)

In the radio regime, where we are generally dealing with small frequencies, we can approximate the Planck
function in terms of the Raleigh-Jeans limit (ℎa ≪ 𝑘B𝑇)1, 𝐼a = 𝐵

RJ
a . This is more convenient since it

provides a linear relationship between the brightness temperature and the specific intensity. Consequently,
the brightness temperature, which is in the RJ limit generally referred to as the antenna temperature, 𝑇𝐴, is
defined as:

𝑇𝐴(a) =
𝑐

2

2𝑘Ba
2 𝐼a (2.5)

The antenna temperature should not be confused with the actual physical temperature of an object. In
fact, the antenna temperature is frequency-dependent. Consequently, the antenna temperatures of thermal
sources is generally lower than their physical temperatures. Only for a true black body object, observed at
low frequencies, would the antenna temperature match its actual physical temperature.

2.1.2 Telescope Design

A radio telescope is designed to collect and detect faint radiation coming from extraterrestrial sources.
In simplest terms, the design of radio telescopes tries to optimize two criteria: observing sensitivity and
angular resolution. The sensitivity of a telescope can be improved by increasing the collecting area and
minimizing factors that lead to increased noise (which can be achieved by improving, for example, the
quality of the receiving system). The angular resolution depends on the telescope size (or the baseline
for interferometers). The most common design for singe-dish telescopes operating in the mm regime is a
parabolic antenna that reflects the incoming radiation onto a focal point. There the radiation is detected
using a receiver. However, a telescope will be sensitive not just to radiation from the point it is directed at.
Also, radiation will enter the receiver from other directions, mainly due to irregularities on the reflecting
surface or scattering from the structure holding the secondary mirror. The directional contribution of
radiation is described using a frequency-dependent beam pattern function 𝑃a (\, 𝜙), which is normalized to
its maximum peak. The angles \ and 𝜙 are polar coordinates,

A significant challenge of telescope design is reducing the contribution of radiation from the side and
back lobes since they reduce the efficiency of the observation. The telescope beam solid angle expresses
the total directional contribution of radiation by an ideal isotropic source.

1 E.g., for a common temperature in the cold molecular ISM of 20 K, this limit would correspond to frequencies below
a < 400 GHz. In this thesis, the lines we look at sit right at the edge of this limit. For instance, we have 12CO (1−0) at ∼115GHz
and 12CO (2−1) ∼230GHz.
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θ
Half Power Width

Main Lobe

Side Lobes

Figure 2.2: Radio Antenna Response Pattern Illustration
of the beam pattern 𝑃a (\, 𝜙) indicating the main lobe and
the side lobes. The parameter \ describes the angle from the
telescope’s pointing axis (dotted line) and 𝜙 the rotational
direction perpendicular to the axis. Notice that the beam is
symmetric with respect to 𝜙.

We can express it by integrating over the entire
beam pattern, 𝑃a following:

Ω𝐴 =

∫
Ω

𝑃a (\, 𝜙)dΩ (2.6)

indicating the direction with respect to the tele-
scope’s main pointing axis (see Figure 2.2).

Similarly, the main beam solid angle, Ωmb, is
defined by integrating only over the main beam
lobe. We can approximate the main beam lobe
using a 2D Gaussian profile with a full width
half maximum, \FWHM, that defines the angular
resolution of the telescope. The resolution of
the instrument is generally dependent on the
observed frequency, a, and size of the telescope,
𝐷: \FWHM ∝ (𝐷 × a)−1. The ratio of the
main beam solid angle over the full beam angle
provides an estimate of the telescope’s beam
efficiency, i.e., the relative importance of the
main beam lobe over the side lobes:

𝐵eff =
Ωmb
Ω𝐴

(2.7)

The goal of telescope design is to maximize the
main beam efficiency by minimizing the contribution of stray light entering the observations via the side
lobes. The beam response 𝑃a (\, 𝜙) is also relevant for describing the power received by an antenna for a
given spectral intensity:

𝑊a =
1
2
𝐴eff

∫
Ω

𝐼a (\, 𝜙)𝑃a (\, 𝜙)dΩ
isotropic 𝐼a︷︸︸︷

=
1
2
𝐴eff𝐼a ×Ω𝐴

[
W Hz−1

]
(2.8)

where the factor 1/2 accounts for the fact, that we consider the radiation to be unpolarized, and 𝐴eff = _
2/Ω𝐴

describes the telescopes effective collecting area. If we substitute the spectral intensity with the Raleigh
Jeans approximation (Equation 2.5) we obtain a simple expression

𝑊a = 𝑘B × 𝑇𝐴(a) (2.9)

Therefore, the received power by the antenna is directly proportional to the antenna temperature. This
expression is known by the Nyquist approximation (Nyquist, 1928) and is relevant for receiver design.
When a resistor is placed in a thermal bath, its temperature is connected to the received power in an
equivalent way. So, in other words, we can relate the antenna temperature to the temperature of a matched
resistor whose thermally generated power equals that produced by the antenna. This notion links back to
the concept of 𝑇𝐴 via black body radiation, as previously introduced (see Equation 2.5).

From a scientific standpoint, we are not necessarily interested in the measured quantity 𝑇𝐴 itself but
rather in the actual emission coming from the target, denoted as the main beam temperature 𝑇mb. We want
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to correct for the rear-side lobe using the forward beam efficiency (𝐹eff) and, at the same time, we only want
to account for the main beam lobe using the main beam efficiency (𝐵eff):

𝑇mb =
𝐹eff
𝐵eff

× 𝑇𝐴 (2.10)

For astronomical observational purposes, we often find the antenna temperature in this equation denoted
by the corrected antenna temperature, 𝑇∗

𝐴. It describes the intensity after correcting for atmospheric
attenuation and radiative loss. Furthermore, we note that throughout the thesis projects, we are referring to
the main beam temperature when talking about the brightness temperature.

2.1.3 Receiver Design

Heterodyne Receivers
The principle behind a heterodyne receiver consists of shifting the frequency of incoming radiation to

lower frequencies that are easier to process with current instrumentation. This is done by injecting a stable
second frequency through a mixer. The schematics are illustrated in the left panel of Figure 2.3. The radio
frequency is mixed with a frequency from a local oscillator (LO). The result is the intermediate frequency
(IF) and is generally at a lower frequency of ∼10 GHz (instead of the >100 GHz when observing mm
lines). This is convenient since designing electronic circuits that are used to analyze high radio frequencies
is extremely challenging. So a heterodyne receiver helps us to down-convert the incoming signal from
high frequencies where electronic devices would fail. In addition, by generating the IF, it is possible to
operate at a fixed frequency independent of the targeted radio frequency. This makes it possible to optimize
detector circuitry to only a small range of frequencies, while a wider range in actual radio frequencies can
be observed.

Local
Oscillator

RadioFrequency
IntermediateFrequency

Telescope

Mixer RadioPower

Telescope

Absorber

Heat sink (T0)

thermalconductanceG

Psignal

BiasPower
Pbias

Heterodyne Bolometer

Figure 2.3: Receiver Design Schematics (Left) Schematic illustration of a heterodyne receiver, where a local oscillator
frequency is used to shift down the radio frequency to an intermediate frequency that is more easily processable
(right) Illustration of a bolometer.

Bolometers
Bolometers are devices that measure the strength of a signal with the help of an absorber. The absorber

consist of a material whose resistance changes with an increase in temperature by heating of the incoming
photons. By measuring the resistance 𝑅, the temperature of the absorber can be accurately determined.
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The right panel in Figure 2.3 illustrates the basic principle. The absorber is connected to a heat bath of
temperature 𝑇0. By exposing the absorber to a constant bias power, the temperature change can be attribute
to the incoming radiation via

𝑇abs = 𝑇0 + (𝑃signal + 𝑃bias)/𝐺 (2.11)

where 𝐺 represents a system-dependent conversion factor. In contrast to the heterodyne receiver, a
bolometer is not sensitive to the actual frequency of the incoming radiation. Hence, such a detector is more
common for the use of imaging using bandpass filters. A challenge, however, is the requirement to cool the
bolometers down to almost absolute zero (to ∼0.1 K) to achieve sufficiently good sensitivities.

2.1.4 Observing Noise and Sensitivity

We can quantify the strength or significance of a measurement with the signal to noise ratio (S/N). For
telescope observations, the S/N will be:

S/N =
1
√

2
𝑇𝐴

𝑇sys
(2.12)

where 𝑇sys indicates noise temperature (also called system temperature), which describes the added noise
of the system. The

√
2 term accounts for a S/N if only noise is present2.

The noise temperature can be expressed as a sum of different components that a receiver will pick
up in emission. In units of brightness temperature, the individual (noise) contributing components are
independent, and we can separate the total energy into the source temperature itself (𝑇𝐴) and the noise
temperature:

𝑇tot = 𝑇𝐴 + 𝑇sys = 𝑇𝐴 + 𝑇bg + 𝑇sky + 𝑇spill + 𝑇cal + 𝑇rx︸                              ︷︷                              ︸
=𝑇sys

(2.13)

We can separate the noise temperature into components, such as

• the noise contribution from the galactic backgrounds, 𝑇bg;

• the noise contribution from atmospheric emission, 𝑇sky;

• noise contribution from ground radiation (so called-spillover), 𝑇spill;

• noise contribution due to injected noise, 𝑇cal;

• receiver noise temperature, 𝑇rx.

Generally, the system temperature, 𝑇sys amounts to several tens to hundreds of 𝐾 . In contrast, the source
temperature of astrophysical objects is on mK-level (i.e., usually, 𝑇sys ≫ 𝑇𝐴). So designing receivers
that can filter out the relevant source temperature from the dominant system temperature is challenging.
However, the source signal will be correlated from one observation sample to the next. The noise is
generally not correlated between successive observations. Hence, increasing the number of observed
samples makes it possible to reduce the noise.

So, back to the S/N (Equation 2.13), we can also express it in terms of the observed bandwidth, Δa, and
the observed time, 𝜏. By raising the number of independent measurements, 𝑁 , the S/N will increase with

2 More correctly, the S/N for a signal 𝑉 is defined as S/N≡ ⟨𝑉 ⟩
(Var(𝑉))1/2 , where ⟨𝑉⟩ indicates the mean and Var(𝑉) the variance of

the signal. In case that the signal 𝑉 is just noise, then the ratio boils down to 1/
√

2.
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√
𝑁 . Following the Nyquist theorem, we require a sampling rate of 2 × 𝜏/𝑁 to reconstruct a frequency

range Δa as an independent sample. This leads to the radiometer equation describing the S/N:

S/N =
𝑇𝐴

𝑇sys
× (Δa𝜏)1/2 (2.14)

Therefore, by increasing the observing time, 𝜏, or the total bandwidth, Δa, it is possible to improve the
significance of the observed target signal.

2.1.5 Brightness Temperature and Radiative Transfer Equations

Section 1.6 introduces the radiative transfer equations in terms of the spectral intensity, 𝐼a . More relevant
for this thesis is the use of brightness temperature. The general solution of the radiative transfer equations,
Equation 1.17, can be converted to units of brightness temperature, since 𝐵a (𝑇) ∝ 𝐼a ∝ 𝑇𝐴 (e.g., see
Equation 2.5):

𝑇𝐴(𝑠) = 𝑇𝐴(0)𝑒
−𝜏a (𝑠) +

∫ 𝜏a (𝑠)

0
𝑇 (𝑠)𝑒−𝜏d𝜏 (2.15)

where we denote the thermodynamic temperature of the medium at the position 𝑠 as 𝑇 (𝑠). If the medium
is isothermal (𝑇 (𝑠) ≡ 𝑇exc = const.), then we can solve the integral expression and obtain (refer to
Equation 1.18)

𝑇𝐴(𝑠) = 𝑇𝐴(0)𝑒
−𝜏a (𝑠) + 𝑇exc(1 − 𝑒−𝜏a (𝑠) ) (2.16)

where the first term corresponds to the background temperature (𝑇𝐴(0) ≡ 𝑇bg).

Generally, we are interested in finding an expression for the emitted intensity of a molecular cloud that
emits due to a given transition. The antenna temperature of such a source can be expressed by (Williams
and Viti, 2014):

𝑇𝐴 =
ℎ𝑐

2
𝑁𝑢𝐴𝑢𝑙

2𝑘Ba
2
Δa

(
Ω𝑠

Ω𝐴

) (
1 − 𝑒−𝜏a
𝜏a

)
(2.17)

The terms in the first bracket describe the solid angles of the source (Ω𝑠), the antenna or telescope itself
(Ω𝐴), and the line bandwidth is described by Δa. We can solve the expression of Equation 2.17 for the
upper-level population 𝑁𝑢 column density, giving us a way to estimate the amount of material based on an
observed emission line:

𝑁𝑢 =
2a2

ℎ𝑐
2
𝐴𝑢𝑙

(
Ω𝐴

Ω𝑠

) ( 𝜏a

1 − 𝑒−𝜏a
)
𝑊 (2.18)

where𝑊 ≡
∫
𝑇𝐴da ≈ 𝑇𝐴Δa describes the frequency integrated brightness temperature of an emission line.

This expression is also key for molecular gas line emission modeling since it links the observed emission to
the amount of molecular gas (see also Subsection 1.6.2). The expression in Equation 2.18 can be further
simplified for two scenarios:

1. Resolved Source: If the source is resolved and the observed emission fills the telescope beam, the
expression in the first bracket (the so-called beam filling factor) will tend to 1 and hence can be
neglected. This is also the case for diffuse emission. If the source is not resolved, the so-called beam
filling factor will deviate from unity. Consequently, the emission will be spread out over a larger area,
so the beam filling factor will correct for this effect of reduced emission.
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2. Optically Thin Source: In case the emission of the source is optically thin (𝜏a ≪ 1), then the optical
depth correction factor (term in the second bracket) will tend to unity and can be neglected. However,
if the optical depth is significant, not all photons emitted by the cloud will be observable since a
considerable amount will be absorbed or scattered. As a consequence, the observed emission will be
reduced.

For resolved, optically thin sources, where both simplifications apply, the level population density will be
directly proportional to the integrated intensity𝑊 of the emission line.

2.2 Radio and mm Telescopes

Throughout the thesis project, we rely on several different telescopes and instruments to collect the relevant
data that we need to address specific science questions. For radio telescopes, we differentiate between
single dish telescopes with a single continuous collecting area and interferometers that combine several
single dish antennae as an array. Ideally, we want single dish telescopes to be as big as possible to improve
the angular resolution and maximize the collecting area. Single dish telescopes are, however, constrained
in their size due to gravitational bending and wind. This means that in order to guarantee high-quality
observations, single-dish telescopes generally do not surpass a certain size. Otherwise, the performance
would suffer since it becomes increasingly challenging to construct a reliable steering mechanism and
ensure that the reflective surface smoothed to a fraction of the observed wavelength. As a consequence,
current single dish observations do not supersede angular resolutions of ∼10′′ in the mm-regime. This is
relatively coarse compared to ground-based optical observations that reach angular resolutions of ≤1′′.
With so-called interferometers, combining observations of several antennas spread out over an area, it is
possible to achieve high angular resolutions comparable to optical instruments.

2.2.1 Atmospheric Transition Window

A major challenge that ground-based observations of any wavelength face is the interference of the Earth’s
atmosphere due to scattering or absorption of incoming photons. This effect is illustrated in Figure 2.4,
which shows the transmission of the atmosphere as a function of wavelength. The IR regime, UV, and
higher energy radiation all suffer dramatically under atmospheric opacity. At the shorter-wavelength end of
the radio (_ < 1 mm) regime, there are numerous vibrational transitions of atmospheric molecules such as
CO2, O2, and H2O that absorb most extraterrestrial mid to far-infrared radiation. Rotational transitions are
responsible for absorption at mm wavelengths, where the FIR regime goes over into the radio regime. The
atmosphere then becomes mostly transparent again at longer wavelengths. Only at very low frequencies of
a < 300 MHz, ionospheric refraction will again hamper ground-based observations. Therefore, for the
most part, radio frequencies are accessible to ground-based telescopes. As an additional advantage, the
Sun is not a strong radio source. Consequently, radio observations are regularly performed during the day
and at night. The molecular lines we study in this thesis are right at the upper-frequency limit of the radio
regime (at around 1mm). In this range we find significant telluric absorption by rotational transitions of
O2 and H2O. By placing mm observatories at high altitudes in dry climates, we can minimize the telluric
absorption by these molecules and observe the extraterrestrial molecular line emission more efficiently.
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Figure 2.4: Atmospheric Transition of Electromagnetic Radiation. Only at certain wavelength, such as in the
optical and radio regime, is the atmosphere transparent to extraterrestrial radiation. In contrast, due to absorption,
scattering and reflection effects, the atmosphere can become opaque.

2.2.2 The IRAM 30m Telescope

The 30m telescope on the Pico Veleta in the southern Spanish Sierra Nevada mountain range is operated by
the institute de radioastronomie Millimétrique (IRAM) and was built in the early 1980s. It is one of the
largest and most sensitive radio telescopes operating in the millimeter wavelength regime. It consists of a
single parabolic dish with a surface precision of 55 `m. It sits at an altitude of ∼3000 m. In addition to
the good weather condition, the atmospheric water content is minimal, making an efficient detection of
millimeter wavelengths possible. The telescope operates in the wavelength regime from around 80 to 350
GHz. It is equipped with heterodyne receivers and a continuum camera. The most commonly used receiver
is the Eight MIxer Receiver (EMIR). Past studies also relied on observations made with the HEterodyne
Receiver Array (HERA).

Figure 2.5: The Institute de Radioastronomie Millimétique (IRAM) 30m telescope Image Credit: IRAM.

EMIR: The EMIR receiver provides spectral coverage with four different bands ranging from 73 to 350 GHz.
It offers very stable and low noise temperatures and a wide bandwidth of 8 GHz per side-band (Carter et al.,
2012) for two orthogonal linear polarizations. It was commissioned in early 2009. For the instrument,
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IRAM overhauled the calibration system from previous generation receivers. External warm optics provide
an ambient temperature load. The beam is then passed back to the cold load at 15 K. The calibration
accuracy is expected to be within an uncertainty of 10% when observing under stable conditions.

HERA: This is a multi-pixel heterodyne receiver consisting of two arrays of 3×3 pixels (Schuster et al.,
2004). It operates in the range of 215 to 272 GHz. Because it is a multi-beam spectral line receiver, it
is very efficient for rapid raster and on–the–fly imaging of spectral lines. The calibration proved to be
more difficult, with an uncertainty ranging up to 20% (Leroy et al., 2009). Since 2021, HERA has been
decommissioned.

2.2.3 Single Dish Observing Strategy

Single dish observations, particularly from the IRAM 30m telescope, build an integral part of this thesis
project. Following Equation 2.13, a successful observation strategy aims to correctly assess the signal
received from a source after accounting for the many uncertainties that arise from the receiver, telescope or
variation of atmospheric conditions. This section provides a brief overview of the observing strategy when
using the IRAM 30m telescope.

I) Signal Calibration: The receiver output (generally referred to as voltage, 𝑉 , or counts, 𝐶) needs
to be converted into a meaningful quantity, such as the physical brightness temperature. To accurately
convert, we need to calibrate using sources with a known temperature brightness. A standard procedure
for heterodyne receivers, which are installed on the IRAM 30m telescope, is the so-called chopper wheel
method (Penzias and Burrus, 1973). The method consists of contrasting sky observations (using an ON
and OFF position) and loading a cold source and hot source (source at room temperature) in front of the
detector. Figure 2.6 illustrates the general principle of the chopper wheel method by means of the different
spectral measurements. The antenna temperature 𝑇 ′

𝐴 (where the prime indicates correction for atmospheric
extinction) can then be expressed, to first order, in terms of

𝑇
′
𝐴 = 𝑇cal ×

𝑉ON −𝑉OFF
𝑉hot −𝑉cold

(2.19)

where 𝑉OFF indicates the measured off source voltage (Figure 2.6, panel (i)), 𝑉ON the on source voltage
(Figure 2.6, panel (ii)), and 𝑉hot/𝑉cold the voltage when exposed to the hot/cold load. Notice that
the off position voltage, 𝑉OFF, is identical to the combination of cold load and receiver noise signal
(𝑉OFF = 𝑉cold +𝑉rx, with 𝑉rx). 𝑇cal is the calibration term, which includes the beam forward efficiency and is
calibrated to convert voltage into brightness temperature units. The method requires observing the source
(the ON) and a position without any emission (OFF).

A key strategy for a successful and efficient calibration is to obtain systematic measurements of the
baseline via the OFF point without significantly reducing the time observing the (more scientifically
interesting) ON position. The IRAM 30m telescope employs the following observing strategies to ensure
repetitive ON and OFF measurements:

• Position Switching: The pointing of the telescope’s antenna switches between the source and an
area in the sky where no emission is expected. The ON and OFF position separation should not be
too large to ensure that the atmospheric conditions are similar between the two pointings. Also,
position switching is only feasible if the rate of variation of the atmospheric conditions is smaller
than the time it takes the telescope to move between the ON-OFF positions.
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Figure 2.6: Chopper Wheel Method (i) The voltage 𝑉OFF is the signal when no source is present. The panel shows
the voltage over a range of frequencies. (ii) When the telescope is pointed toward a source, we measure 𝑉ON. (iii) The
difference of the ON and OFF signal measures the source emission. (iv) To convert voltage to brightness temperature,
we use a hot and cold load. The system noise voltage is indicated by 𝑉rx.

• Wobbler Switching: This technique is, in principle, identical to position switching. Not the antenna,
but the secondary mirror gets re-positioned. This is more time-efficient. However, the range of
movement of the secondary mirror is limited (no more than 240′′). For extended sources, the maximal
possible wobbler ON-OFF separation might not be enough to cover a region without any emission.

• Frequency Switching: Alternatively, instead of re-positioning the pointing of the telescope, it
remains in the ON position, but the tuning frequency is cyclically changed between two phases. The
OFF tuning should be selected such that the resulting spectrum does not show any source emission.
This method is also very time efficient since the telescope does not need to be re-positioned. However,
the system’s stability as a function of frequency could vary significantly, or atmospheric lines could
hamper an accurate calibration.

• Background Subtraction: In principle, no OFF position is needed if we can obtain a well-behaved
baseline fit from the ON observation. By fitting the baseline within the targeted spectral region, we
can obtain an equivalent to an OFF-source observation. This method requires, however, that the
baseline does not include emission from the source or other spurious artifacts that make fitting a
baseline impossible.

II) Pointing and Focus: Throughout the observing run, it is necessary to ensure that the pointing direction
of the telescope is stable. In regular intervals, a correction needs to be performed. The calibration is
performed by scanning over an unresolved source for which we know the coordinates. Any potential offset
can be used to correct the pointing of the telescope. Generally, the pointing for the IRAM 30m telescope
should be checked every ∼40 − 60 min. Also, the focus of the telescope observations varies with time
and needs constant calibration. The focus can be adjusted by changing the primary and secondary mirror
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separation. The optimal distance is determined such that the PSF response is minimal when observing a
point source. The focus needs to be checked ∼3-4 h or if atmospheric conditions have changed significantly
(e.g., after dawn or dusk).
III) On-the-Fly (OTF) Mapping: With the OTF technique, it is possible to efficiently map larger areas in
the sky (relative to the beam size). The result is a 3D data cube, i.e., a 2D map where each pixel contains a
spectrum (see Figure 2.8). Instead of iteratively switching between an ON and OFF position, the telescope
scans smoothly and rapidly across a path over the sky. After completing each track, the OFF position is
then targeted. This significantly reduces the telescope’s overhead.

2.2.4 Atacama Large Millimeter Array (ALMA)

Figure 2.7: Atacama Large Millimeter Array (ALMA). Image Credit:
ESO/ALMA.

Besides the single dish IRAM 30m
telescope, we also rely on ALMA,
which is an astronomical interfer-
ometer (Wootten and Thompson,
2009). In terms of sensitivity and
resolution, it has revolutionized radio
astronomical observations. It com-
bines a total of 66 radio telescopes
that have 12m and 7m diameters. It
is situated in the Atacama Desert at
an altitude of 5 000 m, yielding ex-
cellent atmospheric observing condi-
tions. The instrument is operated by
the European Southern Observatory
(ESO). It operates in the range of 31
to 1000 GHz. The antennas can be set
up in different configurations, achiev-
ing different sensitivities and angular
resolutions. The baseline can be ex-
tended up to 16 km, making angular resolutions of <0.1′ possible. Due to its high-quality instrumentation
design, it offers a very accurate calibration of <3% (Francis et al., 2020). This makes ALMA observation
particularly interesting to compare to observations made with other telescopes, such as the 30m telescope,
and investigate flux calibration uncertainties.

2.2.5 Other relevant Telescopes and Instruments

Data from several other telescopes and observatories are included in this thesis project. The observations
range across a vast regime of wavelengths from the optical to the lower frequency radio waves. The
following list provides a brief overview of the more relevant observatories for this thesis project. These
telescopes and instruments are essential to derive ancillary physical parameters, such as the star formation
rate, dust mass, or atomic hydrogen distribution, all of which cannot be traced by mm observations alone.
Further details regarding the technical specifications are given in the relevant chapter.

• Karl G. Jansky Very Large Array (VLA): The interferometer consists of 27 antennas, each with a
diameter of 25 m. It is located in New Mexico, USA, and operates at frequencies of 1 to 50 GHz.
The configuration of the antennas can change, yielding different angular resolutions.
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• 45m Nobeyama Radio Observatory (NRO): The single dish telescope is located in Japan and is
operated by the National Astronomical Observatory of Japan. It was constructed in 1982. With
a diameter of 45m, it currently constitutes one of the largest single dish mm radio telescopes. It
operates at 80 to 116 GHz.

• Submillimeter Array (SMA): The interferometer consists of eight 6-meter antennas and is located
on Mauna Kea in Hawaii. The baseline can vary between 16 to 508 meters. It operates at higher
submillimeter frequencies of 194 to 408 GHz. Combining both sidebands from heterodyne receivers
yields a large bandwidth of 48 GHz, making it an ideal instrument to study a suite of molecular lines
simultaneously.

• Herschel Space Observatory (HSO): Operated by the European Space Agency (ESA), HSO was in
operation from 2009 to 2013 and covered the infrared wavelength regime from 55 `m to 672 `m.
The satellite is equipped with a 3.5 m primary mirror. In this thesis, we rely on observations made
with the Photodetecting Array Camera and Spectrometer (PACS) and Spectral and Photometric
Imaging Receiver (SPIRE) instruments. Due to the depletion of liquid helium, which is necessary to
cool the systems, the telescope mission ended in 2013.

• Spitzer Space Telescope (SST): The infrared SST observatory was launched in 2003. The satellite
carried three instruments that together covered the wavelength range of 3.6 `m to 160 `m. Despite
running out of liquid Helium as coolant in 2009, the observatory continued to operate until 2020
using only the two shorter wavelength bands (3.6 `m and 4.5 `m).

• Hubble Space Telescope (HST): Launched in 1990, HST is a space observatory in low-earth orbit.
It has a primary mirror diameter of 2.4 m and operates with five main instruments that can observe
ultraviolet, visible, and near-infrared light.

2.3 Astronomical Data Analysis

Most millimeter observations are provided in the form of so-called 3D data cubes. The following sections
describe how we can describe and scientifically analyze such datasets.

2.3.1 2D and 3D data Analysis Techniques

Astronomical data cubes, which we extensively use in this PhD project, consist of two spatial (𝑥 and 𝑦
axis) and a frequency axis (𝑧 axis). This means that we obtain the main beam temperature in terms of
𝑇mb(𝑥, 𝑦, a) (so-called voxels). It is common to describe the spectral axis in terms of a velocity relative to
the rest-frame frequency of an emission line using the Doppler shift. We can derive a range of data products
for any given astronomical cube. These help us to disentangle, visualize and properly analyze the various
information encapsulated within the cube. Table 2.1 summarizes the key 2D data products and provides
the prescription to derive them. To improve the significance of the data, it is common to define a mask,
𝑀 (𝑥, 𝑦, a), that indicates what voxels belong to the emission line and what voxels are only noise related.

The integrated intensity (moment-0) or peak intensity map best describes the strength of the emission
line. The moment-0 is one of the key parameters when describing the radiative transfer equations. It is
obtained by integrating the cube (also called collapsing) along the velocity axis. In order to optimize the
S/N, voxels outside the mask are set to 0. Since the line width information is removed, there is a degeneracy
in moment-0 maps regarding broad lines with a low peak and narrow lines with a high peak. In contrast,
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the peak intensity looks at the maximum brightness temperature for a given line of sight, but it again loses
information about the line width.

Information regarding the kinematics of the emitting gas is best captured by the mean velocity (moment-1)
and velocity dispersion (moment-2) maps. The mean velocity describes the bulk motion of the emitting gas
element along the line of sight. Due to the Doppler shift, the peak emission frequency will shift towards
bluer or redder wavelengths. Since we observe an ensemble of gas particles, the individual velocities will
vary. The moment-2 map estimates the line width, which is linked to the gas velocity dispersion. Figure 2.8
illustrates a data cube example and shows the key 2D products.

Table 2.1: Summary of key 2D Data Products used in this thesis project, adopted from (Leroy et al., 2021a)

Map Mathematical Prescription Unit
Integrated Intensity

𝑊 (𝑥, 𝑦) = ∑
𝑖 𝑇mb(𝑥, 𝑦, a𝑖)𝑀 (𝑥, 𝑦, a𝑖)𝛿a K km s−1

(Moment-0)
Peak Intensity 𝐼peak(𝑥, 𝑦) = maxa𝑖

[
𝑇mb(𝑥, 𝑦, a𝑖)

]
K

Mean Velocity
�̄�(𝑥, 𝑦) = 1

𝑊 (𝑥,𝑦)
∑
𝑖 a𝑖𝑇mb(𝑥, 𝑦, a𝑖)𝑀 (𝑥, 𝑦, a𝑖)𝛿a km s−1

(Moment-1)
rms line width

𝜎𝑣 (𝑥, 𝑦) =
(

1
𝑊 (𝑥,𝑦)

∑
𝑖 (a𝑖 − ā)

2
𝑇mb(𝑥, 𝑦, a𝑖)𝑀 (𝑥, 𝑦, a𝑖)𝛿a

)1/2
km s−1

(Moment-2)

Note: 𝑀 (𝑥, 𝑦, a𝑖) indicates a Boolean mask that indicates whether the line is detected or not. 𝛿a indicates
the channel width.

2.3.2 The PyStructure

To efficiently analyze multi-line and multi-wavelength datasets, we use a pipeline that first homogenizes the
complete dataset in terms of resolution and spatial coverage. The particular pipeline is called PyStructure
and is based on IDL scripts used to obtain bias-free measurements of molecular cloud properties (Rosolowsky
and Leroy, 2006). The following section briefly outlines the key aspects of this routine.

1. Data Convolution: We use observations from various telescopes and at different frequencies for the
final analysis. Consequently, the angular resolutions do not necessarily match. To homogenize the
full dataset, we convolve all data cubes and maps to the common (i.e., largest) beam size. For this
step, we assume that the convolution kernel of the data is sufficiently well described by a 2D Gaussian
function, for which the width is defined by the difference in quadrature (\kernel =

√︃
\

2
target − \

2
source).

2. Hexagonal Grid Sampling: In our analysis, we usually want to compare the emission of different
lines for a common line of sight. Hence we need to regrid all cubes and maps to a common sampling
grid. The PyStructure code performs a half-beam sized hexagonal sampling instead of a Cartesian
sampling. Using a hexagonal sampling is commonly done in the literature (e.g. Bigiel et al., 2011;
Sandstrom et al., 2013; Kawana et al., 2022). As opposed to a Cartesian sampled grid, the data
points are all equidistant in a hexagonally sampled grid. This ensures a more uniform sampling.
The oversampling factor, which is defined as the ratio of the beam area relative to the pixel size
(𝑁s = (1.13 × \2

FWHM)/𝐴hex
pix ), is also minimized3, while still ensuring Nyquist sampling.

3 Note that if the pixel spacing is equal to the beam size then there is no oversampling.
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Figure 2.8: Example Data Cube and Key Products. Example of CO(2-1) observation made with the IRAM 30m
telescope of galaxy M51. The top left illustrates a 3D datacube, where the colors indicate the brightness temperature.
The three axes are labeled. The line illustrates the spectral axis for a random pixel (𝑥, 𝑦). The spectrum is shown
on the top left, where the key derived parameters are indicated. The peak temperature (in pink) is the brightness
temperature corresponding to the largest value of the spectrum. The moment-0 is equivalent to the area under the
spectral curve. The red vertical line indicates the mean velocity, �̄�, (also referred to as moment-1). The moment-2
corresponds to the width of the line. The bottom panels show the 2D data products, which we obtain after processing
the spectral axis of each pixel.

3. Cube rms and Masking Routine: To improve the S/N of the derived data products, we determine
a 3D mask that indicates voxels that contain line emission. In simple terms, the mask consists of
voxels that have a value above a certain threshold factor of the line rms. The rms is determined from
the signal-free part of the spectrum using the median absolute standard deviation (concept dating
back to Gauss, 1816), which is more robust toward outliers than the general standard deviation. The
mask is created using a set of previously defined reference lines. These should be bright enough
so that we do not lose emission for all other lines on which we apply the mask. We generate the
mask by combining a so-called high mask with a high threshold and a low mask with a low rms
threshold. In essence, the high mask is expanded into the low mask to recover areas of low rms
emission belonging to the high rms core. This ensures that the final mask does not contain noise
peaks while not being too strict and missing a significant amount of the line voxels.

4. Data Product Generation: The convolved and hexagonally sampled data cubes are processed to
obtain the key data products described in Subsection 2.3.1. The corresponding error is computed
based on Gaussian error propagation.
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Figure 2.9: Spectral Line Stacking. Here, we select twelve sightlines corresponding to a specific region in the
center of galaxy M82 center (see left panel). The central panel shows each individual spectrum. The corresponding
root-mean-squared (rms) at 10 km s−1 is indicated in each panel. We have shifted each spectrum such that they are
centered at the same velocity (using the brighter 12CO(2-1) emission). When stacking 𝑛 spectra, the rms will decrease
by a factor of ∼

√
𝑛. The right panel shows the stacked spectrum of the twelve sightlines. The rms clearly decreased

from ∼20 mK to ∼6 mK.

2.3.3 Spectral Line Stacking

Throughout this thesis project, we deal with faint molecular emission in certain regions of the galaxy. We
use the so-called spectral line stacking technique to improve the S/N of the detection. This technique is
commonly used in the literature (e.g. Schruba et al., 2011; Walsh et al., 2016; Cormier et al., 2018; Loomis
et al., 2021). Figure 2.9 illustrates the basic principle. Since the noise is uncorrelated, the signal can be
improved by combining several spectra. However, since the spectra from different lines of sight have likely
different velocity shifts, we first need to regrid each spectrum along the velocity axis so that the local peak
velocity corresponds to 𝑣 = 0 km s−1. Given a set B = {𝑖 |𝑖 in some bin} which defines the indices of a
predefined bin:

𝑇
stack
mb (ashift) =

1
|B|

∑︁
𝑖∈B

𝑇mb(𝑥𝑖 , 𝑦𝑖 , ashift) (2.20)

By shifting the spectra to their local zero-point, we remove the large-scale velocity gradient and ensure
that spectra from different parts of the galaxy will average coherently. Commonly, we use the following
bins:

• Radial Stacking: We often are interested in establishing whether a radial trend of some sort exists
across a galaxy. We refer to radial stacking when we bin the data using concentric rings of a fixed
width and increasing radius.

• Regional Stacking: We can commonly distinguish between different galaxy regions, such as the
center and disk or the spiral arm and interarm.

• Stacking by Quantity: We can bin the lines of sight by any other quantity, such as stellar mass surface
density, dust mass surface density, CO velocity dispersion, etc. For example, when stacking by ΣSFR,
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we have binned the individual sightlines by their SFR surface density.

When stacking 𝑛 spectra, the noise will generally improve by a factor ∼
√
𝑛 for uncorrelated noise. We

note that spectral line stacking is not to be confused with binning integrated line intensities.
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CHAPTER 3

IRAM 30m Telescope Performance Analysis

Things usually look better if you’re doing something right.

M. Reid to K. M. Menten – 20th/21st century astronomers

Overview

Data obtained with the IRAM 30m telescope build an integral part of the PhD thesis project. Uncertainties
and limitations associated with the observations must be well understood to ensure that we properly analyze
the dataset. While essential, such an analysis is something we rarely find being performed in the literature.
By 2020, we had obtained 12CO(1-0) and 12CO(2-1) OTF observations from various observing programs
and telescopes for a sample of nine nearby spiral galaxies1. Upon close inspection of the datasets, we note
large discrepancies when comparing observations of the same line in the same galaxy. To quantify the
robustness and performance of observations obtained with IRAM 30m telescope EMIR receiver, we aim to
systematically assess the flux calibration stability. For that purpose, we requested director’s discretionary
time (DDT) to observe selected pointings across M51. The details are presented in Section 3.1. Overall,
we find a consistent scan-to-scan variation of 10%. Only for fainter lines, the intensity can vary by
>50% between different scans. Another relevant effect can be emission contribution from the error beams
that introduce additional uncertainty. While most emission enters the telescope via the main beam, a
non-negligible fraction of emission comes from side lobes. Techniques exist to estimate and quantify such
error beam contribution. In particular, the interarm region suffers more significantly, with >10% of the
measured intensity originating, in fact, from emission via the side lobes.

3.1 Flux Stability Analysis

Combining datasets from different telescopes for a multi-line and multi-transition study is challenging.
Variation in the overall performance, observing stability, and noise handling can lead to systematic
differences in the obtained intensity measurements. This is particularly relevant when investigating line
ratios, where the dynamical range is small (e.g., the CO(2-1)/(1-0) line ratio we observe in M51 has a

1 We investigated resolved CO line ratio, 𝑅21, variation across and within these nine galaxies (see Chapter 4). These were part of
the EMPIRE sample (Jiménez-Donaire et al., 2019).
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range of 𝑅21 = 0.5 − 1.0). Systematic errors can be minimized when simultaneously observing the two CO
transitions with the same instrument. But when combining CO observations from two different telescopes,
the resulting ratio can vary significantly depending on the telescope’s performance. In the context of CO
line ratio studies, this issue has become more relevant with recent work on resolved nearby galaxies (e.g.
Yajima et al., 2021; den Brok et al., 2021; Leroy et al., 2022). Particular reasons for the instabilities of
observed fluxes are manifold. Most commonly, the performance of a radio telescope can suffer from the
following aspects:

1. Different or Unstable 𝑻sys: The system temperature is defined in Equation 2.13 as the part of the
observed intensity related to the noise. It consists of several different components (mainly related to
noise injected by the receiver).

2. Variable S/N: The reached sensitivity can vary for a single observation or between observations of
two different lines due to their respective signal strength.

3. Scanning Artifacts: When performing on-the-fly (OTF) observations, it is possible that bad scans
can impact the resulting observations.

4. Varying Atmospheric Conditions: Changes in atmospheric opacity or differences in the average
airmass (linked to telescope’s pointing elevation) also affect the resulting flux intensity, if not properly
calibrated.

5. Bad Intensity Calibration: The intensity calibration is performed using the chopper wheel method
(see Subsection 2.2.3), which consists of oscillating observations that are exposed to either a cold and
a hot load. Systematic uncertainties in the calibration procedure can affect the resulting observation.

6. Improper Error Beam Handling: Emission entering via the side lobes of the beam lead to a larger
observed intensity. The beam pattern differs by telescope, but is also frequency dependent, making it
challenging to properly account for when combining multi-telescope datasets.

By relying only on a dataset of two lines observed with the same telescope at the same time, several
of these issues will cancel out when taking the line ratio. By comparing the resulting variation, we can
study the impact of flux stability issues on other line surveys. This section focuses exclusively on the
CO(2-1)/(1-0) line ratio variation in the nearby spiral galaxy M51.

3.1.1 Introduction – The IRAM 30m DDT Project #E02-20

One of the main reasons that motivated the in-depth analysis of the IRAM 30-m performance analysis was
our recent study ( Chapter 4 of this thesis; den Brok et al., 2021), where we find an arm-interarm CO line
ratio trend that is conflicting with previous work. Counter-intuitively, we measure higher 𝑅21 line ratio
values in the interarm compared to the spiral arm regions. This result opposed previous studies of the
same galaxy (Koda et al. 2012). We narrow down the discrepancy to the use of different CO(1-0) and
CO(2-1) datasets. Substituting the different CO(1-0) datasets resulted in an inverted arm-interarm trend.
For reference, we use the PAWS CO(1-0) map from Pety et al. (2013), while Koda et al. (2012) use data
from Koda et al. (2011)). In addition to internal variation, M51 shows a very large averaged line ratio when
compared to other nearby galaxies (𝑅21∼0.9 for M51, while the average across nearby galaxies is 0.64; den
Brok et al., 2021). In den Brok et al. (2021), we perform various analyses to understand the uncertainties of
the IRAM 30m PAWS data. We now suggest that the discrepancy is caused by the NRO CO(1-0) data,
which has improper error beam handling, different or unstable 𝑇sys, variable S/N, or scanning artifacts.
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Figure 3.1: Pointing Selection for DDT Program #E02-20. (Left) PAWS OTF integrated CO(1-0) map of galaxy
M51 with the six selected pointings highlighted. Interarm pointings (1-4) are color-coded in orange, and spiral arm
pointings (5-6) in blue. (Right) The CO line ratio 𝑅21 using PAWS CO(1-0) and CLAWS CO(2-1) data. The interarm
pointings are selected around regions with enhanced 𝑅21.

However, as a definitive experiment to confirm the robustness of previous IRAM 30m measurements, we
proposed observing four selected pointings in the interarm (labeled 1-4) and two pointings in the spiral
arm region (labeled 5-6). Figure 3.1 shows the CO(1-0) OTF emission (from PAWS) together with the
6 proposed pointings. The selection of the individual pointings is based on assessing the 𝑅21 map and
finding where the variation is strongest in the interarm regions.

Table 3.1: Summary of the six pointings observed as part of the project #E02-20.

No RMS [mK] S/N Obs. Date (in 2021) 𝑁scans
(1-0) (2-1) (1-0) (2-1)

1 7 7 50 33 8/9 Mar. 6
2 7 9 39 19 8/9 Mar. 6
3 6 9 33 18 27 Feb. + 8/9 Mar. 8
4 5 6 20 13 27 Feb. + 8/9 Mar. 9
5 6 11 108 37 8/9 Mar. 6
6 6 8 119 67 27 Feb. + 8/9 Mar. 8

The observations of the DDT project #E02-20 were carried out over the course of two separate nights. On
the night of February 27th, severe weather conditions limited the window of possible observing time to only
3 h. Due to this limited time-constrained, only 3/6 proposed pointings were initially observed (pointings 3,
4, and 6). Another observing run was carried out on the night of March 8/9th. All six pointings could be
observed with a total of 6 h, telescope time over the two nights. A summary of the complete DDT program
dataset is given in Table 3.1. The final CO(1-0) and CO(2-1) spectra are presented in Figure 3.2.

Since changing atmospheric conditions or calibrations variation can significantly affect the resulting
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Figure 3.2: CO(1-0) and CO(2-1) Spectra for Individual Pointings. The CO(1-0) spectra are in the left panels (red)
and the CO(2-1) in the right panels (green). Position 1 – 4 (yellow) are from the interarm and positions 5 – 6 (blue)
are from the spiral arm regions. The dashed line indicates the systemic velocity of M51 at ∼471 km s−1 (Shetty et al.,
2007). Each panel indicates the rms of the line-free part of the spectrum and the S/N of the integrated emission.

intensity measurements, we looped through the pointings several times. We observed each pointing for
6 min, before moving to the next. This ensured that the spectra of the different pointings are approximately
uniformly affected by any potential instability. As a result, we have several scans for each pointing (the
number of scans per pointing is listed in the last column of Table 3.1).

3.1.2 Further Relevant Observations

We use OTF maps to complement the data performance analysis. PAWS covered the central region of
M51 at 1 arcsec resolution (Pety et al., 2013; Schinnerer et al., 2013). For short-space corrections, the
full disk of M51 is also observed. These IRAM 30m observations have a resolution of 23 arcseconds. In
addition, we use IRAM 30m large program data from CLAWS. This survey covered the emission of several
CO isotopologues across the full disk of the M51. The OTF maps are used to produce mock pointing
observations. Using the apertures corresponding to the proposed pointings, we can extract the spectra by
only combining lines of sight within each aperture.

3.1.3 Data Assurance Checks

In combination with the OTF maps, we do a couple of consistency checks to characterize the performance
of the 30m telescope. In this subsection, we address issues from which the telescope performance can
suffer in the following order:

50



Chapter 3 IRAM 30m Telescope Performance Analysis

I. Compare Different Observing Nights: For three pointings, we can compare the spectra observed
on 27th of February and 8/9th of March. This makes it possible to assess the calibration stability
since the observing conditions differ between the two nights.

II. Differences between Individual Scans: Due to the looping over the pointings, we have several
scans per position. In case of adequate performance, we expect the different scans not to show any
substantial line variation.

III. Elevation of Telescope Pointing: The airmass will vary with elevation. We can assess the impact by
comparing any potential scan-to-scan variation to the elevation of the telescope pointing.

IV. OTF Extracted Spectra: The OTF maps can be used to create mock pointing observations. We
compare such spectra extracted from the OTF maps to the #E02-20 pointing observations.

V. Pointing Error Analysis By shifting slightly the aperture used to extract the mock spectra from the
OTF data, we can simulate a pointing error and assess its impact.

I) Consistency Check between Different Observing Nights
The observations of the six pointings are split over two nights. Three selected pointings were observed on
both nights. This includes the interarm regions 1 and 2 and the spiral arm region 6. Figure 3.3 shows the
spectra for CO(1-0) and CO(2-1) from both observing nights as well as their residual (the observation of
the first night are plotted below the observation on the second night). Table 3.2 lists the relative difference
of the integrated intensity. In general, the integrated intensity variation varies of order 10-20% between the
two different observing nights. Such a degree of variation is consistent with the finding of previous studies
investigating the stability of line calibrators (e.g. Jiménez-Donaire et al., 2019). The CO(2-1) emission for
pointing 4 shows, however, a very big difference (∼40%). The observation of the 27th of February seems to
be affected by a bad scan, resulting in lower detected emission.

Table 3.2: Comparison of the line intensities of the same position over the two observation runs.

Pointing N o Difference (𝑹 27/09)
(1-0) (2-1)

3 1.20 1.04
4 0.98 0.61
6 0.93 1.17

During both nights, we also observed the line calibrator IRC+10216. This makes it possible to estimate
the calibration stability of the telescope. Figure 3.4 shows the comparison of the CO lines of the line
calibrator for both nights. From these measurements, the 3mm observations seem less stable since they
show a ∼ 15% variation between the two nights for the integrated line intensity. The 1.3mm observation
appears to be more stable, with only a 2% difference in integrated intensity between the two measurements.
IRAM generally reports a calibration uncertainty of around 10% for good observing conditions2. The
line calibrator variation of ∼ 15% could explain the observed variation of the CO(1-0) measurements in
pointing 3 and 6 (see Figure 3.3).
II) Consistency Check between Individual Scans
Since we obtained numerous scans for the individual pointing (see Table 3.1), we can study the consistency

2 https://publicwiki.iram.es/EmirforAstronomers/#Telescope_efficiencies (06/16/2022)
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of the resulting spectra. The integrated intensity of the individual scans for both lines is indicated in
Figure 3.5. Figure 3.6 and Figure 3.7 show the individual scans for all the pointings for CO(1-0) and
CO(2-1) respectively. Scans 1-4 were observed on the 27th of February (only pointing 3, 4, and 6). Scans
5-11 were obtained on the night of 8/9th of March (for all pointings). Looking at Figure 3.5, we can see
that the CO(1-0) scan-by-scan variation seems to be within the margin of error of the integrated intensity
measurements for most scans. Only for pointing 3, 4, and 6, does the scan #2 seem to show a bigger
difference. In contrast, the variation of the CO(2-1) line emission scans shows stronger scan-to-scan
variation, with >50% for certain instances. The variation of the scans taken on the first night likely relates
to the unstable weather conditions. Strong winds forced the suspension of any further observations after
3 h. In some instances, the scan-to-scan variations seem to be connected between the CO(1-0) and CO(2-1)
emission line (e.g., scan #1 for pointing 5 and 6 both show a significantly higher intensity than scan #1,
or scan #8 and #9 have both larger intensities than the average in pointing 5). Such a correlation likely
indicates sources of variation not linked to the observing frequency (we stress again that both the CO(1-0)
and CO(2-1) lines were observed simultaneously per pointing). In other cases, for a given scan, CO(1-0)
and CO(2-1) are affected differently. The fact that the CO(2-1) shows stronger variation can be linked to
several possibilities: For CO(2-1) at 1.3 mm, the atmospheric opacity is stronger, the main beam efficiency
is smaller, and the line intensity is smaller (depending on the line ratio 𝑅21 than CO(1-0) at 3 mm.
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Figure 3.3: Day-by-Day Comparison. For three pointings we have observations from both observing nights. The top
spectrum shows the March 8/9 observation, the middle spectrum the data from the 27th of February, and the grey line
indicates the residual. The integrated intensity ratio of the two days is indicated in each panel.
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Figure 3.4: Line Calibrator IRC+10216. Comparison of the line calibrator’s CO(1-0) and CO(2-1) emission.
Residual shows the spectrum of the second night subtracted from the first night. The ratio between the two observations
is given in each panel. In particular, the CO(1-0) emission differs by 14% between the two nights.
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Figure 3.5: Scan-by-Scan Variation. We iterated through the different pointings several times. Consequently, we
have for each pointings numerous scans. These panels show the comparison of the line intensity of our program for
each individual scan (1 in darkest green/red, 11 in lightest green/red), separated by pointing number. The top panels
show the CO(1-0) line intensity, and the bottom panels show the CO(2-1). Scan 1-4 are only taken for pointing 3, 4,
and 6. Scan 5-6 are only taken for pointing 1, 2, and 5.
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Figure 3.6: Individual CO(1-0) scans of the different pointings. On the first night, we only observed pointings 3, 4
and 6.

56



Chapter 3 IRAM 30m Telescope Performance Analysis

40
0

60
0

1234567891011

P
os

it
io

n
1

40
0

60
0

P
os

it
io

n
2

40
0

60
0

P
os

it
io

n
3

40
0

60
0

P
os

it
io

n
4

40
0

60
0

P
os

it
io

n
5

40
0

60
0

P
os

it
io

n
6

V
el

oc
it
y

[k
m

/s
]

N
o

run

Feb. 27Mar. 8/9

C
O
(2
-1
)

Figure 3.7: Individual CO(2-1) scans of the different pointings. On the first night, we only observed pointings 3, 4
and 6.
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III) Elevation of the Telescope
The airmass of the observation changes with the elevation of the telescope’s pointing direction. With
decreasing angle, the source emission travels through a thicker layer of the atmosphere, hence increasing
its impact on the resulting observation through absorption and scattering by turbulence cells. Also, the
telescope’s beam pattern will likely change with the elevation since gravitational stress will bend or stretch
parts of the antenna to a small degree. The telescope’s ideal source elevation that minimizes any such
effects is at 45◦. Our dataset can investigate whether there are any systematic trends in the measured CO
brightness temperature with the source’s elevation in the sky. In Figure 3.8, we plot the CO(1-0) and
CO(2-1) intensities for all the individual scans (colored by the pointing number) versus the elevation of the
source. The top panels show a trend with elevation for each pointing. In the bottom panel, we normalize by
the average intensity of each pointing (i.e., the intensity of the spectrum of the combined scans for each
pointing number, as in Figure 3.2). In addition, we bin the data to indicate any potential trend with the
source elevation. No significant trends are seen for the CO(1-0) and the CO(2-1) line emission for any
given pointing. Scan-by-scan variation from a different origin seems to dominate. Only the normalized
CO(2-1) binned intensities seem to increase with the elevation slightly, but the scatter of ∼20% remains
dominant. We concluded that for our purposes, the performance of the telescope is not significantly affected
by elevation changes.
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Figure 3.8: Flux Calibration Stability with Elevation. (Top panels) The intensity of the individual scans compared
to the elevation pointing of the telescope. For pointing 3, 4, and 6, we have observations from two nights. (Bottom
panels) Normalized intensities of the individual scans (i.e., divided by the brightness temperature of all scans of
each pointing combined). We binned the data (black data points) to see any systematic trend with elevation. The left
shows the CO(1-0) and the right the CO(2-1) data.
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IV) Comparison to PAWS and CLAWS OTF Maps
Using a beam-size aperture, it is possible to create mock pointing observations with the OTF maps from
PAWS for CO(1-0) and CLAWS for CO(2-1). We then compare them to the spectrum from the DDT
program. The mock spectra are obtained by averaging over the lines of sight within the beam aperture of a
given pointing. Comparing these simulated observations, we can check for consistency of the telescope’s
pointing and observations between the different projects. Figure 3.9 compares the integrated intensity from
the extracted spectra and the DDT observations for the six different pointings. The bars indicate the line
intensity ratio from the pointing to the mock observation 𝑅E02-20/OTF. There is a clear tendency that the
CO(1-0) brightness temperature we observed as part of #E02-20 is systematically higher than that from
PAWS (brown bar, by ∼10-20%). Such a strong difference likely stems from a flux calibration issue that
globally affects either the PAWS data cube or our CO(1-0) observations. Such a significant offset of the
intensities between different observing programs will affect the accuracy of 𝑅21 line ratio studies (this
will be further assessed in Chapter 4). In contrast, the #E02-20 pointing observations seem to slightly
underestimate the CO(2-1) intensity compared to the CLAWS data (green bar; ∼ 5%). As stated by IRAM,
a difference of 5% is within the 10% expected from the general calibration uncertainty of the telescope.
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Figure 3.9: Comparison of #E02-20 and OTF map Intensities. The integrated intensity ratio from the #E02-20
program and PAWS (brown) or CLAWS (green). If the lines were exactly similar, we would expect a ratio of 1. We
see that for CO(1-0), the #E02-20 program detects systematically brighter lines (by ∼ 20%), while detected CO(2-1)
emission is about 5% fainter than from the CLAWS mock emission.

V) Telescope Pointing Error Analysis
Another source of uncertainty is the pointing accuracy of the telescope itself. The accuracy is stated to be
<1′′ according to IRAM3. However, larger pointing offsets are found throughout the night after observing a
point calibrator every ∼1 h. We generally found a variation of 3′′ between iterative pointing calibrations. To
investigate whether the difference in the measured line intensity between the two nights and the difference
compared to PAWS/CLAWS can be explained by pointing error, we use the PAWS/CLAWS OTF maps and
3 https://www.iram-institute.org/EN/content-page-58-7-55-58-0-0.html (06/16/2022)
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shift around the aperture to create the mock spectra by 3" in each direction. With the help of these pointing
simulations, we can look at how the line shape varies and see if this effect explains the differences. The
result is shown in Figure 3.10 for pointing #6. The same method is applied to the other pointings. Generally,
we see that the line intensity does only vary up to 10%. We thus conclude that a pointing error cannot fully
explain the variation of up to 20%, which we find comparing the different scans (seen in Figure 3.9).

Furthermore, we looked at how the CO intensities vary if we displace the aperture by half-beam-sized
steps (see Figure 3.11). For this analysis, we again use the PAWS CO(1-0) and CLAWS CO(2-1) OTF cubes,
projected onto a hexagonal grid with half-beam spacing using the PyStructure (see Subsection 2.3.2).
We performed this analysis for all six pointings (see the bottom panel for the illustration of the complete
galaxy and the location of the individual pointings). In the top left panel, we look at the variation of
CO(1-0) relative to the central pixel of our aperture. The color scale shows the variation of each pixel to the
central pixel (indicated in green). We perform the same analysis for the CO(2-1) emission (illustrated in the
top right corner of Figure 3.11. We see that already after about a beam-size displacement, the variation
is of order >200% for CO(1-0) and CO(2-1). The bottom panels show the variation of the line ratio,
𝑅21, when keeping either the CO(1-0) or CO(2-1) fixed (i.e. use the value of the central pixel, indicated
in green). Again, we see that already quite fast, no further than a beam size separation from the center,
we get significant variation in the CO line ratio value. We conclude that the pointing performance is
more than sufficient for our purpose, and uncertainties related to the pointing accuracy cannot explain the
discrepancies we see for the integrated line intensities when comparing different observing runs.

3.1.4 Conclusion – #E02-20 Project

This report provides an overview of several diagnostic plots that we use to analyze the IRAM 30m
telescope’s stability and performance. For that purpose, we used IRAM 30m DDT observations for six
different pointing in the arm and interarm region of M51 as part of project #E02-20. The CO(1-0) and
CO(2-1) spectra were observed simultaneously. This way, systematic uncertainties will minimize when
looking at line ratios. We investigated different causes that could significantly affect the observed line
intensities, such as line calibrator stability, source elevation changes, and the telescope’s pointing accuracy.
Furthermore, we complemented the #E02-20 dataset with spectra extracted from previous IRAM 30m
OTF maps. We found significant scan-to-scan variation in certain instances, mainly in pointing 4, which
showed the faintest CO emission line (scan-to-scan variation of order >50%). Furthermore, the different
observing programs also showed systematic offsets of the line intensity of order 5% (for CO(2-1)) up to
∼ 20% (for CO(1-0)), which, currently, we cannot account for. With our analysis, we can exclude issues
with pointing accuracy or source elevation. The flux calibration stability can, however, vary up to 15%.
One of the potential sources of inaccuracy remains error beam contribution, which affects the CO(1-0) and
CO(2-1) lines differently. Overall, we suggest expecting an uncertainty of order ∼15% when comparing
data from different IRAM 30m observing runs. However, when studying ratios of lines observed at the
same time by the same telescope, the uncertainty is likely at around ∼5%.
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Figure 3.10: Pointing Accuracy Analysis for Pointing 6 The spectra are extracted from the OTF maps (PAWS for
CO(1-0) and CLAWS for CO(2-1). We shift the aperture around in various directions (indicated in the top right
corner of each panel) by 3 arcsec. The black spectra shows the spectrum extracted from the central aperture and
colored spectra shows the exctraction after shifting the aperture. The black circle and spectrum is the central pointing,
the coloured ones indicate the offset apertures.
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Figure 3.11: PyStructure Pointing Accuracy Analysis. (Top Right) Variation of the CO(1-0) intensity in percent,
relative to the central pixel (indicated in green). (Top Left) Percentage Variation in CO(2-1). (Center Left) Variation
of 𝑅21. Each pixel shows it’s CO(2-1) intensity divided by the CO(1-0) intensity of the central pixel (marked in
green). (Center Right) Same, but with fixed CO(2-1). (Bottom) PAWS CO(1-0) intensity map illustrating the position
of the six pointings.

62



Chapter 3 IRAM 30m Telescope Performance Analysis

3.2 Error Beam Analysis

As part of the general IRAM performance analysis, we also investigate ways to describe and correct
emission contribution from the so-called error beams or side lobes. A precise correction requires a good
understanding of the telescope’s response pattern to external radiation. As discussed in Subsection 2.1.2,
the beam pattern of the telescope can be separated into key components. Figure 3.12 shows a more detailed
illustration of the beam pattern, 𝑃(\, 𝜙), as a function of polar coordinates. The main beam, Ωmb, is the
component in the direction of the pointing of the telescope. In general, it holds most of the total observed
power with respect to the other beam components. The width of the main beam characterizes the angular
resolution of the instrument. Moreover, additional side lobes contribute a small fraction to the total received
power. The width of both the main beam and error lobes scales with the observed frequency.

Figure 3.12: Telescope Beam Pattern and Error Beams. Image Credit: Figure taken from
presentation by J. West, 2017 (https://www.atnf.csiro.au/research/radio-school/2017/lectures/
west-single-dish-astronomy-2017.pdf)

Kramer et al. (2013) extensively studied and characterized the beam pattern of the IRAM 30m. The
authors determined the beam shape of the telescope by measuring changes in total power scans across the
limb of the Moon. The beam can be approximated with a set of 2D Gaussian shapes with different widths.
In the case of the IRAM 30m telescope, a set of three error beam components is suggested to describe the
full beam pattern. The three components each represent different degrees of distortions of the antenna or
dish:

• 1st Component: The gravitational bending of the full telescope dish leads to large-scale deformations.
As a consequence, stray light enters the detection via the side lobes. Kramer et al. (2013) found that
in 1997, the power contribution from this error component would vary significantly between different
observations up to 25%. After upgrades to the dish, their latest observations from 2010 showed a
more well-behaved performance with variations only at 5%. It is now possible to approximate the 1st
error beam component using a 2D Gaussian with a frequency-dependent width.

• 2nd Component: The dish of the telescope is fitted with reflecting panels. Misalignment of these
panels leads to a larger side lobe.
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• 3rd Component: Inconsistencies and defects of the telescope dish panels themselves will lead to
further side lobes with an even larger FWHM.

The full beam pattern of the 30m telescope with the different components is illustrated in Figure 3.13.
At small angular distances from the telescope’s pointing axis, the beam is dominated by the main beam
component, but at larger angular distances, the different components contribute with varying impact.
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Figure 3.13: IRAM 30m Telescope Beam at 210 GHz. Telescope response curve to a point source. The beam
parameter values are adopted from Kramer et al. (2013).

Past studies have investigated methods and techniques to describe and determine the contribution of the
different error beam components (e.g., Garcia-Burillo et al., 1993; Bensch et al., 2001; Pety et al., 2013;
Leroy et al., 2015). Such an analysis is also part of the thesis project described in Chapter 5 (den Brok
et al., 2022). The following sections will go into more detail about the mathematical framework of the
error beam correction. We focus specifically on IRAM 30m telescope since a prescription for the beam
pattern by a set of 2D Gaussian profiles with varying widths exists.

3.2.1 Key Definitions and Notation

Our description of the error beam components and parameters follows the key definitions and notation by
Kramer et al. (2013). A key source for the following error beam analysis is a private communication with
and a summary manuscript written by A. Usero.

Beam Profile Parameters

• {𝐺𝑖}, with 𝑖 = 0, 1, 2, 3.
We assume the beam is described by 2D Gaussian beam profiles 𝐺𝑖 . The index of the main beam is
𝑖 = 0. The Gaussian beam 𝐺𝑖 is normalized (

∫
sky𝐺𝑖dΩ = 1).

• {\𝑖} and {Ω𝑖}, with 𝑖 = 0, 1, 2, 3.
The beam component FWHM is described by the parameter \𝑖. The corresponding solid angle is
labeled with Ω𝑖 ≡ 𝜋/(4 log 2)\2

𝑖 .

• ⊗: The 2D convolution is indicated by this symbol.
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• {�̃�𝑖}𝑖>0 and {\̃𝑖}𝑖>0.
Since we are interested in the error beam convolution, we deconvolve the main beam from the full
beam profile. We indicate the 2D Gaussian kernel and the corresponding FWHM after deconvolution
with �̃�𝑖 and \̃𝑖 . The following relation holds between the original and deconvolved kernel (for 𝑖 > 0):

𝐺𝑖 ≡ �̃�𝑖 ⊗ 𝐺0 with \̃2
𝑖 ≡ \

2
𝑖 − \

2
0 (3.1)

• 𝛿2D

The Dirac 2D distribution, which constitutes the unit element regarding 2D convolution with the
following characteristics:

𝐺𝑖 = 𝛿
2D ⊗ 𝐺𝑖 and

∫
sky
𝛿

2DdΩ = 1 (3.2)

Beam Power and Efficiency Parameters
Note that some of the following parameters have already been defined in Subsection 2.1.2:

• 𝐹eff: The forward beam efficiency which is defined as the ratio of the forward facing beam and the
full antenna beam solid angle,

𝐹eff ≡ 𝑘0
ΩF
Ω𝐴

= 𝑘0

(∫
forward 2𝜋

𝑃𝑛 (\, 𝜙)dΩ
/ ∫

4𝜋
𝑃𝑛 (\, 𝜙)dΩ

)
, (3.3)

where 𝑘0 indicates the resistive loss factor of the telescope (in Chapter 2 we consider 𝑘0 = 1) and
𝑃𝑛 (\, 𝜙) the normalized 2D beam pattern.

• 𝐵eff: The main beam efficiency is defined as the ratio of main beam solid angle over the antenna
solid angle 𝐵eff ≡ 𝑘0Ωmb/Ω𝐴

• [rrs: The rearward spillover and scattering efficiency. It is defined as the emission from the small
positive lobes towards the backside of the antenna: [rrs ≡ 1 − 𝐹eff.

• {𝑃′
𝑖}: Set of beam component efficiencies. For the main beam (component 𝑖 = 0), this is equal to the

main beam efficiency: 𝑃′
0 = 𝐵eff.

• [fss: The forward spillover and scattering efficiency. The forward beam efficiency is the sum of the
beam component efficiencies as well as smaller scattering and spillover effects:

𝐹eff =

3∑︁
𝑖=0

𝑃𝑖 + [fss (3.4)

• {𝑃𝑖}: Set of relative beam component power (i.e. the integration over the Gaussian profile):

𝑃𝑖 ≡
𝑃
′
𝑖∑3

𝑗=0 𝑃
′
𝑗

(3.5)
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Since they describe the relative power contribution, the sum of the full set equals to 1:

3∑︁
𝑗=0

𝑃 𝑗 = 1 (3.6)

An important relation between the relative beam power and the beam efficiencies is the connection
between the main beam efficiency to the sum of all beam efficiencies via:

𝐵eff
𝑃0

=

3∑︁
𝑗=0

𝑃
′
𝑗 (3.7)

• {𝜖𝑖} for 𝑖 > 0: Set of the relative beam component amplitudes, defined as

𝜖𝑖 ≡
𝑃𝑖

𝑃0
=
𝑃
′
𝑖

𝐵eff
(3.8)

The beam efficiency, power amplitude and widths were measured by Kramer et al. (2013) for the 30m
telescope. Table 3.3 provides a summary of the key components and their values.

Table 3.3: Beam width and relative power for different frequencies as measured by Kramer et al. (2013)

86 GHz, 3.49 mm 145 GHz, 2.07 mm 210 GHz, 1.43 mm 280 GHz, 1.07 mm
\𝑖 𝑃𝑖 \𝑖 𝑃𝑖 \𝑖 𝑃𝑖 \𝑖 𝑃𝑖

Main Beam 29′′ 0.87 16′′ 0.81 11′′ 0.72 8.4′′ 0.63
1st Error Beam 0 0 85′′ 0.02 65′′ 0.05 50′′ 0.04
2nd Error Beam 550′′ 0.07 350′′ 0.10 250′′ 0.13 175′′ 0.14
3rd Error Beam 2000′′ 0.06 1200′′ 0.07 860′′ 0.10 620′′ 0.19

Using cubic interpolation, we obtain the beam width and relative power for frequencies beyond the pivot
frequencies in Table 3.3 at which the beam pattern was measured. Figure 3.14 shows the interpolation of
the beam width and relative power. From the IRAM website4, we obtain values for the beam efficiencies
(see Table 3.4).

Table 3.4: Beam Efficiencies for 30m Telescope. Table adopted from Kramer et al. (2013)

Frequency 𝐵eff 𝑃
′
1 𝑃

′
2 𝑃

′
3 𝐹eff

86 81 0 7 6 95
115 78 1 8 6 94
145 73 2 9 6 93
210 63 4 11 9 94
230 59 4 11 11 92
280 49 3 11 15 87

4 https://publicwiki.iram.es/Iram30mEfficiencies (06/18/2022)
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Figure 3.14: Interpolated Beam Width and Relative Power. Using cubic interpolation, the parameters can be
extrapolated to frequencies other than the pivot points measured by Kramer et al. (2013) (see Table 3.3). The blue
vertical lines indicate frequency of 12CO(1-0) and 12CO(2-1) emission at 115.3 GHz and 230.5 GHz respectively.

Brightness Temperature

• 𝑇s: The source ideal brightness temperature distribution on the sky.

• 𝑇∗
𝐴: The measured source brightness temperature in the sky. Because of instrumental effects, this

constitutes a convolution of the actual (ideal) source brightness temperature with the full beam
pattern following:

𝑇
∗
𝐴 = 𝑀 × 1

𝐹eff

(
3∑︁
𝑖=0

𝑃
′
𝑖 · 𝐺𝑖

)
︸          ︷︷          ︸

=�̃�

⊗𝑇𝑠 (3.9)

Here, 𝑀 indicates a 2D mask that defines the boundaries of the map (i.e., states whether a line of
sight on the full sky is inside or outside of the map). The term �̃� defines the so-called convolution
kernel. Equation 3.9 can be rewritten in a more useful from using the relations between the different
beam efficiencies:

𝑇
∗
𝐴 = 𝑀 ×

𝐵eff
𝐹eff

(
𝐺0 +

3∑︁
𝑖=1

𝜖𝑖 · 𝐺𝑖

)
⊗ 𝑇𝑠 (3.10)

• 𝑇mb: The main beam temperature, as defined already in Subsection 2.1.2: 𝑇mb = (𝐹eff/𝐵eff)𝑇
∗
𝐴.

• 𝑇mb: The error beam free main beam temperature. When assessing errorbeam contribution, we
compare 𝑇mb and 𝑇mb. It is defined as

𝑇mb ≡ 𝐺0 ⊗ 𝑇s (3.11)

Combining this equation with Equation 3.10, we can decompose the main beam temperature in the
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error beam free component and the error beam contribution:

𝑇mb = 𝑀 ×

©«
𝑇mb +

(
3∑︁
𝑖=1

𝜖𝑖𝐺𝑖

)
⊗ 𝑇s︸             ︷︷             ︸

errb. contribution

ª®®®®®®¬
(3.12)

where the second term indicates error beam contribution (labeled as errb. contribution). This equation
thus indicates that using the general form of the main beam temperature, one likely overestimates the
true brightness temperature of the source by a factor of 1/𝑃0 (for an infinitely large map). Generally,
the true difference is likely smaller because we are dealing with maps of a limited extent. However,
since the relative main beam power decreases with frequency (see Figure 3.14, right panel), it means
that higher frequency observations are more affected by error beam effects.

3.2.2 Deconvolution with the Main Beam

Since the beam components can be approximated with 2D Gaussian profiles that are well behaved, we can
deconvolve the main beam from the full beam kernel. This gives us a cleaner way of separating out the error
beam contribution. After deconvolution with the main beam 𝐺0, we can write Equation 3.12 in the form of

𝑇mb = 𝑀 ×
(
𝛿

2D +
3∑︁
𝑖=1

𝜖𝑖�̃�𝑖

)
⊗ 𝑇mb (3.13)

By deconvolving this expression, we have a way of deriving the error beam free brightness temperature
term 𝑇mb from the measured main beam temperature . We can simplify the expression by (i) assuming that
the beam size is smaller than the extent of the map, thus dropping the 𝑀 term, and (ii) defining the kernel
𝐾 ≡ ∑3

𝑖=1 𝜖𝑖�̃�𝑖:
𝑇mb =

(
𝛿

2D + 𝐾
)
⊗ 𝑇mb (3.14)
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Figure 3.15: Kernel Convolution for Beam at 210 GHz. Converting the standard beam kernel �̃� to the kernel after
devonvolution with the main beam, 𝐾 . In relative units of dB.
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3.2.3 Methods of Estimating Error Beam Contribution

We discuss and compare two different methods to deconvolve Equation 3.14 and extract the error beam free
main beam temperature, 𝑇mb.

1. Direct Solution: Fourier Transform Deconvolution
We define the 2D Fourier transform, F , of a function or map, 𝑓 (𝑥, 𝑦), by the equation:

F ( 𝑓 ) (𝑢, 𝑣) =
∫ ∞

−∞

∫ ∞

−∞
𝑓 (𝑥, 𝑦)−2𝜋𝑖 (𝑢𝑥+𝑣𝑦)d𝑥d𝑦 (3.15)

Introducing the Fourier transform in the context of the error beam analysis is helpful since, according
to the convolution theorem, under suitable conditions, a convolution of two functions can be treated
as a point-wise multiplication in the Fourier space:

𝑓 ⊗ 𝑔(𝑥, 𝑦) = F −1
(
F ( 𝑓 ) (𝑢, 𝑥) × F (𝑔) (𝑢, 𝑥)

)
(𝑥, 𝑦) (3.16)

Applying the Fourier transformation onto Equation 3.14, we obtain5

F (𝑇mb) = (1 + F (𝐾)) × F (𝑇mb) (3.17)

We can solve for the error beam free brightness temperature, which yields the following expression:

𝑇mb = F −1
(

1
1 + F (𝐾) · F (𝑇mb)

)
(3.18)

Since the Kernel 𝐾 is a sum of Gaussian profiles, we can find a simple form of its Fourier transform.
The term 1/(1 + (𝐹) (𝐾)) can be expressed as:

1
1 + F (𝐾) =

1
1 + ∑𝑛

𝑖=1 𝜖𝑖F (�̃�𝑖)
=

1

1 + ∑𝑛
𝑖=1 𝜖𝑖𝑒

−𝜋Ω̃𝑖 (𝑢
2+𝑣2)

=

{
1

1+∑𝑛
𝑖=1 𝜖𝑖

= 𝑃0 < 1 𝑢, 𝑣 ≪ 1

≈ 1 𝑢, 𝑣 ≫ 1
(3.19)

Consequently, the full term on the right side, of which we have to take the inverse Fourier transform,
is generally well defined and does not diverge to infinity for small or large spatial frequencies 𝑢 and 𝑣.

2. Iterative Solution: Truncated Series
An alternative approach is iteratively subtracting the map convolved with the error beam kernel 𝐾
from the original map. The method is similar to the technique applied by Leroy et al. (2015). The
following recursive formula captures the idea:

𝑇mb |𝑁 = 𝑇mb − 𝐾 ⊗ 𝑇mb |𝑁−1 (3.20)

where 𝑇mb |𝑁 describes the 𝑁 th iteration approximation of the main beam brightness temperature,

5 Note that F (𝛿2D) = 1

69



Chapter 3 IRAM 30m Telescope Performance Analysis

with 𝑇mb |0 ≡ 𝑇mb. The formula can also we expressed in an explicit form:

𝑇mb |𝑁 =

{
𝑇mb 𝑁 = 0(
𝛿

2D + ∑𝑁
𝑠=1(−𝐾)

𝑠
)
⊗ 𝑇mb 𝑁 > 0

(3.21)

In the equation, we define (−𝐾)𝑠 ≡ (−𝐾) ⊗ ... ⊗ (−𝐾)︸                  ︷︷                  ︸
𝑠 times

. With increasing 𝑁 , we improve the

characterization of the the difference between the approximate solution 𝑇mb |𝑁 and the exact one 𝑇mb.
Generally, the iteration converges with lim𝑁→∞ 𝑇mb |𝑁 = 𝑇mb.

We can derive the expression for the iterative approach mathematically using the geometric series
expansion:

1 +
𝑁∑︁
𝑠=1

(−𝑥)𝑠 = 1 − (−𝑥)𝑁+1

1 + 𝑥 (3.22)

If we convolve the factor
(
𝛿

2D + ∑𝑁
𝑠=1(−𝐾)

𝑠
)

onto both sides of Equation 3.14, we get(
𝛿

2D +
𝑁∑︁
𝑠=1

(−𝐾)𝑠
)
⊗ 𝑇mb = (𝛿2D − (−𝐾)𝑁+1) ⊗ 𝑇mb (3.23)

Combining the equation with Equation 3.20 yields an expression for the iterative solution in terms of
the error beam free main beam temperature:

𝑇mb |𝑁 = 𝑇mb −
(
(−𝐾)𝑁+1 ⊗ 𝑇mb

)
(3.24)

The precise condition for converges can be determined from integrating both sides of Equation 3.24
over the whole sky: ∫

sky
𝑇mb |𝑁dΩ =

(∫
sky
𝑇mb

)
×

(
1 − (−1)𝑁+1

(
1 − 𝑃0
𝑃0

)𝑁+1
)

(3.25)

where we used the relation
∫
sky 𝐾dΩ = (1 − 𝑃0)/𝑃0. As long as 𝑃0 > 0.5, the iterative approach will

converge towards the error beam free emission. This is equivalent to the condition, that the majority
of the power stored in the full beam must be from the main beam.

3.2.4 Application and Comparison of Error Beam Estimation

The previous section described two different approaches that can be used to estimate the error beam free
main beam temperature 𝑇mb. The following section will investigate error beam contribution for CO(1-0)
and CO(2-1) line emission respectively within the six pointings presented in Section 3.1 (see Figure 3.1).
The contribution of the error beam for the different pointings is analyzed as part of the CLAWS project
(Chapter 5; den Brok et al. 2022). Here, I will complement my previous analysis and focus on (i) the
performance of the two approaches and (ii) if both techniques converge to the same error beam free main
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beam temperature 𝑇mb. Note that there are two important caveats regarding the following analysis:

1. The methods of the error beam analysis so far discuss 2D convolution. In our analysis, we are
working with 3D data cubes. Therefore, we are also dealing with a spectral axis. When convolving
and deconvolving, we perform the operation channel-by-channel. Hence, we ignore any line-spread
effects. The error beam affects the spatial scales dominantly, so the channel-by-channel approach is
still valid.

2. The error beam is not constant but can vary significantly with deformations of the telescope (e.g.,
due to gravitational bending when the telescope is moving into another position). Performing the
error beam analysis can only provide a qualitative assessment of the impact on the resulting flux
measurement. Quantitative results should be interpreted cautiously and should be seen as upper
limits.

Convergence of Iterative Approach
The iterative approach technique estimates the error beam free main beam temperature by iteratively
convolving the error beam kernel. Figure 3.16 shows the relative difference of the 𝑇mb |𝑁 values between
iteration steps 𝑛 and 𝑛 + 1 for CO(1-0) and CO(2-1) respectively. We see that in both cases, the series
converges. Each iteration decreases the difference below a predefined threshold (in the example set at 10−5).
The convergence is slightly slower for the CO(2-1) map. This is because 𝑃0 decreases with increasing
frequency. So at higher frequencies, the error beams will hold an increasing fraction of the total power,
thereby increasing their contribution.

1 2 3 4 5 6 7 8 9 10
Niter
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10−1

S
te

p
D

iff
er

en
ce

|Tmb|N−Tmb|N+1 |
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Figure 3.16: Convergence of Iterative Approach. The iterative main beam temperature converges for both the
CO(1-0) and CO(2-1) intensity maps. The grey area shows the threshold of a difference of 10−5. Since 𝑃0 is smaller
for the CO(2-1) line, it converges slower. This is due to the error beams holding a slightly more significant power
fraction than at the CO(1-0) emission line frequency.

In the case of our CO(1-0) and CO(2-1) map, we see that we have reached the predefined threshold
already after a small number of iterations. This means that the method can be implemented quite efficiently.
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Comparing the Different Methods
We compare the results from both error beam estimation techniques as a consistency check. We expect
the result to converge to the same error-free main beam temperature in the case of a good performance.
Figure 3.17 compares the error beam contribution using both methods. The example is for a CO(2-1)
spectrum in the interarm region in M51. The analysis is performed using the spectra extracted from a
beam-sized aperture of 12′′ diameter around Pointing 1 (see Figure 3.1).
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Figure 3.17: Comparing Error Beam Contribution to CO(2-1) using two Different Methods. The green spectrum
is extracted from a beam-sized aperture (12′′) at Pointing #1. The red line shows the contribution of the error beam
determined using the Fourier transform technique. Within the masked region, the contribution constitutes 24% of the
total intensity. The blue line shows the contribution estimated using the iterative approach. It yields a slightly higher
contribution of 27%. The residual comparing the result from both methods is indicated and shifted down by 0.05.

The error beam contribution is estimated by integrating the emission within a given mask (shaded in
blue in Figure 3.17) and comparing what fraction can be attributed to the error beam. Both methods show
a similar amount of error beam contribution. In the example above, the contribution we obtain with the
iterative approach is slightly higher with a fraction of 27% of the total intensity. In contrast, the Fourier
transform method yields a contribution estimate of 24%. Such minor discrepancies are likely linked to the
initial assumptions and simplifications of both methods. For instance, we neglected the effect of limited
map size in the formulas. And the Fourier Analysis might also slightly suffer from the fact that the 3rd
error beam component leads to large-scale convolutions, which are not captured anymore within a limited
map size. Overall, however, both methods agree within a margin of a few percentage points, also for the
other pointings in M51. We refer the reader to the paper presented in Chapter 5 for the complete set of
error beam estimations across M51.
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3.2.5 Conclusion – Error Beam Analysis

The error beam analysis shows that contributions from the side lobes are not negligible for single dish
observations. Since the total power held in the side lobes increases with the frequency, the contribution
will also increase for lines at shorter wavelengths. Consequently, the CO(2-1) line is more heavily
affected than the CO(1-0) emission line. Furthermore, the effect is more prominent when looking at
fainter regions embedded in brighter ones (e.g., the interarm region). However, accurately quantifying
the impact is challenging because the error beam is not constant but changes with varying telescope
conditions. We perform the preceding analysis only for IRAM 30m data, where the beam shape has been
mapped extensively for different frequencies. Other telescopes are also affected by error beam contribution.
However, performing the error beam analysis without an accurate (first-order) estimation of the entire beam
pattern is infeasible. For example, we expect that observations of M51 using the 45m NRO telescope will
also be affected by error beam contribution. The main beam efficiency is smaller for the NRO telescope,
and we expect that gravitational bending will cause even more significant deformations due to the larger
size of the telescope dish than the IRAM 30m telescope. So we expect NRO observations to suffer more
significantly from error beam contribution. But without beam pattern estimates, we cannot quantify the
exact extent. For the IRAM 30m telescope, we generally conclude from our error beam analysis that
particularly the faint regions embedded in bright spiral arms might suffer ∼20%.
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CHAPTER 4

EMPIRE CO(2–1)/(1–0) Line Ratio

New constraints on the 12CO(2-1)/(1-0) line ratio across nearby disc galaxies
J. den Brok, D. Chatzigiannakis, F. Bigiel, J. Puschnig, A. Barnes, A. Leroy,

M. Jiménez-Donaire, A. Usero, E. Schinnerer, E. Rosolowsky,C. Faesi,
K. Grasha, A. Hughes, J. M. D. Kruijssen, D. Liu,L. Neumann,

J. Pety, M. Querejeta, T. Saito, A. Schruba, S. Stuber,
2021, MNRAS, 504, 3

Overview

The 12CO emission line has become a workhorse tracer of the bulk molecular gas mass and distribution in
and across nearby spiral galaxies (see description and discussion in Section 1.4). In recent years, several
large surveys have been undertaken to systematically observe, in particular, the higher-𝐽 CO(2-1) emission
line. Especially with ALMA, observing the CO(2-1) line is faster by a factor ∼2 than mapping CO(1-0)
due to the line’s brightness, its higher frequency and the efficiency of Band 6 coverage of the instrument. In
an attempt to benchmark variations of the 𝑅21 ≡CO(2-1)/CO(1-0) line ratio with environments across and
within different galaxies, we employ data from various kpc-scale millimeter wavelength surveys. At an
angular resolution of 26′′ (corresponding to ∼1-2 kpc in physical distance), resolved variation across the
individual galaxies can be studied. The combined dataset of CO(2-1) and CO(1-0) includes large program
observations from the IRAM 30m telescope (from EMPIRE, HERACLES, PAWS, and CLAWS) and the
ALMA telescope (from PHANGS survey). A goal is to find a prescription for 𝑅21 variation without the
need to observe both CO transitions. Thereby, also future studies will benefit from constraints on 𝑅21
across the nearby galaxy population.

This work was published at MNRAS in 2021. The paper den Brok et al. (2021) is provided in its
entirety in original form in Appendix A. The following sections provide an overview and summary of
the main science points. These consist and focus exclusively on my own contributions to the paper. This
includes the assessment of 𝑅21 variation across and within the individual galaxies, the correlation with
other galactic properties, such as the SFR surface density or CO intensity, and the cross-comparison to
check the robustness of 𝑅21 measurements when substituting the data from different observing programs.
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4.1 The EMPIRE Survey

For this study, we select nine nearby massive star-forming galaxies that all are part of the EMIR Multi-Line
Probe of the ISM Regulating Galaxy Evolution (EMPIRE; Bigiel et al., 2016; Jiménez-Donaire et al., 2019)
survey. EMPIRE is a 30m telescope large program with more than 500 h observing time to target high
molecular density tracers along with 12CO and its isotopologues 13CO and C18O in the 3mm window (at a
frequency of ∼100 GHz). The survey’s primary scientific motivation is to investigate how the dense gas
fraction correlates to the environment within and among nearby galaxies. Hence, high-density tracers, such
as CN(1–0), HCO+(1–0), and HNC(1–0), were targeted. The CO(1-0) line is also targeted to obtain total
molecular gas mass and distribution estimates.

NGC 0628 NGC 2903 NGC 3184

NGC 4321NGC 4254

NGC 5055 NGC 6946

NGC 3627

NGC 5194

2 kpc

Figure 4.1: EMPIRE Survey Sample of Galaxies. Color scale and contours indicate the CO(1-0) intensity at
different arbitrary scales for each galaxy to help illustrate morphological features. The circle at the lower left side
of each galaxy indicates the angular resolution of 26′′. The white line above each beam size indicates a physical
distance of 2 kpc. The CO intensity maps are computed and provided as part of the EMPIRE public data release
(Jiménez-Donaire et al., 2019).

Figure 4.1 illustrates the nine nearby star-forming galaxies that make up the EMPIRE sample. These
sources all are well-resolved galaxies that are nearby (𝐷∼10 pc) and face-on (𝑖 ≤ 60◦). These selection
criteria ensure that the molecular gas will be bright enough to obtain significant detection of dense gas
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tracers. Furthermore, the galaxies span a broad range of physical properties and morphological as well
as dynamical features. For instance, the SFR surface density range is a full order of magnitude with
around 3 − 20 × 10−3 M⊙ yr−1 kpc−2 (see Table 4.1). In addition, the different galaxy morphologies and
environments include, (i) clearly resolved spiral arms (in NGC 0628, 2903, 3184, 3627, 5194, and 6946),
(ii) barred galaxies (NGC 2903 and 3627), (iii) nuclear burst galaxies (NGC 2903, 4321, 6946), (iv) or
interacting galaxies (NGC 3627, 4254, and 5194). As such, this sample can act as a useful template for
extrapolations to the wider nearby galaxy population.

Besides millimeter observations from the EMPIRE survey and ALMA, we can rely on various multi-
wavelength datasets from different surveys. As such, a wealth of ancillary data makes it possible to assess
potential drivers of line ratio variation by comparing trends with, e.g., the SFR surface density or the dust
mass or temperature.

4.2 Line Ratio Variation

𝑅21 is the ratio of the two lowest rotational transitions of the primary CO molecule. These are among
the brightest mm lines that are observable in nearby galaxies. Main physical drivers of 𝑅21 variation are
changes in temperature, density, and opacity of the gas (Sakamoto et al., 1994; Sakamoto et al., 1997;
Peñaloza et al., 2017; Peñaloza et al., 2018). Studies of the line ratio in the Milky Way (e.g., Hasegawa
et al., 1997; Yoda et al., 2010) or within individual galaxies (Eckart et al., 1990; Lundgren et al., 2004;
Koda et al., 2012; Vlahakis et al., 2013; Law et al., 2018) exist. These studies indicated, for example,
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Figure 4.2: Histogram of 𝑹21 distribution per galaxy. (left panel) Violins indicate the log(𝑅21) distribution for
the individual galaxies. For these histograms, only sightlines with S/N > 3 detection for both lines are considered.
The colored horizontal bar inside each violin indicates the luminosity-weighted mean 𝑅21 (inset panel) Normalized
log(𝑅21) violin histograms for each galaxy. (right panel) Histogram instead of violin plot of log(𝑅21) distribution.
The dashed grey line across all panels indicates the area-weighted line ratio of ⟨𝑅21⟩ = 0.65 across the full sample.
Figure taken from den Brok et al. (2021).
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Table 4.1: EMPIRE galaxies, their properties and intensity-weighted 𝑅21 measurements (adopted
from den Brok et al. 2021).

Galaxy Distance [kpc] 𝑀★ [1010
𝑀⊙] ⟨ΣSFR⟩ [10−3

𝑀⊙ yr−1 kpc−2] 𝑅21

NGC 0628 9.0 1.0 4.0 0.61+0.06
−0.06

NGC 2903 8.5 1.3 5.7 0.59+0.11
−0.07

NGC 3184 13.0 1.6 2.8 0.55+0.09
−0.09

NGC 3627 9.4 3.2 7.7 0.59+0.12
−0.11

NGC 4254 16.8 3.2 18 0.66+0.05
−0.05

NGC 4321 15.2 4.0 9.0 0.51+0.09
−0.07

NGC 5055 8.9 3.2 4.1 0.63+0.09
−0.09

NGC 5194 8.4 3.2 20 0.83+0.08
−0.09

NGC 6946 7.0 3.2 21 0.66+0.07
−0.08

Note: The galaxy’s average SFR surface density is measured by Leroy et al. (2013). The galaxy’s
integrated stellar mass is derived from 3.6 ` m emission by Dale et al. (2007) and Dale et al. (2009).

that changes of 𝑅21 are connected to decreasing gas densities within clouds, or increased gas temperature
toward the center of galaxies, as expected from theoretical considerations.

We find an average (intensity weighted) line ratio and 16th–84th percentile range across all EMPIRE
galaxies of ⟨𝑅21⟩ = 0.64+0.09

−0.09. However, we also see significant changes within and among the different
galaxies. To describe trends, we rely on spectral line stacking (see Subsection 2.3.3) to improve the
quantification of any potential trends in the data and recover the detection toward the outer region of the
galaxies.

Galaxy-to-Galaxy Variation: We find significant offsets between the average 𝑅21 values for the different
galaxies by around 0.2 dex. This is of a similar order to the internal trends that some of the galaxies show.
The offsets are also apparent in Figure 4.2 by the violins, or in Figure 4.3, as the trend lines for the different
galaxies are clearly shifted with regard to each other toward smaller or higher line ratios. However, we
do not find any clear global galaxy property, such as stellar mass, SFR, metallicity, inclination, distance,
and morphological type, that accurately predicts or correlates with the global 𝑅21 value. The observed
galaxy-to-galaxy scatter strongly demands a high quality of the observations used. Since the observed
dynamical range of 𝑅21 is small (∼0.3 dex full scatter of all sightlines), a high signal-to-noise ratio and
high precision absolute flux calibration are needed to improve our understanding of 𝑅21 variation.

Radial Trends: Already past line ratio studies of individual galaxies or the Milky Way found an
enhancement of the value toward the center (e.g., Eckart et al., 1990; Braine and Combes, 1992; Saito et al.,
2017; Koda et al., 2020). Figure 4.3 shows the radial trends for the individual galaxies from the EMPIRE
sample. The line ratio can clearly be seen to increase by 10−15% within the central 2 kpc with respect
to the galaxy-wide average value. Saito et al. (2017) found that models based on RADEX yield a radial
kinetic temperature gradient toward the center that could explain the increased line ratio. Alternatively, the
higher line ratio could also come from the presence of an AGN in certain galaxies (e.g., NGC 3627, 4321,
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Figure 4.3: EMPIRE 𝑹21 Radial Trends for Individual Galaxies The colored lines show the radially stacked CO
line ratio trends for the different galaxies. The grey horizontal lines indicate the mean line ratio of 𝑅21 = 0.65 and the
corresponding 1𝜎 scatter. The histogram on the right shows the line ratio distribution using all sightlines within
all nine galaxies. We see that the ratio increases significantly toward the center of several galaxies. Significant
galaxy-to-galaxy offsets are also apparent. For example, M51 (NGC 5194) shows a systematically higher 𝑅21 by
∼30%. Figure taken from den Brok et al. (2021).

or 5194). In the disk itself (𝑟 ≥ 0.2𝑟25), we find a relatively flat 𝑅21 trend without any apparent systematic
radial changes.

Outlier NGC 5194 (M51): The line ratio trends we find in the spiral galaxy NGC 5194 (M51) are, in
several regards, an outlier with respect to the full sample. We find a systematically higher average line ratio
of ⟨𝑅M51

21 ⟩ = 0.83+0.08
−0.09. Furthermore, the galaxy shows a strong arm-interarm contrast in the 𝑅21. Values in

the spiral arm region are significantly lower (𝑅21∼0.8 − 0.9) than in the interarm region (𝑅21∼0.9 − 1). At
face value, higher line ratios in the interarm suggest the presence of more highly excited gas, which is more
diffuse, warmer, and more optically thin. Already past studies concluded that a minor fraction of optically
thin gas could significantly push the emissivity of CO(2-1) more than for the CO(1-0) emission line, hence
driving up 𝑅21 (Wiklind et al., 1990). A more thorough investigation of M51 will follow in Chapter 5,
where we use numerous CO isotopologues to further constrain the molecular gas conditions.

4.3 Parameterization of the Line Ratio

We look for ways to parameterize 𝑅21. Such a parameterization makes it possible to predict line ratio
variation for extensive surveys that rely on, for example, only CO(2-1) observations, such as PHANGS-
ALMA. We also find a clear trend in the line ratio with the total infrared (TIR) intensity. The TIR represents
repossessed emission and traces the heating of the ISM. In addition, denser gas is likely also traced by
higher TIR surface densities since high-density gas is linked to regions with higher SFR (Usero et al., 2015;
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Figure 4.4: Trend and Parameterization with SFR surface density. Stacked line ratio trends with SFR surface
density for the individual galaxies are shown in light grey. Blue indicates the average when combining all galaxies.
The black line indicates a linear fit to the stacked trend. The red horizontal line indicates the intensity weighted
average 𝑅21 for the complete EMPIRE sample. We note that NGC 2903 does not have Herschel IR coverage, based
on which we estimate the SFR surface density. Hence it is not included in this figure.

Gallagher et al., 2018; Jiménez-Donaire et al., 2019). Using the prescription by Galametz et al. (2013), we
can translate the TIR into an SFR surface density estimate. Given the theoretical expectations regarding
TIR, we expect an increasing 𝑅21 with an increasing ΣSFR.

Figure 4.4 illustrates the correlation between the stacked 𝑅21 values with SFR surface density for the
individual galaxies (in grey) and the combined dataset (in blue). We indeed find a positive correlation
between the two quantities, agreeing with our theoretical prediction. Performing a linear least-squared fit to
the combined stacked dataset, we can parameterize the line ratio trend as follows1:

log 𝑅21 = 0.12 × logΣSFR − 0.06 (4.1)

Previous studies have also noted a trend of CO with SFR surface density (e.g. Bayet et al., 2009; Yajima
et al., 2021; Leroy et al., 2022). In particular Leroy et al. (2022) find a similar relation when analyzing 𝑅21
trends in the PHANGS-ALMA sample. They find a slope of 0.13, which is only marginally higher than our
slope of 0.12. Generally, using ΣSFR offers a consistent first-order estimation to variations of 𝑅21. It is also
compatible with the increase of the line ratio toward the center of galaxies, where we generally find the
most intense star formation activity.

1 In the paper, we just describe the correlation between the SFR surface density and the line ratio qualitatively. The precise
prescription is exclusively computed for the scope of this thesis.
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4.4 Implication of CO Line Ratio Variation

Our finding of a systematic dependence of 𝑅21 on the SFR surface density has implications for the slope of
derived molecular gas mass scaling relations, such as the Kennicutt-Schmidt law (KS law or KS relation;
see Subsection 1.5.1). Based on the parameterization, we expect to find different indices when either using
CO(1-0) or CO(2-1) and assuming a constant 𝑅21. Yajima et al. (2021) find that, indeed, the indices change
when using either CO(1-0) or CO(2-1). 𝑅21 is higher than the canonical value of 0.7 in high star-forming
regions and lower in regions with decreased star formation. As a consequence, the molecular gas mass
will be either overestimated (in case real 𝑅21 is higher) or underestimated if one uses CO(2-1) and a fixed
𝑅21. Therefore, the actual KS indices become smaller. We can estimate the extent of change in the KS
indices with the dynamical range of 𝑅21 and ΣSFR we find in the EMPIRE sample. As seen in Figure 4.4,
the line ratio increases by ∼40% for a 100 fold increase of ΣSFR. As a result, the slope of the KS relation
should decrease by Δ𝑁 ≈ 0.07 (around 5-10% decrease). Such a decrease is within the margin of error that
Yajima et al. (2021) find for their sample. We note that a similar trend of overestimated KS indices is also
observed for a 12CO(3-2) derived KS relation (Morokuma-Matsui and Muraoka, 2017).

However, the case is not straightforward whether indeed the 𝑅21 variation has an actual impact on the
CO(2-1) derived molecular gas mas scaling relations. Changes in the 𝑅21 value are linked to the variation
of the underlying physical conditions of the gas. However, such changes in temperature, density, or opacity
of the gas will also likely impact the CO-to-H2 conversion factor, which could counteract any bias assuming
fixed 𝑅21. So 𝑅21 alone is not enough to fully constrain the extent to which the scaling relations are affected.
Furthermore, we note that 𝑅21 does not deviate significantly from a fixed canonical 𝑅21 value since the line
ratios do saturate at ∼1 and also do not drop to arbitrarily low values (Leroy et al., 2022). Hence, effects of
varying 𝑋CO, for which a larger dynamical range is observed (up to one order of magnitude; Sandstrom
et al., 2013), could even dominate.

4.5 Investigating Issues with Flux Calibration

A significant source of uncertainty remains issues with flux calibration and general inconsistencies with
the overall telescope performance when taking observations (refer back to Section 3.1). Based on the
reported flux calibration stability of the individual survey programs, we can estimate that around 10–20%
of the scatter in 𝑅21 stems from calibration uncertainty alone. Hence flux calibration uncertainty can also
explain the galaxy-to-galaxy variation we find in our sample, which is of a similar order of magnitude.
However, we expect flux calibration to affect the telescope observations consistently across the map, leading
to a general offset and not variation within the map itself. But substantial discrepancies within certain
regions are also found when comparing IRAM 30m HERACLES and ALMA-PHANGS 12CO(2-1) maps
of the same galaxy. Figure 4.5 illustrates the CO(2-1) intensity ratio for the individual lines of sights in
NGC 3627 using ALMA and IRAM 30m observations. The grey band indicates the 20% flux calibration
uncertainty range. The red points show the ratio based on the radial stacks. Indeed, we find that there seem
to be global offsets between the two CO(2-1) intensities in the disk (𝑟 > 2 kpc) of order 20%. However,
towards the center (𝑟 < 2 kpc), the ratio increases significantly, indicating that the IRAM 30m data seems
to underestimate the CO(2-1) intensity significantly by almost a factor 2. Given these locally confined
strong intensity discrepancies, we suspect they arise from HERA pixel gain variations. These variations
then likely induce second-order local calibration uncertainties.

We have ALMA-PHANGS and IRAM-HERACLES coverage for five sources, so we can compare the
CO(2-1) maps to assess flux stability. Indeed, while we find global offsets in CO(2-1) intensities between
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Figure 4.5: Comparison of CO(2-1) intensities from ALMA and IRAM 30m for NGC 3627. Blue points indicate
the ratio of CO(2-1) intensities for individual lines of sight. The red points show the ratio using the radial stacks.
Grey shaded region shows 20% uncertainty range around the 1:1 relation.

the individual galaxies and even some galaxies show strong local discrepancies, the average 𝑅21 estimate
across all galaxies is not significantly affected. Only looking at galaxies with overlapping CO(2-1) datasets,
we find ⟨𝑅HERA

21 ⟩ = 0.62 ± 0.14 with HERA and ⟨𝑅ALMA
21 ⟩ = 0.59 ± 0.11 with ALMA CO(2-1) data. These

agree with each other within the margin of error. Thus, we conclude that the overall amplitude scale of
HERA CO(2-1) intensities is not significantly biased relative to ALMA.

4.6 Summary and Conclusion

This project culminated in measuring and analyzing 𝑅21 variation on kpc-scales across and within a set of
nine nearby spiral galaxies from the EMPIRE survey sample. We use the latest CO(1-0), and CO(2-1) maps
to ensure a systematic analysis. Regarding the main science questions, we conclude with the following
answers:

• How does the 𝑹21 line ratio vary across and within a sample of nearby spiral galaxies?
We find various degrees and ways 𝑅21 varies: There are global offsets of the average line ratio
across the individual galaxies, and we see an enhancement of 𝑅21 toward the center of the galaxies.
Furthermore, ΣSFR, which traces the to some degree density and temperature changes of the gas,
seems to be a good predictor of the 𝑅21 increases. However, we also found that a significant source
of scattering in 𝑅21 measurements is related to flux calibration issues. This implies that care needs
to be taken to ensure a correct reduction of the datasets. This way, uncertainties originating from
technical and instrumental effects can be minimized.

• In what way can we parameterize changes in 𝑹21?
We find a linear trend of 𝑅21 with ΣSFR in logarithmic space. This makes it possible to derive a
relation of the form

log 𝑅21 = 0.12 × logΣSFR − 0.06. (4.2)
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With a slope of 0.12, the correlation is not very strong. With only a narrow dynamical range of SFR
surface densities, likely scatter in 𝑅21 will dominate over any systematic trend. The relation we find
is only calibrated for SFR surface densities commonly found in nearby spiral galaxies. The slope
is in agreement with studies of larger samples (e.g., Leroy et al. 2022), but in the case of extreme
galaxies with very high or low ΣSFR values, the relation could easily break. For example, we expect a
flattening since 𝑅21 likely saturates at ∼1. Hence further observations of other types of galaxies are
necessary to calibrate the 𝑅21 − ΣSFR relation to a broader dynamical range of SFR surface densities.

• How does 𝑹21 variation affect molecular gas mass scaling relations assuming a constant ratio?
The molecular gas mass is commonly estimated using an 𝑋CO factor that is calibrated on the CO(1-0)
transition line. If only CO(2-1) observations are at hand, often a constant 𝑅21 is used to down-convert
to the CO(1-0) intensity. However, taking the variation of 𝑅21 and how it is related to ΣSFR into
consideration, the molecular gas mass will be underestimated in high SFR regions and overestimated
in low SFR regions. This will impact scaling relations, such as the Kennicutt-Schmidt law, where the
power-law slope will be flatter if accounting for 𝑅21 variation when using CO(2-1) based molecular
gas estimates. However, also the 𝑋CO factor likely varies and could counteract any changes in the
slope induced by 𝑅21 variation. Hence it is crucial to obtain estimates about changes in the CO-to-H2
conversion factor since 𝑅21 alone is not enough to constrain the potential impact of the molecular gas
mass scaling relations.

In conclusion, the project showed that significant 𝑅21 variation exists within and across individual
galaxies. We stress that because we include observations from nine nearby galaxies, we have obtained
very systematic constraints of resolved 𝑅21 across nearby galaxies. Earlier literature has limited similar
investigations to unresolved studies or focused only on brighter regions inside galaxies. The observed
scatter in 𝑅21 can induce a significant degree of uncertainty for accurate molecular gas mass estimates if one
relies on CO(2-1) intensities alone. In this study, we focused on kpc-scale variation, which is important to
understand large-scale dynamical processes in the ISM. We note that at higher angular resolution, the picture
might be different when we start to resolve individual GMCs. Furthermore, variation of other parameters,
such as 𝑋CO, also induces uncertainties and might even dominate over scatter related to inaccurate 𝑅21
estimations. The goal of the next project is to further constrain the physical conditions in the molecular
gas at kpc resolution. We address this question using large program IRAM 30m observations of M51
(Chapter 5). Furthermore, in Chapter 6, we also address the question of a variable 𝑋CO.
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The CO Line Atlas Whirlpool galaxy Survey:
CLAWS

A CO isotopologue Line Atlas within the Whirlpool galaxy Survey (CLAWS)
J. den Brok, F. Bigiel, K. Sliwa, T. Saito, A. Usero, E. Schinnerer, A. Leroy,

M. Jiménez-Donaire, E. Rosolowsky, A. Barnes, J. Puschnig, J. Pety,
A. Schruba, I. Bešlić, Y. Cao, C. Eibensteiner, S. Glover, R. Klessen,

J. M. D. Kruijssen, S. Meidt, L. Neumann, N. Tomičić, H.-A. Pan,
M. Querejeta, E. Watkins, T. Williams, D. Wilner

2022, A&A, 662, A89

Overview

The CO Line Atlas of the Whirlpool Galaxy Survey (CLAWS) is an IRAM 30m Large Program that targets a
suite of molecular lines in the 1.3 mm and 3mm wavelength regime. Using this rich set of lines, particularly
the low-𝐽 CO isotopologues, our goal is to constrain CO excitation and chemistry across M51. This will
help determine the local physical conditions of the molecular CO bright gas. With an observing time of
149 h, we reached a very high sensitivity of observations. For the first time, multiple transitions of several
CO isotopologues, including 12CO, 13CO, C18O, and even C17O are detected across an external galaxy
and resolved beyond its central region (i.e., beyond 𝑟>2 kpc). Before, such CO isotopologue studies in
M51 were only limited to individually selected bright regions (e.g. Schinnerer et al., 2010; Tan et al.,
2011; Watanabe et al., 2014; Watanabe et al., 2016). The previous project (Chapter 4) already marked
M51 as an interesting case to study because it shows, for example, a clear 𝑅21 variation between different
environments, such as spiral arm and interarm regions. In addition, due to the galaxy’s close proximity
(𝐷∼8.6 Mpc) and high molecular gas surface density, it is routinely observed across different wavelength
regimes, giving us a wealth of ancillary data sets to work with.

We find clear trends and variations for all combinations of CO isotopologue ratios with SFR surface
density and galactocentric radius. Since we include optically thin and thick lines, we can deduce variation
due to various physical drivers, in particular changes in the optical depth of the gas and relative abundance
variations due to selective nucleosynthesis.

The following work was published at A&A in 2022. The paper den Brok et al. (2022) is provided in its
entirety in original form in Appendix B. All the analysis steps presented in the paper have been performed
by myself, with helpful advice and input on improving certain aspects of the methodology from the wider
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Figure 5.1: Intensity maps of CO Isotopologues covered by CLAWS. The moment-0 intensity maps convolved to
33′′. Colorbar indicates the intensity in K km s−1. The contours indicate arbitrary S/N> 5 levels.

field of co-authors. In addition, I generated the products for the public data release that included 3D cubes
and moment maps for the main CO isotopologues. The following sections provide an in-depth commentary
about the relevant science questions addressed by the project.

5.1 Catalogue of Observed Molecular Lines

A total of eleven molecular lines have been observed in the 1.3mm and 3mm window as part of the CLAWS
large program. All observations were carried out using the IRAM 30m telescope EMIR instrument. The
result is a 4.4′×4.4′ OTF map. Table 5.1 provides an overview of the lines covered by the program, separated
by their respective wavelength regime. Figure 5.1 shows the intensity maps for the CO isotopologues
covered as part of the CLAWS observing program.

We complement this dataset with 12CO(1-0) IRAM 30m observations from the PAWS survey (Pety et al.,
2013) and JCMT 12CO(3-2) cubes from the Nearby Galaxy Survey (NGLS; Wilson et al., 2012). This
gives us a total of eight low-𝐽 CO isotopologue lines we can use to assess the molecular gas.

5.2 M51’s Arm–Interarm Trend

In Chapter 4, we remark the striking arm-interarm difference in the 𝑅21 ratio. As part of that project, we
performed a logarithmic spiral decomposition quantified the higher line ratios in the interarm (𝑅21∼0.9− 1)
as opposed to the spiral arm region (𝑅21∼0.8 − 0.9). With the CLAWS dataset, we can look for similar
trends using the other CO isotopologue line emissions, which trace different underlying physical properties
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Table 5.1: Summary of the lines covered in CLAWS. Table adopted from den Brok et al. (2022).

Setup Band Line arest Beam size
[GHz] [′′] [kpc]

(1) (2) (2)

1 E0 (3 mm)

CN(1-0) 113.250 26.1 1.1
C17O(1-0) 112.359 26.3 1.1
13CO(1-0) 110.201 26.8 1.1
C18O(1-0) 109.782 26.9 1.1
CS(2-1) 97.981 30.2 1.3

CH3OH(2-1) 96.700 30.6 1.3
N2H+(1-0) 93.173 31.7 1.3

HC3N(10-9) 90.897 32.5 1.4

2 E2 (1.3 mm)

12CO(2-1) 230.538 12.8 0.53
13CO(2-1) 220.399 13.4 0.56
C18O(2-1) 219.560 13.5 0.56

Notes: (1) The EMIR band used for the observation (2) Beam size of the final data cube after reduction.

than 𝑅21. Figure 5.2 shows five selected line ratios after stacking all sightlines within the spiral arm1

(panels on the left) and the interarm region (panels in the center). The right panels show whether the line
ratio increases or decreases from arm to interarm region (green: increase, red: decrease). We see that 𝑅21,
𝑅13/12≡

13CO/12CO(1-0), and 𝑅13/18≡C18O/13CO(1-0) all show higher ratios in the interarm region, while
𝑅

13
21≡

13CO(2-1)/(1-0) and 𝑅32≡
12CO(3-2)/(2-1) does show higher values in the spiral arm region.

As a reminder, the various line ratios trace different physical or chemical aspects of the molecular gas
conditions. 𝑅21 and 𝑅32 trace the excitation conditions of the CO gas, which are generally linked to changes
in the temperature or density and the opacity of the gas (Shirley, 2015; Peñaloza et al., 2017). Given that
interarms do not likely hold higher density molecular gas (Sun et al., 2020), the trends probably indicate
hotter gas or changes to the opacity. Since 𝑅32 shows an opposite trend, it does more likely hint at changes
to the opacity of CO bright gas, potentially due to the presence of a more diffuse gas component (which
would be in accordance with the diffuse component predicted by Pety et al. 2013). The 𝑅13/12 line ratio can
potentially give insight into changes in the 12CO optical depth since 13CO is mostly optically thin. The
line ratio increases toward the interarm region. If the variation is purely driven by opacity, this would
actually indicate more optically thick gas in the interarm region since 12CO(1-0) is in the denominator
of the ratio. But it is also likely that 𝑅13/12 is driven by changes in the relative abundance of 13CO. The
relative abundances vary according to the 𝑅18/13 trend, as both are optically thin emission lines. The trend
we see is in agreement with selective nucleosynthesis. More active star formation in the center and spiral
arm will lead to an inside-out star formation history (Nelson et al., 2012; Frankel et al., 2019). Hence a
higher number of intermediate-mass stars will have formed that increase the relative abundance of 13CO.

Overall, given the sense of the line ratio trends we find, we are limited to a qualitative discussion of
potential drivers. More 𝐽-transitions would be useful to properly assess the excitation conditions of the
gas for the different CO isotopologues. Using the DenseGasToolbox (Puschnig, 2020), which builds on
non-LTE modelling of line emission with RADEX, it can be possible to assess the conditions of the gas (see

1 The environmental mask we used is illustrated in den Brok et al. (2022) in Figure 10 (see Appendix B).
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spectra. The right panels compare the variation of the line ratio. In case the line ratio is larger in the interarm, it is
indicated in green, else in red.

Subsection 1.6.3). However, in this survey paper, we did not go beyond the qualitative description, and the
line modeling will be part of a future project (see Chapter 7).

5.3 CO Isotopologue Line Ratio Trends

It can be useful to investigate potential line ratio trends with ΣSFR, since star-forming activity correlates,
loosely speaking, with denser (leading to star formation) or warmer (via feedback) gas. In Figure 5.3 we
look at four different CO isotopologue line ratio variations. The points are derived from stacking the lines
of sight after binning by ΣSFR. For comparison, the average ratios for different galaxy types (or samples)
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Figure 5.3: Various CO ratio Arm–Interarm Trend in M51. The various panels show the line ratio trends of the
CO emission lines stacked by SFR surface density. For comparison, average line ratio values for different types and
samples of galaxies are indicated in the individual panels. Source of the reference line ratio values are (1) Wouterloot
et al. (2005), (2) Jiménez-Donaire et al. (2017b), and (3) Cormier et al. (2018).

are shown in each panel. All ratios show a clear increasing or decreasing trend with SFR surface density,
with an increase or decrease of >50%. We again can use these trends to make qualitative deductions on any
global physical drivers of the CO line ratio (see Subsection 1.3.1 for a discussion of potential drivers).

We conclude that the main drivers are the optical depth effect (mainly affecting the 12CO emission) and
selective nucleosynthesis (mainly pushing the chemical abundance of 13CO where active star formation has
occurred due to inside-out star formation). Likely, a combination of these effects and further impact by the
SF history and chemical enrichment of the ISM all shape the line ratio trends we see.

As a side note, we like to highlight the trend of the C18/C17O(1-0) line ratio. Generally, the detection of
C17O(1-0) in extragalactic sources is only confined to the centers of galaxies or bright systems, such as
starburst galaxies (e.g. Martin et al., 2021). We find an increasing ratio in the range of 2 − 8, similar to the
solar neighborhood Milky Way value (Wouterloot et al., 2005).

5.4 Summary and Conclusion

This paper summarizes the data and observations of the CLAWS IRAM 30m large program. The focus lies
in describing the trends we find, particularly the low-𝐽 multi-CO line emission. Of particular interest are
the following science questions:

• How does the CO isotopologue line emission vary across M51?
Different combinations of line ratios trace many physical or chemical aspects of the molecular
gas. In general, we find clear trends in the CO isotopologue line emission. Environmental trends
(arm-interarm, center–disk) and systematic changes with the SFR surface density are particularly
insightful. We conclude that the most likely explanation is a combination of drivers with selective
nucleosynthesis and changes in the opacity being the most relevant ones.

• To what degree does the CO isotopologue line emission variation trace temperature, column
and volume densities and the CO-to-H2 conversion factor in M51?
The changes we observe in the CO line ratios of different 𝐽 transitions (such as 𝑅21, 𝑅32, and 𝑅13

21)
all carry information about changes in the excitation conditions. This is linked to changes in the
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temperature or density of the gas. However, to more accurately combine all the information of
the numerous line ratios, we require modeling attempts beyond this project’s scope. This will be
addressed in a future project, where we will perform non-LTE analyses using modeling tools that
build on RADEX (see Section 7.1). This will also allow us to gain constraints on the CO-to-H2
conversion factor.

The CLAWS project constitutes a fundamental step toward describing and investigating molecular gas
conditions and the chemical enrichment using CO isotopologues (12CO, 13CO, C18O, and C17O) across
a nearby regular galaxy. Similar investigations by earlier studies either focused on the nuclear region or
looked into resolved emission within starburst galaxies, where the molecular gas is brighter. The significant
variation and trends of various CO isotopologues clearly indicates that they are a valuable diagnostics tool
for the underlying molecular gas physics and chemistry on kpc-scales.
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Wide-Field Multi-CO Emission Across M101

Multi-CO Emission and New Constraints on the CO-to-H2 Factor across M101
J. den Brok, F. Bigiel, A. Leroy, K. Sandstrom, E. Schinnerer, A. Usero,

J. Chastenet, T. Saito, E. Rosolowsky, A. Barnes, J. Puschnig
in preparation

Overview

In the two projects presented in Chapter 4 and Chapter 5, we discuss the implications of varying CO
excitation on commonly derived molecular gas mass scaling relations. However, so far, we did not account
for the variation of the CO-to-H2 conversion factor, 𝛼CO. We know that the conversion factor is not constant
but varies within and across galaxies as a function of metallicity, gas opacity, excitation, and other factors
(see Section 1.4). In early 2021, we obtained ∼70 h IRAM 30m telescope time to observe a wide-field
10′ × 10′ map of the galaxy M101. We targeted the 1mm and 3mm 12CO, 13CO, and C18O emission lines
across the full galaxy. Due to its strong metallicity gradient (−1.1 dex/𝑟25; Berg et al. 2020), it offers a
great leverage to study metallicity dependent variation. Using existing H i and IR SED-fit-based dust mass
maps, we perform the so-called scatter minimization technique that yields an estimate of 𝛼CO across the
galaxy. The conversion factor from the scatter minimization technique has been studied systematically in
nearby galaxies before (Sandstrom et al., 2013). However, in this work, we go beyond the previous research
by relying on CO(1-0) directly, also investigating the implications of 𝑅21 variation, and connect insight
from CO isotopologue line ratios on the molecular gas conditions across M101. The following chapter
consists of the current manuscript Multi-CO Emission and New Constraints on the CO-to-H2 Factor across
M101, which is in preparation and will be submitted to A&A.

6.1 Introduction

The low-𝐽 rotational transitions of carbon monoxide (CO) are key tracers of the bulk molecular gas
mass in the interstellar medium (ISM) within and across galaxies. While 12CO is only the second most
abundant molecule after molecular hydrogen, H2, it has a permanent dipole moment and low moment of
inertia. Consequently, 12CO has low energy rotational transitions, leading to excitation and detectable
emission at low temperatures – unlike H2 – which is generally not observable in emission under typical
cold molecular interstellar medium (ISM) conditions. Hence, in particular, at low temperatures (𝑇∼10 K)
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and number densities above 𝑛H>102 [cm−3], CO is regularly used as an effective tracer of the molecular
ISM. The conversion from 12CO emission to the amount of molecular gas relies on the application of an
appropriate CO–to–H2 conversion factor (see review by Bolatto et al., 2013). H2 column densities, 𝑁H2

[cm−2], are derived from 12CO integrated intensity, 𝑊12CO [K km s−1] using the conversion factor XCO
[cm−2 (K km s−1)−1]:

𝑁H2
= 𝑋CO ×𝑊12CO(1−0) . (6.1)

Equivalent to the factor XCO, but in different units, 𝛼CO [M⊙ pc−2 (K km s−1)−1], converts the integrated
intensity into the total molecular gas mass surface density (including contribution of heavier elements),
Σmol [𝑀⊙ pc−2], via:

Σmol = 𝛼CO ×𝑊12CO(1−0) . (6.2)

The specific numerical value of 𝛼CO varies with the ISM environment. In low-metallicity regions, for
example, there can be a significant presence of CO-dark H2 since dust shielding against photodissociation
of CO is reduced (Maloney and Black, 1988; Israel, 1997; Leroy et al., 2007; Wolfire et al., 2010; Glover
and Mac Low, 2011; Leroy et al., 2011; Bolatto et al., 2013; Schruba et al., 2017). In addition, previous
studies find that 𝛼CO tends to decrease toward the centers of galaxies (Sandstrom et al., 2013; Cormier
et al., 2018; Israel, 2020). The fact that centers of galaxies are regions with elevated temperature and gas
turbulence (e.g., Israel, 2020; Teng et al., 2022) likely connects to the observed decrease in 𝛼CO. Given that
CO is so straightforwardly observable, a concrete prescription for 𝛼CO as a function of the environment
remains a longstanding goal.

Obtaining robust 𝛼CO calibrations is challenging since the molecular gas mass must be measured
independently of CO intensity. One commonly used technique consists of using dust emission to trace the
total gas distribution in the ISM (e.g. Thronson et al., 1988; Israel, 1997; Leroy et al., 2011; Sandstrom
et al., 2013). From an empirical standpoint, dust seems to be well mixed with the gas at the kpc-scales
relevant to this paper. In addition, the dust emission remains optically thin across most nearby spiral
galaxies. Using IR or (sub)mm emission, we can model the dust spectral energy distribution and obtain an
estimate of the dust optical depth. We can translate the optical depth to a total gas column or mass surface
density using a dust-to-gas ratio. The total gas consists of atomic gas (traced by Hi) and molecular gas.
By separating the total gas into its components, we can estimate 𝛼CO. A strength of the dust technique is
that the method traces the total gas with little bias. Consequently, it offers a direct way of measuring the
molecular gas mass. However, there are two potential limitations of the method worth discussing: (i) gas
that evades detection via dust emission and (ii) changes in dust emissivity. We can separate the total gas
into an atomic component traced by H i and the molecular component we want to trace with CO emission.
However, H i 21cm could miss a significant fraction of the ionized atomic gas. Heiles and Troland (2003)
suggested that the contribution from the ionized component could be up to 20%. More recently, however,
Planck Collaboration et al. (2011b) concluded that only a minor fraction of the dust emission originates
from regions associated with ionized atomic gas. Overall, the contamination to 𝛼CO estimates from dust
mixed with other invisible components seems negligible in nearby star-forming galaxies. This is further
underpinned by the fact that 𝛼CO estimates derived from other techniques than dust emission find similar
values (Bolatto et al., 2013). Besides, emissivity changes will manifest in inaccurately translating the
observed dust emission into a dust column density. Past studies showed a link between metallicity and
dust emissivity (e.g. Draine et al., 2007; Muñoz-Mateos et al., 2009b). However, in nearby spiral galaxies,
usually, we do not observe too extreme metallicity values. Furthermore, we stress that, generally, by
allowing the dust-to-gas ratio to vary, both limitations can be accounted for to some degree.

CO line ratio and conversion factor variation have implications for studies beyond nearby galaxies. For

90



Chapter 6 Wide-Field Multi-CO Emission Across M101

14h04m00s 03m30s 00s 02m30s

54±300

250

200

150

RA (J2000)

D
ec

(J
20

00
)

5 kpc

N
E SDSS Composite

10′ × 10′ 

Figure 6.1: SDSS RGB Image with 12CO (1−0) overlay. Colour image using public SDSS data from the 16th data
release (Ahumada et al., 2020). We combined the u, g, and r filter bands. The IRAM 30m 12CO (1−0) integrated
intensities (at a resolution of 23′′(∼800 pc), indicated by the black circle in the lower left) is shown in contours. The
10′ × 10′ field-of-view of our IRAM 30m observation is indicated by the white rectangle.

instance, high redshift observations often focus on higher-𝐽 CO transitions, and therefore such studies
depend on down conversion to the 12CO (1−0) transition as well (Tacconi et al., 2008; Genzel et al., 2012;
Narayanan and Krumholz, 2014; Cañameras et al., 2018). Often, CO line ratios are adopted, which are
based on measurements in the local universe (e.g. Tacconi et al., 2008). But also, the observed CO line
emission of different transitions varies with other galactic properties, including metallicity and the radiation
field (Greve et al., 2014; Daddi et al., 2015). In particular, dust shielding is tied directly to metallicity
(Byrne et al., 2019) and can affect the CO line ratio. Furthermore, metallicity correlates indirectly with the
radiation field (Kewley et al., 2019) and the star formation intensity (Yates et al., 2012), both of which
also impact the CO line ratio. Since galaxies will enrich heavy elements over cosmic time scales (see for
example De Cia et al., 2018), it is also of interest to calibrate CO excitation against metallicity and the
radiation field.

CO isotopologue emission can be used to study the molecular gas conditions in nearby galaxies (e.g.
Davis, 2014; Israel, 2020; Teng et al., 2022). The low-𝐽 12CO transitions usually remain optically thick,
whereas the 13CO and C18O are optically thinner. Consequently, comparing optically thin 13CO and C18O
lines to the optically thick 12CO lines gives insights into optical depth. Moreover, contrasting two optically
thin lines offers an understanding of changes in relative abundances of the different isotopologue species
(Davis, 2014). Several mechanisms can lead to differences in the relative abundance of the species. The
various C and O isotopes originate from processes, such as nucleosynthetic and chemical processes (Henkel
et al., 1994; Timmes et al., 1995; Prantzos et al., 1996). Hence, studying several CO isotopologues can
provide insight into the chemical enrichment of the molecular gas.

M101 (NGC 5457) is a well-studied, massive, face-on, nearby (𝐷 = 6.65 Mpc; Anand et al. 2021),
star-forming spiral galaxy in the northern hemisphere. In addition to its proximity, the galaxy has a low
inclination (𝑖 = 18◦), which allows for well-resolved, extended studies across the full galactic disc. M101
has a considerable apparent size across the sky with an extent of the disc in the optical of ∼20′×20′ (Paturel
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et al., 2003). It is tidally interacting (Waller et al., 1997) with nearby companion galaxies. Furthermore,
M101 is of particular interest due to its well-documented metallicity gradient (Kennicutt et al., 2003;
Croxall et al., 2016; Berg et al., 2020) based on auroral line measurements. The gradient is stronger than
compared to other nearby spiral galaxies (−1.1dex/r25; Berg et al., 2020). In Figure 6.1, we show an optical
composite image using observations from the Hubble Space Telescope (HST). In addition, we show the
12CO (1−0) line map presented in this paper using overlayed contours. The galaxy has a wealth of ancillary
data across all wavelength regimes. As part of the IRAM 30m large program HERACLES (Leroy et al.,
2009), wide-field 12CO (2−1) observations exist, which complement our observations of the 3mm CO lines.
Table 6.1 lists key properties of the galaxy derived from previous surveys and studies.

Table 6.1: Properties of M101.

Property Value
Name M101 (NGC 5457)
R.A. (J2000)(a) 14h:03m:12s.6
Decl (J2000)(a) 54◦:20′:57′′

𝑖
(b) 18◦

P.A.(b) 39◦

𝑟
(a)
25 12.0′

𝐷
(a) 6.65 Mpc

𝑉
(a)
hel 237 km s−1

Morphology(a) SABc
SFR(c) 3.4 M⊙ yr−1

log10(𝑀★/M⊙)
(c) 10.39

Notes:
(a) Anand et al., 2021;
(b) Sofue et al., 1999;
(c) Leroy et al., 2019.

This paper presents our newly obtained IRAM 30m wide-field ∼kpc multi-CO line observations of M101.
They complement the IRAM 30m large program CLAWS (den Brok et al., 2022), which obtained deep
multi-CO kpc-scale observations of the galaxy M51. Hence, we can investigate differences and similarities
in molecular gas conditions traced by CO emission between these two massive, star-forming spiral galaxies.
M51 is a suitable candidate to compare 𝛼CO trends and variation since

(i) it is nearby (𝐷M51 = 8.6 Mpc; McQuinn et al. 2016);

(ii) the galaxy is similarly face-on (𝑖M51 = 22◦; Colombo et al. 2014) as M101;

(iii) as opposed to M101, it has a flatter metallicity gradient (−0.23dex/r25; Berg et al. 2020). We note
that despite the flatter trend in M51, we find a similar dynamical range in metallicities to M101. This
is because in M51, we detect CO at larger radial distances from the center (as measured in 𝑟25 units).
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6.2 Observations and Data Reduction

6.2.1 Observations

As part of an IRAM 30m observing program (#160-20), we used the EMIR receivers to map line emission
in the 1 mm (220 GHz) and 3 mm (100 GHz) windows in dual polarisation from the disc of M101 for a total
of ∼80 h (∼65 h on-source time) in the time period of January to March 2021. The receiver bandwidth
was 15.6 GHz per polarization. We carried out the observations simultaneously in the E90 and E230
bands using both the upper-inner (UI) and upper-outer (UO) bands. We used the Fast Fourier Transform
spectrometers with 195 kHz spectral resolution (FTS200). The spectrometer yielded a spectral resolution
of ∼0.5 km s−1 for the E090 and ∼0.2 km s−1 for the E230 band. Table 6.2 lists the key lines we targeted.

Table 6.2: Summary of the lines targeted as part of the IRAM 30m observing program. Several observational
parameters and key characteristics of the extracted data products are included.

Band Line arest Beam size ⟨rms⟩ On-source time ⟨𝑇sys⟩ ⟨pwv⟩
[GHz] [′′] [kpc] [mK] [hr] [K] [mm]

(1) (1) (2) (3) (4) (5)

E0 (3 mm)

12CO (1−0) 115.271 25.6 830 13.7
65.4 217 4.613CO (1−0) 110.201 26.8 860 7.4

C18O (1−0) 109.782 26.9 870 7.3
E2 (1.3 mm) 12CO (2−1) 230.538 12.8 410 21.8 37.4 211 1.1

Notes: (1) Beam size of the final data cube after reduction. (2) Average rms measured for a 4 km s−1

channel width. (3) Total on-source time, including only the subset of data finally used to generate the
cubes after reduction. The scanning speed was 8′′/sec. While we simultaneously observed bands E0,
and E2, the on-source time for the 12CO (2−1) is shorter because we also dedicated time to target the
𝐽 = 2 → 1 transitions of 13CO and C18O, which required another tuning. However, we do not detect any
(2−1) emission of these CO isotopologues in the 1mm regime. (4) Average system temperature (for a
subset of data used for the final cube). (5) Average precipitable water vapor (pwv) during observations (for
a subset of data used for the final cube).

For the mapping, we used a similar approach to the one from the EMPIRE survey (see Jiménez-
Donaire et al., 2019). Using the on-the-fly/position switching (OTF-PSW) mode, we mapped a field of
10 arcmin × 10 arcmin (corresponding to ∼20 kpc × 20 kpc or 0.83 𝑟25 × 0.83 𝑟25). In addition, we included
two emission-free reference positions (OFF position) offset by 300′′ towards the North and East of M101’s
center. We scanned the field in RA and DEC directions using multiple straight paths that are each offset by
8′′ from each other. After an iteration over the full field, we shifted the scanned box by

√
2× (0, 2′′

, 4′′
, 6′′)

along the diagonal. This guarantees that, in the end, we cover M101 with a much finer, 2′′, instead of 8′′,
grid. We set the read-out dump time to 0.5 s, and the final spacing between data points reaches 4′′. A
typical observation session had a length of 6−9 h during the night, with 11 sessions in total. The telescope’s
pointing and focus were determined at the beginning of each session using observations of a bright quasar.
We corrected the focus after 4 h of observing, and the pointing of the telescope was adjusted every 1−1.5 h
using a nearby quasar. To ensure a proper antenna temperature (𝑇★a ) calibration, we did a chopper-wheel
calibration every 10−15 minutes using hot-/cold-load absorber and sky measurements. Finally, to monitor
systematic errors in amplitude and flux calibration, we observed line calibrators (IRC+10216 or W3OH) at
the beginning or end of each observing session.
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6.2.2 Data Reduction

The following steps summarize the data processing and reduction. For these individual routines, we employ
the scripts used for the HERACLES and EMPIRE pipeline (see description in Jiménez-Donaire et al., 2019)
and basic calibration steps by MRTCAL1.

1. First, we convert the spectrum to the corrected antenna temperature scale (𝑇★a ) by scaling each science
scan using to most recent previous calibration scan.

2. We then subtract the most recent OFF measurement from the calibrated spectrum. This concludes the
most basic calibration steps.

3. Next, using the Continuum and Line Analysis Single-dish Software (CLASS2), we extract the target lines
and create the velocity axis given the rest frequency of the relevant line.

4. To subtract the baseline, we perform a constant linear fit. For the fit, we account for the systemic velocity
of M101. We omit the range of 100 to 400 km s−1 around the center of the line (which corresponds to
the velocity range of the galaxy).

5. Finally, we regrid the spectra to have a 4 km s−1 channel width across the full bandpass. Such a spectra
resolution is sufficient to sample the line profile, as shown by previous observations and IRAM 30m
surveys, such as HERACLES, EMPIRE, and CLAWS. The spectra are then saved as a FITS file.

To estimate the flux calibration stability, we observed spectra of line calibrators (e.g. IRC+10216) on
several nights. We find a maximum day-to-day variation in amplitude of ∼5 per cent across all observations,
which is consistent with the more extended analysis of the stability of the line calibrators in Cormier et al.,
2018 done for the EMPIRE survey. The average actual noise in the cube data is listed in Table 5.1.

We perform a more sophisticated final data reduction using an IDL routine, which is based on the
HERACLES data reduction pipeline (Leroy et al., 2009). With this pipeline, we can remove bad scans and
problematic spectra. Furthermore, the routine performs a platforming correction at the edges of the FTS
units. This ensures that the various sub-band continua are at a common level. We note that the receiver’s
tuning was chosen so that no target line is affected by potential offsets due to platforming. After the
platforming correction, we perform a baseline fitting again. We start by excluding a generous line window
using the 12CO (1−0) line emission. We place a window extending in both spectral directions around the
mean 12CO (1−0) velocity. The window’s full width for each pixel depends on the specific velocity range
of the galaxy’s emission derived from HERACLES CO(2-1) data. It ranges between 50 and 300 km s−1 for
each pixel. We place two windows of the same width adjacent to the central window on both sides. The
pipeline then fits a second-order polynomial to the baseline in these windows. The routine finally subtracts
the resulting baseline from the full spectrum.

Bad scans and spectra are removed by sorting the remaining spectra by their rms. The pipeline determines
the channel-rms from line-free windows after the baseline subtraction. We remove the spectra in the highest
10th percentile.

For the ensuing analysis, we will use the main beam temperature (𝑇mb). The main beam temperature is
connected to the corrected antenna temperature scale (𝑇★a ) via

𝑇mb =
𝐹eff
𝐵eff

𝑇
★
a . (6.3)

1 https://www.iram-institute.org/medias/uploads/mrtcal-check.pdf
2 https://www.iram.fr/IRAMFR/GILDAS/doc/html/class-html/class.html
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with the forward (𝐹eff) and beam (𝐵eff) efficiencies, which depend on the observed frequency. We determine
the value of the efficiencies using a cubic interpolation of the efficiencies listed in the IRAM documentation3.
For the 𝐹eff/𝐵eff ratio we find an approximate value of 1.2 for the 3 mm regime and 1.6 for the 1 mm regime.

Finally, we generate science-ready data cubes by gridding the spectra onto a 2′′ spaced Cartesian grid.
We note that the final angular resolution is 20% coarser than the IRAM 30m native resolution. The final
beam of each data cube, given in Table 5.1, represents the convolution of our gridding kernel and telescope
beam (Mangum et al., 2007). The average noise in the cube data is listed in Table 5.1.

This work does not account for flux contamination due to error beam contribution. We note that M101
shows no strong arm-interarm contrast in CO emission (as opposed to other similar spiral galaxies, such
as, for example, M51). Therefore, the magnitude of error beam contribution is expected to be minor. In
den Brok et al., 2022, the effect of error beam contributions are discussed in detail. In particular, in the
presence of strong contrast between bright and faint regions, the faint region can suffer from significant
error beam contributions. The exact contribution is difficult to quantify as the exact shape of the error beam
of a single-dish telescope fluctuates depending on the telescope’s elevation. That is why only first-order
estimates on the extent of the contribution can be made. IRAM provides estimates of the full 30m telescope
beam pattern in their reports (e.g. Kramer et al., 2013). The 1 mm regime is more strongly affected
by such error beam contributions, since the telescope’s main beam efficiency is lower (𝐵3 mm

eff = 78 and
𝐵

1.3 mm
eff = 59). While den Brok et al., 2022 find in general contributions to be <10% in M51, it can in

certain interarm regions reach up to 40%. In particular, regions with strong contrast are affected. For M101,
we do not expect the error beam to contribute more than 10%, given the overall low contrast across its disk.

6.2.3 Ancillary Data and Measurements

For a complete analysis, we use archival and ancillary data sets. In this section, we briefly describe the
additional data sets used in the analysis. For our 𝛼CO estimation approach, we particularly require robust
dust mass surface density and atomic gas mass surface density maps.

Dust Mass Surface Density Maps

The dust surface density maps are the products of emission spectral energy distribution (SED) fitting from
Chastenet et al. (2021). They used a total of 16 photometric bands, combining mid- and far-IR maps at 3.4,
3.6, 4.5, 4.6, 5.8, 8.0, 12, 22, 24, 70, 100, 160, 250 from the Wide-field Infrared Survey Explorer (WISE;
Wright et al., 2010), Spitzer (Fazio et al., 2004; Rieke et al., 2004; Werner et al., 2004), and Herschel
Griffin et al., 2010; Pilbratt et al., 2010; Poglitsch et al., 2010. For the M101 dust mass map they relied
on Herschel data from KINGFISH (Kennicutt et al., 2011), Spitzer data from Gordon et al. (2007), and
WISE maps from the z0mgs survey (Leroy et al., 2019). Chastenet et al. (2021) used the Draine et al.
(2007) physical dust model to fit the data, with the DustBFF fitting tool (Gordon et al., 2014). The free
parameters for dust continuum emission fitting are the minimum radiation field heating the dust,𝑈min, the
fraction of dust grains heated by a combination of radiation fields at various intensities, 𝛾, the total dust
surface density, Σdust, the fraction of grains with less than 103 carbon atoms, 𝑞PAH, and a scaling factor for
stellar surface brightness, Ω∗. Details on image preparation, fitting procedure and results can be found in
Chastenet et al. (2021).

3 http://www.iram.es/IRAMES/mainWiki/Iram30mEfficiencies
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Figure 6.2: Ancillary Data Set. (𝐴) The dust mass surface density map at Herschel/SPIRE 250 resolution (18′′).
The dust mass is estimated from SED fitting using the Draine et al., 2007 dust model (Chastenet et al., 2021). (𝐵)
THINGS H i moment 0 map after short-space correcting using Effelsberg EBHIS single-dish data (Winkel et al.,
2016). Each panel shows the 0.5.K km s−1 contour of our 12CO (1−0) IRAM 30m observation. Maps are shown at
native resolution before hexagonal resampling.

Radial Metallicity Gradients

We employ radial metallicity gradient measurements from Berg et al., 2020. They derive the chemical
abundances from optical auroral line measurements in Hii regions across M101. Their observations are
part of the CHemical Abundances Of Spirals (CHAOS) project (Berg et al., 2015). We use the slope and
intercept of the gradient provided by Berg et al., 2020 (see Table 2 therein, we correct the slope since we
use an updated value for M101’s 𝑟25):

12 + log(O/H) =
{
(8.78±0.04) − (1.10±0.07)𝑅𝑔 [𝑟25] for M101
(8.75±0.09) − (0.27±0.15)𝑅𝑔 [𝑟25] for M51

(6.4)

Atomic Gas Surface Density

To estimate the atomic gas surface density (Σatom), we use archival H i 21 cm line emission data from The
H i Nearby Galaxy Survey (THINGS; Walter et al., 2008). The data were observed with the Very Large
Array (VLA). We use the natural weighted data. These have an angular resolution of ∼11′′(∼350 pc) and a
spectral resolution of ∼5 km s−1. We note that the THINGS data suffer from filtering artifacts. To improve
the data, we feathered the interferometric VLA data using an Effelsberg single dish observation from the
The Effelsberg-Bonn H I Survey (EBHIS; Winkel et al., 2016). We use the CASA version 5.6.1 feather
function. We convert the H i line emission (𝐼H i) to atomic gas surface density via (Walter et al., 2008):

ΣH i [𝑀⊙ pc−2]

= 1.36 × (8.86 × 103) ×
(
𝐼H i [Jy beam−1 km s−1]

Bmaj [
′′] × Bmin [

′′]

)
, (6.5)
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Figure 6.3: Integrated Intensities. All maps have been convolved to a common beamsize of 26′′(the beamsize
is indicated by the circle in the lower left corner). Color scale in units K km s−1. Contour indicates S/N=5 of the
respective CO isotopologue transition. We do not provide the C18O (1−0) emission line map since we do not detect
significant emission across the galaxy.

where the factor 1.36 accounts for the mass of helium and heavy elements and assumes optically thin
21cm emission. Bmax and Bmin are the FWHM of the major and minor axes of the main beam mentioned
above. We provide further details on the feathering and how it affects the subsequent H i measurements in
Section C.1.

Stellar Mass and SFR Data

We employ stellar mass and SFR surface density maps from the z0mgs survey (Leroy et al., 2019). The
SFR surface density is estimated using a combination of ultraviolet observations from the Galaxy Evolution
Explorer (GALEX; Martin et al., 2005) and mid-infrared data from the Wide-field Infrared Survey Explorer
(WISE; Wright et al., 2010). We use the SFR maps with the combination FUV (GALEX)+ WISE4 (WISE).

We use the stellar mass surface density maps computed with the technique utilized for sources in the
PHANGS-ALMA survey (Leroy et al., 2021b). In short, the Σ★ estimate is based on near-infrared emission
observations at 3.6 `m (IRAC1 on Spitzer) or 3.4 `m (WISE1). The final stellar mass is then derived from
the NIR emission using an SFR-dependent mass-to-light ratio.

6.2.4 Final Data Product

For the analysis in this paper, we homogenize the resolution of the data. We convolve all observations
to a common angular resolution of 26′′(=840 pc), adopting a Gaussian 2D kernel. We regrid all data
onto a hexagonal grid where the points are separated by half the beam size (13′′). We perform these
steps using a modified pipeline, which has been utilized for IRAM 30m large programs before (EMPIRE,
Jiménez-Donaire et al. 2019; CLAWS, den Brok et al. 2022).

We use the HERACLES/EMPIRE pipeline to determine the integrated intensity for the individual
pixels in the regridded cube for each line, including H i. The goal is to create a signal mask that helps
to optimize the S/N of the derived integrated intensities. The masked region over which to integrate is
determined using a bright emission line. We use the 12CO (1−0) line for the mask determination for pixels
with a galactocentric radius 𝑟 ≤ 0.23 × 𝑟25. We select the factor 0.23, because, based on observations
of star-forming galaxies, the CO surface brightness drops, on average, by a factor of 1/𝑒 at this radius
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(Puschnig et al., 2020). This ensures that 12CO is still detected significantly relative to the H i emission
line. For lines of sight at larger galactocentric radii, the routine employs the H i emission line to determine
the relevant spectral range. We make a mask where emission is detected at S/N > 4 and then expand the
resulting mask into regions with S/N > 2 detections. Finally, we pad the mask by ±2 channels in velocity.
The integrated intensity is then computed by integrating over the channels within the mask. Indicating the
number of channels within the mask by 𝑛chan, the routine computes as follows:

𝑊line [K km s−1] =
𝑛chan∑︁

𝑇mb(𝑣) [K] · Δ𝑣chan [km s−1] (6.6)

where𝑇mb is the surface brightness temperature of a given channel andΔ𝑣chan is the channel width. Table 6.4
shows the integrated intensity for the 12CO10, 12CO21, and 13CO10 emission lines. The integrated intensity
maps The uncertainty of the integrated intensity for each sightline is computed using the final convolved
and regridded cubes with the following equation:

𝜎𝑊 [K km s−1] = √
𝑛chan · 𝜎rms [K] · Δ𝑣chan [km s−1] (6.7)

We indicate the position-dependent 1𝜎 root-mean-squared (rms) value of the noise per channel with 𝜎rms.
Our approach does not assume any variation of the noise with frequency for each target line. To determine
the channel noise, the routine computes the median absolute deviation across the signal-free part of the
spectrum scaled by a factor of 1.4826 (to convert to a standard deviation equivalent). Figure 6.3 shows the
CO line intensity maps derived from this pipeline.

6.3 Analysis

In this study, we utilize observed quantities (i.e., integrated intensities or their ratios) and in certain instances
also derived physical quantities (such as, for example, molecular gas mass surface density, Σmol, or the star
formation rate surface density, ΣSFR). We note that the conversion of observed quantities to derived ones is
subject to additional uncertainties (e.g., Kennicutt and Evans, 2012; Bolatto et al., 2013; Usero et al., 2015).

6.3.1 𝜶CO Estimation

We assume that dust and gas are connected via the following relation:

Σdust
DGR

= ΣH i + ΣH2
= ΣH i + 𝛼CO ×𝑊12CO(1−0) , (6.8)

where DGR is the dust-to-gas ratio and 𝛼CO is the CO-to-H2 conversion factor, which converts the CO
integrated intensity into a molecular gas mass surface density. There are, however, two unknown quantities
in Eq. (6.8): The key parameter 𝛼CO and the DGR value. Both parameters are expected to vary with
galactic environment and are likely also linked to each other. To estimate both parameters, we introduce
some modifications to the approach developed in Leroy et al., 2011 and Sandstrom et al., 2013. The idea is
to simultaneously solve for 𝛼CO and DGR. The approach makes the following assumptions:

1. Gas and dust are well mixed. This ensures that Eq. (6.8) is valid.

2. DGR remains constant on ∼ 1.5kpc scales.

3. DGR does not change with atomic or molecular phases.
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Figure 6.4: Solution Pixel Approach to Estimate 𝜶CO. (Left) From the scatter minimization approach, described by
Leroy et al., 2011 and Sandstrom et al., 2013, we obtain estimates of 𝛼CO and DGR. The top panels (i) show the
hexagons that illustrate the individual solution pixels for both 12CO (1−0) and (2−1) transmission. The solution
pixels consist of 37 underlying, half-beam spaced lines of sight. We note that the underlying hexagon tiling is meant
to show the results in each solution pixel (the actual solution pixels have 40% overlap). In the maps, we highlight an
individual solution pixel. We vary 𝛼CO and compute the 𝐷𝐺𝑅 following equation (6.8). We select the value for
which the variation in DGR is minimal. The bottom right panel (iii) shows the variation of the DGR as a function
of different 𝛼CO. In the bottom left panel (ii), we combine all significant points from the solution pixel from both
CO lines. We correct the 12CO (2−1) data with the average line ratio of the solution pixel. The panel illustrates the
differences in DGR for three selected 𝛼CO (labeled 𝐴, 𝐵, and 𝐶). The variation for the selected solution pixel is
minimal for 𝛼CO labeled 𝐵. We perform this analysis for each solution pixel. (Right) The resulting 𝛼CO value for
each solution pixel based on the combined 12CO (1−0) and 12CO (2−1) emission line.

4. A negligible fraction of dust is present in the ionized gas phase.

The idea is that we find a value for 𝛼CO which – given a set of measurements of ΣH i, Σdust and
𝑊12CO(1 − 0) – yields the most uniform distribution of DGR values over a certain (∼1.5kpc size) area.
With this approach, we make no assumptions about the values of 𝛼CO and DGR. We require, however, that
there is a variation in the𝑊12CO(1−0)/ΣH i ratio, since otherwise, there is no leverage by varying 𝛼CO to find
the minimum variation in the DGR values. We look for 𝛼CO which yields the minimum scatter in DGR.

For a more detailed description of the implementation of the approach, we refer to Section 3 in Sandstrom
et al., 2013. Here, we summarize how we construct a ‘solution pixel’. The approach requires a large enough
set of sightlines, such that a variation in𝑊12CO(1−0)/ΣH i ratio is present. But the region selected should
also be small enough so that the assumption of a uniform DGR is still reasonable given the metallicity
gradient (<0.1 dex/solution pixel). We split the galaxy into hexagonal regions containing 37 half-beam
sampled data points (we flag and dismiss solution pixels where less than 15 sub-pixels show > 3𝜎 CO
emission). The solution pixels are separated center-to-center by 1.5 times the beam size. We note that
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the solution pixels overlap (share ∼40% of the area with their neighboring solution pixel). Consequently,
they are not fully independent from each other. We illustrate the solution pixel in Figure 6.4 (because the
solution pixels are overlapping, it is difficult to illustrate. The pixel colored in red illustrates the full extent
of a solution pixel). We estimate the uncertainty of the 𝛼CO value by performing a Monte Carlo test. For
each measurement (ΣH i, Σdust and𝑊12CO(1−0) ) we add random noise proportional to the their measurement
errors. We repeat this 100 times. Our final 𝛼CO value and corresponding uncertainty are determined via
bootstrapping. Iterating with 𝑛iter = 1000, we draw 𝑛sample = 1000 samples from the Monte Carlo iterations
and take the mean and standard deviation.

We implement a slight improvement of the aforementioned 𝛼CO estimation method: For our data set, we
have the advantage of the availability of two 12CO rotational transitions to make our results more robust.
We combine data points from both transitions simultaneously. When minimizing the scatter of the DGR to
determine 𝛼CO, we correct the 12CO (2−1) data with the average 𝑅21 of each solution pixel. This introduces
the assumption that 𝑅21 remains constant over the scales of a solution pixel. This is justified given the
generally flat line ratio trends found across nearby galaxies, with only mild increases of 10% toward some
galaxy centers (den Brok et al., 2021). By combining both CO lines, we effectively use all of our data.

We note that we do not account for systematic uncertainties in dust mass measurements. Phase-dependent
depletion is observed, and the DGR is likely higher in dense, molecular regions (Jenkins, 2009). On the
other hand, the dust appears to emit more effectively in dense regions (Dwek, 1998; Paradis et al., 2009;
Köhler et al., 2015). These are discussed in detail in Sandstrom et al., 2013. They find that variation in
DGR and dust emissivity could lead to a bias of 𝛼CO towards higher values (by a factor of ∼2). In contrast,
uncertainties of cold dust in the SED modeling could bias 𝛼CO towards lower values (again by a factor of
∼2). However, recent work by Chiang et al. (2018) and Chiang et al. (2021) suggests that the variation of
the dust-to-metals ratio and the emissivity could be larger. Such effects could be considered by updates to
the scatter minimization technique in future work.

6.3.2 Metallicity, 𝒁

We assume a solar abundance of 12 + log10 (O/H)⊙ = 8.69 (Asplund et al., 2009) and convert the oxygen
abundance to a metallicity (𝑍 = Σmetal/Σgas, where Σgas includes the mass of He as well). The following
equation relates the fractional metallicity, 𝑍 , to the oxygen abundance:

𝑍 =
1

𝑀O/𝑀metal

𝑚O
1.36𝑚H

10(12+log10 (O/H))−12
. (6.9)

We assume a fixed oxygen-to-metals ratio, 𝑀O/𝑀metal = 0.51 (Lodders, 2003). The atomic masses for
oxygen and hydrogen are indicated by 𝑚O and 𝑚H respectively. The factor 1.36 is used to convert the
hydrogen mass to total gas.

6.4 Results

6.4.1 CO Emission Across M101

In Figure 6.3, we show the moment-0 maps of the 12CO (1−0) and (2−1), and the 13CO (1−0) emission
lines. We detect significant 12CO (1−0) and (2−1) emission across the full 10′ × 10′ field-of-view. We
see elevated emission clearly tracing the galaxy’s bar and spiral arms. We also find higher integrated
intensity values relative to the surroundings at the Eastern tip of the southern spiral arm. We find significant
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13CO (1−0) emission within 𝑟gal ≲ 5 kpc. The emission clearly follows the bar and spiral arms. The
C18O (1−0) is too faint, and we do not detect any emission at S/N>3.
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Figure 6.5: Radially stacked CO spectra for 𝒓gal ≤ 4 kpc. We stack over the central 4 kpc. Furthermore, the
predicted C18O (1−0) emission line is shown, based on the 13CO (1−0) emission line and assuming a line ratio of
0.2 > 𝑅18/13 < 0.1 (Jiménez-Donaire et al., 2017a). The C18O (1−0) in M101 seems to be fainter than we would
expect based on values from EMPIRE. The blue shaded background indicates the line mask over which we integrate
the spectrum.

For a full reference, Figure C.2 in Section C.3 shows the radially stacked spectra of the 12CO (1−0) and
13CO (1−0) emission line. We stack the spectra in radial bins with a step size of 1.25 kpc out to 10 kpc.
Thanks to the improved S/N in the stacked spectra, we do find significant (S/N > 3) 13CO (1−0) emission
out to 𝑟gal ≤ 8 kpc. However, C18O (1−0) emission remains undetected for our 1.25 kpc radial bins and
even when stacking all central 4 kpc sightlines (Figure 6.5). In the Figure 6.5, we show for comparison
the expected range of line emission based on the 13CO (1−0) emission and the assumption of a line ratio
commonly found in spiral galaxy of 0.2 > 𝑅18/13 > 0.1 (Langer and Penzias, 1993; Jiménez-Donaire et al.,
2017a). The integrated intensity differs by a factor 2 to 4 from the predicted range (𝑊ul

= 0.04 K km s−1

and 𝑊pred.
= 0.1 − 0.2 K km s−1 with an average uncertainty of 0.01 K km s−1). We derive an 2𝜎 upper

limit of 𝑅18/13 < 0.07. For comparison, ratios commonly found in the literature range from 𝑅18/13 > 1 in
ULIRGs (Brown and Wilson, 2019), to 𝑅18/13∼0.3 in starburst (Tan et al., 2011), and 𝑅18/13∼0.1 in the
Milky Way (Langer and Penzias, 1993).

6.4.2 CO Line Ratios

We reiterate that we refer to the integrated intensity ratio between two lines simply as line ratio. The
12CO (1−0) and (2−1), as well as the 13CO (1−0) emission, is bright enough so that we can investigate its
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Figure 6.6: Spatial and Radial Variation of the CO Line Ratio. Top row shows the 𝑅21 line ratio while the bottom
row shows the 𝑅13/12 line ratio. The maps (left panels) show the spatial distribution of the line ratios. The 5𝜎 contour
of the 12CO (1−0) emission is shown by the solid contour. The dashed circles indicate the radial bins used for the
stacking. The radial plots (right panels) show the radial trends of the line ratios. The line ratio based on the stacked
line brightness is indicated by the larger, blue circles and green hexagons. Triangles indicate 3𝜎 upper limits. The
uncertainty of the points is indicated, but it is generally smaller than the point size. The censored region is shown by
the red (1𝜎) shaded region. The region indicates where due to the lower sensitivity of one observation set, we do
expect to find a certain number of significantly detected data points.

variation across the field-of-view. In particular, the following line ratios are of interest to us:

𝑅21 ≡
𝑊12CO (2−1)
𝑊12CO (1−0)

(6.10)

𝑅13/12 ≡
𝑊13CO (1−0)
𝑊12CO (1−0)

(6.11)

We illustrate the spatial variation of these two line ratios as well as their radial trends in Figure 6.6. We show
the line ratio of the individual sightlines as well as the radially stacked ones discussed in Subsection 6.4.1,
which have a radial bin size of 1.25 kpc. Furthermore, we introduce a censored region. These indicate
regions in the parameter space where we do not expect line ratio detections due to differences in the S/N of
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Figure 6.7: CO Line Ratios as function of star formation surface density (𝚺SFR). Panels show trends with the
12CO (2−1)/(1−0) (𝑅21) ratio (left) and the 13CO/12CO (1−0) ratio (𝑅13/12) (right). Panel description follows right
panels in Figure 6.6.

Table 6.3: Mean values and Kendall’s 𝝉 rank correlation coefficient ( 𝒑-value given in
parenthesis). Measured for the line ratios of stacked spectra as function of galactocentric
radius and SFR surface density (see Figure 6.6 and Figure 6.7).

Kendall’s 𝜏 rank correlation coefficient

Line Ratio ⟨𝑅⟩ ⟨𝑅⟩equal Radius ΣSFR

(1) (2)

𝑅21 0.60+0.07
−0.11 0.62+0.08

−0.14 0.36 (0.3) 0.92 (4 × 10−4)

𝑅13/12 0.11+0.03
−0.02 0.12+0.03

−0.03 −0.90 (0.003) 0.73 (0.06)
Notes: The value in parentheses indicates Kendall’s 𝜏 𝑝-value. We consider any
correlation with 𝑝 ≤ 0.05 significant. (1) ⟨𝑅⟩ indicates the average line ratio weighted
by 12CO (2−1) integrated intensity. The uncertainty for each line ratio is given by
the weighted 16th and 84th percentiles range. (2) The 12CO(1-0) intensity weighted
median line ratio and 16th and 84th percentiles (since all pixels have the same size, this
corresponds to weighing all points equally).

the two different line detections of the ratios (see Section C.2 for a description of the censored region). In
addition, we compare the line ratio trends to ΣSFR, which traces changes in temperature and density of the
gas (Narayanan et al., 2012). Previous studies found a trend of 𝑅21 with the SFR surface density, which
would make it a potential tracer of line ratio variation (Sawada et al., 2001; Yajima et al., 2021; Leroy et al.,
2022, e.g.). Figure 6.7 illustrates the trends of CO lines stacked by ΣSFR.

In Figure 6.8, we furthermore compare the average line ratio value 𝑅21 and 𝑅13/12 we determined across
the full field-of-view (see Table 6.3) with values measured in the literature.

𝑹21 Line Ratio

For 𝑅21 we find a flat radial trend for the individual lines of sight as well as the stacked values. The
Kendall’s 𝜏 correlation coefficient does not indicate any correlation (see Table 6.3). We find a 12CO (1−0)
brightness weighted average ratio of ⟨𝑅21⟩ = 0.60+0.07

−0.11. This agrees well to within 1𝜎 with the ratio of
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⟨𝑅Leroy2022
21 ⟩ = 0.52+0.19

−0.13 reported for this galaxy by (Leroy et al., 2022), based on IRAM 30m HERA and
NRO data. There seems to be only a mild increase of the ratio within the central region (𝑟gal < 1 kpc), with
a line ratio of 0.69 for the central sightline.

When comparing to the full EMPIRE survey, which consist of nine nearby spiral galaxies, we find an
almost identical median value: den Brok et al., 2021 report ⟨𝑅EMPIRE

21 ⟩ = 0.63+0.09
−0.09. In addition, our value

agrees well with the average line ratio for a set of literature single-pointing measurements of nearby spiral
galaxies, namely ⟨𝑅literature

21 ⟩ = 0.59+0.18
−0.09, which den Brok et al., 2021 have compiled. Yajima et al., 2021

find an average ⟨𝑅Yajima
21 ⟩ = 0.64+0.18

−0.18, which agrees with our finding in M101 within the error margins.
Recently, Leroy et al. (2022) investigated 𝑅21 on kpc-scales for galaxies part of the PHANGS-ALMA
survey. They report an average-wide line ratio of ⟨𝑅PHANGS

21 ⟩ = 0.61+0.21
−0.11. Also, the center of NGC 6946

shows a similar dynamical range (Eibensteiner et al., 2022). M51 with ratio ⟨𝑅M51
21 ⟩ = 0.89+0.11

−0.07 remains
an outlier to all these studies as already noted by den Brok et al. (2022). Finally, we find that the average
value derived from xCOLD GASS measurements (Saintonge et al., 2017) is slightly higher than the value
we find. We note that the xCOLD GASS includes galaxies with high star formation rates, which could be
associated with enhanced 𝑅21. Overall, we see that our average value found in M101 agrees well with those
derived from a larger set of nearby spiral galaxies.

Figure 6.7 shows the distribution of the line ratios for the individual sightlines with the SFR surface
density. We also show the stacked line ratio to better illustrate the trends. When looking at the stacked
points, we find, on the one hand, a significant (𝑝 = 4× 10−4) positive (𝜏 = 0.92) correlation for 𝑅21 with the
SFR surface density, ΣSFR. Such a positive correlation with SFR surface density is also reported by Leroy
et al. (2022), who studying the PHANGS-ALMA sample, found a Spearman’s rank correlation coefficient
of 𝜌 = 0.55 for the galaxy-wide, normalized binned 𝑅21 to the normalized SFR surface density.

𝑹13/12 Line Ratio

For 𝑅13/12 we find a clear negative radial trend when looking at the stacked data points (Kendall’s coefficient
of 𝜏 = −0.90 and a 𝑝-value of 𝑝 = 0.003. We consider a correlation with a 𝑝-value below 0.05 to be
significant). We can sample the censored region with the stacked points, as we have significant 13CO (1−0)
emission out to ∼8 kpc (see Subsection 6.4.1 and Figure C.2). The trend is less obvious when looking at
individual sightlines, as the scatter seems to be significant over the radial trend, and we are limited by the
censored region. We find an average line ratio of ⟨𝑅13/12⟩ = 0.11+0.03

−0.02. The stacked integrated intensities
decreases from 𝑅13/12 |𝑟gal=0 = 0.113 ± 0.004 down to 𝑅13/12 |𝑟gal=8 kpc = 0.055 ± 0.005 further out.

When stacking over the 13CO mask, we compute the line ratio by integrating over a fixed window with a
width ofΔ𝑣 = 120 km s−1 centered at 𝑣 = 0 km s−1. We find 𝑅

13CO
21 = 0.60±0.01 and 𝑅

13CO
13/12 = 0.115±0.003.

The average ratio of ⟨𝑅M51
13/12⟩ = 0.12+0.02

−0.072 found in M51 (den Brok et al., 2022) is consistent within the
error margin of the average ratio we find in this study, however, its scatter is slightly larger. Cormier et al.,
2018 studied the 12CO-to-13CO line ratio for the nine EMPIRE galaxies. Converting their finding to 𝑅13/12,
they obtain ⟨𝑅EMPIRE

13/12 ⟩ = 0.09+0.01
−0.01, again consistent with our finding. Similarly, studying centres of around

10 nearby galaxies, including AGN and central starburst a range of 0.06 < 𝑅13/12 < 0.13 is found by Israel,
2009a; Israel, 2009b. For comparison, we also show measurements from the Milky Way (Paglione et al.,
2001). For galactic radii larger than 2 kpc, they find an average value of ⟨𝑅MW

13/12⟩ = 0.10+0.02
−0.02. Also studying

this ratio in the Milky Way, Roman-Duval et al., 2016 find a radial gradient of the ratio decreasing from
𝑅13/12 = 0.16 at 4 kpc to 𝑅13/12 = 0.1 at 8 kpc radial distance. Both Milky Way findings agree well with
our finding in M101.

In addition, we investigate the distribution of the CO line ratio across the disk of the galaxy with respect
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Figure 6.8: CO Line Ratio Comparison to Literature Values. We compare the average 𝑅21 and 𝑅13/12 values
estimated from the distribution of the M101 data points to literature values. Errorbars indicate the 1𝜎 distribution of
sample values. In case the literature value corresponds to the value for a specific galaxy, the name of the source
is provided. (Left) Collection of 𝑅21 distributions. Our range of detected 𝑅21 agrees well with previous studies of
M101. We also note that M51 shows higher line ratio values than M101. (Right) The 𝑅13/12 distribution is shown.
Our finding agrees well with results M51 and the Milky Way.

to the SFR surface density (see bottom panels of Figure 6.7). 𝑅13/12 shows only a mild positive trend
(𝜏 = 0.73) with the SFR surface density (𝑝 = 0.06).

6.4.3 Trends in 𝜶CO Distribution

The result panel in Figure 6.4 shows the spatial distribution of the estimated 𝛼CO. From a qualitative
assessment alone, we find towards the center of the galaxy a decrease in 𝛼CO and an increase of the DGR.
Figure 6.9 shows the radial trend of 𝛼CO as well as the residual. The result clearly illustrates the lower 𝛼CO
values towards the center, while it has a relatively constant value inside the disk (for the central solution
pixel, we have 𝛼center

CO = (0.43 ± 0.03) M⊙ pc−2 (K km s−1)−1, while the average value in the disk amounts
to ⟨𝛼CO⟩|disk = (4.4±0.9) M⊙ pc−2 (K km s−1)−1). We find, however, a large 1𝜎 point-to-point scatter in
𝛼CO inside the disk (𝑟 > 2 kpc) of ∼0.3 dex. Based on our Monte Carlo implementation of iteratively
computing 𝛼CO, we find that the propagated uncertainty of 𝛼CO is ∼0.1 dex. Figure 6.4 lists the 𝛼CO values
using different binnings.

Our finding of low 𝛼CO values toward the center is consistent with other studies targeting larger samples
of galaxies and found conversion factors 5−10 times lower than the average MW factor in the center
of nearby spiral galaxies (Israel, 1997; Sandstrom et al., 2013). Past studies found such low values for
extreme starbursts like galaxies, such as LIRG (e.g. Downes and Solomon, 1998; Kamenetzky et al., 2014;
Sliwa et al., 2017). We note that, in particular, the low value we find for the center of M101 is consistent
with the optically thin 12CO emission limit. In the presence of highly turbulent gas motions or large gas
velocity dispersion, it is possible that the low-𝐽 12CO emission turns optically thin. Under representative
molecular ISM conditions with an excitation temperature of 𝑇ex = 30 K, a canonical CO abundance of
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Table 6.4: Median 𝜶CO values for M101 and M51.

M101 M51

𝛼CO
a: binnedb num. wgtc lum. wgtd binnedb num. wgtc lum. wgtd

All 4.3+0.9
−0.9 4.4+3.1

−2.2 4.1+2.7
−3.0 3.3+0.6

−0.6 3.2+3.0
−1.5 3.1+0.4

−1.4

Centere 0.43 3.1

Disk 4.4+0.9
−0.9 4.5+3.2

−1.8 4.5+3.2
−1.6 3.7+0.6

−0.6 3.5+3.3
−1.8 3.1+1.6

−1.5

Notes: (a) Conversion factor in units 𝑀⊙ kpc−2 (K km s−1), (b) binning together all the
datapoints. Uncertainty represents the binned propagated uncertainty. (c) Median with 16th

and 84th percentile scatter (d) 12CO (1−0) intensity weighted median with 16th and 84th

percentile scatter. (e) Center consists only of one solution pixel.

[
CO/H2

]
= 10−4, and assuming LTE, we expect 𝛼opt. thin

CO ≈ 0.34 M⊙ pc−2(K km s−1)−1, which is very close
to the value we find for the center of M101.

We note that M101 is also included in the sample investigated by Sandstrom et al., 2013. They find
a central 𝛼COvalue of log(𝛼center

CO ) = −0.45 ± 0.2, which lies within the margin of error of the value we
find (log(𝛼center

CO ) = −0.4 ± 0.05). However, they find an average value of ⟨𝛼S13
CO ⟩ = 2.3, which is a factor

2 lower than the value we find in this study. To test the impact of different data sets, we repeat the 𝛼CO
estimation using a different combination of 12CO (2−1) (CLAWS and HERACLES) and H i (non-feathered
and feathered) data sets. This way, we can assess how the difference in datasets affects the resulting 𝛼CO
values. For details on the comparison, we refer to Section C.5. The discrepancy can be traced back to the
fact that they relied on 12CO (2−1) observations from IRAM 30m/HERA, used a constant 𝑅21 = 0.7 ratio
to convert between the 𝐽 = 2 → 1 and 𝐽 = 1 → 0 transition and used THINGS H i data that have not been
short-space corrected. On the one hand, we find from our analysis that substituting the CLAWS data with
the HERACLES 12CO (2−1) observations does not significantly affect the average 𝛼CO distribution. On
the other hand, using the non-feathered H i data systematically lowers the 𝛼CO measurements by 0.1 dex.
We also find that using a constant 𝑅21 and only relying on the HERACLES 12CO (2−1) observations, we
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Figure 6.9: Radial 𝜶CO and DGR trend in M101 The left panel shows radial 𝛼CO trend, and the right panel illustrates
radial DGR dependency. (Top) Smaller blue (pink) points show the individual 𝛼CO (DGR) measurements for the
various solution pixels. Larger red (yellow) points show the derived trend based on binning the data. (Bottom)
Residual 𝛼CO or DGR values after subtracting the radial trend based on linearly interpolating the binned data trend.
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further systematically lower 𝛼CO by 0.2 dex, hence reproducing the results from Sandstrom et al. (2013).
Compared to the full sample of spiral, star-forming galaxies investigated in Sandstrom et al., 2013, the
value of 𝛼CO we find is slightly above the sample-wide average value of 𝛼CO = 3.1.

Contrasting our finding to results from studies using another 𝛼CO estimation approach, we find that our
median 𝛼CO value for the disk of M101 is, in fact, consistent with Virial mass dependent measurements.
For example, Rebolledo et al., 2015 studied the conversion factor in certain brighter regions of M101 and
found, on average, values close to the MW average.

After subtracting the radial dependence from 𝛼CO we do not find any significant correlation with any of
the parameters we investigate. Both the slope and the correlation coefficients are consistent with zero.

6.4.4 𝜶CO based on Multi-Line Modelling

Using the 13CO (1−0) emission line, we can perform a simple LTE modelling attempt to obtain further
independent estimates of 𝛼CO, which we refer to hereafter as 𝛼LTE

CO . Given LTE, one can estimate the
conversion factor using the following equation

𝛼
LTE
CO =

[
H2

13CO

]
× [12
[13

× 6.5 × 10−6

1 − exp(−5.29/𝑇exc)
× 𝑅13/12. (6.12)

In this formula, 𝑅13/12 captures the optical depth, 𝑇exc indicates the excitation temperature of 13CO and[
H2

13CO

]
describes the relative 13CO abundance. We refer to Jiménez-Donaire et al. (2017a) for a more

detailed derivation of the equation.
Figure 6.10 shows the derived 𝛼LTE

CO values as a function of the galactocentric radius. For comparison,
we also include the radial trend obtained from the scatter minimization technique. We use two different
approaches to estimate the input parameters besides 𝑅13/12 in Equation 6.12:

(i) We assume constant LTE conditions so that the lines are thermalized across M101 following values
provided in Cormier et al. (2018). In particular, we fix the excitation temperature 𝑇ex = 20 K, the beam
filling factor ratio [12/[13 = 1, and the 13CO abundance [H2/

13CO] = 1 × 106 (for the disk, we assume a
lower value than provided in Dickman, 1978). The result is indicated by the grey points in Figure 6.10. We
find a relatively flat trend with ⟨𝛼LTE

CO ⟩ = 3.5+0.7
−0.9.

(ii) Because the molecular gas conditions are likely not constant across the galaxy, we perform the 𝛼LTE
CO

calculation again, but this time, we vary simultaneously the excitation temperature, beam filling factor
ratio, and abundance ratio between the center and the disk, thus mimicking a two-phase model. We use
a convenient sigmoid function to vary the parameters between the disk and center limit as a function of
galactocentric radius. In particular, we use the limit values used in Cormier et al. (2018). We vary the 13CO
excitation temperature, 𝑇ex, between 20 K (disk) and 30 K (center). Such values are in line with findings in
the Milky Way (Roueff et al., 2021). Roman-Duval et al. (2016) find that the 13CO-emitting gas is denser
towards the center, which motivates us to use higher excitation temperatures towards the center, in line with
finding higher 13CO excitation temperatures in the denser regions of molecular clouds. The increase of
the abundance towards the center is motivated by our finding that 𝑅13/12 enhanced towards the center (see
Subsubsection 6.5.1 for further discussion). Finally, we also vary the beam filling factor [12/[13 between a
value of 1 (disk) and 2 (center). The beam filling factor can particularly differ since we expect 12CO to trace
more the bulk diffuse phase, hence filling the beam, while 13CO is more confined to the dense molecular
gas phase. The measurements are shown as red points in Figure 6.10. The top panels of Figure 6.10 show
the radial trend for the individual parameter we use as input for Equation 6.12. In fact, using this approach,
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Figure 6.10: 13CO Derived 𝜶LTE
CO We estimate the conversion factor under LTE assumptions using the 12CO (1−0)

and 13CO (1−0) emission. We perform two iterations: (i) keeping the conditions fixed across the galaxy apart from
the 𝑅13/12 ratio and (ii) varying the 13CO excitation temperature,𝑇ex, the beam filling factor ratio, [12/[13, and the
13CO abundance between disk and center using a sigmoid function. (Top three panels) Variation of input parameters
for 𝛼CO derivation. (Bottom Panel) Radial Trend in 𝛼LTE

CO . Grey points indicate measurements under fixed conditions.
Red points indicate 𝛼LTE

CO assuming a variation of input parameters as shown in the top three panels. The blue line
shows the radial trend derived from the scatter minimization technique.

we can reproduce the depression of the conversion factor toward the center of the galaxy. For the disk
(𝑟 > 2 kpc), we find ⟨𝛼LTE,disk

CO ⟩ = 2.8+1.1
−0.7, while in the center, we find ⟨𝛼LTE,center

CO ⟩ = 0.6+0.2
−0.1.

We note that with our 13CO approach, we obtain 𝛼CO values in the disk that are systematically lower by a
factor 2 than the values we find with the scatter minimization approach. Such a finding of systematically
lower 𝛼CO values based on 13CO is consistent with previous studies (e.g., Meier et al., 2001; Meier and
Turner, 2004; Heiderman et al., 2010; Cormier et al., 2018). Similarly, Szűcs et al. (2016) show by using
numerical simulation of realistic molecular clouds that total molecular mass predictions based on 13CO are
systematically lower by a factor of 2–3 due to issues related to chemical and optical depth effects. Cormier
et al. (2018) conclude that the systematic offset between 12CO and 13CO based 𝛼CO estimates likely derive
from the simplifying assumption of a similar beam filling factor of the two lines across the disk. Such a
difference is expected since 12CO is tracing the diffuse molecular gas phase, while 13CO is more confined
to the more dense molecular gas phase. The fact that for the depression of 𝛼CO both estimates agree likely
also reflects that our simplified assumptions of the variation of the parameters to the center reflect the actual
physical gas conditions more properly. To robustly and quantitatively constrain the parameters, such as
the excitation temperature and abundance, the observations of other 13CO rotational transitions would be
necessary.

In principle, we could match both prescriptions with just slightly different parameter profiles for the
LTE-based 𝛼CO estimation. So far, for instance, we have adopted a MW-based 13CO abundance in the disk.
If we assume that abundance values in the disk are larger by a factor 2 in M101 than in the MW, we will
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recover the same 𝛼CO trend from both prescriptions. However, further observations are needed to constrain
the actual 13CO abundance in M101.

So generally, our LTE-based 𝛼CO estimates offer valuable qualitative insight into potential drivers for
the CO-to-H2 conversion factor variation. Quantitatively assessing the 𝛼CO values is difficult due to the
underlying assumptions that need to be taken for the input parameters (excitation temperature, beam filling
factor, and 13CO abundance). By allowing variation of the parameters toward the center, the depression of
𝛼CO is somewhat accurately described. This method provides an estimate of the order of magnitude change
of the input parameters.

6.4.5 The DGR across M101

Based on our scatter minimization approach, we also derive estimates of the DGR for the individual solution
pixels. The right panel in Figure 6.9 shows the radial trend in DGR. Similarly to 𝛼CO we find a clear
difference of the value towards the center (larger values by 0.5 dex), while the disk shows a relatively flat
trend of log DGR = (−2.6 ± 0.5). Furthermore, the disk shows a relatively small point-to-point scatter of
only 0.2 dex. The values we find for the DGR are significantly lower than the average Milky Way solar
neighborhood (DGRMW

= 0.01, which is off by 0.5 dex; Frisch and Slavin 2003) and nearby spiral galaxies
(DGRspiral

= 0.014, which is off by 0.6 dex;Sandstrom et al. 2013).
However, in their comprehensive study of the DGR in M101, Chiang et al. (2018) find values in agreement

with our DGR results. They find a linear metallicity dependence of the DGR, with values ranging from
10−3 (at 12 + log(O/H) = 8.3) to 10−2 (at 12 + log(O/H) = 8.6). We cover a dynamical range in metallicity
(12+ log(O/H)) of 0.3 dex between center and disk of M101. Chiang et al. (2018) find a twofold dynamical
range in DGR with respect to the metallicity range. Based on this, we would expect to find a 0.6 dex
variation of DGR, which is close to the actual 0.5 dex we find.

6.4.6 Comparison of DGR and 𝜶CO trends in M51 and M101

In the left panel of Figure 6.11, we compare the 𝛼CO trend with galactocentric radius in the nearby massive
star-forming galaxy M51 (NGC 5194). Figure 6.4 lists the 𝛼CO values for M51 using different binnings.

We estimate 𝛼CO in M51 as described in Subsection 6.3.1. We use CO (1−0) data from PAWS (Pety
et al., 2013), CO (2−1) from CLAWS (den Brok et al., 2022), H i observations from THINGS (Walter
et al., 2008) and dust mass maps using the Draine et al., 2007 model. We note that we do not perform
a short-space corrections for the H i data, since upon visual inspection of the spectra, we find that the
M51 are less affected by filtering issues than the M101 observations. Figure 6.11 shows the trend of 𝛼CO
determined from the scatter minimization technique for both M101 and M51 as a function of galactocentric
radius, 𝑅21, and 𝑅13/12. For reference, we show the 𝛼CO map for M51 in Appendix C.6.

(i) Galactocentric Radius: We do not find any significant trend of 𝛼CO with galactocentric radius in
M51. Across the disk of the galaxy, we find an average value of ⟨𝛼M51

CO ⟩ = 3.7 ± 0.6M⊙ pc−2/(K km s−1).
This is slightly lower but within the scatter margin for the value found by Leroy et al. (2017). In that study,
the authors performed a slightly different version of the scatter minimization technique: They selected a
range in 𝛼CO that yields a constant DGR trend across the disk of M51. With this technique, they find the
following range 𝛼L17

CO ≈ 4.5 − 5.0 M⊙ pc−2/(K km s−1).
(ii) Line Ratio 𝑅21: This particular CO ratio is expected to trace variations in density, temperature,

and potentially the opacity of the molecular gas (Peñaloza et al., 2017). Previous studies also find a
correlation of 𝑅21 with the star formation rate surface density, ΣSFR (Koda et al., 2020; den Brok et al., 2021;
Leroy et al., 2022). As the middle panel of Figure 6.11 shows, M51 covers higher 𝑅21 values than M101.
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Figure 6.11: Comparing 𝜶CO Trends in M101 and M51. Comparison of radial 𝛼CO trend in M101(red) and
M51(blue). Each panel shows the trend line for both galaxies separately. The trend is determined by binning the 𝛼CO
values of the individual line of sights. The shaded region around the trend line shows the respective 1𝜎 scatter of the
respected trend lines. (Left) Trend of 𝛼CO with galactocentric radius normalized by 𝑟25. (Center) 12CO line ratio 𝑅21
correlation. The thick-dashed line shows a linear regression to the stacked data points (combining M51 and M101).
The grey shaded region between the dotted curves indicates the 1𝜎 confidence interval of the fit. (Right) Trend with
the 13CO-to-12CO line ratio, 𝑅13/12. The linear regression only fits the trend for M51 since no clear trend is seen for
M101.

Combining the sightlines from both galaxies, we cover a dynamical range in line ratio values, we cover a
range of 𝑅21∼0.5 − 0.9. This range is similar to the full range of line ratio values commonly found across a
sample of nearby spiral galaxies (Yajima et al., 2021; Leroy et al., 2022). We find a negative correlation
with a slope of 𝑚 = −0.5 ± 2. This is close to the predicted value based on 3D magnetohydrodynamics
simulations of the ISM as given in Gong et al. (2020). However, our finding is limited by a large uncertainty.
In conclusion, despite the range in 𝑅21, we do not obtain strong constraints from our observations on any
possible trends between the line ratio and the conversion factor. This limits the use of 𝑅21 as a predictor of
𝛼CO variation for extragalactic studies on kpc scales.

(iii) Line Ratio 𝑅13/12: Assuming optically thin 13CO (1−0) emission, 𝑅13/12 traces a combination of
the 12CO optical depth and abundance variations of the 13CO species (see Subsubsection 6.5.1). We expect
optically thin gas to have lower 𝛼CO values (Bolatto et al., 2013). Consequently, if 𝑅13/12 is driven by
opacity changes, we expect lower line ratios to have low 𝛼CO. In Figure 6.11, we only perform a linear fit to
the trend of M51 since we cover a wider range of line ratios for that galaxy (𝑅13/12∼0.1 − 0.2). While we
do not find any significant trend, we do find a slight decreasing variation of 𝛼CO with 𝑅13/12 in M51. This
is contrary to the sense of the relationship if changes in opacity are the main driver of 𝑅13/12 variation.
Hence, we conclude that this indicates that abundance effects also play a crucial role in the variation of this
particular CO line ratio.

(iv) Arm-Interarm Variation: As opposed to M101 (see Section C.4), we find strong arm-interarm
variation in 𝑅21 (Koda et al., 2012; den Brok et al., 2022) in M51, reflecting likely changes in the optical
depth or temperature and density of the molecular gas. By decomposing our solution pixels by spiral phase,
we can investigate whether 𝛼CO shows arm-interarm dependence in M51 as well. Figure 6.12 shows 𝛼CO
binned by spiral phase (spiral phases belonging to the Northern spiral arm are shown in red, and blue
indicates the spiral phases that define the southern arm). We decompose the spiral bins using a logarithmic
spiral to describe the shape. The technique is described in detail in Koda et al. (2012). We find a significant
variation of 𝛼CO as a function of the spiral phase. The conversion factor is lower in the interarm than the spiral
arm region by about ∼0.5 dex. The variation is stronger than for the binned radial trend (see Figure 6.12).
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Figure 6.12: Arm-Interarm Variation of 𝜶COin M51 The graph shows
the 12CO (1−0) intensity binned by spiral phase. The blue points show
the stacked line ratio by spiral phases in steps of 20◦, increasing counter-
clockwise.

However, the radial bins are intens-
ity weighted, so we expect the 𝛼CO
trend of the spiral arm to dominate.
The arm–interarm trend is consistent
with the presence of a more prominent
diffuse CO component that enhances
the CO emissivity. At the same time,
it would decrease the required conver-
sion factor to translate the CO intensity
to molecular gas mass. The presence
of a diffuse component has previously
been suggested by Pety et al. (2013).
On the basis of comparing GMC-scale
(∼100 pc) and large scale (∼1 kpc) ob-
servations, they suggest that ∼50 %
of the total CO emission could ori-
ginate from such a diffuse component.
Future work using high-resolution ob-
servations of the central region of M51
will provide further insight into the
mechanism that produces these strong environmental changes in the line ratio and conversion factor (S.
Stauber et al., in prep.). In contrast, we also note that we do not find any clear arm–interarm variation in
𝛼CO for M101.

6.5 Discussion

6.5.1 Implications from CO Isotopologue Line Ratio Trends

With the IRAM 30m wide-field M101 program, we have observations of the 𝐽 = 1 → 0 transition of three
CO isotopologue species: 12CO, 13CO, and C18O. Comparing various CO line ratios will provide insight
into the conditions of the gas on ∼kpc scales and investigate the physical and chemical drivers for variation.

𝑹21 Ratio

The 𝑅21 ratio is sensitive to variation in gas temperature and density (Peñaloza et al., 2017). We see a mild
increase of the line ratio towards the center of the galaxy (∼10% increase with respect to the galaxy-wide
average). Such an increase has been observed by previous CO mapping surveys (Leroy et al., 2009; Leroy
et al., 2013; Yajima et al., 2021; den Brok et al., 2021). The increase is attributed to the increased density
and temperature, which is observed in the presence of nuclear star-forming regions, which will elevate 𝑅21.
In a similar way, the observed enhancement of 𝑅21 with ΣSFR is expected from physical considerations.
Leroy et al. (2022) noted that such an increased line ratio could follow from either higher-density gas
(as discussed, e.g. Usero et al., 2015; Jiménez-Donaire et al., 2019; Gallagher et al., 2018) or stronger
radiation fields and higher cosmic-ray densities. These drivers all lead to the presence of warmer gas and
consequently affect the observed line ratio. Also, we do not find any significant variation between the spiral
arm and interarm regions. For comparison, in other galaxies, a clear arm and interarm variation has been
observed (Koda et al., 2012; Koda et al., 2020; den Brok et al., 2022). For example, M51 showed a clear
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Figure 6.13: Effect of 13CO Optical Depth on CO line ratios under LTE Conditions. We assume optically thick
12CO and optically thin C18O emission. (Left) Variation of 𝑅13/12 with 𝜏13CO for different beam filling factor ratios
between the 12CO and 13CO emission, [12 and [13. The blue band shows the range of measured 𝑅13/12 values in
M101. Average MW value (solid line), starburst (dashed line), and ULIRGs (dotted) is shown. (Centre) Variation
of 𝑅18/13 with 𝜏13CO for different abundance ratios of the 13CO and C18O species. We do not significantly detect
C18O in the center of the galaxy. The orange shaded region hence shows the region where the line ratio in M101’s
central 4 kpc region could fall. (Right) We use the line ratio model calculation provided in Leroy et al. (2022). These
are based on model calculations with RADEX (van der Tak et al., 2007) an used a lognormal density distributions
described in Leroy et al. (2017). We fix the ratio at 𝑅21 = 0.65 and use a lognormal density distribution width of
𝜎 = 0.6. The color-coded lines show the trends for different total CO column densities per line width (𝑁CO/Δa). We
note that we assume a common excitation (density, temperature) for all species and LTE for the left and middle panel.

enhancement of 𝑅21 in the interarm region of order 20 − 30%. In M101, however, no such variation is
observed. On average, we find a line ratio attributed to the spiral arm regions of 𝑅arm

21 = 0.6 ± 0.1 and
similarly, for the interarm-region, 𝑅interarm

21 = 0.6 ± 0.1. We discuss the precise analysis to quantify the arm
and interarm regions using logarithmic spirals in Section C.4. We note that since the spiral structure is less
pronounced in M101 than in M51, we also expect the difference in 𝛼CO to be shallower.

CO Isotopologue Ratios

Generally, CO isotopologue line ratio variation across nearby galaxies is either linked to changes in the
relative abundances of the isotopologue species or variation in the physical properties of the gas, such as
its opacity, temperature, or density (Davis, 2014). Since the 13CO (1−0) and C18O (1−0) transitions are
generally optically thin (see review by Heyer and Dame, 2015), they help us to constrain any potential
changes in the relative abundances.

(i) Changes in CO isotopologue abundances: Processes that vary the CO isotopologue abundances
can be selective nucleosynthesis (Sage et al., 1991; Wilson and Matteucci, 1992), chemical fractionation
(Watson et al., 1976; Keene et al., 1998) or selective photodissociation (van Dishoeck and Black, 1988).
These three mechanisms either locally enhance the 13CO abundance (chemical fractionation), increase the
12C and 18O isotope abundances (selective nucleosynthesis), or lead to more photodissociation of certain
species due to lower shielding and different differences in molecular structure (selective photodissociation).
Line ratio trends then give us insight into whether any of these mechanisms act as global drivers and,
more importantly, whether abundance variations can explain observed CO isotopologue line ratio trends in
the first place. The left panel in Figure 6.13 illustrates the effect of relative abundance variations on the
observed line ratio.

(ii) Optical Depth effects: Because, in particular, the 12CO emission, and potentially the 13CO emission
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is optically thick, changes in the optical depth will then lead to a variation of the observed line ratio. Due to
sufficiently low abundance, 18CO generally remains optically thin. This way, it is possible to assess optical
depth variation of 12CO and 13CO.

In Figure 6.13 we show the expected 𝑅13/12 and 𝑅18/13 trends with changing 13CO (1−0) optical depth,
𝜏13CO, under LTE assumption. The top panel shows the variation of 𝑅13/12 for different beam filling
factor ratios for 12CO (1−0) and 13CO (1−0). We note that when assuming a beam filling factor ratio of
[12/[13 ≤ 2, the observed range in line ratio values found in M101 is in agreement with optically thin
13CO emission (i.e. 𝜏13CO < 1). Since we only derive upper limits for 𝑅18/13, the left panel in Figure 6.13
highlights the ratio of possible line ratio values up to the upper limit. For optically thin 13CO emission,
𝑅18/13 traces the abundance ratio between these two CO isotopologues, 𝑋18/13. Our upper limit of the line
ratio hence suggests an upper limit of the abundance ratio of 𝑋18/13

< 0.06. In Figure 6.13, we illustrate
the dependence of 𝑅21 on the temperature (kinetic temperature; 𝑇kin) and density (collider density; 𝑛0,H2

).
We use the model calculations given by Leroy et al. (2022), which employ multiphase RADEX model
calculations (van der Tak et al., 2007) with density layers weighted by a lognormal profile and a common
temperature, 𝑇𝑘 , and column density per line width, 𝑁CO/𝐷a , (Leroy et al., 2017). To illustrate the trends,
we fix 𝑅21 = 0.65 and show different CO column densities per line width. The resulting trends illustrate the
temperature–density degeneracy. We expect the column density per line width to increase toward the center.
Consequently, fixing 𝑅21, would indicate either an increase of the temperature (for constant density), or
higher density (for constant temperature) toward the central region of M101.

So given optically thin 13CO, the negative trend we find in 𝑅13/12 with galactocentric radius either derives
from changes in the optical depth of 12CO or changes in the relative abundance of 13CO (or a combination
of these two factors). An increase of the 𝑋13/12 abundance ratio toward the center would be consistent with
such observed trends in the Milky Way (Milam et al., 2005) and other nearby spiral galaxies (Cormier et al.,
2018). Such trends can be explained by selective nucleosynthesis: Inside-out star formation scenarios
(Tang et al., 2019) will lead to an increased accumulation of 13CO sooner towards the center of the galaxy,
thus enhancing there the 𝑅13/12 ratio. Such a scenario is also supported by the increase of 𝑅13/12 with the
star formation rate surface density (see Figure 6.7).

In contrast, the optical depth of 12CO is expected to decrease in the presence of diffuse emission or
increased turbulence. This would boost the emission of 12CO relative to 13CO and lead to a decreasing
𝑅13/12. If changes in the optical depth were the main driver for line ratio variation, the increasing trend
of 𝑅13/12 toward the center of M101 would indicate higher optical depth in the center. Given our nearly
flat 𝑅21, higher optical depths would mean less dense or colder gas (as can be seen in Figure 6.13). We
hence conclude that particularly the trend in 𝑅13/12 derives to some parts from changes in the relative
abundance of 13CO. However, to properly disentangle the contribution of abundance variations and optical
depth changes to the line ratio, at least another 13CO transition is required to achieve a non-LTE modeling
analysis.

6.5.2 Implications of 𝜶CO Variation on Scaling Relations

The Kennicutt-Schmidt (KS) law (Schmidt, 1959; Kennicutt, 1989) relates the star formation surface
density and the gas surface density, and its slope likely reflects the underlying processes of star formation
(Elmegreen, 2002; Krumholz and McKee, 2005). The molecular KS law follows:

log

(
ΣSFR

𝑀⊙ yr−1 kpc−2

)
= 𝑁 × log

(
Σmol

𝑀⊙ pc−2

)
+ 𝐶 (6.13)
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Figure 6.14: Implication of Varying 𝑹21 and 𝜶CO on the Kennicutt-Schmidt Relation We compare the KS relation
using three different ways of estimating the molecular gas mass, Σmol: (i) 12CO (1−0) and a radially interpolated
𝛼CO (ii) 12CO (1−0) and a fixed 𝛼CO = 4.3𝑀⊙ pc−2/(K km s−1), and (iii) 12CO (2−1) and a fixed 𝑅21 = 0.6 (and
𝑅21 = 0.9 in M51; den Brok et al. 2022). The resulting KS index, 𝑁 , is determined using an orthogonal distance
regression (fit indicated by solid line) and indicated in each panel with its 1𝜎 uncertainty. The grey shaded region
shows the ±0.30 dex dispersion that Kennicutt and Evans (2012) find for a larger sample of galaxies. The points,
which represent the individual solution pixels, are color coded by their difference in Σmol to the molecular gas mass
determined using method (iii), which is shown in the right panel. Squares indicate the central points (𝑟 ≤ 2 kpc).

where 𝑁 , the key parameter, indicates the KS slope and 𝐶 the normalization offset. Not only do the
underlying physical processes lead to variations of the relation, but it has also been found that the slope
will vary with spatial resolution (Onodera et al., 2010; Sanchez-Garcia et al., 2022). The "breakdown” of
the relation at high resolution likely reflects that the underlying initial-mass function is not sampled well
enough anymore.

When estimating the molecular gas surface density, Σmol, it is common to rely on higher-𝐽 12CO
transitions, in particular 12CO (2−1) (e.g., Cicone et al., 2017; Noble et al., 2019; Leroy et al., 2021b;
Pereira-Santaella et al., 2021), and assume a constant line ratio to down-convert to the 𝐽 = 1 → 0 transition.
Yajima et al. (2021) show, however, that the KS is underestimated by 10-20% when relying on 12CO (2−1)
and a constant 𝑅21. However, also 𝛼CO is subject to variation, so in Figure 6.14, we compare the different
derived KS slopes, 𝑁 , in M101 and M51 based on (i) using 12CO (1−0) and a radially interpolated 𝛼CO (ii)
12CO (1−0) and a fixed 𝛼CO = 4.3𝑀⊙ pc−2/(K km s−1), and (iii) 12CO (2−1) and a fixed 𝑅21 = 0.6 (and
𝑅21 = 0.9 in M51; den Brok et al. 2022). The points, which show the solution pixels, are color-coded by
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the percentage difference compared to the molecular gas mass derived from 12CO (2−1) according to (iii):

Δ[%] = (Σmol − Σ
fix 𝛼CO &R21
mol )/Σfix 𝛼CO &R21

mol × 100%

.
Each panel also indicates the KS index, 𝑁 (including the 1𝜎 uncertainty). The index is determined using

an orthogonal distance regression, which is more robust than the more commonly used linear regression.
The right-most panel shows the relation based on method (iii). We find an index 𝑁 < 1 for both galaxies.
While the KS relation predicts a close relation between ΣSFR and Σgas, an overall dispersion from this
relation is expected (±0.30 dex; Kennicutt and Evans, 2012) and connected to physical drivers. Regarding
fixed and free 𝑅21, we find an increase in 𝑁 for M51 (𝑁 = 0.85 to 𝑁 = 1.02), but a slight decrease for
M101 (𝑁 = 0.76 to 𝑁 = 64). We generally expect an increase of the index since 𝑅21 increases towards
the center, leading to an overestimation of the molecular gas mass. We see that in M101, the points with
higher ΣSFR (connected to the center) also show a negative (blue) difference in molecular mass. The impact
by 𝑅21 is generally, however, limited since we expect the line ratio to saturate at 𝑅21∼1. Also, we do not
expect very low line ratio values (generally 𝑅21 > 0.4). So the dynamical range in 𝑅21 is very limited in
general extragalactic studies (see, for example, also Yajima et al., 2021; Leroy et al., 2022).

We expect the impact by varying 𝛼CO to be larger since we observe a variation of the conversion factor
of a factor of 5−10. When estimating the molecular gas mass using the radially interpolated 𝛼CO value (left
column in Figure 6.14), we see a further increase in 𝑁 for M51 and a decrease for M101. Since values
with higher surface density seem to show a depression of 𝛼CO (e.g., the center), we expect that points with
higher ΣSFR have slightly overestimated molecular gas masses. Correcting this effect by accounting for 𝛼CO
variation will push these points to lower Σmol. This can be seen in M101, where the squared points (for
which 𝑟 ≤ 2 kpc) are bluer than for fixed 𝑅21. The other high-SFR points stem from the bright Hii region
toward the southeast. Given the fact that we overestimate Σmol when not accounting for varying 𝑅21 and
𝛼CO(in particular for the center), we would expect the KS to increase. However, we still find very shallow
KS indices, even when accounting for the variation in 𝑅21 and 𝛼CO. This is because (a) the dynamical
range in the SFR surface density is small (∼0.5 dex) and (b) the points from the center of the galaxy are
pushed off the linear relation (b) the Hii region (NGC 5461) at high-SFR shows points offset from the main
relation. Hence, a linear fit does not capture the entire trend of the relation.

To study the implications of varying 𝛼CO and 𝑅21 values on the scaling relations but also account for
environmental variation, we investigate how the molecular gas depletion time 𝜏dep varies as a function of
radius across both galaxies. The depletion time is defined as follows:

𝜏dep ≡
Σmol
ΣSFR

(6.14)

Figure 6.15 shows the radial trend of 𝜏dep for either fixed 𝑅21 and 𝛼CO, or a radially interpolated 𝛼CO.
Both galaxies show relatively flat depletion times in their discs, independent of the Σmol method. This is in
agreement with previous studies of nearby galaxies that also found constant depletion times (e.g. Bigiel
et al., 2011; Leroy et al., 2017). Using radial 𝛼CO and CO(1-0), we find an average depletion time of
𝜏
𝑀101
dep = 1.9 Gyr and 𝜏𝑀101

dep = 1.9 and 𝜏𝑀51
dep = 1.5 Gyr with a scatter of 0.2 dex for both galaxies. As

evident from the panel on the right of the figure, both galaxies show similar depletion times. In this panel,
we combine the sightlines from both galaxies. We also note that the value for the average depletion time
agrees well with the value of 1.6 Gyr found for M51 by Leroy et al. (2013) using PAWS CO(1-0) data.
Using the constant 𝛼CO and 𝑅21, we find a slightly higher depletion time in M51 by about 500 Myr (which
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Figure 6.15: Implication of Varying 𝑹21 and 𝜶CO on the Molecular Gas Depletion Time The top panels show the
radial trend of the depletion time for M101 (left), M51 (center), and for the combination of the sightlines from both
galaxies (right). The depletion time depends on a measurement of the molecular gas mass. The grey points (with
purple edge color) show the measurements using CO(2-1) and fixed 𝑅21 and 𝛼CO values. The points color-coded by
SFR surface density are from using CO(1-0) and a radially interpolated 𝛼CO. The bottom panels compare the radially
binned trends of both measurements. The grey line indicates the residual of the two trend lines.

constitutes a ∼50% increase). Such constant depletion times are thought to represent evidence that nearby
spiral galaxies have disks populated by GMCs that form stars at a uniform pace (Bigiel et al., 2011). This is
the case if the GMC properties are universal rather than sensitive to the local environment (Leroy et al.,
2008).

While M51 shows a constant depletion time across the galaxy, independent of the method used, we see
an apparent decrease of 𝜏dep toward the center of M101 when we use a radially interpolated 𝛼CO. In the
center, the constant trend seems to break, and we find 𝜏dep ≈ 150− 300 Myr, which is an order of magnitude
lower than the disk-wide average. Furthermore, M101 shows lower depletion times (again by almost one
order of magnitude) in the bright Hii region toward the southeast of the galaxy (NGC 5462). Sightlines
within this region incidentally show also high SFR surface densities. The lower depletion times in the
galaxy’s center indicate a higher star formation efficiency (SFE). Utomo et al. (2017), studying galaxies
from the EDGE-CALIFA survey, also found decreased depletion times toward the center of galaxies and
suggested that when accounting for 𝛼CO variation, the extent of the drop in 𝜏dep will be amplified. Such an
increased SFE could be driven by increased gas pressure. Increased star-forming activity will lead to higher
feedback rates. According to the star formation self-regulated model, the SFR will adjust to the feedback
from massive stars and will counter the turbulent energy dissipation and cooling (e.g. Ostriker et al., 2010;
Ostriker and Shetty, 2011; Kim et al., 2011).

The excessive decrease in the depletion time toward the center of M101 places strong constraints on star
formation models to accurately account for the increased SFE. Observations of dense gas tracers, such as
HCN, could shed light on whether a higher SFE could connect to a more elevated fraction of dense gas in
the center.
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6.5.3 Parameterizing 𝜶CO
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Figure 6.16: Cross-Correlation of Feature Variables. The
correlation is computed in log-space. The empirical correlation
is estimated using Kendall’s 𝜏 correlation coefficient. The size
of the boxes and color indicates the strength of the correlation.
The VIF is an indicator of multicollinearity for a set of variables.
Higher VIFs indicate a stronger mutual correlation between the
selected variable and the other parameters.

Ultimately, we hope to acquire a prediction for
𝛼CO variation based on the observed galactic
properties. Various 𝛼CO-prescriptions have
been proposed in the literature for a wide range
of galaxy types, including low-metallicity
dwarfs and bright metal-rich ULIRGs. Such
prescriptions are mostly based on first order on
the metallicity, 𝑍 (e.g. Schruba et al., 2012),
but also incorporate further key parameters
such as the surface brightness (e.g. Bolatto et
al., 2013) or the CO line ratio, 𝑅21 (e.g. Gong
et al., 2020). From theoretical considerations,
we expect two major drivers of 𝛼CO variation,
which we need to account for:

1. Temperature and velocity dispersion effects
seem to drive down the value in more ex-
treme environments, such as the center of
certain galaxies (e.g., in M101).

2. Large fraction of CO-faint gas will lead to
an increase of 𝛼CO.

In the case of the galaxies M101 and M51
point (1) seems relevant since we see a sig-
nificant depression of 𝛼CO toward the center.
The second driver, CO-faint gas, appears to
be more appropriate in, e.g., low-metallicity
dwarfs, where much higher 𝛼CO values are
found (e.g. Israel, 1997; Schruba et al., 2011),
than in regular spiral galaxies.

Given the multitude of ancillary data for M101, we attempt to perform a multivariate analysis to find an
expression for 𝛼CO for a set of input parameters (so-called feature variables, {𝑋𝑖 𝑗}, where 𝑖 = 1, 2, ..., 𝑛 is
the index of the data point, and 𝑗 = 1, 2, ..., 𝑚 the index of the set of feature values.). The set of feature
parameters is indicated in Figure 6.16. Besides the parameters already introduced in the previous chapter,
we include the 12CO (1−0) velocity dispersion, 𝜎𝑣, (as measured by the 30m telescope), and the mean
radiation field, �̄�, which is derived from the dust-SED fits used to measure the dust mass. The set of
parameters is multi-correlated. Hence, we require a variable selection technique that allows us to choose
the relevant variables only. Figure 6.16 shows a cross-correlation matrix for the various parameters. The
correlation is quantified using Kendall’s 𝜏 correlation coefficient. In addition, the figure lists the variable
inflation factor (VIF). The VIF indicates the multicollinearity of a variable. Higher values indicate a
stronger cross-correlation to other parameters. Consequently, the variation of one variable can be explained
by the set of other independent variables. Generally, VIF > 5 indicates multicollinearity (e.g. Sun et al.,
2022).

We convert all parameters to logarithmic space, so that we can build a linear predictive model of the
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form:

�̂�𝑖 = 𝛽0 +
𝑚∑︁
𝑗=1

𝛽 𝑗𝑋 𝑗𝑖 (6.15)

To select the relevant features, we perform a lasso feature fit (Santosa and Symes, 1986). We refer to
Appendix C.7 for further details on the method and definitions. We create the sample by bootstrapping the
original set of 𝛼CO values from the scatter minimization technique for the fitting procedure. We use a CO
intensity weighted probability density function for the bootstrapping. The new dataset consists of 𝑛 = 1000
data points (instead of just ∼100 solution pixels). This way, we can ensure that the center is also captured
in the fitting procedure. If we just use the normal area-weighted fit (i.e., because the disk holds more lines
of sight), the depression would not be relevant for the fit.

We find a preferred power-law model using three parameters: Σ★, 𝜎𝑣, and ΣHI. After incorporating
an increasing number of parameters, the subsequent lasso path is illustrated in Figure 6.17. The model
scatter (dex scatter in ( �̂�𝑖 − 𝑦𝑖)) reduces from the overall sample of 0.4 dex to ∼0.2 dex after including the
parameters. After three features, the scatter is not significantly reduced any further upon adding additional
components to the model. The best fit model we find for M101 is given by

𝛼CO = 105.2 ×
(

Σ★

𝑀⊙ pc2

)−0.55

×
(
𝜎𝑣

km s−1

)−1.6
×

(
ΣSFR

𝑀⊙ pc2

)0.6

(6.16)

The parameters for all models of the lasso regression up to the preferred model are given in Table 6.5.
Regarding the two primary drivers of 𝛼CO variation (temperature/velocity dispersion and CO faint gas),

we see that the three parameters the lasso regression selected mostly relate to the first point. We note,
however, that the underlying physical reason for 𝛼CO variation is tight to the fraction of CO emission arising
from molecular gas in contrast to the fully extended, non-self-gravitating component as a constraint by the
total mass of the system (Bolatto et al., 2013). In our prescription, Σ★ traces a significant fraction of the
overall baryonic mass surface density, excluding the atomic and molecular ISM. The velocity dispersion
and SFR surface density terms (𝜎𝑣 and ΣSFR) trace, loosely speaking, temperature, density, and opacity
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Figure 6.17: Feature Selection Lasso Path The residual scatter for using an increased number of features is shown.
The preferred model (last blue point) is determined using the Bayesian Inference Criterion (BIC).
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Table 6.5: Summary Predictive Power-Law 𝜶CO Models

𝑁comp Model Residual [dex] 𝑅
2

ΔBIC

1 𝛼CO = 101.7±0.1 ×
(

Σ★

𝑀⊙ pc2

)−0.58±0.05
0.29 0.65 87

2 𝛼CO = 102.8±0.1 ×
(

Σ★

𝑀⊙ pc2

)−0.46±0.05
×

(
𝜎𝑣

km s−1

)−1.0±0.2
0.27 0.78 35

3 𝛼CO = 105.2±0.1 ×
(

Σ★

𝑀⊙ pc2

)−0.55±0.08
×

(
𝜎𝑣

km s−1

)−1.6±0.1
×

(
ΣSFR

𝑀⊙ yr−1 pc2

)0.6±0.1
0.25 0.81 7.7

Modified 𝛼CO = 103.0±0.1 ×
(
𝑍
𝑍⊙

)−1.3±0.3
×

(
𝜎𝑣

km s−1

)−1.9±0.1
0.26 0.8 –

Notes: The first column indicates the number of features selected for the model fit. The feature selection occurs using a
lasso regression. The second column lists the model prescription in form of a power-law. The third column lists the
model residual fit (i.e. scatter in dex of 𝑦𝑖 − �̂�𝑖). The fourth column lists the coefficient of determination. This indicates
the fraction of 𝛼CO variation explained by the model. The fifth column lists the BIC difference between the selected
model and the model with the smallest BIC. In general, the difference should not exceed 10 for a good performance (Sun
et al., 2022).

variation. We note as a caveat, however, that we observe the kpc-scale velocity dispersion with our IRAM
30m telescope observations. This does not necessarily trace the underlying turbulence velocity dispersion
of the molecular gas. Due to the coarse resolution, the line width might also increase due a dispersion of
the bulk motion of several molecular clouds that are convolved within a single beam. Using a combination
of the velocity dispersion 𝜎𝑣 and the stellar mass surface density Σ★, it is possible to account for the central
depression of 𝛼CO toward the center of the galaxy.

For comparison, we also used a customized two-component model consisting of the terms for metallicity
(𝑍/𝑍⊙) and 12CO (1−0) line width. The selection of these two quantities is directly linked to the two
tracers of 𝛼CO variation we expect from theory: The line width traces the turbulence or optical depth of the
gas, and the metallicity connects well to the prevalence of CO-dark gas. The coefficient of the fit and the
performance in terms of model residuals are listed in Table 6.5.

The top panels in Figure 6.18 show a comparison of the 𝛼CO trend found from the scatter minimization
technique (indicated in color) and using the 3-component model derived from the lasso regression on the
solution pixels of M101 for all sightlines (in grey) for both M51 and M101. For M101 (left; red), we see
that the trend from the scatter minimization and from the three-component model are in good agreement
(less than 0.1 dex discrepancy). The three-component model also produces a more flat 𝛼CO trend toward
the disk. Applying the model derived from M101 on M51, we find, in fact, also a good agreement in the
disk between the scatter minimization and the 3-component model. Only for the innermost solution pixel
(𝑟 < 2 kpc) the model predicts a depression of 𝛼CO, which is not observed in the scatter minimization
technique. We note that M51 holds an AGN, which likely affects the conditions of the molecular gas in its
close vicinity (e.g. Kakkad et al., 2017; Esposito et al., 2022). Regarding the influence radius, Querejeta
et al. (2016) find that the AGN feedback likely does not extend further radially outward than 0.5 − 1 kpc.
Besides AGN, the center of M51 is also affected by strong tidal interaction with its iconic companion source
(NGC 5195). Such interactions create strong internal gas flows. Consequently, the dynamical pressure will
also increase towards the center of the galaxy (Meidt et al., 2013).

In conclusion, our 𝛼CO prescription can likely break in the innermost regions of galaxies with conditions
similar to M51 (AGN + interaction). Furthermore, we also stress that we do not cover low metallicity, so
the prescription from our 3-component model also is likely only well-calibrated for approximately solar
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Figure 6.18: CO-to-H2 Conversion Factor Model and Prescription Comparison (Top Panels) Comparing the radial
𝛼CO trend derived from binning the data (in color) and the trend derived from applying the 3-component power-law
model on the individual sightlines (see the model parameter in Table 6.5). The model is calibrated using the solution
pixels from M101. The right panels show the model applied to the galaxy M51. (Bottom Panels) Comparison of the
derived trend when applying the 𝛼CO prescription used Sun et al. (2022) (dotted line), from Bolatto et al. (2013)
(dash-dotted line), and our own two-component model based on metallicity and the 12CO (1−0) velocity dispersion
(orange/light blue). The thin horizontal line illustrates the average local solar neighborhood 𝛼CO value. The green
shaded region is an approximate illustration of the central region of the galaxy, where conditions potentially change
dramatically to the overall disk.

metal abundances.
We compare our prescription to other commonly used ones. In particular, we test the prescription from

Bolatto et al. (2013) and prescription from Sun et al. (2020) (which describes 𝛼CO in terms of a power-law
on metallicity, similar to Schruba et al. 2012; Amorin et al. 2016). The bottom panels of Figure 6.18 show
a comparison of various radial trends of 𝛼CO for the different prescriptions and the trend based on the
scatter minimization technique. We also include our two-component model based on the metallicity and
velocity dispersion (shown in light orange for M101 and light blue for M51). Our two-component in M101
agrees with the trend from the scatter minimization technique throughout the galaxy. However, for M51,
the same prescription systematically underestimates 𝛼COby 0.2 dex. In the disk, the prescription based on
metallicity alone (dotted line; Sun et al. 2020) describes the range of 𝛼CO approximately well in M101 and
is slightly offset in M51 toward larger values (by about 0.3 dex). However, this prescription does not predict
the depression of 𝛼CO toward the center of the galaxy in M101. In contrast, we see that the prescription
by Bolatto et al. (2013), which accounts for regions with high total mass surface density, also describes a
mild depression of 𝛼CO toward the center of both galaxies. However, the extent of the decrease is only
∼0.5 dex with respect to the average disk value, and not ∼1 dex, as we see in M101. The prescription by
Bolatto et al. (2013) also finds a decreasing trend in M51. This finding suggests that the reason is linked to

120



Chapter 6 Wide-Field Multi-CO Emission Across M101

the peculiarity mentioned above of M51, such as the AGN in the center or its strong interaction with the
companion galaxy NGC 5195.

6.6 Conclusions – M101 Project

This study presents new wide-field IRAM 30m low-𝐽 CO observations of M101. We address two key
aspects of the molecular gas physics in the galaxies M101 and M51: i) How well do CO isotopologue line
emissions capture changes in the molecular gas overall characteristics, and ii) how does 𝛼CO vary with
environmental parameters across the galaxy.
Based on our CO isotopologue analysis we find:

1. An average line ratio of ⟨𝑅21⟩ = 0.60+0.07
−0.11, which is consistent with previous studies of similar, nearby

star-forming galaxies. The ratio stays predominantly flat across the disk of M101, with only a mild
increase of 10% towards the central 1.5 kpc region.

2. Using spectral stacking, we can constrain an upper limit for 𝑅18/13 < 0.07 for the central 4 kpc region
(by radius). Such low line ratios are more predominantly found in the outskirts of star-forming galaxies
and indicate very low relative abundances of the C18O species.

3. Given the observed trend in 𝑅13/12, which increases toward the center, we conclude that changes in
abundances due to nucleosynthesis are a major driver on galaxy-wide scales. Changes in the opacity of
12CO do not seem to be the major driver, since the optical depth generally decreases toward the center,
which would result in an opposite 𝑅13/12 trend.

Besides an in-depth analysis of the 3mm CO isotopologue line ratios, we investigate the variation of the
CO-to-H2 conversion factor, 𝛼CO across M101. We use a modified version of the scatter minimization
technique. The method is based on the dust mass approach, and we use both the 12CO (1−0) and (2−1)
emission lines to estimate 𝛼CO. Our main results and conclusion can be summarized as follows:

4. We find an average conversion factor of ⟨𝛼CO⟩ = 4.4±0.9 across the disk of galaxy M101, with an
apparent decrease of the value towards the galaxy’s center by a factor of ∼10. The reduction of the
conversion factor towards the center of the galaxy follows the expectation that the turbulence increases,
hence decreasing the optical depth, which enhances the 12CO emission. We also perform a scatter
minimization approach in M51. We find a relatively flat 𝛼CO trend in M51 across the disk and center of
the galaxy.

5. Using the optically thin 13CO emission, we perform an LTE-based 𝛼CO estimation in M101. Generally,
the conversion factor determined using this approach is lower by a factor 2−3 compared to the scatter
minimization technique. The discrepancy is likely due to the simplifying assumption of a similar beam
filling factor of the two lines and using constant excitation temperature. Using a two-component model
of a galaxy by changing the conditions in the center and disk, we derive a depression of 𝛼LTE

CO of similar
order as the scatter minimization derived 𝛼CO.

6. We find that accounting for 𝑅21 and 𝛼CO variation, the scaling relations from CO(2-1) alone significantly
overestimate the molecular gas mass, particularly in the center of galaxies. The Kennicutt Schmidt
relation index increases by ∼50% in the case of M51. Also, the molecular gas depletion time seems to
be significantly overestimated in the center, if not accounting for 𝛼CO variation. Such low depletion
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times imply a very high star-formation efficiency, which is likely connected to processes in the nuclear
region of the galaxy.

7. Using a lasso regression feature selection for the trend in M101, we find a parameterization of 𝛼CO
based on the stellar mass surface density, the atomic gas mass surface density, and the 12CO (1−0) line
width. These three components trace the two expected main drivers of 𝛼CO variation: (i) the turbulence
of the gas and (ii), to some extent, the fraction of CO-faint gas. A power-law model combining these
three components can explain 80% of the variation observed in 𝛼CO. Applying the model to M51, we
find that we can accurately estimate the 𝛼CO value in the disk. However, the model also predicts a
depression in 𝛼CO, which we do not observe from the scatter minimization technique.

Overall, our result shed new light on the degree of variation of 𝛼CO and the corresponding trends with key
galactic properties. In particular, we stress that the points near the galaxy centers need to be treated with
care when employing commonly used 𝛼CO prescriptions, as the depression of the value is not yet fully
captured or understood.
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CHAPTER 7

Outlook and Open Questions

Même je remarquais, touchant les expérience, qu’elles sont d’autant plus
nécessaires qu’on est plus avancé en conaissance

R. Decartes – 17th century philosopher, mathematician, and scientist

Overview

This PhD thesis addresses various aspects of the multi-CO line emission study across nearby spiral galaxies.
With the CLAWS large program, we observed a rich dataset of the 𝐽=2 → 1 and 𝐽=1 → 0 transitions of
various CO isotopologues (Chapter 5). This dataset helps us to qualitatively assess variation in molecular
gas conditions for the first time across and within a regular nearby galaxy beyond the nuclear region.
Moreover, for M101 and M51, we perform a so-called scatter minimization technique to estimate 𝛼CO using
a combination of CO, H i, and IR dust emission observations (Chapter 6). All of these variations affect our
ability to assess the molecular gas conditions. For example, when accounting for 𝛼CO variation toward the
center, we derive significantly different molecular gas depletion times and star-forming efficiencies. In
this thesis, we have addressed the specific conditions of the molecular gas that can explain the observed
variation. This is not just relevant for predicting how specific parameters (such as 𝛼CO, or 𝑅21) will change
across the galaxy but is also critical for calibrating star formation theories. However, several scientific
questions remain open. And in addition, new science questions naturally emerge from ongoing research.
This chapter discusses, in more detail, the current work in progress of two distinct projects that build on the
results obtained by my thesis. On the one hand, modeling the line emission is a fundamental next step to
obtaining a more quantitative assessment of kpc-scale molecular gas condition variation. On the other hand,
new higher-resolution observations will be necessary to expand our insight toward small-scale molecular
cloud physics and connect it to the dynamical processes on larger galactic scales. At the end of the chapter,
further open questions and potential new research directions are discussed.

7.1 CLAWS Line Modeling

Chapter 5 presents the CLAWS IRAM 30m Large Program survey. Combining with the PAWS 12CO(1-0)
(Pety et al., 2013) and NGLS 12CO(3-2) (Wilson et al., 2012) observations, we obtain a total of eight
resolved CO emission lines across the galaxy. To what degree does CO isotopologue line emission variation
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trace changes in temperature, column, and volume densities and the CO-to-H2 conversion factor in M51?
In the study, we find that particularly the spiral arm and interarm region are of great interest due to the
distinct 𝑅21 difference, with significantly higher line ratio values in the interarm than spiral arm region.
So far, we have tried to identify and qualitatively describe the potential physical drivers of the CO line
ratio variation (which results in our suggestion of selective nucleosynthesis and changes in opacity as the
main reason for the observed changes). However, with the number of CO isotopologues, it now becomes
possible to solve the radiative transfer equations and obtain more quantitative estimates of the underlying
gas conditions, such as temperature and column density. In general, we are dealing with the following
potentially interconnected parameters that describe the conditions of the gas:

• column density, 𝑁;

• volume density, 𝑛;

• excitation temperature, 𝑇ex;

• (relative) chemical abundance of the species, 𝑋;

• density distribution width (hereafter "density width”), 𝜎;

• optical depth, 𝜏.

These parameters differ from molecular species to species and line-to-line transition. For instance, we
commonly deal with a temperature/velocity dispersion degeneracy, which we can only break with multiple-𝐽
line ratios. The parameters are connected with a non-linear system of equations. With tools like RADEX
(van der Tak et al., 2007), it becomes possible to construct a parameter space, solve the radiative transfer
equation and compare the resulting modeled line ratios to observed ones (we refer back to Subsection 1.6.3
regarding radiative transfer and line emission modeling). With eight CO isotopologues, we have a large
enough set of emission lines to constrain a significant amount of degrees of freedom of the parameters
mentioned above. Various tools exist to perform the line modeling. In a future study, we will employ tools
beyond simple RADEX models. A particular such tool is the Dense Gas Toolbox (DGT; Puschnig et al.,
2020). This tool offers a novel non-LTE molecular line radiative transfer code. The escape probabilities
are calculated via a large velocity gradient (LVG) method. Fundamentally, the DGT is based on RADEX.
However, the advantage of the DGT over RADEX is that it calculates line emissivities for an isothermal
gas ensemble that comprises a distribution of densities (including lognormal or lognormal+power law
distribution). For comparison, RADEX itself computes the line emissivity just for a single zone. Hence, the
DGT is more suitable to model line ratios derived from extragalactic observations that, due to resolutions
worse than several (k)pc, cannot be described accurately by just a single zone. We use fixed molecular
species abundances and line optical depths for the DGT analysis to reduce the degrees of freedom. The fixed
values are derived from the analysis results of the EMPIRE survey (Cormier et al., 2018; Jiménez-Donaire
et al., 2019). The DGT computes and derives the following physical parameters: gas temperature, the
(mass-weighted) mean density, and the width of the density distribution. The robustness of the modeled
parameters is estimated using Bayesian inference (MCMC), which computes a probability distribution
function for the derived quantities.

7.1.1 Spectral Line Stacking of Arm and Interarm

In principle, we can model the CO line ratios for the individual sightlines where we detected significant
emission for several CO isotopologues. This would help us gain insight into the spatial variation of the
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underlying physical properties. However, in this section, we focus on describing the conditions within the
spiral arm and interarm region of M51. Using spectral line stacking will ensure significant emission also
for the fainter CO isotopologue lines (including C18O (2−1) and potentially even C17O (1−0)). Figure 7.1
shows the derived spectra after stacking all sightlines attributed to the spiral arms. We use the environmental
mask derived for the CLAWS survey (see Figure 10 in den Brok et al., 2022), which separates sightlines
into different environments such as center, arm, and interarm. The integrated intensity is measured above
3𝜎 uncertainty for almost all lines. Only C17O (1−0) is barely detected at S/N∼3.
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Figure 7.1: Stacked Spiral Arm CO Isotopologue Emission. The panels show the spectral stack for all sightlines
attributed with the spiral arm in M51. The blue shaded regions show the spectral 1𝜎 rms per line. The grey shaded
regions show the velocity range over which the line is integrated to obtain an intensity measure.

Similarly, we can stack all sightlines attributed to the interarm region of M51. The result for the various
CO isotopologue lines is shown in Figure 7.2. Because the interarm region is fainter, the S/N of the
detections is generally lower. We detect all lines with S/N > 3 except for C18O (2−1). All the integrated
line intensities and corresponding uncertainties are listed in Table 7.1 for both arm and interarm stacks.

7.1.2 Results from DGT Line Modelling

With the help of the DGT, we can obtain constraints on the volume density, 𝑛, temperature, 𝑇 , and density
width, 𝜎, of the molecular gas that reproduces the observed multi-CO line ratio variations. Note that for the
subsequent arm-interarm analysis, we remove the C17O emission. While its integrated intensity is detected
above 3𝜎, its peak brightness temperature is not. Furthermore, for the input of the DGT, we increase the
line intensity uncertainty to a 10% error if the actual error is lower. We run the DGT for both the arm and
interarm region. The result for the probability density distribution based on the MCMC run of the derived
total molecular gas temperature, volume density, and density width is shown in Figure 7.3. The contours
show the PDF distribution.
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Table 7.1: Line Intensity Measurements from Spectral Stacking.

12CO 13CO C18O C17O
(1−0) (2−1) (3−2) (1−0) (2−1) (1−0) (2−1) (1−0)

𝑊 [K km s−1]
A 12.06 10.20 3.56 1.268 0.69 0.207 0.08 0.06
I 5.51 5.17 1.28 0.66 0.31 0.11 <0 0.05

𝜎𝑊 [K km s−1]
A 0.02 0.04 0.05 0.009 0.02 0.009 0.02 0.01
I 0.02 0.05 0.06 0.01 0.03 0.01 0.03 0.01

S/N A 500 250 65 140 35 23 4 5
I 200 100 23 51 12 9 < 0 3

Note: The intensity is integrated over the velocity range indicated in Figure 7.1 and Figure 7.2. The
integrated line intensity (𝑊), line uncertainty (𝜎𝑊 ), and S/N ratio (S/N) are listed for spiral arm (A)
and interarm (I) stacks.
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Figure 7.2: Stacked Interarm CO Isotopologue Emission. Panel description follows Figure 7.1.

We notice that the conditions are clearly distinct between the arm and interarm region. The spiral arm
shows higher density, cooler temperatures, and a larger density width than the interarm region. The density
width spans a more extensive dynamical range for the arm (0.5 ± 0.3 dex) than the interarm (0.2 ± 0.1 dex)
region. Furthermore, for the interarm region, we see a clear bimodal distribution of densities (see the left
panel in Figure 7.3). This means that the parameter solution derived from the MCMC modeling oscillates
back and forth between two cases. One solution lies at higher temperatures and lower densities, while
the other solution lies at temperatures comparable to the spiral arm region solution. This is also evident
from the histograms at the top and right side of each panel for the volume density and temperature. To a
lesser extent, a similar bimodal distribution for temperature and density is true for the spiral arm region.
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Figure 7.3: Probability Density Distribution for M51’s Arm and Interarm region. The panels show the
DGT-derived PDF of temperature-density (left) and temperature-density width (right) in terms of 25%, 50%, 75%
and 90% inclusion area (indicated by colored contours). The histogram show the normalized PDF for the different
parameters.

The bimodal distribution of molecular gas conditions clearly indicates that the spiral arm and interarm
region do not constitute a homogeneous region. Instead, temperature and density can also vary within these
environments. With our kpc-scale observations, we are limited. At such resolution, we cannot accurately
resolve the internal structure of the different environments, and there is evidence that the dynamical range
of the molecular line ratio changes with spatial scale (see Section 7.2). Recent IRAM NOEMA large
program observations (PI: Eva Schinnerer and Frank Bigiel) at higher resolution (∼2′′) will shed light on
the internal variations within the different environments in M51.

7.1.3 Line Modelling: Next Steps

So far, we only modeled the molecular gas conditions for two regions: the spiral arm and interarm. However,
as indicated already by the bimodal distribution of the densities, these environments generally are not
homogeneous but contain gas under varying physical and chemical conditions. Ideally, we want to model
the conditions for individual sightlines. As such, we can investigate resolved variation of the molecular
gas conditions on kpc or even sub-kpc scales. A logical first step consists of expanding the analysis
presented in this section to the individual sightlines of the CLAWS survey observations in M51, for which
we have multiple CO isotopologue emission. However, due to the faintness of some of the CO isotopologue
lines, such as C18O (2−1) and C18O (1−0), stacking remains an essential tool for obtaining significant line
detection for selected regions beyond the nuclear region.

In addition, it will be crucial to compare results not just from the DGT but also from other line
emission modeling techniques and tools. This includes pipelines build on RADEX (e.g., Teng et al., 2022,
A. Garcia-Rodriguez et al., in prep) which focus on fixing and varying different key parameters of the
molecular gas conditions. Such a model cross-comparison will help to benchmark the various tools and
improve constraints on molecular gas parameters across different environments.
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7.2 High-Resolution CO Excitation: NGC3627

Several times throughout the thesis, we have alluded to the fact that 12CO (2−1) emission is increasingly
used over 12CO (1−0) to trace the distribution and kinematics of molecular gas. For instance, it is more
efficient and faster to observe the 𝐽 = 2 → 1 line, particularly with ALMA. For example, the Physics at
High Angular resolution in Nearby GalaxieS (PHANGS; Leroy et al., 2021b) mapped approximately 90
nearby galaxies in 12CO (2−1) emission at a resolution of ≤150 pc. A key goal of the PHANGS project
is to understand the connection of molecular gas within the baryonic life cycle of the ISM. However, to
accurately trace the molecular gas mass distribution, it is essential to understand variation in 𝑅21 and
the conversion factor 𝑋CO. However, 𝑅21 variation is not yet fully understood across different physical
scales in galaxies. Similar to our research described in Chapter 4, most work so far focused on resolved
large-scale (> 1 kpc) variation across external galaxies (e.g. Yajima et al., 2021; Leroy et al., 2022) or
comparable small-scale observations of molecular clouds within the Milky Way (e.g. Sawada et al., 2001;
Yoda et al., 2010). With large programs, like PHANGS, we nowadays achieve angular resolutions that
can resolve scales of a similar order to the largest GMC size found in the Milky Way (e.g. Colombo et al.,
2014; Miville-Deschênes et al., 2017). Figure 7.4 shows a comparison of the two scales in question. The
left panel shows IRAM 30m observations of the spiral galaxy NGC3627 at ∼27′′ (< 2 kpc) resolution. At
this resolution, we can distinguish different morphological features of the galaxy, such as the center and
bar-ends. The right panel shows ALMA observations at a higher angular resolution of 3′′. At these scales,
we can start to see and study line emission variation within certain regions of the galaxy, such as along
the spiral arms or within the center and bar-ends. For future studies, it becomes increasingly relevant to
link, understand and close the bridge regarding any potential variation on large galactic and small GMC
scales. Furthermore, the push toward higher angular resolution will help connect extragalactic to Galactic
molecular gas studies.
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Figure 7.4: From IRAM 30m to ALMA resolution. (Left) IRAM 30m observations of CO(1-0) as part of EMPIRE
(Jiménez-Donaire et al., 2019). The angular resolution is at 27′′ (∼1.5 kpc). While coarse, this resolution is sufficient
to distinguish between the morphological features of the galaxy, including its center, the bar-ends, and the spiral arm.
(Right) ALMA CO(1-0) moment-0 map for the same field-of-view. The white outline shows the ALMA observed
field-of-view. The native resolution is at 3′′. We probe scales comparable to the largest GMCs in our Milky Way at
such a resolution. With this map, we can study the internal variation of the emission within the center, bar-ends, or
spiral arms.
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Figure 7.5: Scale-dependent Line Ratio Distribution. These panels show the total line ratio (left 𝑅21 and right
𝑅32) distribution across NGC 3627 at various resolutions (indicated at the left or right of the distribution). Only
sightlines for which all three lines are detected above 10𝜎 are considered. The circles indicate the median line ratio
per resolution. The bars show the 1𝜎 scatter as measured using the median absolution deviation (and correcting by a
factor of 1.4 to convert to a standard deviation).

7.2.1 CO Observations of NGC 3627: Bridging the Gap across Different Scales

For the galaxy NGC 3627, we have high-resolution emission line maps (common beamsize of ≤4′′) for
12CO (1−0) from Gallagher et al. (2018), (2−1) from the PHANGS-ALMA sample (Leroy et al., 2022),
and (3−2) (PI: J. Puschnig). The average 1𝜎 sensitivity of the data per 5 km s−1 channel width at 4′′

angular resolution amounts to 56 mK for 12CO (1−0), 25 mK for 12CO (2−1), and 32 mK for 12CO (3−2).
The following section provides a short summary where we address the relevant question of scale-dependent
𝑅21 and 𝑅32 variation. Future work will dive much further into detail.

With the help of these maps, we can start to assess CO excitation variation across different scales by
convolving the observations to various coarser resolutions. Figure 7.5 shows the pixel-wise 𝑅21 and 𝑅32
distribution across the full galaxy for different resolutions. Only sightlines for which all three emission
lines are at S/N>10 are considered. A clear trend towards smaller average values for both 𝑅21 and 𝑅32
with coarser resolutions is evident. At 4′′, we find an average line ratio of ⟨𝑅4′′

21⟩ = 0.71±0.12 and
⟨𝑅4′′

32⟩ = 0.40±0.11. In contrast, at 28′′ we find a significantly lower average of ⟨𝑅28′′
21 ⟩ = 0.60±0.11 and

⟨𝑅28′′
32 ⟩ = 0.27±0.11.

Such scale-dependent variation has implications when relying on line ratios obtained from datasets at
different physical resolutions. The fact that the line ratio decreases at a coarser resolution suggests that
regions with high line ratios get averaged out. At low resolutions, the beam will encompass an ensemble
of clouds, averaging the line emission from different origins. For example, we expect the line ratios to
increase toward the galactic center, where more active star formation occurs, leading to a higher interstellar
radiation field, which enhances the CO excitation (e.g., Narayanan et al., 2012). At coarser resolutions,
however, the central regions will be convolved with surrounding regions, which leads to a decrease of the
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Figure 7.6: Line Ratio Variation with SFR Activity. (Left) 𝑅21 as a function of SFR surface density. The blue
points show individual sightlines at 4′′ with S/N>10 for both lines. The grey points show the binned values. The red
lines show the trends found by den Brok et al. (2021) (see Chapter 4) and Leroy et al. (2022). (Right) 𝑅32 as function
of SFR surface density. Description identical to the left panel.

observed line ratio average.
In addition, we note that Peñaloza et al. (2017) found a bimodal 𝑅21 distribution of 𝑅21 after performing

smooth particle hydrodynamic simulations of a single molecular cloud. The lower line ratio values go
along with less dense, more diffuse emission. This emission is less bright and requires more sensitive
observations to capture. The trend towards lower line ratios might also reflect the fact that we pick up more
of the fainter diffuse emission due to the increase in sensitivity with coarser resolution.

This brief overview section focuses on the overall line ratio distribution across the different regions of
NGC 3627. However, to fully assess the degree and origin of the line ratio variation at different scales, it is
crucial to study changes of 𝑅21 and 𝑅32 within the different environments, such as center, bar, arm, and
inter-arm regions. We expect that these environments impact the molecular gas conditions in different ways
(Colombo et al., 2014). In addition, the SFR also varies as a function of the galaxy morphology (Calvi
et al., 2018), reflecting another driver for line ratio variation. Future work will address the line ratio at
various scales as a function of different galactic morphology in further detail.

7.2.2 Tracing and Understanding Line Ratio Variation at High-Angular Resolutions

In Chapter 4, we describe a way to parameterize 𝑅21 variation using the SFR surface density, ΣSFR. We
find a linear expression for both variables in logarithmic space (see Equation 4.1). Similarly, Yajima et al.
(2021) and Leroy et al. (2022) find a trend in 𝑅21 and 𝑅32 with SFR surface density. However, all of the
aforementioned findings are based on kpc-scale resolution. With our observations of NGC 3627, we can
test if and how the scaling relation change with different angular scales. We can potentially connect the
variation to changes in excitation temperature, collider density, and the CO column density by studying the
connection of 𝑅21 with the star formation activity, which acts as a heating source for low-𝐽 CO lines (e.g.
Peñaloza et al., 2017; Leroy et al., 2017).

Figure 7.6 shows the 𝑅21 and 𝑅32 line ratios as function of the SFR surface density. The figure shows all
sightlines with S/N>10 for the three CO transitions. For comparison, we also highlight the 𝑅21 and 𝑅32
trend found in den Brok et al. (2021) and Leroy et al. (2022). Based on binning by SFR surface density
(grey points), we find a clear correlation between line ratios and star formation activity. For 𝑅21, the trend
spans between both prescriptions from den Brok et al. (2021) and (Leroy et al., 2022). The line ratio

130



Chapter 7 Outlook and Open Questions

clearly does not exceed 𝑅21>1. Also, the trend seems to converge toward 𝑅21 ∼ 0.9 at logΣSFR> − 0.5.
Regarding 𝑅32, it seems to follow more closely the trend found by Leroy et al. (2022). The result underlines
that indeed the excitation conditions, as traced by the SFR surface density, lead to higher line ratios. In
particular, we expect warmer gas as a result of more intense star-forming activity due to stronger radiation
fields, higher cosmic-ray densities, and higher-density gas (e.g. Usero et al., 2015; Gallagher et al., 2018).

Again, we can trace the impact of using different scales for this analysis. Figure 7.7 shows the trend of 𝑅21
with SFR surface densities for different resolutions of the NGC 3627 data. We note, in particular, that the
steepness of the correlation seems to increase with coarser resolutions. Furthermore, with higher angular
resolutions, we trace a larger dynamical range of SFR surface densities, in particular at the higher-value end.
Especially with higher angular resolutions of ≤4′′, we start to resolve individual star-forming complexes.
With observations reaching molecular cloud scale resolution (≤100 pc) we start to directly probe the
dynamical and physical features (Meidt et al., 2013; Schinnerer et al., 2013; Forbrich et al., 2020; Muraoka
et al., 2020). This is impossible for lower-resolution observations because such features get washed out.
Hence, we can start to test the underlying drivers, such as UV radiation, cosmic ray ionization rate, gas
density, and gas dynamics, which all affect line ratio variation as expected from simulations (e.g., Peñaloza
et al., 2018; Gong et al., 2020).
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Figure 7.7: 𝑹21 Line Ratio Trends with SFR Activity. The colored lines show trends of 𝑅21 binned by SFR surface
density for different resolutions of the NGC 3627 dataset. The red solid and dashed lines show the predicted line ratio
trend according to den Brok et al. (2021) and Leroy et al. (2022). We see that the trend gets steeper with coarser
resolution.

7.2.3 Molecular Cloud-Scale CO Ratio Variation: Next Steps

The previous summary and discussion of the 𝑅21 and 𝑅32 line ratio variation mark just a first look at
a possible future direction of thesis-related research. Also, so far, we only looked at general line ratio
trends across the galaxy, without separating by morphology, such as center, arm or bar-end. As part of the
PHANGS collaboration, we aim to obtain high-angular resolution (≤4′′) ALMA 12CO (1−0) and (3−2)
data for a larger subset of the full 90 galaxy sample to complement with the already available 12CO (2−1)
observations. The sources will be selected to span a larger range of total stellar mass (log(𝑀★/𝑀⊙)=9.5−11)
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and SFR (log(SFR/(M⊙ yr−1)) = (−1) − 1), representative of the nearby star-forming galaxy population.
With this larger dataset, we hope to obtain robust constraints on high-resolution 𝑅21 variations, which will
help to improve 12CO (2−1) derived parameters, such as the molecular gas mass, which usually relies on
fixed 𝑅21 values. Key future science steps will include:

• How can we describe the overall structure and distribution of CO excitation conditions in
nearby galaxies?
So far, we only looked at overall 𝑅21 and 𝑅32 distribution and correlation with ΣSFR. However, with
high-resolution observations, we can go beyond radial and azimuthal variations and inspect the
internal variation within the spiral arm, center, bar-ends, and interarm region. The aim will be to
obtain a calibrated and homogeneously measured census of low-𝐽 CO excitation, which will help to
predict CO line ratio variation for nearby spiral galaxies.

• How is CO gas excitation connected to molecular cloud properties?
Using the 12CO (2−1) data, the GMC cloud properties, such as density, line width, and brightness,
have been characterized (Sun et al., 2018; Rosolowsky et al., 2021). Hence we can start to connect
the observed line ratios to GMC properties. With this analysis, we aim to understand molecular
gas and macroscopic GMC properties are related, which will help to reveal and understand the true
drivers of CO excitation variation.

While the kpc-scale study provides valuable insight into the large-scale variation of molecular gas
conditions, it is evident that connecting it to cloud-scale physics on which star formation takes place is key
to obtaining a complete picture of processes regulating galaxy evolution.

7.3 Further Open Questions

The focus on multi-CO line emission modeling to obtain insight into the molecular gas physics and chemistry
on kpc-scale and the push towards GMC-scale resolution low-𝐽 observations constitute only the tip of the
iceberg of further open questions. Numerous directions for possible future research exist, covering both
kpc-scale and GMC-scale research.

1. Beyond a single Type/Morphology of Galaxy
Throughout the thesis, the main focus lay on the study of nearby massive star-forming spiral galaxies,
such as M51, M101, or the EMPIRE sample (see Chapter 4). However, the nearby galaxy population
includes a wide variety of galaxy types, such as metal-poor dwarfs, starburst galaxies, luminous infrared
galaxies, or elliptical galaxies, to name a few. Such galaxies usually host molecular gas under many
different conditions. For example, starburst galaxies hold molecular gas at much higher volume and
column densities compared to regular spiral galaxies (e.g. Jackson et al., 1995; Iono et al., 2007). In
addition, the gas is also observed to be warmer, leading to enhanced emission of higher-𝐽 CO transitions
(e.g. Bradford et al., 2003; Ward et al., 2003; Rangwala et al., 2011; Narayanan et al., 2012). In contrast,
metal-poor galaxies show very little CO emission. For instance, low-mass dwarf irregular galaxies with
metallicities lower than 12 + log(O/H) ≤ 8 show almost no CO emission (e.g. Elmegreen et al., 1980;
Tacconi and Young, 1987; Taylor et al., 1998). And finally, it has become evident that also elliptical
galaxies, despite not showing any active star formation, also host certain amounts of molecular gas (e.g.
Lees et al., 1991; O’Sullivan et al., 2015; Temi et al., 2018). In such elliptical galaxies, it is suggested
that the origin of the gas comes from accumulation during mergers events and material ejected from
stars (Davis et al., 2011).
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The increased gas temperature in starburst galaxies or the low metallicity gas in dwarf galaxies will
impact derived molecular gas properties using relations calibrated on normal spiral galaxies. For
example, following the discussion in Subsection 1.4.1, we expect the conversion factor, 𝑋CO, to decrease
in warmer gas. But the case is not straightforward for starburst galaxies since the increased density of
the gas could compensate for the temperature-dependent decrease of 𝑋CO. In addition, we expect an
increase in the conversion factor in low-metallicity environments. Low metallicities lead to low C and O
abundances and a low dust-to-gas ratio (Draine et al., 2007; Muñoz-Mateos et al., 2009a). Less dust
will reduce the shielding of CO from far-UV radiation. In addition, at lower column densities, the CO
cannot effectively self-shield from the ambient UV radiation field anymore. As a result, the molecular
cloud will become more CO-faint, hence increasing the 𝑋CO factor.

So given the implications, a sample of a wider range of galaxy types is essential to expand the dynamical
range of various key physical and chemical parameters (such as SFR, stellar mass, brightness, metallicity,
etc). A key goal is to perform a benchmark study by combining the investigation of various galaxy types
systematically within a single study. Going beyond the investigation of regular nearby spiral galaxies is
also relevant for connecting with high-redshift studies. In the past, most high-redshift observations have
focused on CO observations toward brighter luminosity sources, such as so-called submillimeter galaxies
(SMGs) and quasi-stellar object (QSO) hosts. Over the course of the last decade, also more regular
main-sequence galaxies have been targeted by high-𝑧 studies (e.g. Daddi et al., 2010; Tacconi et al.,
2010; Uzgil et al., 2019). Connecting to the nearby galaxy sample will make it possible to fine-tune
derived properties from CO emission for high-𝑧 observations.

2. Connecting Galactic and Extragalactic Multi-CO Studies
In recent years, extragalactic studies of nearby spiral galaxies have pushed toward increasingly higher
angular resolutions of CO observations around ∼1 − 2 pc (e.g. Schruba et al., 2017; Tokuda et al., 2020;
Krieger et al., 2020; Sano et al., 2021). With the help of such high angular resolutions, it becomes
possible to draw parallels between extragalactic and Galactic molecular gas studies. In the Milky Way,
molecular clouds get regularly studied at sub-pc resolutions (e.g. Indebetouw et al., 2013; Heyer and
Dame, 2015; Lane et al., 2016; Bron et al., 2018). At these scales, we can address the question of
cloud lifetimes and investigate the role of stellar feedback and its impact on molecular clouds. However,
it is difficult to reconcile how sub-pc cloud properties connect to the global GMC and galactic (kpc)
scales since our perspective on the MW makes it hard to obtain its larger-scale properties. The question
regarding the connection of different physical scales is also tightly linked to assessing the validity and
universality of the Kennicutt-Schmidt law across different scales (see Subsection 1.5.1).

3. Different 𝜶CO Estimation Methodology
In section Subsection 1.4.2, different techniques to estimate the conversion factor, 𝑋CO, are introduced.
In order to calibrate the conversion factor, the molecular gas mass must be determined robustly and
independently from CO emission. To summarize the section in the introduction of this thesis, the major
ways to estimate the molecular mass are as follows (see also Bolatto et al., 2013): (i) using dust emission
and relating it to the gas column with a dust-to-gas ratio, (ii) determining the virial mass of spatially
resolved molecular clouds with measurements of their size and kinematics, (iii) with the help of an
optically thin gas tracer, such as 13CO , or (iv) using 𝛾-ray emission from the interaction of cosmic rays
with the nucleons.

So far, only for the Milky Way do 𝑋CO estimates exist from all these four techniques. For other
galaxies, studies usually rely on one of the techniques mentioned above (e.g. Nakai and Kuno, 1995;
Sandstrom et al., 2013; Cormier et al., 2018; Teng et al., 2022). Generally, the 𝑋CO found with different
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methods are loosely consistent within a specific galaxy. Nonetheless, a large scatter of values exists
both between galaxies and between methods. A significant challenge for a systematic study of different
𝑋CO estimation techniques is that one needs to rely on data from numerous surveys that have probed the
galaxy at different sensitivities and scales. So far, no systematic study has been performed that applies
multiple methods simultaneously in a sample of nearby galaxies. In particular, with the M51 and M101
observations, it will be possible in a future study to perform methods (i-iii) simultaneously and assess
the performance of the different 𝑋CO conversion factor estimation techniques.
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CHAPTER 8

Conclusion

Per aspera ad astra.

Latin Proverb

Overview

In this thesis, we investigate the content, distribution, and conditions of the bulk molecular gas in the ISM
and study its relation to star formation within and across nearby galaxies. This includes a detailed and
systematic analysis of multi-CO line observations in the mm wavelength regime. We address questions
regarding the state and conditions of the molecular gas, such as temperature, density, and opacity. The
12CO line and its rotational transitions trace the overall distribution of the gas and, via their ratio, the
subsequent excitation conditions. Furthermore, the optical thin CO isotopologues, such as 13CO and C18O,
offer valuable insight into their relative abundances and allow us to study the chemical enrichment of the
gas. To achieve a robust and systematic investigation, we rely on large program observations that were made
with state-of-the-art instruments, such as ALMA and the IRAM 30m telescope. The focus lies on studying
the nearby massive star-forming galaxy population (with 𝑑≤10 pc). Studying such extragalactic sources,
as opposed to molecular gas in our own Milky Way, comes at the expense of coarser angular resolution.
However, because we can study the emission across entire galactic disks, we can explore a broad range
of relevant processes and conditions. In contrast, since we are situated right within, we cannot achieve a
similar perspective within the Milky Way.

The thesis can be separated into four major parts: The 30m telescope performance analysis, the CO line
ratio analysis of the EMPIRE sample, the M51 CLAWS survey analysis, and the M101 wide-field multi-CO
analysis. Here, we reflect again on the main research questions of the individual projects and the most
relevant conclusions we draw.

1.) IRAM 30m Telescope Performance

Chapter 3 analyzes the flux calibration uncertainty and error beam contribution of the IRAM 30m telescope.
It is crucial to understand the associated uncertainties for an adequate analysis and interpretation of
the observations. We rarely find such an analysis in the literature, despite its importance for correctly
interpreting observed line emission trends. The chapter presents IRAM 30m DDT observations that
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we obtained for six selected pointings across M51 (two spiral arm and two interarm pointings). We
simultaneously observed 12CO (1−0) at ∼115 GHz and (2−1) at ∼230 GHz. These observations aim to
specifically analyze the flux calibration performance and understand previously observed CO line emission
variation within and across nearby galaxies. A multitude of factors related to the instrument, receiver,
and telescope can affect the subsequent robustness of an observing run. For example, the system noise
temperature can vary, there might be scanning artifacts, or the intensity calibration can go wrong. In
addition, external factors, such as varying atmospheric conditions, also play a role.

For the 30m observing run, we iteratively observed the six selected pointing several times throughout
the night. This way, we obtain several scans per pointing. The chapter investigates how the line emission
varies from scan to scan. We can analyze if the uncertainties are systematic and similar for both frequency
regimes that we targeted simultaneously. Indeed, we find significant scan-to-scan variation, particularly
for the pointings of the faint regions, with a variation of >50% in integrated intensity. Analyzing various
potential sources that could drive such variation, we conclude that the pointing accuracy of the telescope or
the source’s elevation does not seriously affect the performance. However, with the help of line calibrator
observations from the two different nights, we find that the flux calibration stability can vary up to 15%.
Hence, our analysis suggests that ∼15% of uncertainty should be expected when comparing data from
different IRAM 30m observing runs. However, when studying line ratios observed within the same
observing run and spectral setup, the uncertainty will be lower (around ∼5%).

Furthermore, the chapter provides a detailed mathematical description for treating emission contribution
from the telescope’s error beams. The beam pattern of a telescope can be described using the main beam
component and a set of side lobes, via which emission can enter the observation. In particular, for faint
regions that are embedded in brighter regions, such contribution can significantly enhance the observed
emission (e.g., the interarm region sitting between two spiral arms). So, improper error beam handling can
lead to wrongly assuming too much flux from certain regions. Assessing and quantifying the impact is
difficult since the exact beam shape varies with the frequency and orientation of the telescope. However,
for the IRAM 30m telescope, the beam pattern has been measured. Hence, we can perform a first-order
estimate of the error beam impact. The chapter presents two techniques to estimate the contribution: (i) the
direct method using a Fourier transform approach and (ii) the iterative method by subtracting the convolved
data using only the error beam pattern from the original data. Overall, we find that the 12CO (2−1) emission
from the interarm region can suffer by ∼20% for IRAM 30m telescope observations. For 12CO (1−0)
emission from the interarm region, the error beam contribution is smaller, with only ∼10%. We only
perform this analysis for IRAM 30m telescope observations. Such error beam contribution also affects
other single dish telescope observations (e.g., 45m Nobeyama radio telescope). However, it is not feasible
to quantify the impact without estimates of the beam pattern.

2.) CO Line Ratio Across EMPIRE Sample

Over the course of the last decade, it has become increasingly common to rely on 12CO (2−1) emission,
instead of 12CO (1−0), as a main tracer of molecular gas amount, distribution, and kinematics in nearby
galaxies. The advantage of 12CO (2−1) is that it can be mapped faster, in particular given the performance
capabilities of ALMA. Furthermore, due to its higher frequency, it can be observed at a higher resolution
relative to 12CO (1−0) when observing with the same telescope. Studies that rely on 12CO (2−1) as their
molecular gas tracer then commonly use a constant 𝑅21≡

12CO (2−1)/(1−0) ratio to down-convert the
measured intensity to the lowest-𝐽 12CO (1−0) transition. However, from theoretical consideration and
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previous empirical studies in the Milky Way, we expect the CO excitation conditions, and hence the 𝑅21
line ratio, to vary within and across nearby galaxies.

Chapter 4 presents the results from the published study analyzing kpc-scale 𝑅21 line ratio variation across
a set of nine nearby massive star-forming spiral galaxies drawn from the EMPIRE sample. The goal is
to benchmark and quantify the degree of 𝑅21 variation within and across nearby galaxies. While similar
studies exist that investigate resolved low-𝐽 CO line ratio variation within individual galaxies, we lay the
focus on expanding the sample to a set of several galaxies. We use a homogeneous dataset of the best
observations available in flux stability and calibration. Overall, we find significant 𝑅21 variation within the
individual galaxies as well as significant galaxy-to-galaxy offsets. The galaxy-to-galaxy offset can amount
to a 0.3 dex global difference. Regarding internal trends, particularly barred galaxies show an enhancement
of 𝑅21 toward the central region with 10−20% higher values than their galaxy-wide average. Some galaxies
also show further significant internal variation, such as arm-interarm variation. M51, for instance, shows
higher line ratios in the interarm region (𝑅21∼0.9− 1) than the spiral arm region (𝑅21∼0.8− 0.9). Averaged
over all sightlines of the nine galaxies, we find an intensity-weighted mean line ratio of ⟨𝑅21⟩ = 0.64± 0.09,
which is slightly lower than the canonical value of 𝑅21 = 0.7 used before. Based on the trend with SFR, we
can provide a prescription of 𝑅21 as a function of ΣSFR.

The observed variation and scatter in 𝑅21 implies a significant degree of uncertainty for accurate
molecular gas mass estimates derived from 12CO(2-1) intensities alone. The large galaxy-to-galaxy offsets
likely originate, to some degree, from flux calibration uncertainties. So far, the focus of the study was on
kpc-scale variation. The picture might be different at higher angular resolution, where we can resolve
individual GMCs. Finally, the derived scaling relations, such as the Kennicutt-Schmidt law, could also be
affected when relying on inaccurate or fixed 𝑅21 values. However, since the conversion factor, 𝑋CO likely
varies as well, we cannot accurately quantify the impact on the molecular gas scaling relations from 𝑅21
alone.

3.) CLAWS: Multi CO Isotopologue Survey of M51

Chapter 5 presents the published CO Line Atlas of the Whirlpool Galaxy Survey (CLAWS) paper. CLAWS
is an IRAM 30m telescope large program. As part of the project, we targeted the entire disk of M51 and
obtained faint CO isotopologue emission for different transitions in the 1.3 mm and 3 mm wavelength
regime. For the first time, we can assess resolved 13CO, C18O, and even C17O emission across a regular
star-forming galaxy other than our Milky Way. With the wealth of CO isotopologue, we address various
relevant science questions related to understanding the chemical enrichment of the molecular gas and
gaining insight into the kpc-scale conditions. This is possible because the CO isotopologue line emission is
mostly optically thin, as opposed to the optically thick 12CO emission. With the help of optically thin lines,
we can assess relative abundance variation, while contrasting optically thin to optically thick lines yields
further insight into opacity changes.

The various CO isotopologue line ratios show clear trends with the environment (i.e., center–disk,
arm–interarm) and SFR surface density. We use these trends to qualitatively assess and identify potential
galaxy-wide drivers that explain the observed changes in the line ratio. In particular, the decreasing 𝑅12/13
and 𝑅12/18 𝐽=1 → 0 line ratio trends suggest that a combination of selective nucleosynthesis and changes
in the opacity act as the major drivers for the overall CO line ratio variation across M51. Regarding the
arm-interarm difference, the higher CO excitation in the interarm, as traced by higher 𝑅21 values, likely
links to more diffuse molecular gas at higher temperatures.
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In summary, with its measured line ratios, the survey provides a benchmark for future isotopologue
studies in extragalactic systems. Similar studies have so far only focused on brighter starburst galaxies
or the nuclear region inside regular galaxies. With the wealth of CO isotopologue lines that the survey
targeted, it is possible to obtain a quantitative description of how the molecular gas conditions connect to
the observed line ratio trends (see Section 7.1). With the eight CO isotopologue lines, we can constrain
various parameters, such as temperature, volume density, or the density distribution width, using non-LTE
radiative transfer modeling across a regular nearby galaxy.

4.) M101 Wide-Field Observations: CO and the Conversion Factor

Chapter 6 presents an in-progress manuscript of IRAM 30m wide-field CO observations of M101 and the
subsequent analysis. The study focuses on two main science questions related to the kpc-scale molecular
gas physics and chemistry in M101 and also draws on M51 for a comparison. First, the study addresses how
well CO isotopologue line emission captures the variation of the molecular gas characteristics. Secondly,
the investigation analysis how 𝛼CO varies with environmental parameters across the galaxy.

The CO isotopologue line emission variation in M101 again hints at changes in abundances due to
nucleosynthesis as the major driver on galaxy-wide scales. Of peculiarity is also the faint C18O emission.
We only detect it via stacking since it is much fainter than anticipated based on line ratios from other nearby
spiral galaxies. The low 𝑅18/13 line ratio suggests a very low relative abundance of this isotopologue,
setting strong constraints on the selective nucleosynthesis enrichment history.

In addition to the CO isotopologue analysis, the chapter investigates the variation of the CO-to-H2
conversion factor, 𝛼CO, across M101. We estimate the conversion factor with a modified scatter minimization
technique that uses dust mass surface density measurements, H i 21 cm, 12CO (1−0) and (2−1) emission
line maps to determine the molecular gas content. For comparison, we also perform an 𝛼CO estimation
using an LTE-modelling approach based on the predominantly optically thin 13CO (1−0) line emission.
For M101, we find a flat 𝛼CO value across the disk with both 𝛼CO-estimation techniques. From the scatter
minimization technique, we find ⟨𝛼CO⟩ = 4.4 ± 0.9𝑀⊙ pc−2(K km s−1), while the LTE approach yields a
lower 𝛼CO by a factor 2−3. Toward the central region, the conversion factor drops significantly by a factor
∼10. The conversion factor has been systematically analysed in previous studies before. However, in this
project, we expand the previous work by combining the analysis of the conversion factor with the study of
the variation in the 𝑅21 line ratio and investigating the implications if both parameters vary.

The observed CO line ratio and 𝛼CO variation across the galaxy has implications on molecular gas mass
scaling relations that are commonly derived when using a fixed 𝛼CO and 𝑅21 value. Accounting for the
variation, we find that the Kennicutt Schmidt relation index increases by ∼50% in the case of M51. In
addition, we investigate how the molecular gas depletion time, 𝜏dep, varies: Not accounting for 𝛼CO and 𝑅21
seems to be significantly overestimated in the center. Such low depletion times suggest high star forming
efficiencies in the galactic center region.

Finally, we also perform a parameterization attempt to describe the variation of 𝛼CO with a set of
commonly observed feature variables, such as the SFR surface density, metallicity, CO line ratios, etc.
From theoretical consideration, we expect two major physical drivers that will affect the conversion factor:
the presence of CO-dark gas and enhanced molecular gas temperature or opacity, which will impact the
CO emissivity. Using a feature selection technique based on lasso regression and the Bayesian Inference
Criterion (BIC) model, we find that 80% of the observed variation, in particular the depression of 𝛼CO
toward the center, can be described by three feature variables. Using a power-law model, we find that the
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most relevant features are stellar mass surface density, Σ★, SFR surface density, ΣSFR, and the CO kpc-scale
velocity dispersion, 𝜎𝑣, which all in combination mostly trace the change of 𝛼CO due to temperature and
opacity variation. We find that by applying the derived model from M101, we predict correctly the overall
𝛼CO values found in M51 across the disk. However, the model also predicts a depression of 𝛼CO in M51,
which we do not see via the scatter minimization technique. This suggests the existence of another hidden
parameter that needs to be taken into account when assessing the lower central conversion factor values.

In summary, this study contributes to our general understanding of 𝛼CO variation within and across
nearby galaxies on kpc-scales. The investigation concludes that care needs to be taken in particular when
assessing molecular gas properties derived from CO toward the center of galaxies, where the depression of
the conversion factor can seriously impact the derived molecular gas properties.

Closing Remarks

Understanding the conditions that regulate the cold molecular gas in the ISM constitute an essential piece of
the puzzle to unraveling star formation processes and galaxy evolution. The research presented in this thesis
is among the first studies that open the window of resolved CO isotopologue line emission to investigate the
molecular gas conditions across nearby regular star-forming galaxies, which before was only possible in
galactic centers of the Milky Way. As such, it offers an important step toward closing the gap between
extragalactic and Galactic studies. The previous chapters outline how we can use multi-CO line ratios to
trace different aspects of the molecular gas, such as its temperature, density, or relative species abundances.
The potential further research paths are far from being exhausted. New and exciting science questions
are waiting to be tackled and addressed. Two major directions seem to stand out as immediate next steps:
(i) Pushing toward higher resolution CO isotopologue observations across nearby extragalactic systems
and bridging the small and large-scale processes that regulate star formation. And (ii) using the wealth of
observed CO isotopologue lines to obtain robust quantitative constraints on the molecular gas conditions
across different environments within nearby galaxies using non-LTE line modeling. The effort to complete
the picture connecting molecular gas and star formation throughout the Universe and cosmic time will
remain an active field of research. Therefore, I like to think that with my research described in the previous
chapters, I contribute to the overarching effort with a piece of the puzzle. Because even the most complex
puzzles are solved piece by piece.
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EMPIRE CO(2-1)/(1-0) Line Ratio Paper

The paper den Brok et al. MNRAS (2021), 504, 3221 is reproduced below in its original form with
permission by Oxford University Press.
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ABSTRACT
Both the CO(2–1) and CO(1–0) lines are used to trace the mass of molecular gas in galaxies. Translating the molecular gas mass
estimates between studies using different lines requires a good understanding of the behaviour of the CO(2–1)-to-CO(1–0) ratio,
R21. We compare new, high-quality CO(1–0) data from the IRAM 30-m EMIR MultiLine Probe of the ISM Regulating Galaxy
Evolution survey to the latest available CO(2–1) maps from HERA CO-Line Extragalactic Survey, Physics at High Angular
resolution in Nearby Galaxies-ALMA, and a new IRAM 30-m M51 Large Program. This allows us to measure R21 across the full
star-forming disc of nine nearby, massive, star-forming spiral galaxies at 27 arcsec (∼1–2 kpc) resolution. We find an average
R21 = 0.64 ± 0.09 when we take the luminosity-weighted mean of all individual galaxies. This result is consistent with the mean
ratio for disc galaxies that we derive from single-pointing measurements in the literature, R21,lit = 0.59+0.18

−0.09. The ratio shows
weak radial variations compared to the point-to-point scatter in the data. In six out of nine targets, the central enhancement in
R21 with respect to the galaxy-wide mean is of order of ∼10−20 per cent. We estimate an azimuthal scatter of ∼20 per cent in
R21 at fixed galactocentric radius but this measurement is limited by our comparatively coarse resolution of 1.5 kpc. We find
mild correlations between R21 and carbon monoxide (CO) brightness temperature, infrared (IR) intensity, 70–160 μm ratio, and
IR-to-CO ratio. All correlations indicate that R21 increases with gas surface density, star formation rate surface density, and the
interstellar radiation field.

Key words: ISM: molecules – galaxies: ISM – radio lines: galaxies.

1 IN T RO D U C T I O N

Carbon monoxide (CO) is the most abundant molecule in the
interstellar medium (ISM) after molecular hydrogen (H2). Unlike H2,
CO has a permanent dipole moment and its rotational transitions can
be excited at low temperatures. The two lowest rotational transitions
of the main CO molecule, 12C16O J = 1 → 0, hereafter CO(1–0),
and 12C16O J = 2 → 1, hereafter CO(2–1), are among the brightest

� E-mail: jdenbrok@astro.uni-bonn.de

millimetre-wave spectral lines emitted by galaxies. They have critical
densities of ncrit,1−0 ∼ 2000 cm−3 and ncrit,2−1 ∼ 10 000 cm−3 for a
fully molecular gas with a temperature of T = 10 K and optically
thin transitions. Given typical optical depths for CO(1–0) of τ ∼
5–10, line trapping effects lower the effective critical density even
further, to ∼100–1000 cm−3. This is comparable to the mean density
of molecular gas in galaxies (for more, see reviews by Bolatto,
Wolfire & Leroy 2013; Heyer & Dame 2015; Shirley 2015). As a
result of their brightness, low excitation requirement, and locations at
favourable frequencies for observations from the ground, both tran-
sitions are often used to trace the mass of molecular gas in galaxies.
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ALMA, NOEMA, and other mm-wave facilities now regularly
map both CO(2–1) and CO(1–0) line emission across large areas and
large samples of galaxies. It is increasingly important to be able to
quantitatively compare results obtained using these different lines.
Physically, the CO(2–1)-to-CO(1–0) line ratio, R21, should depend
on the temperature and density of the gas and on the optical depths of
the lines (see e.g. Sakamoto et al. 1994, 1997; Peñaloza et al. 2017,
2018). Thus, understanding how R21 varies in response to the local
environment also has the prospect to provide information regarding
the physical conditions of the molecular gas.

The R21 ratio has been studied in both the Milky Way (e.g.
Hasegawa 1997; Hasegawa et al. 1997; Sakamoto et al. 1997; Sawada
et al. 2001; Yoda et al. 2010) and nearby galaxies (e.g. Eckart et al.
1990; Casoli et al. 1991a; Lundgren et al. 2004; Crosthwaite & Turner
2007; Leroy et al. 2009, 2013; Koda et al. 2012, 2020; Druard et al.
2014; Saintonge et al. 2017; Law et al. 2018; Yajima et al. 2021).
Milky Way studies highlight a correlation between the R21 ratio and
density, with R21 dropping with decreasing gas density from the
centres to the edges of molecular clouds (e.g. Hasegawa 1997).

Studies of individual other galaxies often find higher R21 in the
central kpc compared to the outer parts (e.g. Braine & Combes 1992;
Leroy et al. 2009, 2013; Koda et al. 2020; Yajima et al. 2021).
This radial behaviour could be explained if the average temperature
and/or density of molecular gas drops with galactocentric radius.
Independent evidence suggests that both temperature and density
are often enhanced in galaxy centres (e.g. Mangum et al. 2013;
Gallagher et al. 2018a; Sun et al. 2018; Jiménez-Donaire et al.
2019). Other work has focused on azimuthal variations in well-
resolved galaxies with strong spiral arms, especially M51. There
studies indicate enhanced excitation in the spiral arms and bar ends
compared to the interarm regions (Koda et al. 2012, 2020; Vlahakis
et al. 2013; Law et al. 2018).

However, our quantitative knowledge of how R21 varies across
galaxies remains limited. Extensive CO(2–1) mapping has only
been possible for ∼10 yr and there have been only a limited number
of mapping surveys that cover both CO(1–0) and CO(2–1) in the
same sample of galaxies. As a result, the magnitude of the observed
variations in R21 remains fairly weak, with the typical range of
values found in spiral galaxies spanning from 0.5 to 0.9 and often
much less inside a single galaxy. This is easily within the range
where even modest calibration uncertainties and heterogeneous
data can obscure real astrophysical signal. Furthermore, much of
the extragalactic mapping work has been confined to single-galaxy
studies (e.g. Crosthwaite & Turner 2007; Koda et al. 2012, 2020;
Vlahakis et al. 2013; Law et al. 2018).

In this paper, we present the full disc mapping of CO(1–0) and
CO(2–1) observations. CO(1–0) is obtained with the IRAM 30-m
telescope, from the EMIR MultiLine Probe of the ISM Regulating
Galaxy Evolution (EMPIRE; Bigiel et al. 2016; Jiménez-Donaire
et al. 2019) and for CO(2–1) we use the latest available data, selecting
from the HERA CO-Line Extragalactic Survey (HERACLES; Leroy
et al. 2009), the Physics at High Angular resolution in Nearby
Galaxies (PHANGS) survey (Leroy et al. 2021b), or the IRAM
30-m M51 Large Program (den Brok et al., in preparation). Thus,
each line is covered by a homogeneous, deep, wide-area mapping
survey. Together they probe R21 across a sample of nine nearby
spiral galaxies. Our main goals are to derive robust galaxy-wide mean
values of the R21 ratio and to investigate how R21 varies systematically
across the discs of these galaxies.

In Section 2, we present the data and define the physical quantities
we use. Our analysis of the R21 ratio is presented in Section 3, where
we examine the distribution of the ratio, its radial and azimuthal vari-

Table 1. Galaxy sample.

Name RA Dec. D i PA
(J2000) (J2000) (Mpc) (deg) (deg)

NGC 0628 01:36:41.8 15:47:00 9.0 7 20
NGC 2903 09:32:10.1 21:30:03 8.5 65 204
NGC 3184 10:18:17.0 41:25:28 13.0 16 179
NGC 3627 11:20:15.0 12:59:30 9.4 62 173
NGC 4254 12:18:50.0 14:24:59 16.8 32 55
NGC 4321 12:22:55.0 15:49:19 15.2 30 153
NGC 5055 13:15:49.2 42:01:45 8.9 59 102
NGC 5194 13:29:52.7 47:11:43 8.4 20 172
NGC 6946 20:34:52.2 60:09:14 7.0 33 243

Note. Adopted from Jiménez-Donaire et al. (2019).

ations, and the possible correlations between R21 and physical prop-
erties such as CO brightness temperature and infrared (IR) emission.
We discuss our results and compare them to results from previous
observations in Section 4. We summarize our findings in Section 5.

2 O BSERVATI ONS

2.1 Galaxy sample

Our sample consists of the nine nearby star-forming disc galaxies
targeted by the EMPIRE survey (Bigiel et al. 2016; Jiménez-Donaire
et al. 2019). We list their names, orientations, and adopted distances
in Table 1. For a more detailed description of the properties of our
sample, we refer to Jiménez-Donaire et al. (2019). Summarizing,
our targets are all massive, star-forming disc galaxies, with stellar
masses of 10 < log10(M�/M�) < 10.6, metallicities from half-solar
to solar, and star formation rate (SFR) surface densities in the range
2.8−21 × 10−3 M� yr−1 kpc−2.

2.2 EMPIRE CO(1–0) data

EMPIRE mapped the entire optical discs of these galaxies in several
3 mm emission lines using the EMIR receiver. One main goal of
EMPIRE is to understand how the dense gas fraction depends on
the environment within and among galaxies. To achieve this goal,
EMPIRE obtained deep, extended maps of high critical density
lines that trace dense gas, such as HCN (1–0), HCO+ (1–0), and
HNC(1–0). In order to measure the dense gas fraction, EMPIRE also
required a high-quality tracer of the total molecular gas. This was
accomplished by mapping the 12CO(1–0) and 13CO(1–0) lines.

We employ the 12CO(1–0) data from EMPIRE for eight galaxies
(PI Jiménez-Donaire, projects 061-51 and 059-16, Jiménez-Donaire
et al. 2019; PI Cormier, project D15-12 for NGC 5055, Cormier et al.
2018). For NGC 5194, we use the 12CO(1–0) data from the PdBI
Arcsecond Whirlpool Survey (PAWS; Pety et al. 2013; Schinnerer
et al. 2013). This was also obtained by the IRAM 30-m using an
almost identical strategy to the EMPIRE project.

These CO(1–0) maps cover the full disc of each galaxy, with an
angular resolution of 27 arcsec (∼1–2 kpc).1 They have rms noise

1When we quote the beam of single-dish maps, we refer to the effective
beam size, which combines the primary beam of the telescope and that of
the gridding kernel. All observations used short dump times that critically
sampled the beam along the scan direction. See Mangum, Emerson & Greisen
(2007) for general information on gridding kernels and see Leroy et al. (2009),
Jiménez-Donaire et al. (2019), and Herrera et al. (2020) for information on
the HERACLES, EMPIRE, and PHANGS-ALMA maps.
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between 13 and 24 mK in each 4 km s−1 channel. For full details
regarding the observing strategy, reduction, and data products, see
Jiménez-Donaire et al. (2019).

We estimate the overall calibration uncertainty of EMPIRE to be
∼5 per cent and we expect this to mostly be a multiplicative factor
that scales the whole map. Most EMPIRE maps were made by com-
bining many observing sessions that each covered the whole galaxy.
Therefore, we expect the maps to be well-calibrated internally. We
regularly observed line calibrators as part of the EMPIRE observing
strategy. Cormier et al. (2018) and Jiménez-Donaire et al. (2019)
showed that the absolute flux calibration of the EMPIRE data showed
rms variation of ∼4−8 per cent from session to session.

Given the overall brightness of the CO(1–0) line, this calibration
term represents the dominant source of uncertainty over the inner
region of many galaxies.2

2.3 CO(2–1) data

We compare the EMPIRE CO(1–0) data to CO(2–1) maps from
the IRAM 30-m and ALMA. In each case, we picked the highest
quality available CO(2–1) map. All of the CO(2–1) data have higher
native resolution than the CO(1–0) maps. We convolved them to
the resolution of EMPIRE using a Gaussian kernel with width
determined by subtracting the current beam from the target beam
in quadrature. We then aligned the CO(2–1) data to the EMPIRE
astrometric grid and rebinned to 4 km s−1 channels.

For NGC 5194 (M51), we use observations from a new IRAM 30-
m Large Program (PI: Toshiki Saito, project 055-17; den Brok et al.,
in preparation). The goal of this programme is to obtain sensitive
observations of 1-mm and 3-mm CO isotopologue transitions and
thereby to improve constraints of ISM physical quantities. These
observations were carried out using the EMIR instrument at the
IRAM 30-m telescope with a total of 172 h. The programme
included new CO(2–1) observations, which we use here. At 27 arcsec
resolution and 4 km s−1 channel width, this new CO(2–1) cube has
rms noise 5.6 mK.

The observing strategy and instrument for the M51 EMIR maps
closely resemble that of EMPIRE. Therefore, we expect that the
uncertainty in the amplitude calibration of the M51 EMIR CO(2–
1) map is also similar to that of the EMPIRE maps and consider
∼5 per cent a good estimate.

ALMA observed CO(2–1) emission from NGC 0628, NGC 2903,
NGC 3627, NGC 4254, and NGC 4321 part of the PHANGS-
ALMA survey (Leroy et al. 2021b). PHANGS-ALMA is using
ALMA’s 12-m, 7-m and total power antennas to observe CO(2–
1) emission from a large sample of nearby. We begin with the cubes
made from combining the 12-m, 7-m, and total power observations.
Because we convolve the data to 27 arcsec for our analysis and
the ALMA single dishes have a ∼27 arcsec beam, the total power
data contribute almost all of the information for our analysis. As
a result, the details of interferometric imaging are secondary. The
PHANGS-ALMA total power pipeline is described by Herrera
et al. (2020). After convolving to 27 arcsec, the PHANGS-ALMA
cubes have on average an rms noise of 1–2 mK in each 4 km s−1

channel.

2For CO(1–0), considering all individual lines of sight, we find 839/5416
points have S/N > 20, compared to 3528/5416 points with S/N > 3. For
CO(2–1) on the other hand, we have 1130 points with S/N > 20 compared to
4134 with S/N > 3.

The PHANGS-ALMA data are calibrated using observations
of solar system objects or Galactic star forming regions that are
pinned to the ALMA interferometric calibration scheme. The overall
uncertainty in the flux calibration should be about 5 per cent at
1 mm. The flux of total power observations targeting the same
PHANGS-ALMA galaxy on different days scatter from one another
by ±3 per cent (Leroy et al. 2021a), in good agreement with the
aforementioned 5 per cent (Bonato et al. 2018).

For the remaining three sources, NGC 3184, NGC 5055, and NGC
6946, we take observations from HERACLES (Leroy et al. 2009).
HERACLES surveyed CO(2–1) emission from 48 nearby galaxies.
These maps have appeared previously in Schruba et al. (2011, 2012),
Leroy et al. (2013), and Sandstrom et al. (2013). After gridding,
the HERACLES maps have a native resolution of 13.3 arcsec. After
matching to the EMPIRE 27 arcsec beam and velocity grid, the
HERACLES cubes have rms noise between 5 and 11 mK per 4 km s−1

channel.
The overall flux scale of HERACLES is uncertain at the

∼6−20 per cent level (see Leroy et al. 2009, and Appendix C).
Also, the HERACLES maps combine information from multiple
receiver pixels that can have gain uncertainties relative to one another.
We investigate the internal gain variations of the HERA pixels
and compare HERACLES, ALMA, and EMIR data for galaxies
with multiple maps in Appendix C. This analysis yields the gain
uncertainty mentioned above and also leads us to prefer ALMA
or EMIR maps when available because their calibration should be
more stable (i.e. their calibration uncertainties are likely to be well
described by a single gain factor).

As with the CO(1–0) data, the high signal-to-noise ratio of the
CO(2–1) data means that calibration often represents the dominant
source of uncertainty. Anywhere that the HERACLES data exceed
S/N = 5–10, and anywhere that the ALMA and EMIR data exceed
S/N = 20, calibration will dominate our uncertainty on the brightness
temperature. Below the S/N threshold, the uncertainty is dominated
by the random noise.

We need the best intensity accuracy possible for this study.
Comparing ALMA/EMIR to HERACLES, ALMA/EMIR has both
lower absolute and relative flux uncertainty across the map. Although
all the galaxies have been also observed with HERA, we therefore
choose the ALMA/EMIR over HERACLES where possible in our
analysis. In summary, the associated uncertainties for the CO(2–
1) emission line from ALMA are 5 per cent, from EMIR are 5–10
per cent, and from HERA are 6–20 per cent (see Appendix C for
more details).

2.4 Far-infrared data

We compare the R21 ratio to IR maps at wavelengths of 70, 160, and
250 μm from the Herschel space telescope. These were compiled
and processed to match the EMPIRE beam and astrometric grid
by Jiménez-Donaire et al. (2019). For seven of our targets, the
data come from the KINGFISH survey (Kennicutt et al. 2011). For
NGC 5194, the data come from the Very Nearby Galaxies Survey
(Parkin et al. 2013). NGC 2903 lacks Herschel data. As a result
we cannot determine the 70–160 μm ratio or the total IR (TIR)
luminosity surface brightness in Section 3.4 for this galaxy.

2.5 Measured quantities

We follow a similar analysis path to the 13CO-focused study of
Cormier et al. (2018) and the HCN-focused study of Jiménez-Donaire
et al. (2019). We measure the R21 ratio as a function of galactocentric
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radius, the 70–160 μm ratio, CO brightness temperature, TIR surface
brightness, and the TIR-to-CO ratio.

CO(2–1)/(1–0) ratio, R21: We define R21 as the line-integrated
CO(2–1) surface brightness divided by the line-integrated CO(1–
0) surface brightness. For both lines, the line-integrated surface
brightness has units of K km s−1.

Note that our brightness temperature-based definition of R21 differs
from the flux density based values often quoted in the high-redshift
literature (e.g. Aravena et al. 2010, 2014, 2016; Daddi et al. 2010;
Bothwell et al. 2013). Using the velocity-integrated flux density
definition, one would expect thermalized lines to show a ratio of
about four. Using the brightness temperature scale, the line ratio for
a thermalized line will be about unity (see e.g. Solomon & Vanden
Bout 2005) or slightly lower due to deviations from the Rayleigh–
Jeans approximation.

R21 for individual lines of sight: We calculate R21 for each line
of sight. When doing so, we use exactly the same velocity range for
the integral over both lines. To define this velocity range, we use for
sightlines outside of the 0.23 r25 aperture the velocities covered by
H I 21-cm line emission (mostly from THINGS; Walter et al. 2008)
as an independent estimate for the velocity range likely to be covered
by CO. For lines of sight within the 0.23 r25 aperture, where the ISM
is mostly molecular, we use the CO(2–1) emission as a proxy for
the velocity range. This way we make sure that the broad, central
CO lines are fully included. We chose the CO(2–1) line instead of
the CO(1–0) because our CO(2–1) maps have higher S/N than our
CO(1–0) maps.

Note that because our sampling scheme oversamples the beam
by a factor of 4, measurements for R21 from adjacent lines of sight
are correlated and not independent. We take this into account in our
presentations of results.

R21 from spectral stacking: In addition to measuring R21 for
individual lines of sight, we employ a spectral stacking method
to explore possible correlations between the R21 ratio and various
physical quantities. In this approach, we bin the data by some
other quantity, for example, TIR surface brightness. We construct an
average CO(2–1) and CO(1–0) spectrum for each bin. We estimate
the mean R21 in that bin by dividing the integrated brightness
temperature calculated from each binned spectrum.

The method is described in detail by Schruba et al. (2011),
Jiménez-Donaire et al. (2017), and Cormier et al. (2018). We regrid
each spectrum so that the local mean velocity now corresponds to
v = 0 km s−1. For this application, we use the velocity field derived
from the H I 21-cm data to estimate the local mean velocity. After
regridding the spectra, we average together all spectra in each bin.
Because the large-scale velocity gradient has been removed, spectra
from different parts of the galaxy average coherently.

We derive the integrated brightness temperature from each stacked
spectrum. We pick the velocity range for this integral by first fitting
the spectrum. We use either a single-Gaussian profile or a double-
horn profile, whichever fits better. The double-horn profile offers
a better description of the broad, flat-topped emission lines found
in some of our galaxy centres. We set the velocity range for direct
integration of the spectrum to cover everywhere that the fit exceeds
1 per cent of the peak brightness temperature. Note that the fit is only
used to set boundaries over which we integrate the spectrum.

We only present stacked measurements of R21 when both lines
have an integrated emission above 3σ of the rms noise. In practice,
our stacks almost always achieve much higher signal-to-noise ratio
than this. In Table D1, we summarize the signal-to-noise ratio for
our stacks as a function of galactocentric radius. Inside rgal < 9 kpc
> 95 per cent of the stacked R21 measurements have signal to noise

>11 for both emission-line brightness temperature measurements,
comparable to the very high, pixel based signal-to-noise threshold
values used by Koda et al. (2012, 2020).

Uncertainties on R21: We compute the uncertainties on the
integrated brightness temperature, σ Int, using the following formula:

σInt = σrms × �νchan × √
nchan, (1)

where σ rms is the 1σ rms value of the noise in K measured from
the signal-free part of the spectrum, �νchan is the channel width
in km s−1, and nchan is the number of channels that are integrated
together.

When we apply equation (1) to the stacked spectra, we measure
the noise, σ rms, from the signal-free region of the stacked spectrum
itself. As a result, this approach properly accounts for the fact that
our original pixels oversample the beam.

After estimating σ Int. for each line, we estimate the uncertainties on
R21 by propagating the errors of the CO(1–0) and CO(2–1) integrated
brightness temperature.

Because of the high signal-to-noise ratio in our CO observations,
the systematic uncertainty due to flux calibration often dominates
the overall uncertainty in R21. For example, in Table D1 we report
the median signal-to-noise ratio for stacks within 9 kpc is >30.
This ∼3 per cent uncertainty is lower than the systematic uncer-
tainty due to calibration. Our EMPIRE-ALMA or EMPIRE-EMIR
galaxies have R21 calibration uncertainties ∼7 per cent. For our three
EMPIRE-HERACLES targets, this may be as high as ∼20 per cent,
and at least 10−15 per cent. At least in the EMIR-ALMA targets,
we expect this calibration uncertainty to act as a single multiplicative
factor for the map. Thus, it will affect the mean value, but not the
internal distribution in each galaxy. For the EMPIRE-HERACLES
cases, we expect the primary uncertainty to be an overall scaling, but
there may be second-order local variations due to the differences in
the pixel gains discussed in Appendix C.

70–160 μm ratio: We compare R21 to the 70–160 μm ratio. This
ratio traces the temperature of interstellar dust (e.g. Draine et al.
2007). Because most of the large grains in a galaxy are in thermal
equilibrium with the local interstellar radiation field (ISRF; see
textbook by Draine 2011), this ratio also acts as a tracer of the ISRF.
Note that at the average densities and temperatures of molecular
clouds traced by CO emission, we do not expect the dust and gas to
collisionally couple and share the same temperature (Draine 2011),
so we do expect the IR colour to directly trace the ISRF by not the
gas temperature. We measure the 70–160 μm ratio after convolving
the Herschel 70 and 160 μm maps to match the EMPIRE resolution.

TIR surface brightness: We compare R21 to the TIR luminosity
per unit area. We use the TIR surface brightness as an observational
proxy for the amount of embedded recent star formation. This tracer
has the advantage compared to other SFR tracers, as it traced the
embedded SFR, which means the recent SFR might affect the state
of the molecular ISM. We follow the same approach as our previous
work (e.g. Usero et al. 2015; Bigiel et al. 2016; Jiménez-Donaire
et al. 2017; Cormier et al. 2018).

We combine Herschel 70, 160, and 250 μm data in order to
estimate the TIR surface brightness. First, we convolve each band
to our common resolution of 27 arcsec and place them on to the
EMPIRE astrometric grid. Then we combine the bands, following
Galametz et al. (2013),

STIR =
∑

ciSi, (2)

where STIR refers to the TIR surface brightness, Si to the brightness in
the given Herschel band i, and ci to the calibration coefficient from
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Figure 1. Histograms of the CO(2–1)/CO(1–0) integrated brightness temperature ratio, log(R21), for nine nearby star-forming spiral galaxies. The left-hand
panel shows distributions of log(R21) as violin histograms. These histograms only show results for the positions that have S/N > 3 integrated brightness
temperature detections in both the CO(1–0) and CO(2–1) maps. These histograms treat each line of sight equally. The luminosity-weighted mean R21 value for
each galaxy appears as a coloured horizontal line inside each histogram, with the value reported above or below each violin histogram. All data, regardless of S/N,
are included within the calculation of the luminosity-weighted mean, as shown in Table 2. We note that the uncertainty incorporates physical galaxy-to-galaxy
scatter as well as uncertainties in flux scale calibration. The inset within the left-hand panel shows the R21 violin histograms for each galaxy normalized to
their luminosity-weighted mean R21 values. The right-hand panel shows the histogram of the combined R21 distribution for all targets. The dashed grey line
extending across all panels shows 〈R21〉 = 0.65, the non-weighted mean of R21 if including all lines of sight with S/N > 3 (see last column of Table 2).

combined brightness. We use the specific calibration coefficients
provided for each galaxy, with the exception of NGC 5194 where we
use the generic calibration provided by Galametz et al. (2013), since
this galaxy was not explicitly studied.

We focus on TIR surface brightness because it represents a simple,
reproducible quantity that is closely related to the local surface
density of recent star formation. We do not implement any specific
conversions or consider second-order effects like IR cirrus. Our
analysis also does not hinge on any numerical conversion of TIR
surface brightness to an SFR. For a detailed discussion of the use
of TIR as an SFR proxy and a quantitative comparison to other star
formation tracers (e.g. Cormier et al. 2018; Gallagher et al. 2018b;
Jiménez-Donaire et al. 2019).

3 R ESULTS

3.1 Overall distribution of R21

We estimate the line ratio, R21, for each line of sight that has a
measured brightness temperature for both CO(2–1) and CO(1–0)
lines. In total, this yields 5416 measurements across nine galaxies
at 27 arcsec (∼1–2 kpc) resolution.

Fig. 1 shows the R21 distribution of all individual lines of sight for
each galaxy, as well as a histogram of the combined R21 distribution
for the entire sample. These histograms visualize results only for
lines of sight with S/N > 3 in both lines. We do not find many
cases where only one of the two lines is detected, highlighting that
the two lines follow similar distributions and the data sets are well
matched. The individual sightlines are arranged in a hexagonal grid

(see Fig. 2), where the points have a half-beam separation distance.
Consequently, the beam size is oversampled by four hexagonal grid
pixels.

Table 2 reports the luminosity-weighted mean value for each
galaxy, as well as the 16th/84th and 5th/95th percentiles. Here, ‘lu-
minosity weighted’ means averaging over the individual R21 values
weighted by the corresponding CO (1–0) brightness temperature.
We prefer to use these intensity-weighted values for our quantitative
results because they map straightforwardly to the results expected
from galaxy-integrated measurements.

For individual galaxies, we find luminosity-weighted mean R21

ratios ranging between ∼0.51 and 0.87. In our view, the best
characteristic sample-wide value for R21 is the mean of the
luminosity-weighted mean ratios for the individual galaxies. This
is 〈Rmean

21 〉 = 0.64 ± 0.09 with 0.10 rms scatter from galaxy to
galaxy. The uncertainty is the standard deviation between the
galaxies. The value of the ratio agrees well with previous mea-
surements of a wider population of galaxies, which tend to lie
in the range 0.5–0.8 (Sections 1 and 4). We verified that no
significant effects are found when different weighting schemes are
used.

In principle, our choice of method could affect our derived mean
R21 if, e.g. a few very bright regions show different R21 than the rest
of the galaxy or there is a large diffuse component with different
R21. The small differences among different approaches in Fig. 1
and Table 2 show that this is mostly not the case for our sample.
The galaxy-wide mean and intensity-weighted mean show good
agreement for most galaxies. Moreover, we find an average ratio of
〈Rmean,norm

21 〉 = 0.62 and a standard deviation of 0.12 when weighting
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Figure 2. Maps of the CO(2–1)/CO(1–0) integrated brightness temperature ratio, log(R21), for nine nearby star-forming spiral galaxies. These maps show
R21 for all positions that have S/N > 10 integrated brightness temperature in both the CO(2–1) and CO(1–0) maps. The overlaid contours show the CO(1–0)
integrated brightness temperature, with levels showing 20, 30, 40, 50, 60, 70, 80, 90, 95, 97.5, and 99.5 per cent of the peak value in the map (see Fig. A1). The
white scale bar in the bottom left corner of each panel shows a linear scale of 5 kpc, without accounting for inclination, at the distance of each source (see Table
1). The black circle in the bottom right corner indicates the beam size of 27 arcsec. Note that the hexagonal grid shows points critically sampling the beam, i.e.
adjacent points are spaced by one-half the beam size.

all lines of sight equally, compared to 〈Rmean
21 〉 = 0.64 ± 0.09 when

weighting by the luminosity-weighted mean of each galaxy.
Fig. 2 shows the maps of the distribution of the CO line brightness

temperature ratio R21 across the individual galaxies. We do find
evidence for both radial and azimuthal variations. We explore the
systematic variation of the ratio within and between individual
galaxies in the following sections.

3.2 Radial variations of R21

Many quantities, including the SFR, molecular gas fraction, and gas
density vary as a function of galactocentric radius. In Fig. 3, we

present radial profiles of R21 for our sample. We plot all individual
lines of sight at 27 arcsec (∼1–2 kpc) resolution. Recall that for these
data, adjacent points are spaced by one-half beam so that the points
are not independent. Filled points show measurements with a signal-
to-noise ratio, S/N > 3, on the line ratio, propagated. Open symbols
indicate measurements with S/N < 3.

Coloured points in Fig. 3 show radial profiles of azimuthal-
averaged ratios, with error bars indicating the uncertainty on this
mean R21. For these stacked profiles, we use all of the data, regardless
of S/N. We plot all of the stacked profiles together in Fig. 4.

In Figs 3 and 4, our azimuthally averaged measurements of R21

show only a small dynamical range across individual galaxy discs for

MNRAS 504, 3221–3245 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/504/3/3221/6206838 by guest on 21 June 2022

Appendix A EMPIRE CO(2-1)/(1-0) Line Ratio Paper

147



12CO(J = 2–1)/(J = 1–0) in EMPIRE 3227

Table 2. The CO(2–1)/CO(1–0) integrated brightness temperature ratio, R21, for nine nearby star-forming spiral galaxies. The upper half of the table shows
luminosity-weighted statistics (R21). The lower half of the table shows number statistics, which treat each pixel equally (Rnum

21 ). We tabulate the galaxy name,
values of the mean, and 5th, 16th, 50th (i.e. median), 84th, and 95th percentile ranges of R21 for our target galaxies. The second to last column gives the mean
value and associated standard deviation of R21 across the whole sample. The last column lists the mean and percentiles when considering all significant (S/N >

3) lines of sight across the whole sample. Note that all values within this table have been calculated for positions with a significant detection in both the CO(1–0)
and CO(2–1) integrated brightness temperature maps (i.e. S/N > 3). The bottom rows indicate the number of lines of sight (l.o.s.) for the individual galaxies.
The number of all l.o.s. as well as those l.o.s that have both the CO(1–0) and CO(2–1) above the threshold of 3σ and 10σ .

NGC 0628 2903 3184 3627 4254 4321 5055 5194 6946 Galaxy average All sightlines (>3σ )

Rmean
21 0.61 0.59 0.55 0.59 0.66 0.51 0.63 0.83 0.66 0.63 ± 0.09 0.66

R5%
21 0.5 0.48 0.41 0.41 0.49 0.38 0.48 0.68 0.51 0.49

R16%
21 0.55 0.52 0.46 0.48 0.61 0.44 0.54 0.74 0.58 0.56

R50%
21 0.6 0.58 0.54 0.59 0.66 0.5 0.62 0.81 0.65 0.71

R84%
21 0.67 0.7 0.64 0.71 0.71 0.6 0.72 0.91 0.73 0.85

R95%
21 0.75 0.72 0.78 0.76 0.74 0.68 0.79 1.02 0.83 0.94

Rnum.mean
21 0.62 0.57 0.57 0.54 0.63 0.47 0.64 0.9 0.65 0.62 ± 0.12 0.65

Rnum.5%
21 0.52 0.44 0.4 0.37 0.42 0.34 0.44 0.66 0.47 0.42

Rnum.16%
21 0.55 0.49 0.46 0.43 0.53 0.4 0.51 0.73 0.54 0.49

Rnum.50%
21 0.61 0.57 0.55 0.54 0.65 0.47 0.61 0.84 0.64 0.63

Rnum.84%
21 0.7 0.65 0.68 0.66 0.71 0.54 0.75 1.06 0.74 0.82

Rnum.95%
21 0.79 0.72 0.82 0.73 0.77 0.59 0.97 1.37 0.85 1.01

Nall
l.o.s 328 319 741 239 288 318 410 947 1824 5414

N>3σ
l.o.s 292 188 302 200 207 304 370 705 884 3452

N>10σ
l.o.s 153 101 65 136 95 162 201 475 321 1709

some cases while for other sources the ratio tends to show a negative
or positive gradient. In Table 3, we report the power-law fit relating
R21 to galactocentric radius in each galaxy. We also report the p-value
(of a linear relation in logarithmic space), which allows us to gauge
the significance (p-value) of the radial gradient.

Six out of the nine galaxies show radial variations. Four show
stronger radial variations. NGC 2903 shows an initial radial decline
then a rise in R21 with increasing radius. NGC 3184 shows increasing
R21 with increasing radius. NGC 3627 and NGC 4321 show a strong
while NGC 4254 shows a moderate decreasing trend as a function of
the radius.

Fig. 4 also shows that in six of our nine targets, R21 appears
higher in the central kpc than at intermediate radii, ∼1–6 kpc. This
central enhancement is most prominent in NGC 2903, NGC 3627,
NGC 4321, and NGC 5055. Other galaxies, for example NGC 4254,
show little or no central enhancement. On average, the central R21

bin (0–1.5 kpc) for our targets is 16 per cent higher (median is
15 per cent) compared to the luminosity-weighted average of the rest
of the galaxy.

Outside a galactocentric radius of about 6 kpc, we find highly
variable behaviour among our sample, with some galaxies showing
increasing R21, some showing decreasing R21, and some being flat.
Fig. 3 shows that these breaks in the profile often coincide with
the emergence of a large amount of low signal-to-noise data. Using
different techniques to bin the data and estimate the binned ratio yield
large discrepancies. We are therefore hesitant to overinterpret them.
Sensitive multiline observations of outer discs will help illuminate
whether CO excitation does change dramatically in the outer parts
of disc galaxies.

3.3 Azimuthal variations of R21

Fig. 2 also shows variation in R21 at fixed galactocentric radius. The
SFR surface density and gas column density also vary azimuthally,
with the most striking features due to the influence of spiral arms and
bars. NGC 3627, 5194, NGC 6946, and to some extent NGC 2903,
4321, and 5055 show clear spatial variations in the CO line ratio.

NGC 5194 shows higher R21 ratios in the interarm. We note that this
stands in contrast to previous findings. Koda et al. (2012) found a
higher line ratio in the arm region as opposed to the interarm region
in this galaxy. For NGC 3627, we find a higher line ratio in the
centre and at the bar ends. NGC 6946 shows regions with enhanced
line ratio towards the east and west of the centre. NGC 2903, 4321,
and 5055 all show an increase of the CO line ratio in the central ∼1–
2 kpc region. The other three sources do not show any clear spatial
variations.

At 27 arcsec resolution, our ability to distinguish arm and interarm
regions is limited, especially in the inner parts of galaxies where
most of the molecular gas resides. The most straightforward imprint
of azimuthal R21 variations on our data is to increase the observed
scatter in R21 at fixed radius, e.g. as suggested in Fig. 3.

To quantify these azimuthal variations in R21, we measure the
scatter in the ratio at a fixed galactocentric radius. We disentangle
the physical variation from scatter due to observational noise using
a forward modelling process, which we describe in Appendix B.
Briefly, we use a Monte Carlo approach and the known observational
errors to determine how much physical variation must be present in
each radial bin to match the observed scatter. We plot the results of
this calculation in Fig. 5, where we repeat the modelling routine for
every individual galaxy. We show best-fitting physical variation in
R21 as a function of radius for each galaxy.

On average, the intrinsic scatter rises from �10 per cent in the
inner bins to �20 per cent outside a galactocentric radius of 6 kpc.
This has roughly the same magnitude as the observed galaxy-to-
galaxy scatter. Note, however, that we do not expect calibration
uncertainties to play as large a role in the scatter observed within a
galaxy. Taking this into account, the physical scatter within galaxies
may be larger than the physical scatter among galaxies. Also note
that our azimuthal scatter calculations consider each pixel equally.
A luminosity-weighted calculation would suppress faint regions and
lower the magnitude of the measured scatter. A reasonable overall
conclusion from this is that in our data, point-to-point scatter has a
magnitude greater than or equal to galaxy-to-galaxy variations, and
appears stronger than radial variations.
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3228 J. S. den Brok et al.

Figure 3. Radial profiles of the R21 ratio. The grey points correspond to individual sightlines with adjacent lines of sight spaced by one half the beamwidth. The
line ratio is plotted on a logarithmic scale. Filled circles indicate data points where both lines have a signal-to-noise ratio above 3. Data with lower signal-to-noise
ratio appear either as upper or lower limits. Open triangles show where one line is below S/N = 3. Open circles show points where both lines are below the
S/N threshold of 3. Coloured circles present the stacked values of the line ratio calculated in 27 arcsec-wide radial bins following the method described in in
Section 2.5. The galaxy-wide median value for each individual galaxy appears as a coloured dashed line. Six of our nine targets show clear central enhancements
in R21, but otherwise the stacked profiles show relatively small deviation from the galaxy-wide median.

We also applied the same Monte Carlo based analysis on the
complete data of all lines of sights as a whole. This way we can esti-
mate the overall physical scatter. The physical scatter estimated after
accounting for different calibration uncertainties for the individual
instruments is about 8 per cent.

As stated before, for NGC 5194 (M51) we measure spatial
variations that have the opposite sense of those reported by Koda

et al. (2012). In the arm region, we find a R21 value ∼0.8, which is
in agreement with the value found by Koda et al. (2012) in the arm
region. However, in the interarm region, we find larger values (R21 ∼
0.9–1), while they find lower values (R21 ∼ 0.4–0.6). We examine in
detail and discuss possible causes for the difference in Appendix E,
and find the disagreement to stem from differences in the CO (1–0)
maps used for the analysis. In particular, the NRO map used by Koda
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Figure 4. Stacked profiles of the CO line brightness temperature ratio, R21, as a function of galactocentric radius, plotted using a y-axis logarithmic scale.
Stacked radial profiles use a bin width of 1.5 kpc. We only plot stacked bins where both CO(1–0) and CO(2–1) integrated, stacked lines are detected above
an S/N > 3, but otherwise include all data. Error bars indicate the propagated uncertainty of the integrated brightness temperature of the stacked spectra. The
histogram, reproduced from Fig. 1, indicates the distribution of all lines of sight were both the CO(1–0) and CO(2–1) integrated line emissions are significantly
(S/N > 3) detected. The light grey, dashed line indicates the sample-wide mean ratio when considering all lines of sight with S/N > 3. The darker, dashed lines
indicate the 1σ scatter over all sightlines. The figure illustrates the galaxy-to-galaxy scatter that accounts for a large fraction of the overall variation of R21 in
the sample.

et al. (2011) shows more emission in the interarm region than the
IRAM 30-m PAWS CO(1–0) map. Beyond a galactocentric radius of
2 kpc, NGC 5194 shows the highest scatter in our sample and Fig. 2
does show the strongest arm–interarm contrast. At our resolution,
this contrast manifests as rms physical scatter of 15−20 per cent
between rgal = 2 and 6 kpc. Koda et al. (2012) report a standard
deviation of ∼0.1–0.15 and mean R21 ≈ 0.7, so our numbers for both
the mean line ratio and scatter appear to be overall slightly larger
than theirs, which is mostly driven by the differing values within the
interarm region.

As Fig. A1 shows, our 27 arcsec resolution only coarsely resolves
the dynamical features in our targets. Spiral arms and bars are visible
at large radii in many targets. However, we cannot distinguish the
upstream and downstream sides of these features and they can be
almost entirely suppressed in the inner galaxies. Physical conditions
can vary dramatically across a spiral arm (e.g. Schinnerer et al. 2010,
2017). Thus, we expect our large beam to blur together regions with
a wide range of temperature and densities, especially in the inner
parts of galaxies. This effect is expected to be even stronger, when
a bright arm region lies next to a faint interarm region, the wider
spacing between, e.g. arms and other discrete regions in the outer
parts of galaxies may partially explain the increased scatter at large
radii. Future work at higher physical scales offers the prospect to
give much more insight on local variations of R21.

3.4 Correlations with CO brightness temperature and IR
emission

We also compare R21 to the local intensities of CO(1–0) and CO(2–1)
emission, the local TIR surface brightness, and the local 70–160 μm

ratio. These observed quantities indirectly trace physical conditions
that should affect CO excitation, so that this analysis can highlight
the physical drivers of the R21 variations observed in the previous
two sections.

We compare to these specific quantities because they are directly
observable and also indirectly related to conditions which we expect
to affect excitation. Though we observe at coarse physical resolution,
we expect that CO(1–0) and CO(2–1) emission trace the molecular
gas surface density and more indirectly trace gas volume density.
High gas densities will be associated with thermalization and a higher
R21. The IR colour traces the dust temperature, which in turn is set by
strength of the interstellar radiation field (Draine 2011). The radiation
field also illuminates photon-dominated regions and should play a
key role in heating the gas. All other things equal, we expect warmer
gas to be more nearly thermalized. Along similar lines, the TIR
surface brightness indicates the level of star formation activity. We
expect that this indirectly relates to both the heating of the gas and
the gas density, with denser gas forming more stars, on average.

Fig. 6 shows the mean normalized R21 (normalized with respect
to the galaxy-internal luminosity-weighted mean; see Table 2)
calculated from spectral stacks as a function of each quantity of
interest. We show results for each galaxy separately and show results
stacking the data in bins of CO(1–0) brightness temperature, CO(2–
1) brightness temperature, TIR surface density, and 70–160 μm ratio.
Table 3 reports the results form fitting a power law relating R21 to each
quantity for all individual points. In addition, the p-value is indicated
for the correlation in log-space, describing the tightness of the
correlation. Finally, we also report the Spearman’s rank correlation
coefficient, rs. For the stacking, we only included sightlines with S/N
> 10 in both the CO(1–0) and CO(2–1) data to make sure that the
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Table 3. Fits and correlation coefficients for individual galaxies. Results from fitting a power law of form Rfit
21,norm = C · xm to the stacked ratios in Figs 6

and 7. The fit is performed as a linear fit in logarithmic space. We normalized the line ratio by the luminosity-weighted, galaxy wide mean (see Table 2). The
Pearson p-value indicates the significance of the linear correlation in logarithmic space. We only performed the fit, if the p value is below 0.05. Furthermore, the
Spearman’s rank correlation coefficient, rs, is given. For CO(1–0) the fitting range was set to exclude points below ICO(1–0) < 10 K km s−1. A minus indicates
that no fit could be made. For NGC 0628 and NGC 3184, we do not have ICO(1–0) > 10 K km s−1 data and for NGC 2903 we do not have IR data from Herschel.

NGC 0628 NGC 2903 NGC 3184 NGC 3627 NGC 4254 NGC 4321 NGC 5055 NGC 5194 NGC 6946

CO(1–0) m – 0.17 – 0.23 0.73 0.18 0.16 – –
[K km s−1] C – 0.61 – 0.46 0.82 0.62 0.62 – –

p – 0.048 – 0.030 0.035 6.4 × 10−4 0.026 0.26 0.24
rs – 1.0 – 1.0 1.0 1.0 1.0 0.60 0.80

CO(2–1) m −0.0027 0.14 0.13 0.24 0.14 0.17 0.076 – –
[K km s−1] C 1.0 0.70 0.86 0.56 0.74 0.69 0.82 – –

p 0.0 0.0050 0.0 0.0016 0.034 0.0053 0.029 0.08 0.06
rs −1.0 1.0 1.0 1.0 1.0 1.0 0.9 0.68 0.77

PACS 70/160 m 0.15 – 0.19 0.43 – 0.40 0.21 0.20 0.20
C 1.2 – 1.3 1.5 – 1.6 1.3 1.2 1.2
p 0.039 – 0.047 2.8 × 10−6 0.07 0.00033 0.0083 0.00046 0.03
rs 0.9 – 1.0 1.0 1.0 1.0 0.82 1.0 0.83

�TIR m – – – 0.20 0.080 0.20 0.082 0.020 0.1
[W kpc−1] C – – – 6.7 × 10−8 0.0016 1.1 × 10−7 0.0014 0.20 0.00025

p 0.40 – 0.27 0.00082 0.034 0.0023 0.0073 0.037 0.026
rs 0.4 – 0.8 1.0 1.0 1.0 0.94 0.86 0.94

�TIR/CO(1 − 0) m 0.24 – 0.2 – 0.11 – – 0.17 –
[(W kpc−1)/(K km s−1)] C – – 9.8 × 10−8 – 0.00021 – – 1.3 × 10−6 –

p 0.15 – 0.0 0.70 0.0 0.20 0.13 0.011 0.088
rs 1.0 – 1.0 1.0 1.0 1.0 1.0 1.0 0.8

�TIR/CO(2 − 1) m – – −0.063 0.12 −0.053 – – – –
[(W kpc−1)/(K km s−1)] C – – 1.4 × 102 7.4 × 10−5 64 – – – –

p 0.25 – 0.0 0.0 0.0 0.60 0.54 0.24 0.18
rs 1.0 – −1.0 1.0 −1.0 −0.50 0.5 1.0 −1.0

Figure 5. Inferred physical scatter in the R21 ratio for each radial bin. The
plot shows the physical scatter in each radial bin inferred from our modelling.
We have already removed the effects of observational noise from the plotted
scatter via a forward modelling Monte Carlo calculation. The left y-axis
indicates the scatter in percentage of the line ratio, while the right y-axis
describes the scatter’s actual value (converting using a fixed R21 = 0.65).
Coloured lines show individual galaxies. The black line and grey region show
the median and ±1σ range combining all galaxies. We observe increasing
scatter in R21 towards large galactocentric radii, with scatter �20 per cent
typical at radii >6 kpc. This increase in scatter may reflect a large variation
in physical conditions at large radius or the inability to separate physically
distinct regions at the 27 arcsec (∼1–2 kpc) resolution of our measurements.

trends in the ratio are not noise dominated. The black line indicates
the binned mean line ratio and the grey band describes the binned
standard deviation. Table 4 lists the results from fitting a power law
to the binned mean line ratio indicating the strength of the trend.

CO(1–0) brightness temperature: The top left panel of Fig. 6
shows the stacked, normalized R21 as a function of CO(1–0)
brightness temperature. The bin width of the stacks is set to 0.25
in logarithmic space. At higher intensities, we observe a tendency to
find higher R21 in the highest brightness temperature bins. The highest
CO(1–0) brightness temperature almost always appears in the galaxy
centre, so this reflects the same central enhancements noted in the
radial profiles. Overall, Fig. 6 reveals a positive relationship between
R21 and CO(1–0) brightness temperature.

Because of the correlated axes, low signal-to-noise CO(1–0)
measurements will lead to an artificial upturn at the low brightness
temperature end driven by sorting predominantly noise measure-
ments, as it can be seen in the top left panel. Supporting this view,
no such feature appears in the radial, CO(2–1), or IR intensity plots.

CO(2–1) brightness temperature: The top right panel of Fig. 6
shows stacked R21 as a function of CO(2–1) brightness temperature.
We also chose a bin width of 0.25 in logarithmic space. As with
CO(1–0), we observe a positive correlation between R21 and CO(2–
1). In general, we tend to find moderately higher R21 in high
brightness temperature regions.

TIR luminosity surface brightness: The bottom left panel of Fig. 3
shows stacked R21 as a function of TIR surface brightness. The bin
width for the TIR surface brightness is 0.3 in logarithmic space.
TIR surface brightness traces embedded star formation activity and
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Figure 6. Stacked measurements of R21 on a logarithmic scale in bins of CO(1–0), CO(2–1) brightness temperature, TIR surface brightness, and IR colour. In
each panel, we bin each galaxy by the quantity on the x-axis. Then, we measure stacked line ratios in each bin for each galaxy. For stacking in bins of CO(1–0),
CO(2–1) brightness temperature, TIR surface brightness, and IR colour, we only included lines of sight with an S/N > 10 for both CO(1–0) and CO(2–1) in
order to reduce noise effects and make the trend more robust. The individual lines are normalized by the median stacked CO ratio value of the corresponding
galaxy. The black line is the binned mean combining all galaxies. Only bins with at least a stacking result from three galaxies are included in the mean line. We
observe positive correlations between R21 and CO brightness temperature, IR surface brightness, and IR colour. These have the sense that R21 increases along
with gas surface density, star formation activity, and dust temperature. The red dotted line indicates the power-law fit. The fitting range and results are listed in
Table 4. We also report rank correlation coefficients in Table 3.

Table 4. Fitting results for stacked, normalized profiles combining all
galaxies. Results from fitting a power law of form Rfit

21,norm = C · xm to
the mean of the stacked, normalized quantities in Figs 6 and 7 (black line
in figure). The fitting range indicates the range along the x-axis over which
the fit is performed.

Parameter Fitting range C m rs

(x-axis) (units of param.)

CO(1–0) 10–75 0.70 0.12 1.0
CO(2–1) 2–43 0.81 0.099 1.0
PACS 70/ PACS 160 0.2–0.7 1.3 0.27 1.0
�TIR 1034–1035.85 8.5 × 10−4 0.088 1.0
�TIR/CO(1–0) 1033.45–1034.05 5.2 × 10−8 0.20 1.0
�TIR/CO(2–1) 1033.75–1034.35 0.15 0.025 0.5

scales with molecular gas surface density, so we expect similar results
to stacking by CO brightness temperature. Again, we observe a
positive correlation where the IR-bright parts of our sample show
moderately higher R21. Because TIR tends to be measured at high

signal-to-noise ratio and represents an independent quantity from
CO(2–1) and CO(1–0) this correlation spans a larger dynamic range
than the CO(1–0) and CO(2–1)-based stacks and should be less
subject to systematics. As in the previous panels, we observe a
positive correlation between TIR surface brightness and R21. In
regions with more star formation per unit area, R21 tends to be
higher.

70–160 μm ratio: In the bottom right panel of Fig. 6, we plot R21

stacked as a function of IR colour. The stacks have a bin with of
0.1 in logarithmic space. IR colour traces dust temperature and the
interstellar radiation field. The axes are not correlated, though the
lowest bin may again suffer from some sampling and signal-to-noise
concerns.

As above, we find a positive correlation between 70–160 μm ratio
and R21. R21 tends to be higher with stronger interstellar radiation
field. This fits with an overall pattern that systems with more intense
star formation activity also tend to have higher dust temperatures,
denser gas, and more nearly thermal excitation in their CO lines. A
higher dust temperature does correspond to a higher R21.
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Figure 7. Stacked measurements of the R21 ratio as a function of TIR-to-CO ratios. The TIR-to-CO ratio is closely related to the SFR per unit gas mass, a key
figure for many studies using both lines. The figure shows three plots of stacked R21 as a function of TIR-to-CO(1–0) and TIR-to-CO(2–1). In the left-hand
panel, we show R21 as a function of TIR-to-CO(1–0), stacking by TIR-to-CO(1–0). In the middle panel, we show R21 as a function of TIR-to-CO(2–1), stacking
by TIR-to-CO(2–1). In both of these stacks, the quantity being stacked correlates with the quantity used for stacking. However, the correlation with the CO(2–1)
integrated brightness temperature is much weaker. In the right-hand panel, we show R21 as a function of TIR-to-CO(2–1), but now stacked by radius, an
independent quantity, to remove this bias in the stacks. The underlying trend appears to be a moderate positive correlation between R21 and TIR-to-CO(2–1),
consistent with the results in Fig. 6. The inner, high density parts of galaxies both show higher star formation per unit gas and higher excitation.

Taken together, the CO-bright, IR-bright, high 70–160 μm ratio
regions of our targets show moderately higher R21 than the cooler,
fainter regions. These trends appear significant, with most galaxies
showing a trend with these external parameters. The overall magni-
tude of the trends is a ∼20−30 per cent change in the ratio across
the sample.

Perhaps surprisingly, these trends appear internal to galaxies. They
do not appear to explain the observed galaxy-to-galaxy offset in R21.
They can explain some of the internal radial and azimuthal variations
observed. The residual galaxy-to-galaxy offsets must either be driven
by different physics or be due to flux calibration uncertainties.

We also note, that while R21 in NGC 5194 shows discrepancies in
spatial variation with previous findings (Koda et al. 2012), the trends
discussed in this subsection are actually in agreement. The discrep-
ancy is mostly due to differences in the fainter, interarm region, thus
an agreement in the trends with environmental parameters spanning
the entire galactic radial range is not unexpected.

3.5 TIR-to-CO ratio and R21

Many CO surveys over the last two decades have focused on
measuring the gas depletion time, star formation scaling relations,
or related quantities. In these studies, the figure of merit is often
the SFR per unit molecular gas mass. Both CO(1–0) and CO(2–1)
line emissions are commonly used to estimate the molecular gas
mass. We use a simple observational proxy, the TIR-to-CO ratio, to
explore how R21 depends on the SFR per unit molecular gas. For the
bin width, we chose 0.3 in logarithmic space.

In Fig. 7, we plot R21 stacked by the TIR-to-CO(1–0) ratio,
the TIR-to-CO(2–1) ratio, and galactocentric radius. We explore
all three stacks because of the correlated nature of the axes. We
might expect an artificial correlation between R21 and TIR-to-CO(1–
0) when stacking by TIR-to-CO(1–0). In noisy or scattered data,
low CO(1–0) data points will scatter to both high R21 and high TIR-
to-CO(1–0) values, potentially creating an artificial correlation. A
similar effect could introduce an artificial anticorrelation comparing
R21 to TIR-to-CO(2–1). Because the stacking approach uses values

for individual data points to assign them to bins, it will not necessarily
reduce this effect via averaging.

In the left-hand panel of Fig. 7, we plot R21 stacked by the TIR-to-
CO(1–0) ratio. The profiles show a clear positive correlation between
R21 and TIR-to-CO(1–0) for all galaxies. Correlated axes could,
however, be tilting the trend in this direction.

In the central panel of Fig. 7, we instead plot R21 as a function
of TIR-to-CO(2–1), binned using the TIR-to-CO(2–1) ratio. That is,
we change the line used for the stack. Again, the correlated axes
potentially affect the stack, this time producing a mild correlation
between R21 and TIR-to-CO(2–1) for most galaxies.

With this in mind, the right-hand panel of Fig. 7 where R21 is
plotted as a function of the TIR-to-CO(2–1) ratio, i.e. the same axes
as in the left-hand panel, but now stacked by galactocentric radius.
Radius represents an independent variable that should minimize bias
in the stacks. This figure shows more scatter and a somewhat smaller
dynamic range compared to the previous two stacks. When stacking
by radius, there is an overall tendency for TIR-to-CO(2–1) and R21

to be positively correlated. The behaviour is less universal than we
saw when stacking by TIR-to-CO(2–1).

Overall, this result appears consistent with the results in the
previous section. We tend to find high R21, TIR-to-CO(1–0), 70–
160 μm ratio, and CO brightness temperature in the inner parts of
galaxies.

4 D ISCUSSION

4.1 Comparison to single-pointing literature measurements

In order to compare our results to literature values, we compiled
and homogenized single-pointing CO observations from a number
of publications (Boselli et al. 1994; Wiklind, Combes & Henkel
1995; Chini, Kruegel & Lemke 1996; Leon, Combes & Menon 1998;
Lavezzi et al. 1999; Curran, Aalto & Booth 2000; Böker, Lisenfeld
& Schinnerer 2003; Albrecht et al. 2004; Strong et al. 2004; Evans
et al. 2005; Albrecht, Krügel & Chini 2007; Combes, Young &
Bureau 2007; Ocaña Flaquer et al. 2010; Cappellari et al. 2011). To
create a set of reference measurements:
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Figure 8. Distributions of R21 from literature studies. The distribution of
R21 for individual lines of sight in EMPIRE (top panel) and a compilation of
R21 estimates from the literature broken into late-type disc (middle panel) and
early-type elliptical (bottom) galaxies (Data from Boselli et al. 1994; Wiklind
et al. 1995; Chini et al. 1996; Leon et al. 1998; Lavezzi et al. 1999; Curran
et al. 2000; Böker et al. 2003; Albrecht et al. 2004, 2007; Strong et al. 2004;
Evans et al. 2005; Combes et al. 2007; Ocaña Flaquer et al. 2010; Cappellari
et al. 2011).

(i) We first tabulate CO(1–0) and CO(2–1) line brightness tem-
peratures, errors, and beam sizes for 659 galaxies drawn from
the references above. When necessary, we converted from an-
tenna temperature scale to main beam temperature scale using
the efficiencies provided in the respective publication. Note that
we further limited our compilation of measurements using the
criteria below. Our final number of reference galaxies in Fig. 8
is 125.

(ii) For each target, we obtained optical blue band 25 mag arcsec−2

isophotal diameters (D25), axial ratios from RC3 (de Vaucouleurs
et al. 1991), and morphological types through the NASA Extragalac-
tic Database (NED).

(iii) We filtered the data to only include significant detections (S/N
> 3) where the beam covered an appreciable part of the galaxy. Some
values in the literature are upper limits only, and we do not consider
these here. We further require that the full width at half-maximum of
the smaller beam, typically CO(2–1), covers at least 40 per cent of a

CO scale length (see next point). This typically amounts to requiring
that the CO beam covers at least 0.1 D25.

(iv) From D25, we estimate a CO scale length (rCO), assuming:
rCO = 0.23 D25/2 (Young et al. 1995; Leroy et al. 2008, 2009;
Lisenfeld et al. 2011; Davis et al. 2013). From this scale length and
the known beam sizes, we assume an exponential disc and performed
an aperture correction to estimate the full luminosity of the galaxy
in each line (see e.g. Puschnig et al. 2020). Note that because we
focus on the line ratio, the accuracy of the extrapolation to the full
galaxy is not important. Only matching the effective area covered by
the beams matter.

(v) We calculate R21 as the ratio of the estimated full-galaxy
CO(2–1) luminosity to the full-galaxy CO(1–0) luminosity. After
the cuts based on signal-to-noise ratio and extent, this leaves us
with 125 measurements, 81 for late-type (‘disc’) galaxies and 44 for
early-type (‘elliptical’) galaxies.

Fig. 8 shows histograms of these literature R21 measurements. In
the figure, we divide the literature sample into disc-like and elliptical
galaxies. For disc galaxies we find R21 = 0.59+0.18

−0.09. This agrees
well with our results for the EMPIRE sample, though the literature
distribution appears much broader. Some of this additional scatter
likely reflects uncertainty in calibration. Anorther part of the scatter
reflects the comparatively lower signal-to-noise ratio of these data
compared to EMPIRE. A full meta-analysis disentangling the sources
of physical and observational scatter for the literature measurements
is beyond the scope of this paper. Here, we emphasize the general
good agreement between our smaller set of high-quality, resolved
measurements and the literature.

The lower panel in Fig. 8 shows that elliptical galaxies exhibit
higher excitation. This might be expected if the deeper potential well
leads to wider line profiles and thus lower optical depth. Regardless
of the explanation, literature observations of early-type galaxies
indicate higher apparent R21 but also enormous scatter.

Recently, Saintonge et al. (2017) studied R21 in 28 galaxies that
are part of the xCOLDGASS galaxy sample. Combining IRAM and
APEX observations they found a mean ratio of R21 = 0.79 ± 0.03
with scatter of 0.15–0.23. xCOLDGASS includes both disc-like
and elliptical galaxies, so the relevant comparison is to our full
compilation. For all literature data, we find a mean R21 = 0.72 with a
scatter of ±0.15. This agrees reasonably well with the xCOLDGASS
results, especially given the heterogeneous nature of the literature
data. The EMPIRE results have lower mean R21 compared to
the xCOLDGASS IRAM–APEX overlap sample. As discussed by
Saintonge et al. (2017), this may somewhat reflect the central focus of
the xCOLDGASS pointings. Or it may reflect a greater contribution
of early-type galaxies to their sample. Future larger mapping surveys
will be needed to help synthesize our knowledge of resolved and
galaxy-integrated R21.

4.2 Comparison to previous mapping results

Combining HERACLES with previously existing CO(1–0) data,
Leroy et al. (2009) initially found a mean R21 ≈ 0.8 with evidence for
central enhancements. Subsequently, improved main beam efficien-
cies for the IRAM 30-m telescope became available and Usero et al.
(2015) carried out pointed spectroscopy using the IRAM 30-m that
obtained improved CO(1–0) comparison data. Based on comparing
HERACLES to the Usero et al. (2015) data and a collection of earlier
CO(1–0) measurements, Leroy et al. (2013) found a median R21 ≈
0.67 with a large scatter of 0.16 dex or ∼40 per cent among individual
measurements. Our mean R21 has an almost identical value to that in
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Leroy et al. (2013), but the measured scatter using EMPIRE CO(1–
0) is smaller. This likely reflects the much better calibration using
EMIR compared to the archival CO(1–0) data, though the smaller
sample size may also play a role. Also using HERACLES, but now
attempting to homogenize literature mapping data, Rosolowsky et al.
(private communication) found that a ratio of ∼0.7 was typical of the
inner parts of galaxies, while 0.5 was more common in outer discs
(see also Rosolowsky et al. 2015). Our results yield slightly higher
R21 at large galactocentric radius (see Fig. 4). Again, we expect the
EMPIRE CO(1–0) data to be of higher quality than the HERACLES
maps, but the EMPIRE sample size is small.

Our results also agree reasonably well with previous mapping-
based results for other nearby galaxies. For example, Crosthwaite &
Turner (2007) found R21 ≈ 0.8 in the central 1 arcmin × 1 arcmin of
NGC 6946, while we find a value of R21 = 0.7 for the same galaxy
centre. Our measured value of 0.7 for NGC 5194 (M51) agrees with
the typical ratio found by Koda et al. (2012) while studying the
arm/interarm contrast of the ratio. Other resolved mapping results
include R21 ≈ 0.8 for M33 (Druard et al. 2014) with no obvious
radial trends. Lundgren et al. (2004) and Koda et al. (2020) found
R21 ≈ 0.77 for M83 which closely resembles the EMPIRE targets
in morphology and stellar mass, showing a similar decreasing trend
in R21 with galactocentric radius. Again, our EMPIRE results tend
towards the low side of the literature value, but well within the
previously measured range.

4.3 R21 variations in EMPIRE

We measure the characteristic value, scatter, and dependence of R21

on environment. We do find scatter in R21 from galaxy-to-galaxy and
within galaxies. In certain galaxies, we identify significant correla-
tions with galactocentric radius and other observable quantities.

One recurring theme in our analysis is that the magnitude of these
variations is weak. Put simply, the dynamic range in R21 across
our sample remains small compared to many of the uncertainties
associated with measuring the ratio. The small magnitude of these
variations somewhat diminish the utility of R21 as a diagnostic of
the physical conditions in the gas. Of course, CO(2–1) and CO(1–0)
both still represent the most widely used tracers of molecular gas at
low redshift. Detailed knowledge of how R21 behaves is crucial to
our knowledge of molecular gas in galaxies.

With that caveat in mind, we discuss the major sources of R21

variation in EMPIRE:
Observed galaxy-to-galaxy scatter: In each of our analyses,

galaxy-to-galaxy scatter in R21 appears to play a role. The galaxy
being considered appears to matter independent of radial gradients,
correlation with local conditions, or azimuthal variations.

We checked for correlations between global galaxy properties
and R21 that might explain the galaxy-to-galaxy scatter, including
comparing to stellar mass, SFR, metallicity, inclination, distance,
and morphological type. We found no significant correlation that
could explain the observed galaxy-to-galaxy scatter. We emphasize,
however, that EMPIRE represents an extremely small sample with a
limited range of stellar mass, SFR, and metallicity values. EMPIRE
is fundamentally a mapping project, not a representative survey of
the local galaxy population.

One plausible explanation for much of the observed galaxy-to-
galaxy is uncertainty in the flux calibration, which we discuss in
Section 2.3 and Appendix C. Given the estimated uncertainties in
the amplitude calibration of each data set, ∼6 per cent for EMPIRE,
≈ 5 per cent for PHANGS-ALMA and M51 Large Program, and
∼20 per cent for HERACLES, we expect ∼7−20 per cent scatter in

R21 based on calibration uncertainty alone. We measure rms scatter
of 10−15 per cent from galaxy-to-galaxy, so it seems highly likely
that much of the galaxy-to-galaxy scatter that we observe is caused
by flux calibration uncertainties.

Building a quantitative understanding of galaxy-to-galaxy vari-
ations in R21 places strong requirements on the data. Given the
small dynamic range in the ratio, one needs high signal-to-noise
ratio and high precision absolute flux calibration. To avoid uncertain
aperture corrections, one needs to observe and cover the same area
in both lines. Although EMPIRE and the IRAM–APEX subset from
xCOLDGASS (Saintonge et al. 2017) represent good first steps,
obtaining such carefully calibrated, high signal-to-noise data sets
still represents a future goal.

Trends within galaxies: Within galaxies, we find a clear, but
weak systematic variation of R21 as a function of environment. We
examined correlations with CO brightness temperature, TIR surface
brightness, IR colour, and TIR-to-CO ratio. After accounting for
biases and disregarding low signal-to-noise regions, these all show
the same trend, i.e. higher R21 values in regions with higher gas
surface density, hotter dust, and more star formation.

Galaxy centres: One major driver for these trends is that we
observe a higher R21 in the centre of galaxies compared to the discs.
The average enhancement is 15 per cent compared to the galaxy-wide
luminosity-weighted mean, but several individual cases show much
stronger nuclear enhancements. NGC 2903, NGC 327, NGC 4321,
and NGC 5055 all show strong (∼50 per cent) central enhancements
in R21.

Though not uniquely associated with bars, these central enhance-
ments do seem strongest in the strongly barred members of our
sample. NGC 2903, NGC 3627, and NGC 4321 all have prominent
bars that visibly interact with the molecular gas. In these cases our
coarse resolution likely causes us to underestimate the strength of the
R21 enhancement, because the nuclear star-forming regions, where
we expect the R21 enhancements to be strongest, are compact (often
∼0.5 kpc) compared to our 27 arcsec (∼1–2 kpc) beam.

In unbarred galaxies, we often observe flatter R21 profiles, e.g. in
NGC 628, NGC 3184, or NGC 4254. NGC 5194 (M51) remains an
ambiguous case, with our newer EMIR mapping data showing evi-
dence for a flatter R21 profile than the HERA maps (see Appendix C).

A similar drop in R21 from the centre of the galaxies towards their
discs has also been found by many previous studies. Milky Way
studies show values close to unity in the central kpc of the Galaxy,
dropping to 0.75 at 4 kpc and to ∼0.6 at 8 kpc from the Galaxy
centre (Sakamoto et al. 1997; Sawada et al. 2001). Similarly, Casoli
et al. (1991b) report a value of ∼1 in the nuclei of nearby spirals
(at ∼500 pc scales) compared to 0.5–7 in their discs. Studying the
nearby spiral IC 342, Eckart et al. 1990) found a drop from R21 ≈ 1.1
to R21 ≈ 0.7–0.8 around 500 pc from the starburst nucleus. A high
average ratio of ∼0.9 is also found by Braine & Combes (1992) in
the central kpc of 36 nearby galaxies. Similar radial trends have been
found by Saito et al. (2017) when studying the spatially resolved
R21 ratio in NGC 1614. Using RADEX modelling they find a radial
kinetic temperature gradient that mirrors the observed R21 trend.
Using HERACLES with lower quality CO(1–0) data but a larger
sample, Leroy et al. (2009, 2013) noted a similar trend in resolved
maps of nearby galaxies.

Furthermore, variation in the CO line ratio could be driven to some
parts by the presence of an active galactic nuclei (AGNs) within the
galaxy. Four of the galaxies in our sample, NGC 3627, 4321, 5055,
and 5194, are know to host an AGN.

Correlation with physical conditions: We observe positive cor-
relations of R21 with CO brightness temperature, TIR surface
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brightness, and IR colour. All of these quantities tend to decrease
with increasing galactocentric radius, so these trends likely express
the same underlying physics as the radial gradients.

Physically, the IR colour reflects the interstellar radiation field
heating the dust. At the typical densities associated with molecular
clouds, gas and dust have different temperatures and are not col-
lisionally coupled (e.g. Draine 2011). However, the radiation field
traced by the dust temperature should also relate to the radiation field
illuminating molecular clouds and so indirectly relate to excitation
of the gas. We would expect more intensely illuminated clouds to
have high temperatures and be more nearly thermalized.

Similarly, the TIR surface density traces the heating of the ISM
because it indicates the amount of reprocessed, mostly ultraviolet
emission. High TIR surface density may also indirectly trace gas
density, because high gas densities tend to be associated with high
SFRs (see e.g. more discussion in Jiménez-Donaire et al. 2019).
We would expect denser, higher temperature gas to be more nearly
thermalized and show a higher R21.

As mentioned above, optical depth effects may also play a role.
The line ratio of optically thin gas exceeds unity and a component of
diffuse, optically thin gas will drive R21 to higher values.

A systematic dependence of R21 on, e.g. �TIR has implications
for the slope of derived scaling relations. For example, the scaling
relation between �TIR and ICO corresponds to the molecular version
of the Kennicutt–Schmidt law. If R21 varies systematically with �TIR

then one expects to derive different slopes if using CO(1–0) or
CO(2–1).

Our results show that this is the case, but also that the effect is
modest. For example, in Fig. 6, R21 changes by ∼40 per cent as �TIR

changes by a factor of 100. This would translate to a difference
in slope of ∼0.07 for a power law relating the two quantities. It
seems reasonable to infer that using CO(2–1) instead of CO(1–0)
will change the slope of the ICO–�TIR relation by 0.05–0.1.

We caution that the implications of R21 for the underlying physical
scaling relation, e.g. between �mol and �SFR, are less clear. The
sensitivity of R21 to these local physical conditions implies that
physical conditions in the molecular gas are changing. Variations
in density, temperature, and optical depth will imply changes in the
CO-to-H2 conversion factor, αCO, for both CO(1–0) and CO(2–1).
Unfortunately, on its own R21 does not heavily constrain αCO. Future
work using a large set of lines and independent constraints on αCO

will help map R21 variations to αCO variations for both lines.
Scatter at fixed radius and resolved patterns: Density and radiation

field also vary at fixed galactocentric radius, e.g. due to the effects
of spiral density waves and stellar bars. The arm–interarm contrast
and small-scale structure of R21 have been the focus of several recent
papers (Koda et al. 2012; Law et al. 2018). Though our ∼1–2 kpc
resolution limits our ability to isolate small-scale variations in R21,
we attempt to quantify the scatter in R21 at fixed galactocentric radius
in our sample using a forward modeling technique.

NGC 5194 (M51) shows the largest intrinsic scatter of any target,
presumably due to its well-defined grand-design structure. Past
studies have already highlighted a strong arm–interarm contrast
in the CO line ratio in M51 (Koda et al. 2012; Vlahakis et al.
2013). The contrast is also strongly visible in our analysis, but
we find an opposite trend (we find a high interarm and low arm
R21 ratio; see Section 3.3 and Appendix E). Among the literature
there is disagreement between the relative and quantitative trend
of R21 between arm versus interarm. Interestingly, when studying
NGC 6946, Crosthwaite & Turner (2007) found R21 > 1 in the
interarm as opposed to smaller values in the molecular arm regions.
While we cannot confirm such large average absolute values with

our observations, the regions that show enhancement in our data
overlaps with theirs (we find an average R21 ∼ 0.9 in the interarm,
with 35 per cent of the points in that region with S/N > 3 showing R21

> 1, and only 8 per cent have R21 > 1.2). Furthermore, Crosthwaite
et al. (2002) and Lundgren et al. (2004) have investigated M83 and
both report higher line ratio values in the interarm region as well.
However, the validity of this trend within M83 has recently been
disputed by Koda et al. (2020), who studied the source with ALMA
observations. Differences of R21 between arm and interarm have been
found in several galaxies, however, different studies have presented
opposing trends. We believe that this is caused at least partially by
coarse spatial resolution and insufficient data quality, and should be
investigated in more detail in the future.

From point of view of the data, our study differs from Koda
et al. (2012) in that we use both new CO(1–0) and CO(2–1)
maps obtained using the IRAM 30-m EMIR receiver. The pri-
mary difference appears to come from the use of the new CO(1–
0) map. We defer a detailed comparison among M51 data sets
to the presentation of the new IRAM LP (den Brok et al., in
preparation) and new Submillimeter Array observations (Jimenez
Donaire et al., in preparation). As emphasized in Section 2.2
and Appendix E, we use what we consider the best available
map.

Interpreting in terms of ISM physics and molecular cloud condi-
tions, our finding of enhanced R21 in interarm regions as compared
to arm regions implies more excited, perhaps more diffuse, warm
and optically thin gas in the interarm regions. In the interarm
region, the heating is most likely more efficient due to different
cloud composition. Furthermore, Lundgren et al. (2004) suggest
that photon-dominated regions (PDRs) around cool stars could be
responsible for bright CO emission. This is, because the PDR
radiation field is softer, thus the CO can be heated photoelectrically
at lower AV (Spaans et al. 1994). Another possibility would be ‘CO-
loud’ gas (Lundgren et al. 2004). Small amounts of optically thin
gas could already cause strong emisivity in CO(2–1) (Wiklind et al.
1990). These explanations might be consistent with the extended
diffuse component identified in M51 by Pety et al. (2013). They find
that ∼50 per cent of the total CO emission originates from larger
spatial scales (>1.3 kpc), which would be consistent with emission
from a diffuse disc of gas at a scale height of ∼200 pc. A similar fining
was made by Caldú-Primo & Schruba (2016) studying M31. The
large scatter found may also reflect the influence of M51’s ongoing
interaction with the companion galaxy NGC 5195.

Uncertain behaviour at large radii: Despite our use of spectral
stacking, many of our R21 estimates remain uncertain at low bright-
ness temperature and large radius. In the stacked radial profiles, we
see suggestions of large deviations to both low and high R21 in some
of our targets. Similarly, in the lowest brightness temperature bins
of IR colour and TIR surface brightness we see hints of significant
deviations. It could well be that molecular gas in the outer parts of
galaxies is either optically thin, leading to high R21, or cool, leading
to low R21. More sensitive observations of both lines will be required
to ascertain the behaviour of the ratio in the faint CO emission from
the outer discs of galaxies.

4.4 Comparison to radiative transfer models

Following up the work of Leroy et al. (2017), Puschnig et al. (in
preparation) have established a set of molecular radiative transfer
models, i.e. the Dense Gas Toolbox (Puschnig 2020), which
predicts line ratios for a medium with an underlying density distribu-
tion (e.g. a lognormal distribution rather than from a single density).
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Using CO line optical depths as previously published by Cormier
et al. (2018) for EMPIRE galaxies (they find τ 12 ≈ 6 for 12CO(1–
0)), we now examine the impact of three physical quantities on
R21: temperature, mean density, and width of the lognormal density
distribution. The interplay between these quantities can be studied
through an interactive tool.3 The models show that R21 is most
sensitive to regimes with mean densities lower than ∼103 cm−3.
Below that value all three quantities are degenerate. However, above
that density the line ratio may only be driven further up by higher
temperatures, regardless of the width of the density distribution (that
is proportional to line width or Mach number). We also recognize
that values of R21 > 0.8 are only predicted for temperatures above
35 K, regardless of the mean gas density. For NGC 5194, we
may thus conclude that the mean gas density and temperature
must be nH2 > 103 cm−3 and Tkin >35 K, throughout the whole
disc.

5 SU M M A RY

We measure the 12CO(2–1)/12CO(1–0) brightness temperature
ratio, R21, across the star-forming discs of nine nearby galaxies. We
measure CO(1–0) emission from maps obtained by the IRAM 30-m
telescope in the context of the EMPIRE survey (Bigiel et al. 2016;
Jiménez-Donaire et al. 2019) and CO(2–1) emission from a mixture
of ALMA and IRAM 30-m data (den Brok et al., in preparation).
We use IRAM 30-m CO (2–1) maps obtained as part of HERACLES
(Leroy et al. 2009) and a new IRAM Large Program targeting M51.
We use ALMA maps obtained as part of the PHANGS-ALMA survey
(Leroy et al. 2021b). We measure the distributions and mean values of
R21 across individual lines of sight, integrated over galaxies, stacking
by radius, and stacking as a function of other local conditions. Our
main results are:

(i) The luminosity-weighted mean R21 for individual galaxies
ranges from 0.48 to 0.73. Within individual galaxies, we observe
a typical range of ±0.1. Over the whole sample, treating galaxies
equally we find a mean R21 of 0.63 ± 0.09.

(ii) We compiled and homogenized a set of CO observations
from the literature. For 81 disc galaxies, these literature measure-
ments yield R21 = 0.59+0.18

−0.09, in good agreement with our mean
value.

(iii) Seven of our nine targets show a central enhancement in
R21 compared to the disc-averaged value (median enhancment
∼15 per cent). The magnitude of the deviation varies from galaxy-
to-galaxy, but variation at larger radii can be much larger than the
ones found towards the centre. Both central enhancements and radial
gradients in R21 are in agreement with previous work.

(iv) We find significant correlations between R21, CO brightness
temperature, TIR surface density, and 70–160 μm ratio. All of these
have the expected trend of an increasing ratio when the gas density
and radiation field increase.

(v) R21 also shows azimuthal variation. Using a forward modelling
approach, we estimate the intrinsic scatter in R21 at fixed galactocen-
tric radius to be ∼ 20 per cent at our ∼1–2 kpc resolution.

(vi) These physical trends are not sufficient to explain the majority
of the galaxy-to-galaxy variations observed. Given the scale of our
calibration uncertainties, we cannot completely rule them out as one
of the dominant drivers for these trends. Instead, the magnitude of
this scatter appears consistent with being driven by absolute flux
calibration uncertainties.

3http://www.densegastoolbox.com/explorer/
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APPENDI X A : OVERV I EW OF MAPS

Fig. A1 displays maps of our nine target galaxies. The leftmost
column shows log10R21, the CO(2–1)/(1–0) integrated brightness
temperature ratio (see Section 3.1). Columns two and three show
the integrated CO(1–0) and CO(2–1) brightness temperature maps
(see Sections 2.2 and 2.3). Columns four and five show the Herschel
70 and 160 μm intensity maps (see Section 2.4). The last column
shows the TIR surface brightness (see Section 2.5).4

All of the maps have already been convolved to share the same,
27 arcsec angular resolution. They have all been projected on to
a hexagonal grid with a grid spacing equal to half the beamsize
(13.5 arcsec). The maps in Fig. A1 only show sightlines that have
significant (S/N > 3) integrated brightness temperature detections in
both CO(2–1) and CO(1–0).

4NGC 2903 lacks Herschel data.
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Figure A1. Multiwavelength maps used in this paper. From left to right, each row shows maps of the CO(2–1)/CO(1–0) integrated brightness temperature ratio,
log(R21), CO(1–0) and CO(2–1) integrated brightness temperature, Herschel 70 and 160 μm fluxes, and the TIR surface brightness. There are no Herschel data
available for NGC 2903. We plot values for positions that have significant (S/N > 3) integrated brightness temperature detections within both the CO(2–1) and
CO(1–0) maps. For reference, we overlay CO(1–0) integrated brightness temperature contours on the R21 map. The remaining panels have contours of their
respective colour scale, in levels of 20, 30, 40, 50, 60, 70, 80, 90, 95, 97.5, and 99.5 of the peak value.
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Figure A1 – continued

A P P E N D I X B: FO RWA R D M O D E L L I N G TO
INFER PHY SICAL SC ATT E R IN R21

This section presents our modelling used to estimate the scatter of
the R21 ratio at a fixed galactocentric radius. In our modelling, we
choose to disentangle the intrinsic scatter per radial bin from the
observational noise, and model the value of the scatter that best
describes our data separately.

The observed scatter in R21 reflects a combination of statistical
and physical scatter. Fortunately, we have accurate estimates of the
statistical uncertainties. To estimate the physical scatter, we carry out
a forward modelling analysis that leverages this knowledge.

To do this, we assume that the true physical distribution of R21 is
lognormal. This appears to be a reasonable assumption based on the
observed distributions, e.g. in Fig. 1. The lognormal distribution
has strictly speaking no physical meaning, but gives a simple
representation of the scatter. Then, our modelling process proceeds
as follows:

(i) We normalize all measured R21 ratios to the median value of
the ratio in the distribution.

(ii) We simulate a set of new data. Each data set has a known
physical scatter between 0 and 2 dex. We add Gaussian noise to each
new data set based on the known observational uncertainties for the
measurement in the data set.

(iii) We compare the observed distribution to the simulated
distribution and select the simulated data set that best matches
our observational data. To selected the best match, we use the
Kolmogorov–Smirnov statistics.

(iv) We adopt the physical scatter in the best-matching model
distribution as our best estimate of the true physical scatter.

This estimate accounts for the known scatter due to statistical
uncertainties, which can be substantial.

APPENDI X C : CALIBRATION UNCERTAINTIES
I N HERACLES

In the main text, we emphasize the importance of knowing the
calibration uncertainties for accurate R21 estimation. Here, we revisit
topics related to the calibration of the HERACLES CO(2–1) maps.
Table C1 shows the list of sources for which we have complementary
CO(2–1) data besides HERACLES.

HERACLES was obtained using the HERA receiver array on the
IRAM 30-m telescope (Schuster et al. 2007). HERA consists of two
nine-receiver arrays, one for each polarization, for a total of 18 pixels.
HERACLES was calibrated using the standard IRAM 30-m chopper
wheel calibration and converted from antenna temperature to main
beam temperature using best estimates for the IRAM forward and
main beam efficiencies. The bandwidth of HERA does not allow
observations of a Galactic line calibrator. The overhead to observe
a flux calibrator with every pixel during each few-hour observing
block was prohibitive.

Measured gain variations: Leroy et al. (2009) assessed the
uncertainty in the HERACLES calibration by building maps from
different polarizations and observing sessions. By comparing the
intensity of bright-point sources, they estimated an overall calibration
uncertainty of 20 per cent.

After that, a more rigorous check was added to the HERACLES
pipeline to assess the relative flux calibration of the individual
receiver pixels. We took the final cube created from all pixels. Then,
we took the location of each observation for each individual receiver
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Figure C1. Histograms of log gains per HERA pixel and polarization.

Table C1. Overview of adopted CO(2–1) single dish data sets that we use as
complimentary to EMPIRE CO(1–0) for the CO line brightness temperature
ratio.

Galaxy HERAa ALMAb EMIRc

NGC 0628 � �

NGC 2903 � �

NGC 3184 �

NGC 3627 � �

NGC 4254 � �

NGC 4321 � �

NGC 5055 �

NGC 5194 � �

NGC 6946 �

aPart of HERACLES (Leroy et al. 2009).
bPart of PHANGS-ALMA-survey (Leroy et al. 2021b).
cPart of M51 IRAM 30-m Large Program (den Brok et al., in preparation).

pixel. In this way, we simulated the spectrum that we would expect
to observe with that pixel. We compared this expected spectrum to
the real observed spectrum for that pixel. Based on this comparison,
we calculate the best-fitting multiplicative factor, the ‘pixel gain’,
to match that pixel to the overall cube. The accuracy of the gain
measurements is accessible via the χ2 values obtained from the
comparison between simulated and observed spectrum. We measured
a gain for each array pixel and observing session, labelling the
observing session by the day of the observations.

The measured pixel gain represents the offset in calibration
between that pixel and the overall array. This factor does not capture
absolute variations in the calibration, it measures how internally well
calibrated the pixels are relative to one another.

Fig. C1 shows histograms of the pixel gain for each pixel. We
only plot pixel gains with high accuracy, i.e. their χ2 values lie
within ±1σ of the Gaussian log-χ2 distribution. Lower signal-to-
noise cases typically represent observations of faint galaxies or
empty sky and do not contain the signal needed to fit for the pixel
gain.

The figure displays that the gain shows typical rms variation of
±0.10 dex. Some pixels are less stable than others, with the second
polarization (HERA2, labelled ‘2H’) showing more scatter than the
first polarization.

If the pixel gains were uncorrelated, random, and the coverage
of each pixel were spread evenly across the maps, then we expect
that the pixel gain uncertainties should average and the calibration
uncertainty associated with individual receiver variations would be√

18 ≈ 4.2 times lower than the mean individual pixel gain. This
represents a lower limit to the calibration uncertainty, which we
estimate at ±0.024 dex or ±6 per cent.

In fact, the gains do show some correlation, so that there do not
appear to be 18 truly independent realizations. As mentioned, the two
polarizations often appear offset from one another, with the typical
offset on any given day of 0.08 dex.

Based on this, we find an upper and lower limit uncertainty
of ±0.10 and ±0.024 dex, respectively, corresponding to a flux
calibration uncertainty between ±6 and ±25 per cent. This will not
include any additional terms that are covariant among all pixels, like
correction for the atmosphere and beam efficiency effects.

Note that although the HERACLES observing strategy attempted
to maximize the number of different pixels observing each part of
the sky, local variations in the calibration will be worse due to the
fact that not all pixels see all locations.

As an aside, note that we already used these calculated pixel
gains to identify and flag the worst receiver-day combinations before
producing the maps made publicly available and used in Schruba
et al. (2011, 2012), Leroy et al. (2013), and Sandstrom et al. (2013).

Comparisons in Galaxy with two maps: As a more direct,
alternative check, we took the overlap between PHANGS-ALMA,
HERACLES, and the new IRAM 30-m map of M51 in our sample
and directly calculated how these CO(2–1) maps compared to one
another (see Figs C2 and C3).

On average, we find consistent results for the mean CO(2–
1)/CO(1–0) line ratio when we change the CO(2–1) data set used
in the overlapping data set (HERA: 〈R21〉 = 0.62 ± 0.14; ALMA:
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Figure C2. Radial profiles of the CO line brightness temperature ratio, R21, as a function of galactocentric radius for all the galaxies in the EMPIRE sample,
similar to Fig. 3. Here, we substituted the CO(2–1) data from HERACLES for ALMA or the new M51 Large Program data. Upper and lower limits of individual
sightlines are indicated by upward and downward triangles. We present the stacked values of the ratio per 27 arcsec radial bin. The dashed line gives the mean
line ratio within the galaxy.

Figure C3. Radial profiles of the CO ratio, R21, as a function of galactocentric radius for all the galaxies in the EMPIRE sample, similar to Fig. 4. The grey,
dashed line gives the mean line ratio across all galaxies plotted, while the black, dashed lines indicate the 1σ deviation. For the CO(2–1) data set, HERA data
were substituted by ALMA and in the case of NGC 5194 with EMIR 1-mm observations.

〈R21〉 = 0.56 ± 0.11). That is, there does not seem to be strong
evidence that the overall amplitude scale of HERA is biased relative
to ALMA or the new 30-m observations obtained with EMIR.

We do find relatively strong discrepancies in the maps for two
galaxies: NGC 3627 and NGC 5194 (see Fig. C4). Compared to the
new EMIR map by den Brok (in preparation), the HERACLES map
of NGC 5194 is low by a factor of 0.89. Meanwhile the NGC 3627

shows an offset of 0.73 from the ALMA map on average, but also a
qualitatively different radial structure.

These were the two earliest galaxies observed with HERA.
NGC 5194 was observed as part of commissioning (Schuster et al.
2007) and NGC 3627 as part of a pilot programme that explored
the viability of HERACLES. As a result, they did not yet adopt
the rotation, cross-scanning, and offset that became part of the later
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Figure C4. Side-by-side comparison when substituting HERA CO(2–1) with ALMA or EMIR data in the case of NGC 3627 and NGC 5194. The calibrational
uncertainties for HERA are estimated to be around 20 per cent (Leroy et al. 2009), while for EMIR (Carter et al. 2012) and ALMA (Bonato et al. 2018) it
is around 5 per cent. We note that the HERA maps in particular of NGC 5194 are less reliable, as this constitutes a commission observation under difficult
observing conditions. The two cases show the strongest discrepancies when substituting the CO(2–1) data sets.

Figure C5. In-depth analysis and comparison of the the sources for which we have two CO(2–1) data sets. The top row shows the latest available CO(2–1)
data sets (from ALMA or EMIR in the case of NGC 5194). The second row shows the HERACLES CO(2–1) 2D maps. The third row shows the relative spatial
variation of the ratio of the two CO(2–1) observations. In the bottom row, the integrated brightness temperatures of individual sightlines are plotted against each
other. The dotted line indicates the 1:1 relation. Black points indicate data points for which both CO(2–1) data are detected with S/N > 3.
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HERACLES observing strategy. Our recommendation is that the new
EMIR and ALMA maps supersede the HERA data for these targets,
and we have adopted this approach in this paper.

For the remaining galaxies with two maps, NGC 628, NGC
2903, NGC 4254, and NGC 4321, we find better agreement. A
more detailed comparison is shown in Fig. C5, where the spatial
variation in 2D of the ratio of the two different CO(2–1) observations
is shown. Overall pairs of CO(2–1) maps mostly show similar
morphologies. The global offset in calibration for NGC 3627 and
NGC 5194 discussed above is striking. We also see some second-
order variations in morphology between the maps, e.g. in the centre
of NGC 3627 and NGC 4321. Our best estimate is that these reflect
pixel gain variations in HERA, which are inducing second-order
local calibration uncertainties.

A P P E N D I X D : STAC K E D C O L I N E
MEASUREMENTS

We apply a stacking technique to improve the S/N when measuring
R21 as a function of other quantities. This technique is summarized
in Section 2.5 and described in more detail by Schruba et al. (2011),
Jiménez-Donaire et al. (2017), and Cormier et al. (2018). In Figs D1
and D2, we show one application, the stacked CO(1–0) and CO(2–
1) brightness temperature as a function of galactocentric radius in
NGC 0628. This illustrates the procedure used to stack other galaxies
and to stack by other quantities. It also highlights some of the
uncertainty associated with the lowest brightness temperature bins,
an issue raised in the main text.

Table D1. Signal-to-noise ratio for the radial stack bins (see Fig. D1 for an example showing the individual radial bins for one galaxy). The median of a given
bin over the nine galaxies is taken, as well as the 5 and 95 percentiles. Each radial bin has a width of 1 kpc.

Center radial bin (kpc) 0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5

Median SNR 142 110 103 96 89 67 54 40 28 9.5 4.1 10.1
5 perc. 54 60 62 59 63 49 23 20 11 6.5 0.8 0.8
95 perc. 323 215 157 148 97 94 99 78 59 47 36 28

Figure D1. Illustration of spectral stacking. Spectra of CO(1–0) brightness temperature stacked as function of galactocentric radius in NGC 0628. The outer
radius, in kpc, of each kpc-wide ring is given in the top right corner, with the colour indicating whether the line peak has S/N > 5 (green) or not (red). Shaded
area shows the region over which we integrate to determine the line flux. The light grey dotted line indicates v = 0 km s−1 position. The bottom right panel
illustrated the rings used for the stack.
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Figure D2. Illustration of spectral stacking. As Fig. D1 but now showing the CO(2-1) line stacked in bins of galactocentric radius.

Both figures show that stacked by the local H I velocity produced
high signal-to-noise ratio, coherent spectra out to ∼10 kpc. The grey
region shows the integration area used to determine the integrated
brightness temperature. This clearly corresponds to all real astro-
physical signal out to 9 kpc, with the algorithm used to identify the
line width doing a good job.

Outside 9 kpc, we begin to see some breakdowns in the ap-
proach. In the 10th radial bin, which covers rgal = 9–10 kpc, the
CO(1–0) spectrum includes a second, fainter, CO(1–0) emission
peak to the right of the main emission line. This second peak
appears displaced by approximately 100 km s−1 from the main
peak. This could represent a noise spike, a problem with the H I

velocity field, a problem with baseline subtraction, or real signal.
No analogous feature appears in the CO(2–1) spectrum. In this
case, we manually extended the integration range to cover the
additional emission line, but the profile becomes uncertain in this
bin. This uncertainty is higher than the statistical uncertainty. In the
next panel, we see that by 10–11 kpc, uncertainties in the baseline
produce large ‘ripples’ in the spectrum for both CO(1–0) and CO(2–
1). Though formally the S/N of the data remain high (there is
extended emission over a large velocity range), these results remain
uncertain.

These sorts of systematic uncertainties tend to crop up in the outer
parts of the binned data. These breakdowns in the stacking procedure
and baseline uncertainties contribute to some of the scatter in profiles
at low intensity but are not necessarily reflected in the statistical
scatter.

APPENDI X E: A ZI MUTHAL R21 VA R I AT I O N IN
N G C 5 1 9 4

In this study, we investigated the spatial variation of the CO line
brightness temperature ratio across the full discs of the galaxies.
The source NGC 5194 is not only unique in the sense that it shows
strong differences between the arm and interarm regions, but the
trend we find disagrees with a previous study by Koda et al. (2012).
We find larger R21 values (∼0.9–1) in the interarm region compared
to the molecular arm region (∼0.7–0.8). This trend stands in contrast
to the one reported in Koda et al. (2012). Here, we investigate the
origin of the discrepancy. As we used different observations than
the previous study, it is essential to determine, which data set causes
the discrepancy. In particular, we used CO(1–0) observations from
the PAWS survey (Pety et al. 2013) and CO(2–1) observations from
the M51 Large Program (den Brok et al., in preparation). Koda et al.
(2012) on the other hand used CO(1–0) observations from NRO
(Koda et al. 2011) and CO(2–1) observations from HERACLES
(Leroy et al. 2009).

To properly analyse the azimuthal variation, we followed the
same procedure as described in Koda et al. (2012) to determine
the variation of R21 as a function of the spiral phase. Fig. E1 shows
(left-hand panel) the result, where we looked at the line ratio using
all possible permutations of the CO(1–0) (PAWS and NRO) with
CO(2–1) (M51 LP and HERACLES) data sets. All observations
were convolved to a common resolution of 24 arcsec. The red and
blue hashed regions indicate the location of the spiral arm, as given
in Koda et al. (2012) (see also right-hand panel of Fig. E1; molecular
arm: blue, ψ = 60–100◦ and 230–270◦; leading edge: red, ψ = 80–
120◦ and 250–290◦). Note that the y-axis shows the normalized line
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Figure E1. Normalized CO line ratio as function of spiral phase. We follow the spiral phase analysis of the integrated CO line brightness temperature ratio,
as described in Koda et al. (2012), to study the azimuthal variation. (Left-hand panel) Here, we show all four permutations of the two different CO data sets
for both transitions. Each line ratio is normalized by the corresponding mean. The shaded area shows the standard deviation of the line ratio binned by spiral
phase. The blue, hashed band shows the molecular arm and the red, hashed band indicates the trailing star-forming arm, as provided by Koda et al. (2012). It is
evident, that upon changing the CO(1–0) data set (PAWS versus NRO), the trend of the line ratio changes, while changing the CO(2–1) data sets (M51 LP versus
HERACLES), has no effect. (Right-hand panel) The CO(1–0) brightness temperature map showing the PAWS data. The spiral phases are plotted in increments
of 20◦. Points within the central hashed inner 45 arcsec area as well as the hashed region in the north-west are excluded from the spiral phase bins. We applied
an S/N = 10 threshold.

Figure E2. CO(1–0) line brightness temperature maps. Side-by-side comparison of (left) the PAWS CO(1–0) line brightness temperature map (Pety et al. 2013)
and (right) the NRO 45-m map (from Koda et al. 2011). Both show similar line brightness temperature values, but the NRO map shows a weaker contrast between
arm and interarm region (especially at the position of the outer arms), which we believe causes the discrepancy in the azimuthal line brightness temperature
trend discussed in Section 3.3 and Appendix E. Both maps were created by integrating the full cube over the same masked velocity range. (right) The ratio of
the CO(1–0) line of the NRO map and the PAWS map. The contours are drawn at S/N = 20, 40, and 100 of the PAWS CO(1–0) map. The discrepancy is strong
in the interarm region, where the ratio is clearly >1.

ratio. It is evident from this plot, that the discrepancy is caused by
the use of a different CO(1–0) data set. Substituting the CO(2–1)
HERACLES data with the M51 LP observations does not change
the azimuthal trend at all. Fig. E2 shows the two different CO(1–0)
maps side by side. The left-hand panel shows the PAWS brightness
temperature map, while the map on the right illustrates the NRO
map. The NRO map has a native resolution of 19.7 arcsec. For the
comparison, we convolved it to the resolution of the PAWS CO(1–0)
map at 24 arcsec. We integrated both the NRO and PAWS cube over

the same velocity range. Already from visual inspection, it is evident
that the contrast between arm and interarm is higher in the PAWS than
in the NRO map (especially for the position of the outer arms). The
discrepancy can be caused by inproper error beam handling, different
or unstable Tsys, variable S/N, or scanning artefacts. To investigate
the exact cause for the discrepancy is beyond the scope of this project.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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ABSTRACT

We present the CO isotopologue Line Atlas within the Whirpool galaxy Survey (CLAWS), which is based on an IRAM 30 m large
programme that provides a benchmark study of numerous faint CO isotopologues in the millimetre-wavelength regime across the full
disc of the nearby grand-design spiral galaxy M 51 (NGC 5194). The survey’s core goal is to use the low-J CO isotopologue lines to
constrain CO excitation and chemistry, and therefrom the local physical conditions of the gas. In this survey paper, we describe the
CLAWS observing and data reduction strategies. We map the J = 1→0 and 2→1 transitions of the CO isotopologues 12CO, 13CO,
C18O, and C17O, as well as several supplementary lines within the 1 mm and 3 mm window (CN (1−0), CS (2−1), CH3OH (2−1),
N2H+ (1−0), and HC3N (10−9)) at ∼1 kpc resolution. A total observation time of 149 h offers unprecedented sensitivity. We use these
data to explore several CO isotopologue line ratios in detail, study their radial (and azimuthal) trends, and investigate whether changes
in line ratios stem from changes in interstellar medium properties such as gas temperatures, densities, or chemical abundances. For
example, we find negative radial trends for the 13CO/12CO, C18O/12CO, and C18O/13CO line ratios in their J = 1→0 transitions. We
also find variations with the local environment, such as higher 12CO (2−1)/(1−0) or 13CO/12CO (1−0) line ratios in interarm regions
compared to spiral arm regions. We propose that these aforementioned variations in CO line ratios are most likely due to a variation in
the optical depth, though abundance variations due to selective nucleosynthesis on a galaxy-wide scale could also play a role. We also
study the CO spectral line energy distribution (SLED) using archival JCMT 12CO (3−2) data and find a variation in the SLED shape
with local environmental parameters, suggesting changes in the optical depth, gas temperatures, or densities.

Key words. galaxies: ISM – ISM: molecules – radio lines: galaxies
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1. Introduction

A key to our understanding of the interstellar medium (ISM)
and its chemical evolution is the study of emission from car-
bon monoxide (CO), the second most abundant molecule after
H2, and its isotopologues. Such isotopologue studies allow us to
examine the physical conditions within the gas, study the enrich-
ment of the ISM, and open up the potential of deciphering the
star formation history of a galaxy. Due to CO’s permanent dipole
moment and low mass, it has low-energy rotational transitions.
Consequently, the emission from these rotational transitions is
excited and can be observed at low temperatures (<10 K) – unlike
for H2, which is hardly excited and thus not observable under
typical ISM conditions. While the low-J CO transitions of the
main isotopologue, 12CO, are known to be optically thick, a rela-
tion of their emission with the molecular gas mass has been
found via the CO-to-H2 conversion factor, αCO (e.g. Solomon
et al. 1987; Nakai & Kuno 1995; Leroy et al. 2011a; Sandstrom
et al. 2013; or see review by Bolatto et al. 2013).

The 12CO line brightness temperature ratios between differ-
ent rotational transitions are generally of great interest. High-z
observations typically observe higher-J 12CO lines (Carilli &
Walter 2013). By assuming line ratios, such studies can calculate
an equivalent 12CO (1−0) brightness temperature (e.g. Tacconi
et al. 2008; Genzel et al. 2012; Cañameras et al. 2018) and
then convert to physical parameters, such as the molecular gas
mass, using αCO. Such studies often adopt CO line ratios and
a CO-to-H2 conversion factor measured in the local universe
(e.g. Tacconi et al. 2008; Schruba et al. 2012; Sandstrom et al.
2013, see also reviews by Solomon & Vanden Bout 2005; Carilli
& Walter 2013). However, recent studies find variations in the
line ratio within and among nearby spiral galaxies (den Brok
et al. 2021; Yajima et al. 2021; Leroy et al. 2022), which have
consequences for the down-conversion of high-J CO transitions
and the conversion to ISM physical parameters. Such variations
are also expected from simulations. Modelling individual giant
molecular clouds, Peñaloza et al. (2018) found variations in the
12CO line brightness temperature ratios of order 0.3 dex and
attributed these changes to varying environmental conditions,
including cloud mass and density, the interstellar radiation field
(ISRF), and the cosmic ray ionisation rate (CRIR). Furthermore,
the CO-to-H2 conversion factor itself is subject to environmen-
tal variations (e.g. Young & Scoville 1982; Sandstrom et al.
2013; Accurso et al. 2017; see also simulations, e.g. Shetty
et al. 2011a,b; Gong et al. 2018, 2020). The value for αCO is
empirically calibrated using many Milky Way clouds (Solomon
et al. 1987), from CO, H I, and dust mass observations in exter-
nal galaxies (Sandstrom et al. 2013), or using [C II] emission
(Madden et al. 2020). When comparing αCO to other galax-
ies, the metallicity, the presence of CO-dark gas, and tem-
perature variations relative to the Milky Way should be taken
into account. Thus, it is important to constrain variations in
the CO line ratio and conversion factor and understand their
dependences on the galactic environment and ISM conditions.

CO isotopologue transitions help us study the conditions of
the ISM. Whereas the low 12CO transitions usually remain opti-
cally thick, C18O and C17O lines stay optically thin over large
parts of the galaxy. By contrast, the 13CO emission can be opti-
cally thin or have a moderate optical depth, depending on its
relative abundance (see the review by Heyer & Dame 2015).
Comparing two optically thick lines provides insight into the
physical conditions of the emitting gas, such as its temperature
or density (Leroy et al. 2017; Jiménez-Donaire et al. 2019; den
Brok et al. 2021). Contrasting optically thin to optically thick

lines allows us to analyse the optical depth of the gas and inves-
tigate the gas column and volume densities of the molecular
gas (Young & Scoville 1982; Pineda et al. 2008; Wilson et al.
2009). Finally, studying the ratio of two optically thin lines can
be used to study abundance variations within the Milky Way
(Langer & Penzias 1990; Milam et al. 2005) or across galaxy
discs (Jiménez-Donaire et al. 2017b).

The study of CO isotopologues can also be used to inves-
tigate the chemical enrichment of the molecular gas. C and
O isotopes – and consequently CO isotopologues – are a direct
byproduct of stellar evolution via the CNO cycle. By studying
their abundances, the physical processes that generate the vari-
ous CO isotopologue species can be analysed. For instance, the
13C isotope is primarily produced in low-mass stars (Wilson &
Rood 1994), while 18O is mainly replenished due to massive stars
(Henkel et al. 1994). This makes the CO isotopologues a use-
ful diagnostic tool for studying stellar populations (Sliwa et al.
2017; Sliwa & Downes 2017; Zhang et al. 2018; Brown & Wilson
2019). Previous studies of CO isotopologues and other C, N, and
O isotope ratios have already been extensively carried out for the
Milky Way (Langer & Penzias 1990; Wilson & Matteucci 1992;
Wilson & Rood 1994; Henkel et al. 1994; Milam et al. 2005).
The past decade has also seen an increase in the study of CO iso-
topologues in extragalactic sources (Martín et al. 2010; Henkel
et al. 2014; Meier et al. 2015; Cao et al. 2017; Jiménez-Donaire
et al. 2017a,b, 2019; den Brok et al. 2021; Yajima et al. 2021).

The low-J 12CO transitions produce the brightest molecular
lines (e.g. at 30 arcsec, we find brightness temperatures of around
60 K km s−1 in the centre of M 51) and consequently have been
covered in numerous previous studies carried out with the Insti-
tut de Radioastronomie Millimétrique (IRAM) 30 m telescope,
the IRAM Northern Extended Millimeter Array (NOEMA),
the Atacama Large Millimeter/submillimeter Array (ALMA),
and other millimetre-wavelength observatories (Hasegawa et al.
1997; Hasegawa 1997; Sakamoto et al. 1997; Leroy et al. 2009;
Koda et al. 2011, 2020). CO isotopologue ratios are harder to
observe since, due to their lower abundance, the emission is of
order ∼10 and ∼50 times fainter for 13CO and C18O, respectively,
compared to the 12CO emission. Therefore, in the past these tran-
sitions were usually either studied in the Milky Way (Langer &
Penzias 1990; Wilson & Rood 1994; Sawada et al. 2001; Yoda
et al. 2010) or in strongly active star-forming galaxies, such as
starburst galaxies or ultra-luminous infrared galaxies (ULIRGs;
Meier & Turner 2004; Costagliola et al. 2011; Aladro et al. 2013;
Sliwa et al. 2017; Brown & Wilson 2019). Only in recent years,
thanks to the advancement of state-of-the-art receivers and large
programmes, have we seen an increase in CO isotopologue line
surveys of star-forming spiral galaxies.

The EMIR Multiline Probe of the ISM Regulating Galaxy
Evolution (EMPIRE) survey targeted nine galaxies and covered
the 13CO and C18O J = 1→ 0 transitions (Jiménez-Donaire
et al. 2019). It has been found, for example, that the 13CO to
C18O line ratio is much lower in ULIRGs and star-bursting
systems than compared to the Milky Way or nearby normal star-
forming galaxies (Greve et al. 2009; Matsushita et al. 2009;
Jiménez-Donaire et al. 2017b; Brown & Wilson 2019), consis-
tent with recent or ongoing star formation as well as a top-heavy
stellar initial mass function (Brown & Wilson 2019). Further-
more, Cormier et al. (2018) used the optically thin 13CO (1−0)
line from EMPIRE to derive a spatially resolved 13CO-to-H2
conversion factor for nearby galaxies.

With the CO Isotopologue Line Atlas within the Whirlpool
galaxy Survey (CLAWS), we use the IRAM 30 m telescope to
provide an in-depth analysis of low-J transitions of CO and
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several isotopologues (13CO, C18O, and C17O) over the entire
star-forming and molecular disc (6.6 arcmin × 6.6 arcmin) of the
grand-design spiral galaxy M 51 (NGC 5194). Due to its relative
proximity (D = 8.6 Mpc; McQuinn et al. 2016) and high surface
density, it is routinely observed from high-energy X-ray to radio
wavelengths, thus providing a wealth of ancillary data. Previous
wide field-of-view imaging observations have targeted different
low-J 12CO and 13CO emission line transitions (e.g. Koda et al.
2011; Pety et al. 2013; Schinnerer et al. 2013 as part of PAWS;
Jiménez-Donaire et al. 2019 as part of EMPIRE) and even C18O
was observed towards a few bright regions inside M 51 (see
Schinnerer et al. 2010; Tan et al. 2011; Watanabe et al. 2014,
2016). We complement these studies and provide the currently
most complete extragalactic CO isotopologue line atlas.

The main goal of this project is to use the large number of CO
isotopologues to study the dependence of excitation on galac-
tic environment and investigate isotopic abundance variations.
In addition, we use the CO isotopologues to constrain the spatial
variation in the CO-to-H2 conversion factor.

This paper is organised as follows: In Sect. 2, we present
and describe the IRAM 30 m observations as well as the ancil-
lary data that are used in this paper. Section 3 explains how we
convert observational measurements to physical quantities. The
main results of the paper, which include the different CO line
ratios as well as their spatial variations, are presented in Sect. 4.
Finally, Sect. 5 discusses our findings and provides an outlook
on future projects that can be conducted with the data from this
project.

2. Observations and data reduction

2.1. Target

M 51 (NGC 5194) is a prime target for the study of faint
CO isotopologues in extragalactic systems. With a distance of
D ≈ 8.6 Mpc (McQuinn et al. 2016) – so an angular scale of
1 arcsec corresponds to physical scale of ∼40 pc – it is one of
the brightest nearby grand-design spiral galaxies. It is a tidally
interacting, active star-forming galaxy, with the molecular gas
dominating the inner ∼5−6 kpc (Schuster et al. 2007; Leroy et al.
2008) Furthermore, the galaxy hosts an active galactic nucleus
(Querejeta et al. 2016). Figure 1 shows the galaxy in the optical
using a Hubble Space Telescope (HST) image. The 12CO (2−1)
emission observed as part of this programme is overlaid. The
galaxy is close-to face on (i = 22◦; Colombo et al. 2014) and
the target’s key parameters are listed in Table 1. M 51 is a tem-
plate for active star-forming galaxies, where we can resolve
discrete environments, know molecular cloud properties (e.g.
from PAWS; Colombo et al. 2014) and have a wealth of ancillary
data and observations from all wavelength regimes. The ancil-
lary data used in this study are provided and described in the
following sections.

2.2. Observations

As part of an IRAM 30 m large programme (#055-17), the EMIR
receiver was used to map emission lines in the 1 mm (220 GHz)
and 3 mm (100 GHz) windows in dual polarisation from the
entire disc of M 51 for a total of 149 h (109.2 h on-source time)
between 2017 and 2019. The receiver has an instantaneous band-
width of 15.6 GHz per polarisation. The observations were split
into two parts by implementing E90 LO/LI + UI/UO (Setup 1) as
well as E230 LO/LI + UI/UO (Setup 2). The first setup covers the

13h30m00s 29m48s 36s

47◦15′
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Fig. 1. Red, green, and blue (RGB) image of M 51 with 12CO emis-
sion, a colour HST plate composed of B, V , and I filter images taken
from Mutchler et al. (2005). Overlaid as contours are the IRAM 30 m
12CO (2−1) integrated line brightness temperatures (at a resolution of
13 arcsec, indicated by the circle in the lower-left corner). The contours
show signal-to-noise levels from 8 to 70, from blue to brown. The beam
size of the 12CO (2−1) observations is indicated at the bottom left of the
figure. The dashed region shows the field-of-view of the IRAM 30 m
observations.

3 mm range and was carried out under good atmospheric con-
ditions (1.8 mm of precipitable water vapour (pwv) and mean
Tsys = 111 K [T?

a ]). The total on-source time accumulated to
65.9 h. The second setup observes J = 2→ 1 lines in the 1 mm
regime. For this setup, good winter conditions were required
(1.7 mm pwv and Tsys = 217 K [antenna temperature T?

a ] mean)
and the final total on-source time amounted to 43.3 h. The fast
Fourier transform spectrometers with 195 kHz spectral resolu-
tion (FTS200) were used for both setups to provide a spectral
resolution of ∼0.5 km s−1 for the E090 and ∼0.2 km s−1 for the
E230 band. Table 2 lists the lines covered.

A field of 6.6 arcmin × 6.6 arcmin (around 44 arcmin2) was
mapped in the on-the-fly–position switching (OTF-PSW) mode
and included two emission-free reference positions nearby. The
mapping approach is similar to the one used in the EMPIRE sur-
vey (see Jiménez-Donaire et al. 2019). For each spectral setup,
a scan of 8 arcsec s−1 is performed using multiple paths that are
each offset by 8 arcsec from each other. For each execution of
the mapping script, the scanned box is shifted by

√
2× (0, 2, 4, 6)

along the diagonal. So in the end, M 51 is covered with a much
finer, 2 arcsec instead of 8 arcsec, grid. The read-out dump time
is 0.5 s, the final spacing between data points is 4 arcsec. The
focus of the telescope was determined using observations of
bright quasars or planets at the beginning of each observation
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Table 1. M 51 source description.

Property Value

Name NGC 5194 (M 51)
RA (J2000) (a) 13h29m52.s7
Dec (J2000) (a) 47◦11′43′′

i (b) 22◦

PA (c) 172◦

r (d)
25 3.9′

D (e) 8.6 Mpc
V ( f )

hel 456.2 km s−1

Metallicity (g) [12 + log(O/H)] 8.55
Morphology (h) SAbc
〈ΣSFR〉 (i) 20 × 10−3 M� yr−1 kpc−2

log10(M?/M�) ( j) 10.5

Notes. (a)Coordinates of the centre of the galaxy adopted from the
NASA Extragalactic Database (NED) from Shetty et al. (2007).
(b)Inclination of the galaxy with respect to the plane of the sky from
Colombo et al. (2014). (c)Position angle of the galaxy. (d)25th mag-
nitude isophote radius of the B-band taken from the Extragalactic
Distance Database (EDD; Tully et al. 2009). (e)Distance to the galaxy
from McQuinn et al. (2016). ( f )Heliocentric systemic velocity from
Walter et al. (2008). (g)Metallicity averaged across the full galaxy from
Moustakas et al. (2010). (h)Morphological type as given in Leroy et al.
(2013). Adopted from Dale et al. (2009). (i)The average SFR surface
density within 0.75r25. ( j)Integrated stellar mass derived from 3.6µm
emission.

session, which had typical lengths of 2−3 h. In the case of
longer sessions, the focus was corrected every 3 h, and in addi-
tion after sunset and sunrise. Every 1−1.5 h, the pointing of the
telescope was adjusted using either a nearby quasar or planet.
In order to properly perform the antenna temperature (T?

a ) cali-
bration, a chopper-wheel calibration was done repeatedly every
10−15 minutes using a hot- and a cold-load absorber and sky
measurements. Finally, line calibrators (IRC+10216, W3OH, and
W51D) were routinely observed to monitor systematic error in
amplitude and the flux calibration.

2.3. Data reduction

The data reduction was performed automatically using the
scripts and pipeline used for the EMPIRE survey (see descrip-
tion in Jiménez-Donaire et al. 2019). Basic calibration was done
using MRTCAL1. The first step consists of converting the spectrum
to the antenna temperature scale. For this, each science scan is
combined with the last previous calibration scan. Next, we sub-
tract from the calibrated spectrum the OFF measurement. These
steps constitute the most basic calibration. The target lines are
then extracted using the Continuum and Line Analysis Single-
dish Software (CLASS2). A zeroth-order baseline is subtracted,
omitting the range of 50–300 km s−1 around the centre of the
line in the fit. The individual spectra are then re-gridded to have
a 4 km s−1 channel width across the full bandpass. The spectra
are saved as FITS files for further processing.

In order to monitor the stability of the flux calibration, the
spectra of line-calibrator sources (e.g. IRC+10216) were further
obtained. From these we find a maximum day-to-day variation

1 https://www.iram-institute.org/medias/uploads/
mrtcal-check.pdf
2 https://www.iram.fr/IRAMFR/GILDAS/doc/html/
class-html/class.html

in amplitude of ∼7.5% over all observations. The 1σ variation is
∼2.4% only.

Subsequent data reduction is performed using a custom
IDL routine based on the HERA CO-Line Extragalactic Sur-
vey (HERACLES) data reduction pipeline (Leroy et al. 2009).
This routine removes pathological data such as bad scans or
spectra. Platforming correction at the edges of the FTS units
is also corrected for in the EMPIRE pipeline. The baseline fit-
ting is performed again excluding a generous line window using
the 12CO (1−0) line emission from PAWS as a prior: Around the
mean 12CO (1−0) velocity, a window is placed, the full width of
which ranges between 50 and 300 km s−1 depending on the width
of the line for each pixel. Two further windows of the same width
are defined adjacent to the central window and a second-order
polynomial fit of the baseline is performed in these windows.
The resulting baseline is subtracted from the entire spectrum.

After these steps, we check for further pathological spec-
tra. These are rejected by sorting the remaining spectra by their
rms, which is calculated from the line-free windows after the
baseline subtraction, and the highest 10% are rejected. Upon
careful inspection by eye, additional spectra were discarded if
they showed platforming or other potential issues.

The antenna temperature scale (T?
a ) is converted to main

beam temperature (Tmb) using a cubic interpolation of the
forward (Feff) and beam (Beff) efficiencies from the IRAM
documentation3 as a function of the observing frequency. In par-
ticular, the conversion is performed using the following equation:

Tmb =
Feff

Beff

T?
a . (1)

The Feff/Beff ratio adopted for our observing programme was 1.2
for Setup 1 (3 mm regime) and 1.6 for Setup 2 (1 mm regime). In
this study, we exclusively use the main beam temperature Tmb.

The final data cube is generated by gridding the spectra onto
a 2 arcsec spaced Cartesian grid. Consequently, the final resolu-
tion is coarser than the IRAM 30 m native resolution due to the
gridding kernel by a factor of 1.2.

We do not correct for the contribution from the IRAM 30 m
error beam to the observed main beam temperature. We dis-
cuss this effect in Appendix A. In short, emission can enter
our detection via the telescope’s error beam, thus increasing the
observed flux. Regions with faint emission in the galaxy are most
likely affected by this. The exact shape of the IRAM 30 m error
beam is difficult to determine and it fluctuates depending on the
telescope’s elevation. Consequently, we can only estimate the
impact. We see that in the 3 mm regime, the contribution leads to
an additional 10% increase in flux in faint regions. In the 1 mm
regime, the impact is larger with a contribution of up to 30 to
40% in certain regions. For a more detailed discussion of the
estimation of error beam contributions, we refer the reader to
Appendix A.

2.4. Ancillary data

2.4.1. PAWS 12CO (1–0) emission line data

The PdBI Arcsecond Whirlpool Survey (PAWS)4 covers the
12CO (1−0) line emission at 1 arcsec (≈40 pc) resolution across
the full disc of M 51 (Schinnerer et al. 2013). The survey

3 The online IRAM documentation can be found at http://www.
iram.es/IRAMES/mainWiki/Iram30mEfficiencies
4 Data can be downloaded from https://www2.mpia-hd.mpg.de/
PAWS/PAWS/Data.html
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Table 2. Summary of the lines covered in CLAWS, the key observational parameters, and key characteristics of the extracted data products.

Setup Band Line νrest Beam size On-source time 〈Tsys〉 〈pwv〉
(GHz) (′′) (kpc) (h) (K) (mm)

(1) (1) (2) (3) (4)

1 E0 (3 mm)

CN (1−0) 113.250 26.1 1.1

44.5 111 1.8

C17O (1−0) 112.359 26.3 1.1
13CO (1−0) 110.201 26.8 1.1
C18O (1−0) 109.782 26.9 1.1
CS (2−1) 97.981 30.2 1.3

CH3OH (2−1) 96.700 30.6 1.3
N2H+ (1−0) 93.173 31.7 1.3

HC3N (10−9) 90.897 32.5 1.4

2 E2 (1.3 mm)
12CO (2−1) 230.538 12.8 0.53

20.9 217 1.713CO (2−1) 220.399 13.4 0.56
C18O (2−1) 219.560 13.5 0.56

Notes. (1) Beam size of the final data cube after reduction. (2) Total on-source time (spectral time) excluding additional telescope overheads. (3)
Average system temperature. (4) Average precipitable water vapour (pwv) during observations.

combines observations from IRAM’s Plateau de Bure Interfer-
ometer (PdBI) and the IRAM 30 m single dish telescope. We
only use the IRAM 30 m observations for this work, as we do not
require high spatial resolution. The data reduction is described in
Pety et al. (2013). Observations were carried out in 2010 and the
data have a native spatial resolution of 23 arcsec (≈1.0 kpc) with
an 1σ noise level of 16 mK at 5 km s−1 spectral resolution.

2.4.2. NGLS 12CO (3–2) emission line data

As part of the James Clerk Maxwell Telescope (JCMT) Nearby
Galaxy Legacy Survey (NGLS; Wilson et al. 2012), the
12CO (3−2) emission across the full disc of M 51 was mapped
(Vlahakis et al. 2013). Observations with an angular resolution
of 14.5 arcsec (≈600 pc) were carried out with the 16 pixel array
receiver HARP-B at the JCMT between 2007 and 2009.

2.4.3. THINGS 21 cm H I emission line data

The H I data5 from the H I Nearby Galaxy Survey (THINGS;
Walter et al. 2008) is used to map the atomic gas content across
the full disc of M 51. The H I emission is of particular interest,
as it is very extended, making it a good prior for masking emis-
sion regions outside the central region of the galaxy. The survey
employed the Very Large Array (VLA). The natural weighted
data used in this study have an angular resolution of ∼10 arcsec
(≈400 pc) and a spectral resolution of ∼5 km s−1.

2.4.4. High-density EMPIRE emission line data

The EMPIRE survey (Jiménez-Donaire et al. 2019) covered the
emission of a number of high-density emission lines in the 3 mm
regime, such as HNC (1−0), HCN (1−0) or HCO+ (1−0), across
the entire star-forming disc of a sample of nine nearby spiral
galaxies. The survey uses observations6 carried out with the
EMIR receiver at the IRAM 30 m single dish telescope. The sci-
ence goal of the survey was to take deep and extended intensity
5 Available at https://www2.mpia-hd.mpg.de/THINGS/Data.
html
6 Details on the survey and the data can be found at https://
empiresurvey.webstarts.com/index.html

maps of high critical density lines tracing the dense gas content
in the galaxy. While the J = 1→ 0 transition of 13CO is also
covered in the survey, we only consider the high-density lines
HCN (1−0) HNC (1−0), and HCO+ (1−0) in our study and rely
on our own 13CO (1−0) observation (since our observations are
deeper).

2.4.5. VNGS infrared data

Infrared broadband data in the range of 3.6 to 500µm are taken
from the Very Nearby Galaxy Survey (VNGS; Parkin et al.
2013). These observations were carried out using the Multiband
Imaging Photometer for Spitzer (MIPS) instrument on board the
Spitzer Space Telescope, as well as Photodetector Array Cam-
era & Spectrometer (PACS) and the Spectral and Photometric
Imaging Receiver (SPIRE) instruments on board the Herschel
Space Observatory. The infrared bands are used to estimate the
total infrared (TIR) emission and star formation rate (SFR; see
Sect. 3.3).

2.5. Final data products

Due to the large wavelength range covered, we have a vari-
ety of spatial resolutions for our observations, ranging from
12.8 arcsec/500 pc for 12CO (2−1) to 32.5 arcsec/1.3 kpc for
HC3N (10−9). To properly match and compare observations of
different emission lines, we convolve to the same working resolu-
tion and re-project all data to a common grid. In this study we use
three different working resolutions: (i) 15 arcsec/600 pc, analysis
involving 12CO (2−1) and (3-2); (ii) 27 arcsec/1.1 kpc, analy-
sis involving all CO isotopologues; and (iii) 34 arcsec/1.4 kpc,
analysis involving all molecular lines.

Table 3 lists the working resolutions used for every line
in our sample. The data are finally resampled onto a hexag-
onal grid with a grid size of half the beam size (see Fig. 2,
note that lines observed as part of other programmes than
CLAWS are marked with an asterisk). Re-gridding onto a
hexagonal grid is commonly done in the literature (see e.g.
Bigiel et al. 2011; Leroy et al. 2013; Sandstrom et al. 2013;
Cormier et al. 2018). One advantage over a Cartesian grid is the
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Table 3. Lines covered as part of CLAWS with measurements re-gridded onto the same hexagonal grid and convolved to a common working
resolution: 15, 27, or 34 arcsec.

35′′/1.4 kpc aperture (a) 60′′/2.4 kpc aperture (a)

Band Line Resolution T peak 〈rms〉 Wline S/N line Wline/W12CO (2−1) Wline S/N line Wline/W12CO (2−1)
(′′) (mK) (mK) (K km s−1) (K km s−1)
(1) (2) (3) (4) (5) (6) (7) (8) (9)

3 mm

CN (1−0) 34 32 4.4 1.7 66 0.05 1.1 50 0.04

C17O (1−0) 27 26 5.8 0.23 10 0.006 0.1 11 0.00734 20 4.2
13CO (1−0) 27 142 4.9 5.5 250 0.15 4.2 280 0.1534 116 3.6

C18O (1−0) 27 40 4.7 1.2 52 0.033 0.9 47 0.03034 33 3.4
CS (2−1) 34 15 3.0 0.6 35 0.016 0.4 36 0.014
CH3OH (2−1) 34 13 2.8 0.2 9 0.004 0.1 7 0.004
N2H+ (1−0) 34 14 3.0 0.3 19 0.007 0.2 11 0.006
HC3N (10−9) 34 16 3.7 0.2 10 0.006 0.2 15 0.007

1 mm

12CO (2−1)
15 1420 20

37 710 1.0 29 750 1.027 850 10.6
34 730 8.8

13CO (2−1)
15 185 17.6

3.3 67 0.09 2.3 73 0.0827 103 9.2
34 88 7.7

C18O (2−1)
15 88 18.3

0.9 21 0.03 0.6 21 0.0227 51 9.4
34 41 7.8

Notes. (a)Emission of the central region convolved to the given aperture size. (1) Working resolutions used for each molecular line. (2) Maximum
peak temperature observed across the full map of M 51 for a given emission line at a given working resolution. (3) Average channel rms sensitivity
at 4 km s−1 channel width. (4, 7) Velocity-integrated brightness temperature within the central aperture. (5, 8) S/N within the central aperture. (6, 9)
line ratio of a given line with respect to the velocity-integrated 12CO (2−1) brightness temperature.

equidistance to the neighbouring pixels allowing for a more uni-
form sampling. Furthermore, since the beam shape is circular,
given that the neighbourhood for a hexagonal grid also grows
with some circularity, beam effects are captured. Using a half
beam-sized hexagonal grid, we have an oversampling factor7 of
Ns = 4.p6. The spectra for all lines, sampled in the aforemen-
tioned way, are combined into a final data structure for further
analysis.

We determine the velocity-integrated brightness temperature
by integrating masked spectra of individual sight lines. For the
innermost part of the galaxy up to a galactocentric radius of a
CO scale length of 0.23r25 (Leroy et al. 2008; Lisenfeld et al.
2011; Puschnig et al. 2020)8, we use the 12CO (2−1) emission
line as a prior for masking. For larger radii, where the CO emis-
sion becomes faint, we use the 21 cm H I emission line. By only
integrating over the masked velocity region, we can improve the
S/N significantly, which is essential to capture also the fainter
line emission. The mask is produced by first flagging high S/N
voxels in the 12CO (2−1) or H I data, respectively (S/N > 4
for both). An additional, lower S/N mask (S/N>2) is produced

7 We define the oversampling factor by the ratio of the beam area over
the pixel size: Ns = (1.13 × θ2

FWHM)/Ahex
pix . Since we sample the data

hexagonally, the pixels have a hexagonal shape with the long diagonal
being equal to half the beam full width at half maximum.
8 At a radial distance of 0.23r25, it has been found that the CO surface
brightness has dropped, on average, by a factor of 1/e (see for more
details Puschnig et al. 2020).

using the same lines and voxels from the high mask, which are
then expanded into the low mask. The velocity-integrated bright-
ness temperature and its uncertainty, for both we are adopting
units of K km s−1 throughout this work, are given by:

Wline =

nchan∑
Tmb(v) · ∆vchan (2)

σW =
√

nchan · σrms · ∆vchan, (3)

where nchan is the masked number of channels along a line of
sight, Tmb is the surface brightness temperature of a given chan-
nel in K, σrms is the position-dependent 1σ root-mean-squared
(rms) value of the noise in K, and ∆vchan is the channel width
in km s−1. We calculated σrms over the signal-free part of the
spectrum using the astropy function mad_std. It calculates
the median absolute deviation and scales the result by a factor
1.4826 to yield a standard deviation (the factor follows from the
assumption that noise follows a Gaussian distribution).

Table 3 provides a summary of the lines observed by
CLAWS, as well as information about the data such as the aver-
age rms or the S/N of the line detection over a certain aperture.
Figure 3 shows spectra of all these lines stacked over the cen-
tral 1.5 kpc region. All the data of this project are made publicly
available on the IRAM Large Programme website9.

9 https://www.iram-institute.org/EN/content-page-434-
7-158-240-434-0.html
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Fig. 2. Maps of the velocity-integrated brightness temperature for all lines used in this study. The maps are convolved to certain common beam sizes
and re-gridded onto a common hexagonal grid, which allows a more uniform sampling. The top row (blue) is at 15 arcsec resolution, the second
row (green) at 27 arcsec, and the remaining two rows (red) are convolved to 34 arcsec (corresponding to 0.62, 1.1, and 1.4 kpc, respectively). The
grid spacing is chosen to be half the beam size. The velocity-integrated brightness temperature is in units of K km s−1. The coordinates are relative
to the centre coordinates given in Table 1. The black line indicates the S/N = 3 contour. Lines observed by other programmes are indicated by an
asterisk after the line name in each panel. 12CO (1−0) is part of the PAWS survey (Schinnerer et al. 2013; Pety et al. 2013), 12CO (3−2) is taken
from the NGLS survey (Wilson et al. 2012), and HCN (1−0), HNC (1−0), and HCO+ (1−0) are emission lines obtained by the EMPIRE survey
(Jiménez-Donaire et al. 2019).

3. Physical parameter estimation

We largely follow the methodology described in Cormier et al.
(2018) investigating 13CO line emission in EMPIRE galaxies and
the EMPIRE survey paper by Jiménez-Donaire et al. (2019). The
line ratios are measured as a function of galactocentric radius,

12CO (2−1) brightness temperature and TIR surface brightness.
For completeness, we also include the derived physical quantities
of the molecular gas mass surface density (Σmol) and the SFR
surface density (ΣSFR), which we corrected for the inclination
of M 51 by applying the factor cos(i). We note, however, that
the conversion from observed to physical quantity is subject to
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Fig. 3. Spectra of emission lines covered by this programme stacked
over the central 1.5 kpc region at 34′′. The emission lines are normalised
to the maximum in the spectrum. The five bottom spectra are taken from
different observing programmes (see Sect. 2.4), while the spectra above
come from this project. For the absolute intensities, we refer the reader
to Table 3. We note that we employ a hexagonal, half-beam-sized sam-
pling. The angular resolution of 34′′ corresponds to a physical scale of
around 1.4 kpc. Therefore, the stacked spectra over the central 1.5 kpc
region are thus the combination of the spectra of the seven most central
sampling points.

uncertainties (see e.g. Kennicutt & Evans 2012; Bolatto et al.
2013; Usero et al. 2015).

3.1. Line ratio

Line ratios are determined by taking the velocity-integrated
brightness temperatures of two lines, in units of K km s−1, and

dividing them. This is done for every line of sight as well as
for the stacked spectra (see Sect. 3.2). The uncertainty of a line
ratio, R = W1/W2, is given by the propagated uncertainty of the
two lines:

σR =
W1

W2

√(
σW1

W1

)2

+

(
σW2

W2

)2

. (4)

We generally express the average line ratio, 〈R〉, in terms of
the 12CO (2−1) brightness temperature weighted median, which
is equivalent to the weighted 50th percentile. Given the ordered
set of line ratios R for N lines of sight, with associated (but not
necessarily ordered) 12CO (2−1) surface brightness of W12CO (2−1)

{(
Ri,W i

12CO (2−1)

)}
i=1,...,N

for Ri+1
12CO (2−1) ≥ Ri

12CO (2−1) , (5)

and defining the relative weight as

wi =
W i

12CO (2−1)

∑N
i=1 W i

12CO (2−1)

, (6)

the weighted pth percentile is given by the element Rk:

Qw
p(R) = Rk satisfying

k∑

i=1

wi ≤ p and
N∑

i=k+1

wi ≤ 1 − p. (7)

Following this definition, we defined the 12CO (2−1) brightness
temperature weighted median line ratio as

〈R〉 ≡ Qw
0.5(R). (8)

The uncertainty of the weighted average line ratio is given by the
16th and 84th weighted percentile range throughout the study.

We constructed the line ratios such that the generally brighter
line is in the denominator and the, overall, fainter line is in the
numerator. As a consequence, we generally find upper limits,
while lower limits are very rare.

Furthermore, because we compare lines with different S/N,
we try to estimate the region in the plot in which we cannot
obtain any measurements. Such a censored region occurs, for
example, if we investigate the line ratio of a fainter line to a
brighter line. Given that we have the same observed sensitivity,
lower line ratios will be ‘censored’ since we reach the detec-
tion threshold for the faint line, while larger line ratios can still
be observed, as they could originate from points with brighter
emission of the faint line. To estimate the censored region, we
first bin the line ratios by a certain quantity (such as the galacto-
centric radius). Since we constructed the line ratios such that the
(generally) fainter line is in the numerator, we estimate the cen-
sored 1σ (or 3σ) region by dividing the average rms (or three
times this value) of the faint line per bin by the average bright-
ness temperature of the brighter line. We notice that because the
rms and the line brightness vary across the survey field, we do
find also points within the censored region.

3.2. Spectral stacking

In order to improve the S/N, which is especially crucial for
fainter emission lines, we apply a spectral stacking technique. A
detailed description of the stacking technique is given in several
previous studies (e.g. Cormier et al. 2018; Jiménez-Donaire et al.
2019; den Brok et al. 2021). In short, the spectral axis of each
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cube is re-gridded such that the emission line of each sight line
is centred at v = 0 km s−1. At rgal < 0.23r25, 12CO (2−1) is used
as the reference line, while at rgal ≥ 0.23r25, H I is used. We note
that for sight lines with both H I and CO detection, we find good
agreement between their centroid velocities. With this approach,
we can stack the lines of sight by a predefined quantity (for exam-
ple galactocentric radius or 12CO brightness temperature) and
obtain an average spectrum for every bin. We stacked all lines of
sight, irrespective of their individual S/N. We note that by stack-
ing we disregard the intrinsic scatter of the data. Line ratios are
then calculated from the velocity-integrated brightness temper-
atures of two (separately) stacked emission lines. Again, for an
illustration of stacked spectra, we refer the reader to Fig. 3, which
shows stacked spectra of the observed emission lines for the cen-
tral region (rgal < 1.5 kpc). With the exception of HC3N (10−9),
all emission lines are significantly detected at S/N > 3 within
the centre.

3.3. Total infrared surface brightness

The TIR surface density can be used as a proxy of the local
surface density of star formation. Following Galametz et al.
(2013), the TIR surface brightness (ΣTIR) takes the subsequent
form:

ΣTIR =
∑

i

ciΣi, (9)

with Σi being the surface brightness of the Herschel bands and
ci coefficients depending on the number of infrared bands avail-
able (see Table 3 in Galametz et al. 2013 for numerical values of
the coefficients). We take the same approach as previous studies
(e.g. Usero et al. 2015; Jiménez-Donaire et al. 2017b; Cormier
et al. 2018) by combining the Herschel 70, 100, and 160µm
bands to estimate the TIR surface brightness. The maps are first
convolved to the common beam size of 30 arcsec using the ker-
nels described in Aniano et al. (2011). In their study, Galametz
et al. (2013) indicated that the combination of the Herschel 70,
100, and 160µm bands has a coefficient of determination10 of
R2 = 0.97, meaning that the calibration we use accounts for 97%
of the total variation in the TIR surface brightness.

From the TIR surface brightness we can estimate the SFR
surface density. We adopted the calibration given by Murphy
et al. (2011):

(
ΣSFR

M� yr−1 kpc−2

)
= 1.48 × 10−10

(
ΣTIR

L� kpc−2

)
. (10)

It can been seen that, compared to the far-ultraviolet (FUV) plus
24µm SFR prescription, a scatter of 40% is expected based
on comparisons between the two prescriptions using resolved
measurements in M33 (Williams et al. 2018).

3.4. Molecular gas mass surface density

The molecular gas mass surface density can be estimated from
the 12CO (1−0) line emission or from 12CO (2−1) data using the
well calibrated CO line ratio, R

12CO
21 (which we measure in this

project). The conversion from CO emission to gas mass sur-
face density relies on the CO-to-H2 conversion coefficient, αCO,

10 The coefficient of determination is equal to the square of Pearson’s
linear correlation coefficient.

as
(

Σmol

M� pc−2

)
= αCOWCO (1−0) cos(i)

= αCO
WCO (2−1)

R12CO
21

cos(i).
(11)

For the αCO parameter usually the Milky Way value of is chosen
αCO = 4.4 M� pc−2 (K km s−1)−1 (which includes a factor 1.36
for helium) in the case of massive galaxies with solar metallicity
(Bolatto et al. 2013). Galaxy-to-galaxy as well as galaxy-internal
variations in the conversion factor have been observed, but stud-
ies of nearby main sequence galaxies find largely values of
similar order to those in the Milky Way (Sandstrom et al. 2013;
Cormier et al. 2018). We note, however, that these αCO calibra-
tions may not account for CO-dark gas, which could significantly
impact the conversion factor in certain regions (see e.g. Gratier
et al. 2017; Chevance et al. 2020; Madden et al. 2020).

4. Results

4.1. CLAWS line emission

Figure 2 shows the velocity-integrated brightness temperature
maps of the lines covered as part of this programme (see
coloured panels), all convolved to a common working beam size
of 15, 27, or 34 arcsec (corresponding to 0.62, 1.1, or 1.4 kpc,
respectively). The 12CO and 13CO emission, and to some extent
the C18O (1−0) emission are clearly extended and M 51’s spi-
ral structure is visible by eye. The fainter C18O (2−1) and
C17O (1−0) isotopologue lines are only detected in the centre
of the galaxy. Besides the CO isotopologues, the other molec-
ular lines are all confined to the centre of the galaxy. This is
most likely just attributed to a lack of S/N at larger radii and not
necessarily evidence of the molecule being truly more centrally
concentrated. We explore radial trends for the CO lines in the
following sections. Regarding emission from the centre, we see
that for the CO isotopologues, the emission peaks are slightly
offset towards the western spiral arm of the galaxy. By contrast,
for the dense gas tracers, the emission seems to peak directly in
the centre. Radial stacking improves the significant detections of
faint emission lines. Among the non-CO lines part of CLAWS,
with the reached sensitivity of 1σrms∼4 mK at 4 km s−1, only the
CN (1−0) and CS (2−1) emission show radial extension out to
rgal ∼ 3 kpc (see Fig. 2).

4.2. CO emission line ratios

Line ratios can give insight into the physical conditions of the
gas from which the emission originates. For example, under local
thermodynamic equilibrium (LTE) conditions, contrasting opti-
cally thin and thick lines allows us to draw conclusions about the
optical depth, while comparing two optically thin lines allows for
investigating molecular abundances.

In Fig. 4, we inspect spatial variations for a selection
of four CO line ratios with a large number of significantly
detected sight lines. The figure shows the line ratio maps for
12CO (2−1)/(1−0), 12CO (3−2)/(2−1), 13CO/12CO (1−0), and
C18O/12CO (1−0) (only for sight lines detected above 5σ in both
lines). On the one hand, the 12CO lines are generally optically
thick so their line ratios relate to gas density or temperature as
well as optical depth. (For 12CO (2−1)/(1−0), we find also a non-
negligible fraction of values with line ratios >1 at the edges
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Fig. 4. CO line ratio maps for four selected ratios. All panels show the data convolved to 27 arcsec (indicated by circles in the lower-left corners).
Only lines of sight with S/N > 5 in both lines are shown. Contours in each panel show the 12CO (2−1) emission at 2, 4, 6, 10, and 20 K km s−1.
A local enhancement of the line ratio in the centre of the galaxy (indicated by a plus sign) is clearly visible for 12CO (3−2)/(2−1) (second to
left panel) and to some extent also for 12CO (2−1)/(1−0) (left and second to right panels). The C18O (2−1)/12CO (1−0) (right panel) is only
significantly detected in the centre of the galaxy.

Table 4. CO line ratios and galactic environment.

Line ratio Global Central 45′′ Arm Interarm
12CO (2−1)/(1−0) 0.89+0.11

−0.07 0.91+0.03
−0.05 0.85+0.09

−0.05 0.93+0.11
−0.07

12CO (3−2)/(2−1) 0.37+0.09
−0.11 0.42+0.04

−0.05 0.31+0.06
−0.07 0.26+0.07

−0.05
13CO/12CO (1−0) 0.12+0.02

−0.02 0.14+0.01
−0.02 0.11+0.01

−0.02 0.12+0.03
−0.02

Notes. The CO (2−1) brightness temperature weighted mean line ratios and weighted 16th and 84th percentiles are given for different galactic
environments.

of the map. Such line ratios would require optically thin 12CO
gas. However, at the edge of the map, S/N effects can drive up
the ratio as well.) On the other hand, 13CO and C18O are gen-
erally optically thinner, thus making it possible to investigate
their optical depths. Just qualitatively assessing the spatial vari-
ations and trends, we see that there is a tendency of higher line
ratios in the centre. Furthermore, 12CO (2−1)/(1−0) shows clear
arm–interarm differences. Along spiral arms, the ratio is lower
(∼0.85) than in interarm regions (∼0.93; see Table 4). We note
that this finding is opposite to the results from Koda et al. (2012),
who found a larger line ratio in spiral arm regions (see Sects. 4.4
and 5.1 for more details). For the C18O/12CO (1−0) line ratio,
we only detect significant sight lines in the centre. With the
help of stacking, we can get significant detections also at larger
galactocentric radii (rgal < 6 kpc), showing a moderate negative
radial trend.

In Fig. 5, we investigate the distributions of all CO isotopo-
logue line ratios. These line ratios span a range of around 2 dex.
12CO (2−1)/(1−0) shows the highest line ratio with CO (2−1)
brightness temperature weighted mean of 0.89+0.11

−0.07. The lowest
line ratio is given by C18O/12CO (1−0) with weighted mean of
0.031+0.004

−0.006. The individual ratios show a 95% inclusion region of
∼0.5 to 1 dex. The inset panel shows the effect of increasing the
S/N cut of the 12CO(2–1)/(1–0) line ratio. We do not find a sig-
nificant difference in terms of the mean line ratio with increasing
S/N cut.

We also studied the line ratios binned by galactocentric
radius, CO (2−1) brightness temperature and TIR surface bright-
ness. We ordered the CO line ratios into three categories: (i)
fixed CO isotopologue, different transition (Fig. 6); (ii) different

CO isotopologue, fixed J = 1→ 0 (Fig. 7); and different CO
isotopologue, fixed J = 2→1 (Fig. 8).

We used the highest working resolution possible for each line
ratio. For ratios involving the C17O (1−0) line, we use the low-
est resolution of 34 arcsec to maximise sensitivity. We define all
line ratios such that the fainter line is in the numerator and the
brighter one in the denominator. As a consequence, line ratios
in faint regions may (frequently) appear as upper limits, while
lower limits are very rare.

In Figs. 6, 7, and 8, we present our measurements in two
ways: (i) we plot the line ratios of individual sight lines as a func-
tion of galactocentric radius, CO (2−1) brightness temperature
and TIR surface brightness, and (ii) we stack the emission line
spectra within bins of galactocentric radius, CO (2−1) brightness
temperature and TIR surface brightness, and plot the line ratio
of these stacked spectra. We note that the sample of sight lines
usually differs between case (i) where only those sight lines are
shown for which both lines have S/N > 5 and case (ii) where all
sight lines are included in the stacked spectra while (again) only
those line ratios are shown for which both stacked lines have
S/N > 5. We stress that extrapolating these trends based on the
stacked points to the individual lines of sight should be done
with caution, as by stacking, we discard the intrinsic scatter of
the data. This difference in sample implies that frequently the
line ratio from stacked spectra does not coincide with the ‘mid-
dle’ of the line ratio distribution for individual sight lines (which
provide a biased view as long as non-detections are neglected).
The censored regions are described in Sect. 3.1 and show regions
in the ratio space that we cannot sample due to the limited
sensitivity. In these censored regions line ratios from stacked

A89, page 10 of 29

Appendix B CLAWS Survey Paper

177



J. S. den Brok et al.: A CO isotopologue Line Atlas within the Whirlpool galaxy Survey (CLAWS)

12 CO
(2
-1
)/
(1
-0
)

12 CO
(3
-2
)/
(2
-1
)

13 CO
(2
-1
)/
(1
-0
)

C
18 O

(2
-1
)/
(1
-0
)

13 CO
/
12 CO

(1
-0
)

C
18 O

/
12 CO

(1
-0
)

C
18 O

/
13 CO

(1
-0
)

13 CO
/
12 CO

(2
-1
)

C
18 O

/
12 CO

(2
-1
)

C
18 O

/
13 CO

(2
-1
)

°2.0

°1.5

°1.0

°0.5

0.0

0.5

1.0

C
O

L
in

e
R

at
io

lo
g(

R
)

n = 788
(98%)

n = 547
(68%)

n = 221
(28%)

n = 27
(3%)

n = 557
(69%)

n = 133
(17%)

n = 133
(17%)

n = 226
(28%)

n = 30
(4%)

n = 29
(4%)

0.0

0.5

S/N = 5 10 20 40 60

S/N eÆect 12CO(2-1)/(1-0)
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spectra should be considered as these provide a robust and
unbiased measurement (since they include non-detected sight
lines).

Table 5 lists the Kendall’s τ rank correlation coefficient as
well as its significance, the p-value, of various line ratios based
on the stacked data points that have S/N > 5. We employed the
Kendall’s τ rank correlation coefficient to measure a monotonic
increasing, non-linear relationship in our data. It is more robust
to error and discrepancies in the data (Croux & Dehon 2010) than
the widely used Spearman’s rank correlation coefficient. We also
do not use the Spearman’s rank correlation coefficient, since it
is more sensitive to our choice of binning of the stacked data
points. For the calculation of the coefficients for the CO line
ratios as a function of galactocentric radius, we only included
stacked points at rgal ≤ 5 kpc. Since 12CO (1−0) has the high-
est sensitivity and this transition appears in the denominator of
our line ratios, this leads to line ratio for individual sight lines
to turn upwards at larger radii or at fainter CO (2−1) bright-
ness temperatures. To avoid this, we only include stacks with
WCO (2−1) > 2 K km s−1 for computation of Kendall’s τ for the
CO line ratios as a function of CO (2−1) brightness temperature.
We do not compute the correlation coefficients for CO line ratios
with only two or less significantly stacked points.

4.2.1. Fixed CO isotopologue – different transitions

Figure 6 shows fixed CO isotopologue line ratios for the
three lowest rotational transitions. Such line ratios can give
insight into the excitation state of the ISM. Looking at the
line ratios as a function of galactocentric radius, we see
that especially the stacked measurements of 12CO (3−2)/(2−1)
and 13CO (2−1)/(1−0) show negative trends with both hav-
ing a Kendall’s rank correlation coefficient of τ = −0.80
(p = 0.083). Within the central region (rgal < 1 kpc), the line

ratios are enhanced by 37% for 12CO (3−2)/(2−1) and 45% for
13CO (2−1)/(1−0) as compared to the average stacked line ratio
for rgal < 5 kpc. An increase in the line ratio within the centre of
the galaxy is also qualitatively visible in Fig. 4 (see second to left
panel for 12CO (3−2)/(2−1)). Conversely, the 12CO (2−1)/(1−0)
line ratio does not show a significant trend with galactocentric
radius, it shows only a slight enhancement of 5% in the centre
over the average within 5 kpc. For C18O (2−1)/(1−0), we do not
have enough significantly detected stacked spectra to investigate
a trend with radius.

For the line ratios as a function of the 12CO (2−1) bright-
ness temperature, only 12CO (3−2)/(2−1) shows a significant
positive trend with Kendall’s τ = 1.00 (p = 0.003). However,
we note that especially for lower CO brightness temperatures,
the effect of correlated axes might enhance such a trend. Both
the 12CO (2−1)/(1−0) and 13CO (2−1)/(1−0) line ratios do not
show any clear trend with CO brightness temperature. How-
ever, for 13CO (2−1)/(1−0), we find a positive trend in the range
WCO (2−1) > 2 K km s−1.

Finally, considering the line ratios as a function of the
TIR surface brightness, we again find positive trends for
12CO (3−2)/(2−1) with τ = 1.0 (p = 0.083). While, for
12CO (2−1)/(1−0), we find a flat trend with respect to ΣTIR.
Due to the faintness of the C18O (2−1) line, we do not have
enough significant points for the C18O (2−1)/(1−0) line ratio to
determine if any trend exists.

Of particular conspicuousness is the fact that the stacked
12CO (3−2)/(2−1) line ratio shows opposite trends in every col-
umn (i.e. with galactocentric radius, CO brightness temperature
and TIR surface brightness) compared to the 12CO (2−1)/(1−0)
line ratio. This is opposite to the notion that both ratios show
a similar behaviour, but could be coupled to the fact that
12CO (3−2) is more constrained to the denser regions of the
molecular ISM.
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Fig. 6. CO line ratios as a function of galactocentric radius, CO (2−1) brightness temperature, and TIR surface brightness. Each row shows the
line ratio for individual lines of sight for fixed CO isotopologues but different transitions. Each column shows the CO line ratio as a function of
galactocentric radius, CO (2−1) brightness temperature, and TIR surface brightness. The coloured data points show the individual lines of sight
with a S/N > 5, and the small black downward triangles indicate 3σ upper limits. To illustrate the point density in the figure, we colour-code
the points using a 2D KDE. Values are normalised to the peak density and range from most dense (1; white) to least dense (0; blue) The shaded
area in each panel shows the 1σ (red) and 3σ (orange) censored regions for the individual lines of sight. They are an estimate of where we expect
to no longer be able to detect line ratios (due to the low S/N of one of the lines). Marked in grey are the line ratios derived from the stacked
spectra (downward triangles again mark upper limits). Error bars for significant points are indicated (for the stacked data points, the error bars are
generally not visible due to the plotted point size being larger). For each line ratio, we used the highest resolution possible (indicated in the upper-
left corner of the panel). To convert to Σmol, which we provide for comparison on the top x axis of each panel, we assume a constant R21 = 0.89.
We note that the x and y axes are correlated if the 12CO (2−1) emission is used in the line ratio. The stacked points allow us to probe the line
ratios in fainter regions, which sometimes confirms the trend suggested by the individual (significantly detected) sight line measurements (e.g. the
12CO (2−1)/(1−0) in the top panel row) and sometimes reveals trends that could not be identified from the sight line measurements (e.g. the trend
in the 12CO (3−2)/(2−1) ratio in the second row).

4.2.2. Different CO isotopologue – fixed-J transition

Looking at different CO isotopologue line ratios with fixed rota-
tional transitions can give insight into various physical quantities
such as the abundance of the molecule or its optical depth,
depending on whether the emission line is optically thin or
thick (Davis 2014; Jiménez-Donaire et al. 2017b; Cormier et al.
2018). Figures 7 and 8 show CO line ratios for different CO iso-
topologues but at fixed-J transition. The 13CO/12CO line ratio
shows for both the (1−0) and (2−1) transition the same sig-
nificant correlation with galactocentric radius (negative), 12CO
brightness temperature (positive) and TIR surface brightness
(positive). The (1−0) line ratio shows also indication of an
enhancement in the centre of the galaxy of order 20% (see
also centre right panel in Fig. 4). The C18O/12CO (1−0) line
ratio shows a negative trend with galactocentric radius, but pos-
itive trends with 12CO brightness temperature and TIR surface
brightness. For the C17O line, we only have two sight lines with

significant detection at 34 arcsec resolution. We are very lim-
ited by the censored region and from the individual sightlines
alone, we cannot infer any trends with radius, CO brightness
and/or the TIR surface density. For C17O/12CO(1–0) we find
an average value of ∼0.02, for C17O/13CO(1–0) ∼0.15, and for
C17O/C12O(1–0) we find ∼0.7. Using stacking, we identify a
positive trend with radius out to 4 kpc for the C17O/12CO(1–0),
C17O/13CO(1–0) and C17O/C18O(1–0) ratios. Since the indi-
vidual sightlines are affected by the censoring, we also pro-
vide the average line ratios using the stacked spectra: For
stacked C17O/12CO(1–0) we find 0.009 ± 0.002, for the stacked
C17O/13CO(1-0) we have 0.07 ± 0.03 and for the stacked
C17O/C18O(1–0) we measure 0.4 ± 0.1.

4.2.3. Comparing different CO line ratios

As previously highlighted, different CO line ratios trace differ-
ent gas characteristics and physical properties, depending on the
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Fig. 7. CO line ratios with a fixed (1−0) transition but different CO isotopologues. For a description of the panels, see Fig. 6.

optical depth of the two lines. By comparing different line ratios
that trace different conditions (e.g. the optical depth or the chem-
ical abundance), we can gain insight into the relation between
various physical conditions. Figure 9 shows a corner plot com-
paring different CO isotopologue line ratio combinations against
each other. Plotted are the individual sight lines that show sig-
nificantly detected line ratios in both axes, as well as the 50%
and 75% inclusion contours using a kernel density estimation
(KDE). We note that we do not account for censoring effects that
can affect the wider distribution of the data points. To test for a

linear correlation between the different line ratios, we computed
the Pearson’s rp coefficient.

We do not find a clear linear trend for most combi-
nations of line ratios at our working resolution of 1 to
2 kpc. A moderate trend (|rP| > 0.4) of high significance
(p < 0.05) can only be seen for 12CO (2−1)/(1−0) versus
13CO/12CO (1−0), 12CO (2−1)/(1−0) versus C18O/12CO (1−0)
and 13CO/12CO (1−0) versus C18O/12CO (1−0) (ratio compar-
isons in question are marked in Fig. 9). However, these are
the combinations that both have the 12CO (1−0) line in the
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Fig. 8. CO line ratio with a fixed (2−1) transition but different CO isotopologues. For a description of the panels, see Fig. 6.

Table 5. Mean values and Kendall’s τ rank correlation coefficient (p-value given in parentheses).

Kendall’s τ rank correlation coefficient

Line Ratio 〈R〉 〈R〉equal Radius WCO (2−1) ΣTIR

(1) (2) (3) (4) (5)
12CO (2−1)/(1−0) 0.89+0.11

−0.07 0.9+0.3
−0.1 −0.20 (0.82) −0.6 (0.14) −0.6 (0.23)

12CO (3−2)/(2−1) 0.37+0.09
−0.11 0.32+0.10

−0.09 −0.80 (0.083) 1.0 (0.003) 1.0 (0.083)
13CO (2−1)/(1−0) 0.61+0.09

−0.08 0.61+0.10
−0.08 −0.80 (0.083) −0.2 (0.7) 1.0 (0.083)

C18O (2−1)/(1−0) 0.87+0.24
−0.15 1.0+0.2

−0.2 − − −

fixed-J
1→0

13CO/12CO 0.12+0.02
−0.02 0.12+0.02

−0.02 −1.0 (0.017) 0.6 (0.13) 0.40 (0.48)
C18O/12CO 0.031+0.004

−0.006 0.031+0.004
−0.008 −0.80 (0.083) 1.0 (0.017) 0.67 (0.33)

C18O/13CO 0.23+0.02
−0.03 0.23+0.02

−0.03 −0.80 (0.083) 0.80 (0.083) 0.67 (033)
C17O/12CO – – 1.0 (0.3) − −1.0 (0.33)
C17O/13CO – – 1.0 (0.3) − −1.0 (0.33)
C17O/C18O – – 1.0 (0.3) − −1.00 (0.33)

fixed-J
2→1

13CO/12CO 0.09+0.01
−0.02 0.09+0.02

−0.02 −1.0 (0.017) 0.73 (0.056) 1.0 (0.083)
C18O/12CO 0.034+0.006

−0.008 0.034+0.008
−0.005 − − −

C18O/13CO 0.36+0.06
−0.06 0.33+0.08

−0.04 − − −

Notes. They are measured for the line ratios of stacked spectra as a function of galactocentric radius, CO (2−1) brightness temperature, and TIR
surface brightness (see Figs. 6, 7, and 8). Only stacked points with S/N > 5 are considered. A dash indicates that only two or fewer significant
measurements exist for the specific line ratio. (1) 〈R〉 indicates the average line ratio weighted by 12CO (2−1) brightness temperature (see Eq. (8)).
The uncertainty for each line ratio is given by the weighted 16th and 84th percentiles. (2) The volume weighted median line ratio and 16th and 84th
percentiles (since all pixel have the same size, this corresponds to weighing all points equally). (3) For the correlation coefficient computation, we
only include stacked points at rgal < 5 kpc. (4) Only includes stacked points with WCO (2−1) > 2 K km s−1. (5) The correlation coefficient computation
does not include any additional constraints.

denominator. Consequently, the trends may hint more at a cor-
relation between the two numerators. Such trends are expected,
given that all CO isotopologues have a similar spatial distribution

within the galaxy, so we expect a correlation in the strength of
their emission. For all other combinations, no significant linear
trend can be determined.
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Fig. 9. Comparing different CO line ratios against one another at 27 arcsec. Individual sight lines and significantly detected CO line ratios vs. other
line ratios are shown. Contours show the 50% and 75% inclusion region based on a KDE. For each line ratio comparison, Pearson’s rP correlation
coefficients and its p-value are indicated in the panel. The histograms indicate the distribution of each line ratio using all significant data points.
The CO (2−1) weighted mean and weighted 16th and 84th percentiles are also shown. We find a moderate, significant linear correlation (|rP| > 0.4
and p < 0.05; panel labels are colour-coded in the case of a moderate linear correlation) for ratio comparison in panels (b), (g), and (i) only.

4.3. Line ratios and the galactic environment

For several CO line ratios, an enhancement towards the centre
of the galaxy is observed (see Sect. 4.2). To analyse whether
galaxy morphological features, such as the galactic centre, spi-
ral arms or interarm regions, have an impact on the molecular
gas properties, we classify each sight line as centre, spiral arm,
interarm or general disc (see Fig. 10). This classification is based
on visual inspection of optical HST data as well as the extent of
the 12CO (2−1) emission. In our study, the ‘centre’ refers to the
central (rgal ≤ 45 arcsec ≈2 kpc) region of the galaxy.

Figure 11 shows histograms of the CO line ratio
distributions for 12CO (2−1)/(1−0), 12CO (3−2)/(2−1) and

13CO (2−1)/(1−0), separated by the different environments.
These three line ratios show significant pixel detections in the
centre, spiral arm and interarm regions. The numerical values
of the mean and 16th and 84th percentiles for each envi-
ronment are given in Table 4. We find again that all three
line ratios show higher values in the central region, but this
enhancement is significant only in the case of 12CO (3−2)/(2−1).
Furthermore, we find evidence for a difference in the line
ratios between arm and interarm regions for 12CO (2−1)/(1−0)
and 12CO (3−2)/(2−1). We note that the line ratios in the
interarm regions are higher for 12CO (2−1)/(1−0) and lower
for 12CO (3−2)/(2−1) than the spiral arm regions. For the
13CO/12CO (1−0) line ratio, we also find a larger average
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Fig. 10. Environmental mask of M 51. Based on a visual inspec-
tion of optical HST data and 12CO (2−1) emission, we generated the
following environmental mask. The pixels are colour-coded by their
associated region. This includes the centre (bright orange), interarm
(dark orange), spiral arm (magenta), and disc (purple). The centre
includes data points within a 45 arcsec aperture. White contours indicate
12CO (2−1) emission at 7, 10, 15, and 30 K km s−1.

value in the interarm (0.12+0.03
−0.02) than in the spiral arm region

(0.11+0.01
−0.02), though the two medians lie within the margin of error

of each other.

4.4. Spiral arm and interarm variations

In the following section, we further investigate the arm-interarm
contrast, as it stands against previous studies, which found a
larger 12CO (2−1)/(1−0) line ratio in the spiral arm region than
the interarm region (Koda et al. 2012). To further study the sys-
tematic variations in the 12CO (2−1)/(1−0), 12CO (3−2)/(2−1),
and 13CO/12CO (1−0) line ratios across the spiral arm and inter-
arm regions, we use a similar approach as described in Koda
et al. (2012). The method is illustrated for the 12CO (2−1)/(1−0)
line ratio in Fig. 12, while a comparison of all four line ratios is
shown in Fig. 13. The data are binned using logarithmic spirals,
which are described by

r = ek·ψ, (12)

where k ≡ tan(θ) with the pitch angle θ and the spiral phase ψ.
For M 51, we use a pitch angle11 of θ = 20◦. Each segment spans
over 40◦ and we increment in steps of ∆ψ = 20◦ anti-clockwise.
For the analysis, we exclude the central (rgal ≤ 45 arcsec) region
and only bin points with S/N > 5. The logarithmic spiral seg-
ments can be seen in the left and central panels of Fig. 12.
The red and blue lines indicate the molecular spiral arms (ψ =
40◦−100◦ and 220◦−290◦). We note that the shaded regions in
the upper-right and bottom-left corners are also excluded, as

11 To be consistent with the study of Koda et al. (2012), we used the
value of 20◦ for the pitch angle. This value is similar to the value of
21.◦1 given by Shetty et al. (2007) and the value of 18.◦5 found in Pineda
et al. (2020).

there the molecular arm starts to deviate significantly from a
simple logarithmic spiral.

The right panel of Fig. 12 shows the result of the line ratios
binned by spiral phase angle. The two spiral arms are based on
molecular gas emission. The figure shows the binned arithmetic
average of each logarithmic spiral arm segment. Using the same
data, we can confirm the larger 12CO (2−1)/(1−0) line ratios
in the interarm regions compared to the arm regions found by
den Brok et al. (2021). The average line ratio in the central seg-
ment of the molecular arm region is 0.85, while in the interarm
region the average is ∼0.93. We note that the enhancement of
the line ratio in the interarm is more concentrated towards the
downstream, convex part of the spiral region. A similar varia-
tion is also seen in the 13CO/12CO (1−0) ratio (see Fig. 13). We
note that Table 4 also lists the line ratios separated into arm and
interarm. But the value in the table are 12CO (2−1) weighted and
combine data points spanning a wider range of spiral phases.
Consequently, we concentrate the analysis of the azimuthal vari-
ation on the analysis plotting the line ratios as a function of the
spiral phase.

To make sure the trend we find is not due to higher line
ratios at larger radii, we vary the S/N threshold and also add
a constraint to only include sight lines within a given galacto-
centric radius. The results are shown in Fig. 14, where besides
the S/N > 5 threshold (which is used in Fig. 12), we also
include thresholds of S/N > 10, 15, 20. For the radial thresh-
olds, we include rgal < 6, 5, 4 kpc. We see that the finding of
larger 12CO (2−1)/(1−0) line ratios in the interarm region is
independent of the threshold implemented.

We note that in particular the 3 mm lines in the interarm
region are subject to significant error beam contribution, which
to some degree can drive the larger 12CO (2−1)/(1−0) line ratio
in the interarm region. We discuss the effect in more detail in
Appendix A.

5. Discussion

The rich dataset of different CO isotopologues allows us to
address a multitude of science questions. First, in Sect. 5.1 we
look at the various trends we find in the CO isotopologue line
ratios. We compare them to the literature and then, in Sect. 5.4,
investigate what the observed trends in the line ratios may imply.
In Sect. 5.1 we also look into a particular environmental vari-
ation in the line ratio – the arm–interarm differences we find
most notably in the 12CO (2−1)/(1−0) line ratio – and constrain
the cause for this variation. The galactic environment appears to
have an impact on the line ratio, so we also investigate how envi-
ronment affects the CO spectral line energy distribution (SLED)
in Sect. 5.5.

5.1. Comparing R21 with previous studies

The first questions to address are whether the galaxy M 51 con-
forms to the trends seen in other galaxies regarding the CO line
ratios and what we can learn from such trends. When looking
at the 12CO line ratios, a few peculiarities are evident for M 51.
The well-studied line ratio of 12CO (2−1)/(1−0) (denoted here-
after as R

12CO
21 ) is rather high, with a luminosity-weighted average

value of R
12CO
21 = 0.89+0.11

−0.07. The question of how this compares to
findings from other studies using different datasets then arises. In
their 12CO line ratio study, comparing literature values of a larger
set of spiral disc galaxies, den Brok et al. (2021) found a common
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line ratio of R
12CO
21 = 0.59 ± 0.1, making the line ratio we find

for M 51 clearly stand out. Similarly, Leroy et al. (2022), study-
ing the low-J 12CO line ratios using single-dish CO mapping
surveys and the Physics at High Angular resolution in Nearby
Galaxies (PHANGS) survey find a mean value and respective
16th and 84th percentile of R

12CO
21 = 0.65+0.18

−0.14. Other studies that
investigated this line ratio in M 51 found lower global values.
Koda et al. (2012) found an average value of R

12CO
21 ≈ 0.7, but

they identified enhanced values in the spiral arm regions that are
closer to our mean value. Vlahakis et al. (2013) also investigated
the spatial variation in the 12CO line ratios in M 51. They found
an overall higher median R

12CO
21 of 0.8, which is close to our

luminosity-weighted value.
In Fig. 12, we study the spatial variation in the

12CO (2−1)/(1−0) line ratio across the arm and interarm regions

of M 51. The main result is the higher line ratios in the inter-
arm regions (∼0.93) as opposed to the arm regions (∼0.85), as
also seen in Table 4. This trend stands against previous findings
from, for example, Sakamoto et al. (1997), who found the oppo-
site trend in the Milky Way. Koda et al. (2020) reported higher
line ratios in arm as opposed to interarm regions for the spiral
galaxy M83. In fact, Koda et al. (2012) and Vlahakis et al. (2013)
(using the same data) studied the arm–interarm variation in M 51
and found opposing trends with respect to this study.

We investigated in detail the origin of this discrepancy of
the arm–interarm variation in den Brok et al. (2021). The study
by Koda et al. (2012) used different CO (1−0) and CO (2−1)
data than used here. Their CO (2−1) data were taken from the
HERACLES survey (Leroy et al. 2011b), and the CO (1−0) data
came from the Nobeyama Radio Observatory (NRO) observa-
tions (Koda et al. 2011). Performing the same analysis as shown
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in Fig. 12 for all the different combinations of the CO (1−0)
and CO (2−1) datasets, den Brok et al. (2021) found that the
cause of the discrepancy comes from substituting the CO (1−0)
data and not from substituting CO (2−1) data. This demonstrates
that the opposite arm–interarm trend is not an artefact of the
new CO (2−1) data taken with the IRAM 30 m telescope as part
of this programme and that care should be taken combining
datasets from different telescopes and receivers when carrying
out measurements of molecular line ratios.

To verify if using 12CO (2−1) with a different sensitivity and
flux calibration uncertainty changes the outcome, we substituted
the CLAWS CO (2−1) data with the HERACLES CO (2−1) data
(Leroy et al. 2009) as an experiment. We also find a lower line
ratio (R

12CO
21 ≈ 0.7; see Appendix B). Such a dependence of

the absolute value on the specific dataset has been discussed
in den Brok et al. (2021) by comparing HERACLES, ALMA,
IRAM 30 m, and NRO CO (1−0) and CO (2−1) data. A varia-
tion of order 20% has been found between observations of the
same line from different telescopes. This variation is attributed
to uncertainties in the absolute flux calibration of the individual
telescopes, which can vary between 5% to 20%. However, the
flux calibration generally affects the observational data globally,
so while the absolute values may differ, we would not expect
to find different galaxy-wide trends when comparing CO ratios
using different single-dish telescope data (e.g. den Brok et al.
2021 find the same arm–interarm R

12CO
21 (i.e. higher values in the

interarm region relative to the arm region) trend in M 51 when
substituting CLAWS with HERACLES data).

The discrepancy could also be explained due to instrumental
reasons. As previously mentioned, uncertainties in the absolute
flux calibration of order up to 20% can lead to differences in
the absolute value found when comparing observations from
different telescopes and/or observing runs. Such variations are,
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Fig. 14. Spiral arm–interarm CO line ratio variation consistency. For
the arm–interarm variation in Fig. 12, we include all sight lines with
S/N > 5. Here, we increase the S/N threshold from 5 to 20 in steps
of 5 to investigate whether the higher line ratios are still preserved in the
interarm region. Furthermore, we add a radial constraint, only including
sight lines within a given galactocentric radius of 4, 5, and 6 kpc. We
normalise the line ratios by the global CO (2−1) brightness weighted
median. We offset different line ratios in steps of 0.5 (in the positive
direction for increasing S/N and in negative steps for decreasing radial
constraint). We see that the trend of higher line ratios in the interarm
region is persistent for all computations shown in this figure.

however, expected to lead to global differences, so we do not
expect local variation. Furthermore, contributions from the error
beam might significantly affect the detected emission, in particu-
lar when observing interarm positions, if emission from brighter
spiral arm regions enters via the error beam. In Appendix A, we
investigate these effects for this survey and show that we still find
the same arm–interarm trend even when taking account of these
instrumental effects.

The CO (2−1)/(1−0) line ratio is a tracer of both the gas
density and excitation temperature. There is strong evidence
that interarm regions do not host higher-density molecular gas
(Sun et al. 2020). Consequently, a higher line ratio in interarm
regions would indicate the presence of molecular gas with a
higher excitation temperature. If the UV and optical attenua-
tion is lower in a certain region, one can assume that the gas is
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less shielded and the molecular gas can reach higher excitation
temperatures, producing a higher line ratio. By contrast, regions
with higher-density gas are better shielded and thus showing a
lower excitation temperature. We note, however, that Koda et al.
(2020) did not exclusively found larger line ratios in spiral arm
regions in M83. To be more precise, they found larger R

12CO
21

ratios towards the downstream, convex part of the spiral arm,
spanning into the interarm region (see Fig. 1 in Koda et al. 2020).
We also find enhanced line ratios more towards the downstream,
convex part of the spiral arm. Further, they postulated that there
is a direct or indirect link between dust heating via the ISRF and
molecular cloud conditions, which may explain the trend. The
large CO line ratio could then potentially be explained due to
the evolution of massive stars after leaving the spiral arm down-
stream and consequently contributing more heavily to the dust
heating because they are no longer obscured by their birth cloud.
Based on the timescales of this evolution, we would expect the
location to vary within spiral arm and interarm regions. Looking
at Fig. 15, we do not find any apparent global correlation between
FUV and the sum12 FUV+22µm with dust colour or R

12CO
21 . Con-

sequently, the explanation provided by Koda et al. (2020) for
the M83 is at least not straightforward to apply to explain the
arm–interarm line ratio variations observed in M 51. Alterna-
tively, the presence of diffuse emission can impact the line ratio.
The result of a lower R

12CO
21 in the spiral arm region could sug-

gest the presence of a diffuse CO gas component, which boosts
the 12CO (1−0) emission (Cormier et al. 2018). Such a diffuse
component would be in accordance with the diffuse component
found by Pety et al. (2013).

5.2. Interpreting variations in other line ratios

For the 12CO (3−2)/(2−1) line ratio, Vlahakis et al. (2013) found
a global value of R

12CO
32 = 0.5 ± 0.14, which is higher than the

value we find (R
12CO
32 = 0.37+0.09

−0.11), but within the margin of error.
Similar to our finding, they identified a trend of larger values in
the arm (0.5) than in the interarm (0.4), but their absolute values
again are higher than the values we find.

Due to the high sensitivity of the observations we also sig-
nificantly detect C17O (1−0) emission towards the centre of the
12 We use WISE band-4 22µm observations. For the sum, we normalise
the infrared intensity by a factor 3.24 × 10−3. The resulting sum is
proportional to the SFR surface density (Leroy et al. 2019).

galaxy, if we use the 34′′ spatial resolution data (see Fig. 7).
While we find a positive trend with the galactocentric radius for
the C17O/12CO (1−0), C17O/13CO (1−0), and C17O/C18O (1−0)
ratios, we note the caveat that this could also be an artefact due
to the fact that they are constrained by data points within the cen-
sored region. For C17O/C18O (1−0), when stacking by radius, we
find an average value of 0.4± 0.1. This is slightly larger than, but
of similar order of, the value of 0.24 ± 0.01 found for the solar
neighbourhood (Wouterloot et al. 2005).

We also compared the azimuthal trend for the
12CO (3−2)/(2−1) 12CO (3−2)/(1−0), and 13CO/12CO (1−0)
line ratios. We select these line ratios because we already investi-
gated them in Fig. 11. For all three line ratios in Fig. 13, we only
include sight lines that have S/N > 5 for both lines for each spi-
ral phase. We notice that particularly the 13CO/12CO (1−0) line
ratio clearly shows larger values in interarm regions compared
to spiral arm regions. Again, such a trend could be attributed
to either an increased 13CO abundance or variation in the
optical depth of the gas. Based on our discussion in Sect. 5.4, in
which we argue that 13CO abundance variations cannot explain
the variation in the different CO isotopologue line ratios, we
therefore conclude that most likely changes in the optical depth
explain the observed difference in the arm–interarm values for
the 13CO/12CO line ratio.

The 12CO (3−2)/(2−1) line ratio also shows clear azimuthal
variations. We see that the line ratio also peaks in the interarm
region at spiral phase of ∼150◦ (see Fig. 13). We note that from
the lines analysed in the figure, it is the only one that does not
have 12CO(1-0) in the denominator. The fact that the line ratio
also peaks in the interarm region further underlines the pre-
sumption that the discrepancy to previous results comes from
the use of different 12CO(1–0) datasets (PAWS and NRO; see
discussion in Sect. 5.1). But for 12CO (3−2)/(2−1), the line ratio
value also peaks in the spiral arm regions. Vlahakis et al. (2013)
attributed the larger values in spiral arm compared to interarm
regions to the presence of warmer and/or denser molecular gas.
This is consistent with the detection of HCN (1−0) in spiral
arms (Querejeta et al. 2019), but it does not explain the oppo-
site trend for the 12CO (2−1)/(1−0) line ratio. We have also seen
opposite stacked 12CO (3−2)/(2−1) ratio trends with galactocen-
tric radius, 12CO (2−1) brightness temperature, and TIR surface
brightness when comparing to stacked 12CO (2−1)/(1−0) ratio
trends (see Fig. 6). This could be explained by the fact that,
because of its higher excitation, 12CO (3−2) emission is more
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constrained to denser regions within the molecular gas and the
detected emission does not have a large diffuse component.

In Fig. 9, we compare different CO line ratios with one
another. We do not find any clear ratio-to-ratio trends. We recog-
nise that in particular noise effects and uncertainties (e.g. flux
calibration uncertainty) can wash out any minor existing trends.
Furthermore, due to the censoring effect of line ratios with a low
value, potential correlations could non-trivially be suppressed in
this analysis.

5.3. Comparing CO line ratios to simulations

To better understand what we can learn from specific CO
isotopologue lines, we compare our findings to simulations.
Peñaloza et al. (2017) studied the utility of the 12CO (2−1)/(1−0)
line ratio for uncovering the physical and chemical properties of
molecular clouds. In their study, they carried out a high resolu-
tion smoothed particle hydrodynamics (SPH) simulation of an
isolated molecular cloud using the GADGET-2) SPH code sup-
plemented with a model for the time-dependent H2 and CO
chemistry. The results of this simulation were resampled onto
a hierarchical Cartesian mesh and then post-processed with the
RADMC-3D radiative transfer code (Dullemond et al. 2012) to
generate synthetic maps of 12CO (2−1) and (1−0) line emis-
sion. We note that the spatial resolution used in the study is on
parsec scale, while our observations are on kiloparsec scales.
Consequently, any comparison has to be taken with caution,
since differences in the spatial scale can also impact the rela-
tions. Peñaloza et al. (2017) found a bimodality in R

12CO
21 , with

one peak at ∼0.4 and another one at ∼0.7, which are below the
value we see (∼0.89). They attributed the high peak to emission
from cold (T ≤ 40 K) and denser (n ≥ 103 cm−3) molecular gas,
and the lower peak to faint emission from warmer (T ≥ 40 K)
and diffuse (n ≤ 103 cm−3) molecular gas. We do not see such
a bimodality in R

12CO
21 (see e.g. Fig. 5). However, we cannot

resolve individual giant molecular clouds with our resolution
(27 arcsec or ∼1–2 kpc). As the lower ratio peak comes from
diffuse emission, we would need high sensitivity observations
for a secure detection of this component and high spatial resolu-
tion to separate it from molecular clouds. In a follow-up study,
Peñaloza et al. (2018) investigated the impact of the galactic envi-
ronment on ‘cloud-averaged’ CO line ratios R

12CO
21 and R

12CO
32 .

They performed simulations similar to Peñaloza et al. (2017), but
involving a much broader range of model clouds, and analysed
the post-processed CO emission. For R

12CO
32 , they reported larger

values (∼0.6) than what we find (∼0.4). However, their inferred
scatter is ±0.2 for both R

12CO
21 and R

12CO
32 when averaging the line

ratio over whole clouds. Based on their simulations, they sug-
gested that the scatter is mainly driven by variations in the ISRF
and the CRIR. Our data show a similar range of scatter, despite
the large difference in spatial scale, so variations in the ISRF and
CRIR could be a potential explanation for the observed change
in R

12CO
21 and R

12CO
32 .

The ratios of R
12CO
21 and R

12CO
32 across galactic environments

were also investigated in the recent study by Bisbas et al. (2021).
They rely on 3D thermochemical simulations and synthetic
observations of magnetised, turbulent, self-gravitating molecular
clouds. They found a remarkably flat trend for both R

12CO
21 and

R
12CO
32 with respect to several galactic parameters, such as CRIR,

FUV emission, and metallicity. They suggested that the flat trend
is mainly due to the fact that all the environmental factors they
investigated affect the 12CO transitions equally. Matching to this
prediction, we do not find any significant systematic variation for

R
12CO
21 (see Fig. 6). However, we see a clear negative trend with

galactocentric radius and SFR surface density for R
12CO
32 . Conse-

quently, this hints at another driving factor besides changes in
ISRF and CRIR. But we note that Bisbas et al. (2021) only simu-
lated molecular clouds and not the diffuse medium, which could
explain the observed discrepancy or it can again be attributed to
the fact that in their study they used a much higher spatial scale
(approximately parsec scales).

So far, we have only discussed 12CO line ratios. In our further
analysis, we now include the other CO isotopologue lines and
study the impact of the galactic environment.

5.4. Implications from CO isotopologue line ratio trends

As discussed in the previous section, we find clear evidence
for variations within the galaxy for several combinations of
different CO isotopologue line ratios (see Figs. 6, 7 and 8).
We remind as a caveat that our observations have a spa-
tial resolution of ∼1–2 kpc. Consequently, we study beam-
averaged emission, so sub-beam variations can play a role
(see Sect. 5.6). In the subsequent discussion, we focus on
the following line ratios: 12CO (2−1)/(1−0), 13CO (2−1)/(1−0),
13CO/12CO (1−0), C18O/12CO (1−0), and C18O/13CO (1−0).

There are several potential explanations for the observed
variations and trends. In a study of the 13CO/12CO line ratio
variations in a sample of early-type galaxies, Davis (2014) offers
three major explanations for systematic changes in the line ratio
between different isotopologues. Summarised, variations can be
explained by (i) different excitation processes for the individual
CO isotopologues, (ii) fractional abundance variations in 13CO
and C18O relative to 12CO, and (iii) changes in the optical depth
of the gas for one of the CO isotopologues. We note that, while
12CO is generally optically thick, 13CO and C18O are mostly
optically thin (Cormier et al. 2018), so changes in abundance
will impact the emission of these lines. Using data from our sur-
vey, we can, to first order, try to isolate the main driver for the
observed line ratio variations.

CO is mainly excited to higher rotational states by colli-
sions with H2 or He, or through photon trapping (Narayanan
& Krumholz 2014). We do assume that the excitation is sub-
thermal for most parts of our observations. Because all CO
isotopologues seem to trace the same spatial region at the spa-
tial resolution of this study (∼20 arcsec/1 kpc) and because the
13CO/12CO (1−0) and (2−1) line ratios both exhibit negative
trends with galactocentric radius and positive trends with CO
brightness temperature and TIR surface brightness, it is unlikely
that different excitation processes that we investigate in more
detail below cause the observed variations.

Potential mechanisms that can cause variations in the relative
fractional abundance of 13CO and C18O are selective photodis-
sociation, chemical fractionation or selective nucleosynthesis.
In a recent letter, Jiménez-Donaire et al. (2017b) argued that
CO isotopologue trends with galactocentric radius and SFR sur-
face density, found across a sample of nearby spiral galaxies,
are consistent with fractional abundance variations expected due
to fractionation. Chemical fractionation is a process that can
enrich 13CO, but it is highly temperature dependent (Watson
et al. 1976; Keene et al. 1998) and favourable in cold condi-
tions. This process occurs in cold regions, such as the outskirts
of galaxies. If this were the main cause of the observed varia-
tions, we would find lower 13CO abundances in warmer regions.
Due to more heating from young stars, it is expected that the
SFR surface density correlates to a certain degree with gas tem-
perature. Consequently, we expect a decrease in 13CO abundance
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with increasing ΣSFR. As C18O is not affected by fractionation,
the decreasing radial trend that we find for the 13CO/C18O line
ratio, is in agreement with this explanation. However, we also
see an increasing trend with increasing ΣSFR for the 13CO/12CO
line ratio, which contradicts the explanation that abundance vari-
ations are due to chemical fractionation alone, as we would
expect the opposite trend: A larger line ratio at larger radii and
smaller SFR surface densities would be due to an increase in the
abundance of 13CO in these environments.

Additionally, selective photodissociation cannot explain the
observed trend in 13CO/12CO. The process occurs in strong
ISRFs. While on the one hand, 12CO more shielded, 13CO
on the other hand is less well protected over large areas, so
strong UV radiation will destroy the molecule (van Dishoeck
& Black 1988). As high star formation is linked to the pres-
ence of OB stars, a negative trend with SFR would have been
expected. Abundance variations due to selective nucleosynthesis
could explain the observed decreasing trend in the 13CO/C18O
line ratio with SFR surface density. While 12C and 18O are
mainly produced in massive stars, 13C is primarily produced in
low-mass stars (Sage et al. 1991), as it is converted further to
14N in high-mass stars (>8 M�), which would lead to only a very
small replenishing rate of 13C in the ISM (Prantzos et al. 1996).
But in low- and intermediate-mass stars 13C can surface, due to
convection, during the red giant phase and consequently enhance
the abundance (Wilson & Matteucci 1992). In their study, Brown
& Wilson (2019) attributed the extremely low 13CO/C18O line
ratio in ULIRGs to an excess in massive star formation. Further-
more, an increase in 12C/13C and 16O/18O with galactic radius
is observed (Langer & Penzias 1990; Milam et al. 2005). Such
a trend arises if we assume an inside-out formation scenario
for galaxies (Tang et al. 2019). If M 51 exhibits similar carbon
and oxygen isotope trends, also the observed 13CO/12CO and
C18O/12CO variation can be explained.

Finally, variations in the optical depth or changes in physical
conditions (e.g. gas temperature or density) of the CO isotopo-
logues will also cause variations in the observed line ratios. For
example, in LTE, the 12CO optical depth depends on the gas
column density, Nc, the gas velocity dispersion, σ, and the gas
kinetic temperature, Tk, via τ ∝ Nc/(σTk) (Paglione et al. 2001).
Increased turbulence in the centre, for example, could decrease
the optical depth of 12CO (1−0). The trends we observe in the
CO isotopologue line ratios are all consistent with changes in
the optical depth.

Given the trends we find in the 13CO/C18O and 13CO/12CO
line ratios, we reach a similar conclusion to Cormier et al. (2018):
Abundance variations due to nucleosynthesis (assuming simi-
lar isotope trends as in the Milky Way) and/or changes in the
physical conditions (temperature, density, opacity) of the gas can
explain the global observed CO isotopologue line ratio varia-
tions. We recognise that most likely we are seeing a combination
of effect that depends further on the SF history and chemical
enrichment.

5.5. CO spectral line energy distribution

In the previous sections, we have discussed variations we find
in the CO line ratios. Here, we want to further analyse in
particular 12CO excitation, which is relevant, for example, to
accurately estimate molecular gas masses at high redshift where
CO low-J transitions are difficult to obtain. Converting CO lumi-
nosities to H2 gas masses generally relies on observations of
the 12CO (1−0) transition, or via down-conversion of observed
higher-J observations. In particular high redshift studies rely on

such down-conversions (Solomon & Vanden Bout 2005; Carilli
& Walter 2013). A proper down-conversion requires a good
understanding of the CO SLED. Using the three rotational transi-
tions of 12CO presented in this study, J = 1→0, 2→1 and 3→2,
we can investigate the CO SLED. As described by Narayanan &
Krumholz (2014), the CO excitation, and thus the precise shape
of the SLED, is expected to depend on gas temperatures, densi-
ties, and optical depth within the ISM. Consequently, we do not
expect that the CO SLED is constant across the galaxy. In their
study, Narayanan & Krumholz (2014) provided a parametrisa-
tion of the CO SLED as a function of SFR surface density. In
Fig. 16, we investigate variations in the CO SLED with galac-
tocentric radius, galactic morphology and SFR surface density.
We see that, with the exception of sight lines within the cen-
tral 1 kpc radius (which are also impacted by the central active
galactic nucleus), the CO SLED has reached its turning point
already at J = 2→1. The shapes of the CO SLEDs for arm and
interarm regions are very similar. But we see that variations in
the CO SLED as a function of ΣSFR do not follow the model
presented in Narayanan & Krumholz (2014), as in particular the
12CO (3−2) line seems to be fainter than the predictions of the
models (see right panel in Fig. 16). In their study, they compared
their model mainly to high-z sub-millimetre galaxies (SMGs).
As SMGs exhibit more extreme star formation, the ISM con-
ditions are very likely different in terms of gas temperature and
density from the conditions present in M 51, which could explain
the discrepancy of the CO SLED in M 51 and predicted by the
models.

We note that there are also other explanations for a depres-
sion of the CO SLED relative to the models. If the beam filling
factor differs significantly between the three 12CO transitions,
with the beam filling factor for 12CO (3−2) being the small-
est, beam dilution could drive down the CO SLED. The model
presented in Narayanan & Krumholz (2014) takes into account
different beam filling factors for the different CO transitions. In
the case of the three 12CO transitions we analyse, the effect is
a decrease of order 10% if we apply the model that accounts
for beam filling factors. Only for higher-J transitions, the effect
will increase as their emission is coming from more compact
regions due to the larger excitation. For confirmation that the
assumed differences in beam filling factors of the model are
appropriate in the case of M 51, we would need higher resolu-
tion observations for all the three low-J transitions. Narayanan
& Krumholz (2014) described other effects that may lead to
discrepancy between model and observation. In particular, dust
extinction, which affects the very high-J transitions more, can
explain the depression of the CO SLED relative to the predic-
tion from the model. However, as our CO lines are observed in
the millimetre regime, dust effects will be minimal in a normal
star-forming disc galaxy such as M 51. Consequently, we do not
believe that the divergence of the observations from the model
can be attributed to the effects of dust.

5.6. Molecular lines and systematic density variation

In our discussion so far, we have only focused on the CO isotopo-
logue lines. However, molecular line ratios that include denser
gas tracers (such as HCN, HNC, or HCO+) can also be used
to study the underlying molecular gas density. The picture is
complex: Our working resolution of >15 arcsec/600 pc is sub-
stantially larger than the dense star-forming cores, which have
sizes of 0.1−1 pc (e.g. Lada & Lada 2003; André et al. 2014).
Consequently, within our beam, a large range of gas volume den-
sities are included. Therefore, the sub-beam density distribution

A89, page 21 of 29

Appendix B CLAWS Survey Paper

188



A&A 662, A89 (2022)

1 2 3

100

101

I C
O

(J
=

X
−

(X
−

1)
)/
I C

O
(J

=
1−

0)

J2

0.5 1.5 2.5 3.5 4.5 5.5
Radius [kpc]

1 2 3
X

J2

Arm Interarm Centre

1 2 3

J2

Narayanan et al. (2014)
ΣSFR = 0.02 M�pc−2

ΣSFR = 0.05 M�pc−2

ΣSFR = 0.2 M�pc−2

0.04 0.06 0.1 0.16 0.25
ΣSFR[M�pc−2]

Fig. 16. CO SLED variation in M 51. Left: CO SLED binned by 1 kpc radial bins ranging up to 6 kpc. With the exception of the most central
1 kpc bin, we see that the CO SLED peak is already reached for J = 2→ 1. Middle: Variation with galactic environment. The spiral arm and
interarm regions show a similar CO SLED shape. Right: Variation as a function of SFR surface density. We include predictions for ΣSFR =
0.2, 0.05, and 0.02 M� pc−2 based on the model code provided in Narayanan & Krumholz (2014). We use their unresolved model, which takes
different beam filling factors into account for the three CO transitions. For this analysis, we use the data at a 27 arcsec working resolution.

affects the overall emission averaged over the full beam size,
because certain lines emit more efficiently for a particular den-
sity distribution. Generally speaking, emission lines originate
not just at or above the critical density, but the wide density
distribution within our coarse observations has to be taken into
account.

Leroy et al. (2017) showed by applying non-LTE radiative
transfer models on a range of underlying density distributions
that the line ratios of high-to-low critical density lines (i.e. emis-
sion lines with higher critical density13) are more sensitive to
changes in gas density. For such lines, a substantial fraction of
the emission can originate from regions that have a density below
the nominal critical density. They based their predictions on
basic radiative transfer models and a parametrised density prob-
ability distribution to characterise the effect of sub-beam density
variations on the observed beam-averaged emission. The crucial
point is that a line can still be emitted at densities much below
the critical density, just with a reduced emissivity. Consequently,
a slight increase in the gas density can significantly increase the
emissivity of the emission line. This is not the case for lines with
low critical density. The gas density generally exceeds the criti-
cal density already for such lines, so a variation in the gas density
will not significantly impact the emissivity of the emission line.

The lines observed as part of our sample as well as the ancil-
lary lines can be used to test whether lines with higher critical
density show a larger scatter in the line ratio with respect to
CO (1−0). We stack the data by CO (1−0) brightness temper-
ature and compute the line ratio with respect to CO (1−0). In
Fig. 17, we normalise the line ratios by the median value for
each line ratio. Lines with a higher critical density are shown
towards the right end of the plot. We colour-code the points
by binned CO (1−0) brightness temperature, which we use as
a shorthand for gas density. There is a distinct increase in the
variation (a ‘flaring’) in the line ratio pattern towards higher-
density tracers, in agreement with the predictions from Leroy
et al. (2017), as these lines are more sensitive to variations in
the sub-beam gas density distribution. This is already appar-
ent from looking at the 12CO transitions. The critical density of

13 For our qualitative discussion in this section, we do not go into detail
regarding the various definitions of critical densities. See Leroy et al.
(2017) or Shirley (2015) for a more in-depth discussion of the vari-
ous definitions and their advantage and disadvantages in describing the
conditions of efficient line emission.
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Fig. 17. Patterns of molecular line ratios for M 51. Each molecular line
is stacked by CO (1−0), and the line ratio is normalised by the mean
stacked line ratio with CO (1−0). We colour-coded by the CO (1−0) line
brightness of the stacked bin. The line ratios are roughly ordered from
left to right by increasing critical density of the line entering in the
numerator. We find an increase in the line ratio variations towards the
right end of the plot. Such a trend is in agreement with the results from
the models presented in Leroy et al. (2017).

12CO (3−2) is about an order of magnitude larger than for the
(2−1) and (1−0) transitions (in the optically thin case; Carilli &
Walter 2013) and we clearly find a larger variation in the ratio
with 12CO (3−2)/(1−0) than in the 12CO (2−1)/(1−0) line ratio.

With this analysis, we thus find a larger dynamical range of
line ratios of lines with a large difference in critical density. This
supports the idea that the flaring pattern seen in Fig. 17 is in
agreement with the higher sensitivity of these line ratios with
respect to the mean gas density. Line ratio patterns of such a
diverse suite of lines are thus a powerful tool for constraining
the molecular gas physical conditions.

6. Conclusion

In this paper, we present observations of several CO isotopo-
logues in the galaxy M 51 obtained with the IRAM 30 m
telescope. Besides J = 1→0 and J = 2→1 transitions of 13CO
and C18O, we also detect C17O (1−0) emission as well as sup-
plementary lines, such as CN (1−0), CS (2−1), N2H+ (1−0), and
CH3OH (2−1):
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1. We study the CO isotopologue line ratios as a function of
galactocentric radius, 12CO (2−1) intensities (which trans-
lates to molecular mass surface density), and TIR sur-
face brightness (which is correlated with the SFR surface
density). Several line ratios, such as 12CO (2−1)/(1−0),
12CO (3−2)/(2−1), and 13CO (2−1)/(1−0), show a signifi-
cant increase of order 5 to 40% towards the centre of the
galaxy compared to their disc-averaged line ratios;

2. Galactic morphology, such as spiral arm and interarm
regions, seems to affect several line ratios. In addition to
increased line ratios in the centre, 12CO (2−1)/(1−0) and
13CO/12CO(1−0) show indications of larger values in inter-
arm regions than in spiral arm regions. Previous studies
attributed an increase in the 12CO (2−1)/(1−0) line ratio
to the more efficient dust heating by bright, young stars
(<100 Myr) at the convex, downstream end of the spiral arm.
We do not, however, see any trend in the line ratio with either
UV or infrared radiation;

3. We investigate the potential cause for the observed variations
in the 13CO/12CO, C18O/12CO, and C18O/13CO line ratios.
A change in optical depth most likely explains the trend seen
with galactocentric radius and TIR surface density, which
indicates that abundance variations in the CO isotopologues
are not the cause;

4. The shape of the CO spectral energy distribution varies with
galactic environment. We find a relation between the shape
of the CO SLED and the SFR surface density, but the turning
point of the CO SLED shape is at a lower J than predicted by
recent models, which are mostly calibrated on high-z SMGs.

As a potential future study, high-quality observations at low spa-
tial resolutions can be combined with higher spatially resolved
observations to also study the diffuse CO component for the CO
isotopologues and furthermore investigate line ratio variation at
different spatial scales. In addition, by performing non-LTE anal-
yses using modelling tools, it can be possible to gain further
constraints on the CO-to-H2 conversion factor or – in combina-
tion with dense gas data from EMPIRE (HCN, HCO+, and HNC
(1–0)) – the probability density function. This will improve con-
straints on the average volume density, which constituted one of
the major science goals of the EMPIRE survey.
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Appendix A: IRAM 30 m error beam contribution

In this appendix we analyse the impact of the IRAM 30-m error
beam on the detection of extended emission in our dataset. The
response of the telescope to a point source is not a single perfect
Gaussian, but has an additional contribution from the so-called
error beams. Greve et al. (2009) characterised these error beams
as a series of 2D Gaussians broader than the main beam but with
a lesser contribution to the telescope power. The telescope beam
patter was characterised again by Kramer et al. (2013) after the
last major upgrade. The most recent characterisation implies that
a point source of 1 Jy will only provide about 0.8 and 0.6 Jy in
the telescope main beam at 3 and 1 mm, respectively, the flux
remainder being scattered in the error beams. The image of a
point source by the telescope will appear fainter at its actual
position and the point source will contribute a faint extended
brightness halo around it. This can be potentially critical when
observing fainter positions inside a galaxy (e.g. interarm posi-
tions), as emission from brighter central parts of the galaxy will
boost the detected line brightness. For similar observations with
the IRAM 30 m telescope, Pety et al. (2013) first modelled the
contributions of bright M 51 sources on the interarm signal (see
their appendix C), and Leroy et al. (2015) proposed a first iter-
ative deconvolution solution. We note that other deconvolution
schemes had been proposed in the past (e.g. Westerhout et al.
1973; Bensch et al. 1997; Lundgren et al. 2004). We describe
here the method we use to extract the contribution of the error
beam to the emission and investigate its extent. This method will
be precised in P. Tarrio et al. (in prep.). It should be noted that
we perform the succeeding error beam estimation after attempt
to correct for the main beam efficiency, but that this correction
had assumed a signal free error beam, which may not be correct.
So here we account for what happens when there is emission
from the galaxy in the (assumed empty) error beam.

Appendix A.1: Model of the error beam

The exact pattern and shape of the error beam is hard to measure.
It evolves as a function of the telescope’s elevation because of
gravitational deformation of the primary dish. It also depends on
the evolution of the thermal environment, in particular at sunrise
and sunset. We relied on the beam pattern characterisation by
Kramer et al. (2013). This characterisation comes from on-the-
fly measurements of the Moon edge at the IRAM 30 m optimal
elevation of ∼50 deg. Table A.1 lists the details of the error beam
parameters used here.

In essence, we are interested in the underlying, ideal, error
beam corrected main brightness temperature T̂mb. The main
brightness temperature is not to be confused with the intrinsic
brightness temperature in the sky, T . They are related via

T̂mb = G0 ⊗ T, (A.1)

where we indicate the main beam, which has a shape of a 2D cir-
cular Gaussian, by G0. Similarly, following Kramer et al. (2013),
we assumed that the error beam also consists of a set of wide
2D Gaussian beams, indicated by Gi, where i = 1, 2, 3 (see
Table A.1).

With the telescope, we only have access to the measured
brightness in T?

A unit, which we initially converted to Tmb
(the brightness temperature we use in the main text) under the
simplifying assumption of an empty error beam:

Feff

Beff

× T?
A = Tmb, (A.2)
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Fig. A.1. IRAM 30 m full kernel for the error beam contribution anal-
ysis after deconvolution of the main beam, G0, for 3 mm. The kernel
includes the three components of the error beam (G̃i indicates the Gaus-
sian 2D profile after deconvolution with G0). The ratio of the relative
beam power (Pi) with respect to the relative main beam power (P0) is
indicated by εi = Pi/P0.

with the forward efficiency Feff and the beam efficiency Beff .
The error beam corrected brightness temperature T̂mb is

related to Tmb via the convolution kernel K as follows (see
Figure A.1):

Tmb = (δ2D + K) ⊗ T̂mb , (A.3)

where δ2D is the Dirac 2D distribution and the kernel K is the
sum of the error beams components, after deconvolution by the
main beam:

K =

3∑

i=1

εiG̃i , (A.4)

where εi = Pi/P0 with Pi being the relative beam power and
G̃i the deconvolution with the main beam (Gi = G̃i ⊗ G0, θ̃2

i =

θ2
i − θ2

0). Because the error beam consists of very wide 2D Gaus-
sians, we can deconvolve the narrower main beam and get a well
behaved function. Finally, to estimate the error beam contribu-
tion we have to perform a further deconvolution on Equation A.3
to determine T̂mb.

Appendix A.2: Deconvolution

There are two ways in which we can approximate the error beam
free source brightness temperature T̂mb. The first is an iterative
solution in the image plane. This approach, first described in
Leroy et al. (2015), elaborates on the statement by Pety et al.
(2013) that the bright intensity part of a galaxy can be approx-
imated by the measured brightness in Tmb unit. It is possible
to determine the error beam contribution by convolving the
measured brightness in Tmb unit with the error beam part of
the point spread function of the telescope. This gives another
estimation of the source brightness that can be then used itera-
tively to improve the solution. In particular, we define the N th

approximate solution via the following recursion:

T̂mb|N = Tmb − K ⊗ T̂mb|N−1, (A.5)

with T̂mb|0 ≡ Tmb. This iterative process is stopped when the dif-
ference between two estimations becomes smaller than a give
criterion.
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Table A.1. Error beam parameters based on a cubic interpolation from Table 1 in Kramer et al. (2013).

Main Beam 1. Error Beam 2. Error Beam 3. Error Beam
115.3 GHz

Beam Width θ 21′′ 113′′ 434′′ 1518′′
Integrated relative power P [%] 84 1 9 6

230.5 GHz
Beam Width θ 10′′ 56′′ 217′′ 759′′

Integrated relative power P [%] 69 5 13 13

13h30m12s 00s 29m48s 36s

47±140

120

100

080

RA (J2000)

D
ec

(J
20

00
)

10 20 30 40 50 60

1
2

3

4
5

6

Brightness Temperature [ ]K km s−1

Fig. A.2. CO (2−1) line brightness temperature map. Indicated are
the six pointings for which we performed the error beam correction
analysis in Figure A.3. Pointings 1–4 are located in interarm regions
(marked in orange). Pointings 5 and 6 are located in spiral arm regions
(marked in purple). Contours are drawn at S/N = 10, 20, 30. For the
IRAM 30 m DDT project E02-20, we observed these six pointings (see
Appendix B.1).

The second is the Fourier plane solution. Performing a 2D
Fourier transform, it follows from Equation A.3 that

T̂mb = FT−1
(

FT(Tmb)
1 + FT(K)

)
. (A.6)

We implemented the approach in Python using the unsuper-
vised Wiener-Hunt deconvolution (based on the Wiener-Hunt
approach and estimating the hyperparameters automatically).

Appendix A.3: Result and implication

We perform the error beam contribution analysis for both the
PAWS 12CO (1−0) and CLAWS 12CO (2−1) observations. To see
the effect on the spectrum, we investigate six pointings with
a 23 arcsec aperture (see Figure A.2). Four pointings (1–4) are
located in the fainter interarm region and two pointings (5 and 6)
are situated in the brighter spiral arm region. The result of the
deconvolution can be seen in Figure A.3 for the six pointings.
The blue and green spectra show Tmb (the brightness temperature
we derive from T?

A assuming no error beam contributions) for

12CO (1−0) and 12CO (2−1) respectively. In red, we indicate the
contribution to the spectrum from the error beam (i.e. Tmb −
T̂mb). We indicated the percentage contribution to the Tmb inte-
grated intensity for each pointing. This contribution is calculated
only for the spectral range where S/N > 3. We performed both
methods described in the Appendix A.2. Both methods yield a
similar percentage contribution ( < 1% point difference). We
continue using the exact approach via Fourier deconvolution,
since it is easier to implement. We find that for the 12CO (1−0)
line, the impact is minor, with the contribution ranging from
∼15 per cent in the interarm and to only 4 per cent in the spi-
ral arm region. For the 12CO (2−1) emission, because the main
beam efficiency is smaller (B230 GHz

eff
≈ 60 per cent), the contri-

bution is more significant. In the interarm, the contribution is up
to 40 per cent. This is mainly due to emission from the brighter
regions in the galaxy, such as the central region, entering the
observation via the different error beam components. Figure A.4
shows the full 2D map. For every pixel, we computed the error
beam contribution along its spectral axis. We again see a larger
effect for the 12CO (2−1) emission, in particular for the interarm
regions (up to 30−35 per cent).

Because the 1 mm lines are affected more than the 3 mm
lines by the error beam contribution, we expect the corrected
R

12CO
21 to be lower. In Table B.1, we indicate the line ratio before

and after correcting for the error beam. Except for pointing 4,
we still find larger R

12CO
21 values in the interarm than in the spiral

arm. Consequently, even though in certain instances the error
beam contribution is far from negligible, it alone cannot explain
the arm/interarm trend.

We reiterate that the preceding error beam analysis is subject
to many uncertainties: The exact shape of the error beam is dif-
ficult to measure and subject to temporal and positional (e.g. the
elevation of the telescope) variation. Furthermore, the approach
we described will generally in fact overestimate the effect of the
error beam in the case of single dish maps of a galaxy. Since the
error beam will be comparable to the size of the galaxy, the indi-
vidual spectra will include a component consisting of a strongly
convolved spectrum of the full galaxy. The baseline fitting pro-
cedure we performed will then subtract such low and broad
emission in resolved observations of galaxies. So the estimated
value for the error beam contribution for the different positions
should be interpreted with caution. However, we believe that our
measurement constitute a reasonable upper limit for the order
of magnitude of the error beam contribution. We refrain from
suggesting a particular constant percentage uncertainty value
for general observations since the error beam contribution is
not constant across the galaxy and depends strongly on the
galaxy morphology. But generally, one should be aware that an
additional uncertainty of order 20%-40% can be possible.
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Fig. A.3. Error beam contribution analysis for individual pointings. We performed the deconvolution using the exact approach via Fourier decon-
volution. After deconvolution, we performed a baseline correction. In the panels, we show the observed line brightness (Tmb) as well as the
contribution from the error beam, Tmb − T̂mb. For each panel, we indicate the contribution from the error beam to the emission with S/N > 3 (see
masked region). The position of the pointings is indicated in Figure A.2.

Appendix B: Flux calibration uncertainties

The flux measurements from various telescopes are subject to
various degrees of calibrational uncertainties. den Brok et al.
(2021) discuss in detail the impact such calibrational uncertain-
ties can have by comparing ALMA, IRAM 30 m and NRO data.
Jiménez-Donaire et al. (2019) find a flux calibration uncertainty
rms of order 7 per cent for the EMIR observations from line
calibrator monitoring. Finally, based on jackknifing several Het-
erodyne Receiver Array (HERA) datasets, Leroy et al. (2009)
estimate that their HERACLES CO (2−1) observations are sub-
ject to up to a typical 20 per cent uncertainty in rms. As the data
for CLAWS were observed using the EMIR instrument, which
has more stable calibration than HERA, we assume our data to
have an uncertainty under 10 per cent, as reported by IRAM.14

In this section we describe the results from the IRAM
30 m director’s discretionary time (DDT) proposal, in which we
observed the six pointings shown in Figure A.2 to address the
flux stability in the arm and interarm to understand its impact on
the arm–interarm CO line ratio.

14 https://publicwiki.iram.es/EmirforAstronomers#
Telescope_efficiencies

Appendix B.1: DDT proposal E02-20

As we have seen in the previous section, comparing datasets
from different telescopes/instruments taken at different times
needs extra care as uncertainties in the flux calibration can affect
absolute values of line emission and ratios. den Brok et al. (2021)
determined that the arm–interarm CO line ratio discrepancy con-
trast (and the line ratio itself) is sensitive to combining datasets
from different telescopes and instruments. For example, Koda
et al. (2012) find a different line ratio in the interarm region
of M 51 using NRO 12CO (1−0) compared to den Brok et al.
(2021) and this study. Here we address the question of whether
the stability of the flux calibration could explain this discrepancy.

To address this question we obtained 6 h DDT IRAM 30 m
time to observe six carefully selected pointings (see Figure A.2),
four in the interarm and two in the spiral arm region. As
we observe CO (1−0) and 12CO (2–1) simultaneously, any time
dependence is removed when investigating the line ratio.

Observations were carried out on 2021 February 27 and on
the night of 2021 March 8. We cannot simply take the line ratio,
as the 12CO (2–1) beam is smaller than the 12CO (1−0) beam.
To estimate how to scale the high resolution 12CO (2–1) spec-
trum when convolving it to the resolution of 12CO (1−0), we first
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Fig. A.4. 2D distribution of the error beam contribution. (Left) 12CO (1−0) map. Contours are drawn at S/N = 10, 20, 30 of CO (1−0) emission.
(Right) 12CO (2−1) map. We see that the error beam contribution is more pronounced for CO (2−1), in particular in the interarm regions of the
galaxy.

extract a spectrum using a 11.5 arcsec (i.e. beam-sized) aper-
ture from the CLAWS 12CO (2–1) map. We then convolve the
CLAWS 12CO (2–1) to the lower angular resolution of 23 arcsec
(i.e. PAWS resolution). We now extract a 12CO (2–1) from the
same position in the convolved CLAWS map, but use a 23 arcsec
aperture. By comparing the two extracted 12CO (2–1) spectra,
we can determine a scaling factor, which we can apply to the
12CO (2–1) spectrum obtained from the DDT programme.

The comparison of the line ratios is shown in Figure B.1 and
the numerical values are listed in Table B.1. Circles represent
the line ratio using the PAWS and CLAWS data. We notice that
the line ratio is elevated in the positions of the spiral arm (1–4).
Blue rectangles indicate the line ratio using the acquired DDT
observations. While there is a global offset between the ratios
measured in both experiments, the trend of larger line ratios
in the interarm region still remains. The offset of order 20 to
30 per cent between the two datasets is mainly due to an overall
calibration difference. We find that the CO (1−0) line intensi-
ties are systematically higher by 20 to 30 per cent for the DDT
EMIR observations compared to the CO (1−0) data from PAWS,
which reduces the line ratio overall. We note that the discrepancy
between NRO and the PAWS CO (1−0) is still greater. Especially
in the interarm region, the NRO data are larger by a factor of ∼2.
This is related to a change of the calibration strategy of the EMIR
receivers, which happened in February 2017 when the calibration
software swapped from MIRA to MRTCAL. To first order, the cal-
ibration factor applied to the spectrometer data is proportional
to the measured system temperature computed on the calibra-
tion scan. While MIRA was computing this system temperature
on spectral chunks of 4 GHz, MRTCAL computes it every 20 MHz.
Marka et al. (2017) shows that this leads to an overestimation of
the system temperature for lines that lies at the edges of the atmo-
spheric windows as this is the case for 12CO (1−0) whose rest
frequency lies inside the wings of the di-oxygen telluric line. In
this case, calibrating the PAWS data with MRTCAL would lead to
higher (and more accurate) system temperature, and thus higher
line brightnesses.
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Fig. B.1. Arm–interarm CO line ratio analysis. Circles indicate the
12CO (2−1)/(1−0) line ratio for lines extracted over the apertures shown
in Figure A.2. The squares show the CO line ratio from the IRAM
30 m DDT project E02-20. Positions 1–4 are within the interarm of the
galaxy, and positions 5 and 6 are in the spiral arm region. We see that
both show larger line ratios in the interarm regions, leading us to con-
clude that the trend we find is not due to issues with the flux calibration
uncertainties. The numerical values of the individual points are listed in
Table B.1.

Relative flux calibration can be significant. But our analysis
leads us to conclude that relative flux calibration is not the main
cause of the arm–interarm trend, since we find also larger line
ratio values in the interarm region using the newer IRAM 30 m
DDT observations.

Appendix C: Products for public data release

Along with this survey paper, we provide several data products
for the various spectral lines. The data products are stored on
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Table B.1. Comparison of the 12CO (2–1)/(1–0) line ratio within the
selected positions, 1–6, using either the CLAWS 12CO (2−1) and PAWS
12CO (1−0) dataset or the newly acquired IRAM 30 m data from project
E02-20.

Position R
12CO
21

CLAWS/PAWS data E02-20 data
raw e.b. corrected

Interarm

1 1.08 ± 0.03 0.94 ± 0.03 0.87 ± 0.02
2 1.05 ± 0.05 0.84 ± 0.05 0.80 ± 0.03
3 1.15 ± 0.07 0.91 ± 0.06 0.90 ± 0.04
4 0.94 ± 0.07 0.65 ± 0.05 0.92 ± 0.05

Arm 5 0.75 ± 0.01 0.70 ± 0.01 0.52 ± 0.01
6 0.77 ± 0.02 0.74 ± 0.01 0.63 ± 0.01

Notes. For the CLAWS/PAWS R
12CO
21 , we provide the value without (raw)

and with error beam correction (based on the error beam contribution
indicated in Figure A.3).

the IRAM server.15 The data have been processed following
the methodology adopted for the IRAM Large Programmes
EMPIRE (Jiménez-Donaire et al. 2019) and HERACLES (Leroy
et al. 2009). The IRAM repository for Large Programmes pro-
vides the following, non-error beam corrected data products: (i)
for all lines: the 3D data cubes, the rms and uncertainty maps,
and the integrated brightness temperature (moment-0) maps; and
(ii) for 12CO (2−1) and 13CO (1−0) only: the intensity-weighted
velocity (moment-1) maps, the equivalent width maps, and the
peak temperature maps.

We refer the reader to the Readme file at the IRAM data
repository for more detailed information. We ask that when using
this dataset or parts of it, this paper be cited.

15 https://www.iram-institute.org/EN/
content-page-434-7-158-240-434-0.html
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APPENDIX C

M101 Wide-Field CO Paper

Overview

The following sections constitute the appendix of Chapter 6, Wide-Field Multi-CO Emission Across M101.

C.1 Single Dish Scale Factor Estimation

The scatter minimization technique uses total gas mass estimates derived from dust mass measurements.
With the help of atomic gas mass estimates via H i observations, we can separate the total gas in to an
atomic and a molecular gas component, from which we can deduce 𝛼CO. For the analysis, we use H i 21cm
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Figure C.1: H i Short Spacing Correction The THINGS H i data cube for M101 is seriously affected by filtering and
bowling artifacts. The red spectrum illustrates the spectrum for an arbitrarily selected line of sight at 650′ spatial
resolution (angular resolution of the Effelsberg single-dish data). The black spectrum shows the same sightline
spectrum obtained from the Effelsberg single-dish data (EBHIS survey). We used the uvcombine package to
determine a single-dish scale factor of 1.7. The blue spectrum shows the resulting feathered observation for the
selected sightline.
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cubes from the TINGS survey (Walter et al., 2008). The observations for M101 are, however, severely
limited by filtering issues (see). In order to correct these issues, we feathered the data using H i observations
from the Effelsberg-Bonn HI Survey (EBHIS; Winkel et al., 2016).

Figure C.1 illustrates the need for correctly feathering the interferometric VLA data from the THINGS
survey. The red spectrum indicates the VLA-only data. Clear bowling on both sides of the spectral
line seriously hampers integrated intensity measurements. The black spectrum shows the single-dish
data in the figure. Using the Python package uvcombine we determine a single-dish factor of 1.7. We
use the casa-feather tool to feather the data. Not correcting the VLA-only data would significantly
underestimate the total H i emission (total intensity lower by 70% before feathering).

C.2 Censored Line Ratio Regions

As a consequence of how we have constructed the line ratio (fainter lines in the numerator), we can also
estimate the censored region in the ratio plane. If we observe lines observed with different sensitivity,
the noise levels will differ for each line. Since we compare lines of varying brightness, we will obtain
many upper limits. We expect to obtain significantly fewer line ratios at lower values since the line in the
numerator has reached the sensitivity. Larger line ratios are still possible because this can happen due to
either lower line brightness in the denominator (since we have not yet reached the sensitivity limit) or larger
brightness of the line in the numerator. We bin the line ratios by a certain quantity. We then estimate the
censored 1𝜎 (or 3𝜎) region in the following way: We divide the average rms (or 3× this value) of the faint
line per bin by the average brightness temperature of the brighter line. We reiterate that this approach is
only valid when constructing the line ratio to have the fainter line in the numerator. Since rms and the line
brightness vary across the survey field, we expect to find a certain number of significantly detected data
points within the censored region.

C.3 CO Line Stacks

In order to improve the S/N – which allows for the detection of fainter emission lines – we stack the spectra
after binning by a certain quantity (e.g., radius, star formation rate surface density, etc.). By shifting the
spectrum of each line of sight to the zero velocity, we ensure that the spectra are added coherently. In
general, the combination of 𝑁 independent sightlines will enhance the S/N by a factor

√
𝑁 .

Figure C.2 shows the individual radial stacks for the 12CO (1−0) and 13CO (1−0) molecular transition
lines. Each panel indicates the S/N ratio for the integrated 13CO (1−0) intensity. We require a detection
with S/N > 3 to classify it as significant. Significant stacks are shown in green, while non-significant line
detections are framed in red. We note that with the help of stacking, we do significantly detect 13CO (1−0)
out to 8 kpc (i.e., second to last bin).

When we perform radial stacking (with a bin with of ∼1.3 kpc, we still do not recover a significant
detection of C18O (1−0). However, we detect significant emission in our data if we stack over a larger part
of the galaxy. When we stack over the full 12CO (1−0) mask (illustrated by the solid contour in Figure C.3),
we do not find significant line emission. But in contrast, if we stack over the 13CO (1−0) mask (illustrated
by the dashed contour line), we detect C18O (1−0) emission with S/N = 3. This detection is valuable,
since it provides a constraint on the 𝑅18/13≡C18O/13CO (1−0) line intensity ratio. Since both these lines
are optically thin, that particular line ratio traces the relative abundance ratio of the two CO isotopologues.
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Figure C.2: Radially stacked 12CO (1−0) (orange) and 13CO (1−0) (purple) spectra. For a better comparison, we
scale the 13CO (1−0) brightness temperature up by a factor 5. The S/N of the 13CO (1−0) is indicated in each panel
(green indicates spectra where S/N13 > 5. We stack in radial bins of size 1.25 kpc. The shaded region indicates the
spectral range over which we integrate the spectra. We detect significant 13CO (1−0) emission out to 𝑟gal ∼ 8 kpc.
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Figure C.4: Azimuthal Variation of 𝑹21 in M101. (Left) The 12CO (1−0) integrated intensity map with the
logarithmic spirals with a pitch angle of \ = 23◦ overlayed. The spirals increment with a spiral phase Δ𝜓 = 20◦ and
increment in the counter-clockwise direction. The spiral bins have a with of 40◦. The thick cyan line indicates 𝜓 = 0.
The four spiral arms are accordingly labeled and colored in red. For the spiral binning, we exclude the central 80′

(in diameter), belonging to the central region of the galaxy (indicated by the golden-hatched region in the middle).
(Center) The map shows the 𝑅21 variation across the galaxy. Spiral bins follow the description on the left panel.
(Right) The line ratio is binned by the spiral phase. The grey shaded region shows the 1𝜎 scatter per bin. The red
shaded region indicates the spiral phases of a particular spiral arm.

C.4 Azimuthal Variation in M101

Koda et al., 2012 provide a prescription of decomposing sightlines by their corresponding spiral phase. We
can bin the data using a logarithmic spiral of the following form:

𝑅 = 𝑒
𝑘×𝜓 (C.1)

where 𝑅 indicates the galactocentric radius distance of a selected point, 𝑘 = tan (\) encapsulates the
galaxy’s pitch angle \, and 𝜓 describes the spiral phase. For M51, we use a pitch angle of \ = 20◦, which is
close to the values found by Shetty et al. (2007) (\ = 21◦.1) and Pineda et al. (2020) (\ = 18◦.5).

The spiral arms in M51 could be described using two components: a northern and a southern spiral
arm (see Figure 6.12). In the case of M101, however, we opted for four spiral arms. We use a pitch angle
\

M101
= 23◦ (Abdeen et al., 2020). Figure C.4 shows the spiral phases (left and central panel) as well as the

decomposition of 𝑅21 (right panel). We bin the data by segments that span over 40◦ and we increment in
steps of Δ𝜓 = 20◦. The phase angle increase in a counter-clockwise direction. We find a slightly higher
line ratio between spiral arms 3 and 4 (𝑅21∼0.7). But generally, we do not find any significant arm or
interarm variation.

C.5 Different Data Sets

The galaxy M101 is also amongst the galaxies studied by Sandstrom et al. (2013). Compared to our
CO-to-H2 conversion factor estimate in the disk of the galaxy (⟨𝛼CO⟩ = 4.4±0.9), they find a lower value
of 𝛼CO = 2.3+2.6

−1.2. The value is lower even though they also use the scatter minimization technique. We
note that we employed different datasets in this study. To ensure that the discrepancy is not related to our
implementation of the scatter minimization technique, we compare the result using different permutations
of the different datasets. In particular, we suspect that the discrepancy can stem from

1. Feathered H i data: As discussed in Appendix C.1, the THINGS data cubes are seriously affected by
filtering and bowling issues. In this study, we have feathered the data cube to improve the H i data.

200



Appendix C M101 Wide-Field CO Paper

0

1

0.0 2.5 5.0 7.5 10.0

0

1

0.0 2.5 5.0 7.5 10.0 0.25 0.50 0.75

rgal [kpc]

lo
g
≥

Æ
C

O

M
Ø

p
c°

2
/(

K
k
m

s°
1
)¥

log (ÆCO)

0

1

0.0 2.5 5.0 7.5 10.0

0

1

0.0 2.5 5.0 7.5 10.0 0.25 0.50 0.75

rgal [kpc]

lo
g
≥

Æ
C

O

M
Ø

p
c°

2
/(

K
k
m

s°
1
)¥

log (ÆCO)

6

M101 DIFFERENT DATA SETS
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only HERACLES 12CO(2 − 1)H I : interferometer only const . R21 = 0.7

Figure C.5: Comparing the Impact of Different Datasets on 𝜶CO Estimates. We compare the results after
substituting feathered H i (left column) and non-feathered H i (right column) observations as well as different
12CO (2−1) observations (data from this project and HERACLES). The points show the resulting 𝛼CO value for the
different solution pixels. The black line indicates the binned trend, and the shaded region illustrates the 1𝜎 scatter per
bin. The right panel shows the average values of the different permutations (color-coded). The grey point is based on
using the 12CO (2−1) data only (and deriving the 12CO (1−0) data using a fixed 𝑅21). This approach reproduced the
method by Sandstrom et al. (2013). The solid line indicates the average MW 𝛼CO value, and the dashed line shows
the average value found by Sandstrom et al. (2013) for M101.

Using the VLA data without a correction could impact the resulting 𝛼CO.

2. Different 12CO (2−1) Datasets: As discussed in den Brok et al., 2021, the mm single-dish datacubes
can suffer from flux calibration issues. For observations with HERA on the IRAM 30m telescope, the
flux calibration can account up to 20% difference. We hence compare the result when substituting our
12CO (2−1) data to the observations from HERACLES (Leroy et al., 2009).

3. Fixed 𝑅21: Sandstrom et al. (2013) rely on the HERACLES 12CO (2−1) observations and apply a
constant 𝑅21 to convert to a 12CO (1−0) intensity. The discrepancy could hence also be related to the
use of a constant and a variable 𝑅21.

Figure C.5 illustrates the comparison for the radial 𝛼CO trends when using different permutations of
dataset. The top row (orange and blue) use the 12CO (2−1) observations from this project. The bottom
rows (pink and green) use the HERACLES 12CO (2−1) data. The columns differ by the use of H i data (the
left column shows the results based on the feathered and the right column the interferometric only H i data).
The right panel shows the 𝛼CO mean and scatter for the various data set permutations. The grey point shows
when only using 12CO (2−1) data from HERACLES and a constant 𝑅21 value (i.e., reproducing result from
Sandstrom et al. 2013).

Overall, we find that 𝛼CO values are ∼ 0.1 lower when using the non-feathered H i data. Furthermore,
only relying on the HERACLES 12CO (2−1) data only indeed reproduced an even lower 𝛼CO value that is
in agreement with the finding by Sandstrom et al. (2013).
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C.6 DGR and 𝜶CO in M51

In this project, we compare 𝛼CO estimates across M101 to values and trends we find across M51. Figure C.6
shows the 𝛼CO distribution across M51. The solution pixels are color-coded according to their value of
𝛼CO. For reference, the 12CO (1−0) S/N contours show the extent and morphology of the galaxy.

C.7 Lasso Regression

We try to identify a set of features that best describe the variation observed in 𝛼CO and that can be used to
parameterize the CO-to-H2 conversion factor. We use a lasso regression (Tibshirani, 1996) and BIC-based
(Schwarz, 1978) model to select the most relevant variables. In this section, we provide a brief overview of
the methodology. Overall, we closely follow the variable selection methodology performed by Sun et al.
(2022).

The goal is to express the target variable (in our case 𝛼CO) in terms of the feature variables as a linear
combination (in logarithmic space):

�̂�𝑖 = 𝛽0 +
𝑚∑︁
𝑗=1

𝛽 𝑗𝑋 𝑗𝑖 (C.2)

We have a set of 𝑚 different features and 𝑖 = 1, 2, ..., 𝑛 are the indices of the data points (e.g. sightlines).
The lasso regression method consists of minimizing the following cost function:

1
2𝑛

𝑛∑︁
𝑖=1

(𝑦𝑖 − �̂�𝑖)
2 + 𝛼

𝑚∑︁
𝑗=1

|𝛽 𝑗 | (C.3)
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The non-negative parameter 𝛼 is introduced as a penalty term in order to eliminate feature variables that do
not have a significant contribution to the variation in the target value 𝑦𝑖 . Due to this feature of a penalty term,
we can use the lasso regression to select relevant variables. We use the Python function LassoLarsIC,
which is part of the scikit-learn package. The function returns a best-fit model for different 𝛼 values
after it iteratively increments the number of features with a non-zero slope.

We evaluate the performance of the lasso regression using the Bayesian Inference Criterion (BIC;
Schwarz 1978):

BIC ≡ n ln
(
2𝜋𝜎2

)
+

∑n
i=1(yi − ŷi)

2

𝜎
2 + d ln (n) (C.4)

where 𝜎 indicates the noise variance of the target variable (in our case 𝛼CO) and 𝑑 describes the number of
features with 𝛽 𝑗 ≠ 0.

For 𝛼CO we use 𝜎 = 0.2 dex, which corresponds to the scatter in the conversion factor after subtracting
the radial trend. Generally, one would select the candidate with the smallest BIC. However, we choose
the model that satisfies ΔBIc ≡ BIC − BICmin ≤ 10 and corresponds to the largest 𝛼 value (i.e. contains
the least amount of non-zero feature values). The threshold justification of ΔBIC ≤ 10 follows from the
description in Kass and Raftery (1995).
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