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Abstract

In this thesis we study integrals involving a sixfold product of Bessel functions of the first
kind and integer order. We establish good asymptotic estimates with precise error bounds
for a certain one-parameter subclass of integrals. In the general case of six arbitrary integer
orders we conjecture a formula for the asymptotics of the integral that is consistent with the
special case. Testing this formula on numerical reference data suggests that it approximates
the integral very accurately if at least one of the integers is larger than 20.
The interest in these kinds of Bessel integrals stems from the study of a sharp Fourier re-
striction inequality on the circle and a program to characterize its extremizers by looking at
those integrals. This program is proposed in [14] and [1] and also includes the works [12],
[13] and [15]. This thesis lines up here and builds upon the work of Oliveira e Silva and
Thiele in [1]. We improve and extend their methods and generalize the results to a much
wider range of integrals.

The thesis consists of seven chapters.

In Chapter 1 we discuss the connection between the study of extremizers in the Fourier
restriction theory on the circle and integrals of a sixfold product of Bessel functions. We
review the existing results on asymptotic bounds for those integrals and state our main
theorem. We then outline the four major parts of the proof and give a summary of the used
techniques. Each of the Chapters 2, 3, 4 and 5 elaborates on one of the parts of the proof.

In Chapter 2 we expand a product of four Bessel functions into a power series of finite
length. If all four functions are equal we provide an expression for the remainder term.

In Chapter 3 we replace four of the six Bessel functions in our integral with the power
series we derived in Chapter 2 and deduce an alternative representation of the initial integral
in terms of sums of quotients of gamma functions and hypergeometric functions. We identify
those parts of this representation that carry the asymptotic information of the integral and
those that contribute to the error. In the case of six different Bessel functions of arbitrary
integer orders we only establish the main asymptotic term without a proof.

Chapters 4 and 5 are entirely dedicated to the one-parameter subclass of integrals such
that the orders of the Bessel functions form the six vector pn, n, n, n, 2n, 2nq P Z6. More
precisely, in Chapter 4 we prove upper bounds on all components of the decomposition of
the integral we deduced in Chapter 3. The analytical approach of this chapter fails for
finitely many integrals. Those are estimated numerically in Chapter 5.

In Chapter 6 we take a closer look at the conjectured formula for the asymptotics of
the general Bessel integral and test its quality on numerical data for selected subfamilies of
integrals. Those numerical values have been calculated for the paper [13]. To demonstrate
the excellent performance of our formula we use it to reproduce some of the findings of [13].
We then sketch open problems that have to be solved in order to turn the conjecture into a
theorem and list some interesting questions for further research on this topic.

Chapter 7 provides results from the theory of gamma, Bessel and hypergeometric func-
tions, as well as some other useful inequalities and identities, that are frequently used
throughout this thesis.
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CHAPTER 1

Introduction and Motivation

The main objective of this work is to get a better understanding of the behavior of the
integral

Ipnq :“

ż 8

0

6
ź

i“0

Jniprqrdr (1)

with a six vector n “ pn1, n2, n3, n4, n5, n6q P Z6 and a product of Bessel functions Jni of
the first kind.

The interest in these integrals arose from the study of extremizers in Fourier restriction
theory. For a function f P L2p0, 1q, that we view as a density on the unit circle on the plane,
we consider the Fourier transform

gpξ, ηq :“

ż 1

0
fpθqe´ipξ cosp2πθq`η sinp2πθqqdθ (2)

of the corresponding measure on the circle. The famous Tomas-Stein theorem asserts that
for ||f ||2 in the unit ball, ||f ||2 ď 1, the norm ||g||6 is finite and bounded by a universal
constant. It is conjectured that ||g||6 is maximal among all f in the unit ball, if f is the
constant function f ” 1. This conjecture, which we will refer to as the sharp Tomas-Stein
conjecture for the circle, has partially been verified in [13] for the class of all real-valued
functions with Fourier mode up to degree 120, that is real-valued functions of the form

fpθq “
120
ÿ

n“´120

f̂ne
2πinθ. (3)

Expressing g in terms of the f̂n leads to the Bessel integral Ipnq. The proof in [13] consists of
reducing the problem to numerically showing positive semi-definiteness of certain matrices.
The entries of the matrices are of the form

Qpx,yq :“
1

6

ÿ

σPS3

pRpx, σpyqq ´ Lpx, σpyqq, (4)

Rpx,yq :“ 2Ipx´ y, 0, 0, 0q `
ÿ

σPS3

Ipx´ y, σp´1, 1, 0qq, (5)

Lpx,yq :“ 2Ipx,´yq `
ÿ

σPS3

Ipx,´y` σp´1, 1, 0qq, (6)

and Ipx,yq is given by (1) with n “ px,yq.
The paper [13] is part of a program proposed in [14] and [1], to study the Fourier

restriction theory of the circle by looking at the above matrix coefficients, use a computer
for values of n in a large finite region and use good asymptotic estimates on Ipnq for n
outside this finite region. The paper [1] establishes good asymptotic estimates for Ipnq
with n4 “ n5 “ n6 “ 0, or n4 “ n5 “ 1 and n6 “ 0. It should be emphasized that the
existence of asymptotic estimates follows from general abstract principles, the point of paper
[1] is to obtain good estimates for the error between the asymptotic approximation and the
absolute value of the integral. The paper [14] uses these asymptotic estimates together
with a computer to make partial progress towards the sharp Tomas-Stein conjecture for the
circle. Namely, the extension map from f to g is factored as the composition of two maps
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and a sharp estimate is proven for one of the two maps.
It should be noted that the program from [14] and [1] stems from an approach of Foschi
[15] for Fourier restriction on the sphere in three dimensions. Interestingly, this problem
is much easier than the problem on the circle, since the exponent 6 is exchanged by an
exponent of 4. This allows a purely analytical proof and does not lead to the distinction
between a numerical and an asymptotic region.

The goal of this thesis is to extend the estimates in [1] to a larger range of parameters.
We improve on the approach of [1] to obtain good asymptotic estimates for n1 “ n2 “ n3 “

n4 “ n and n5 “ n6 “ 2n. In addition we conjecture an asymptotic formula for the general
case that is motivated by this approach. We test this formula on numerical data that has
been calculated on a modern computer cluster for [13].

We recall the main result of [1].

Theorem 1. It is for n ě 7

ˇ

ˇ

ˇ

ˇ

Ip0, 0, 0, 0, n, nq ´
3

4π2

1

n
`

3

32π2pn´ 1qnpn` 1q

ˇ

ˇ

ˇ

ˇ

ď
0.002

n4
,

and for n ě 3

ˇ

ˇ

ˇ

ˇ

Ip0, 0, 1, 1, n, nq ´
3

4π2

1

n
´

3

32π2pn´ 1qnpn` 1q

ˇ

ˇ

ˇ

ˇ

ď
0.002

n4
.

Moreover, for n ě 2 and j “ 0, 1, and with c2,0 “ 15, c2,1 “ 9 it is
ˇ

ˇ

ˇ

ˇ

Ip0, j, j, 2, n, n` 2q ´
c2,j

64π2npn` 1qpn` 2q

ˇ

ˇ

ˇ

ˇ

ď
0.002

n4
,

for n ě 4 and j “ 0, 1 and with c4,0 “ 1557, c4,1 “ 855 it is
ˇ

ˇ

ˇ

ˇ

Ip0, j, j, 4, n, n` 4q ´
c4,j

1024π2npn` 1qpn` 2qpn` 3qpn` 4q

ˇ

ˇ

ˇ

ˇ

ď
0.0015

n4
,

and for 6 ď m ď n, even m and j “ 0, 1 it is

|Ip0, j, j,m, n, n`mq| ď
0.0015

n4
.

The ultimate goal is to deduce similar bounds the ones above in the general case of six
arbitrary integers n1, . . . , n6. This would take us even one step closer to the sharp Tomas-
Stein conjecture for the circle.

A particular focus in the application to Fourier restriction theory lies on those tuples of
indices that add up to zero. Bessel functions of integer order obey the symmetry J´nprq “
p´1qnJnprq. This allows us to restrict ourselves to non-negative integers. Passing to non-
negative indices, however, hides whether the tuple may add up to zero or not. Most of the
tuples we consider stem from tuples summing to zero.

The method of [1], that we refine, suggests the existence of a main term Mpnq, that
describes the overall asymptotic behavior of the integral (1).

Conjecture 2. Let n P Z6 be an arbitrary nonnegative six vector such that n5 and n6

are the two largest indices. Moreover, define the set

Dn “

"

k P Z, k ě 0

ˇ

ˇ

ˇ

ˇ

maxt|n5 ´ n6| ´ 1, 0u ď k ď n5 ` n6 ´ 1

n1 ` n2 ` n3 ` n4 ` k even

*

.
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Then Ipnq is well approximated by Mpnq, if at least one of the entries of n is large, where

Mpnq “
1

p2πq2

ˆ
ÿ

kPDn

p´1q
n1`n2´n3´n4`k

2

2´2kΓpk ` 1qΓ
´

n5`n6´k
2

¯

Γ
´

n5´n6`k
2 ` 1

¯

Γ
´

´n5´n6`k
2 ` 1

¯

Γ
´

n5`n6`k
2 ` 1

¯

ˆ

k
ÿ

i“0

p´1qi
Γ
`

n1 ` i`
1
2

˘

Γ
`

n3 ` k ´ i`
1
2

˘

Γpi` 1qΓpk ´ i` 1qΓ
`

n1 ´ i`
1
2

˘

Γ
`

n3 ´ k ` i`
1
2

˘

ˆ

«

3F2

ˆ

´n2 `
1
2 , n2 `

1
2 ,´i

´n1 ´ i`
1
2 , n1 ´ i`

1
2

ˇ

ˇ

ˇ
´1

˙

3F2

ˆ

´n4 `
1
2 , n4 `

1
2 ,´k ` i

´n3 ´ k ` i`
1
2 , n3 ´ k ` i`

1
2

ˇ

ˇ

ˇ
´1

˙

` 3F2

ˆ

´n2 `
1
2 , n2 `

1
2 ,´i

´n1 ´ i`
1
2 , n1 ´ i`

1
2

ˇ

ˇ

ˇ
1

˙

3F2

ˆ

´n4 `
1
2 , n4 `

1
2 ,´k ` i

´n3 ´ k ` i`
1
2 , n3 ´ k ` i`

1
2

ˇ

ˇ

ˇ
1

˙

ˆ p´1qn2`n4
`

1` p´1qn1´n2`i
˘

ff

.

(7)

In practice the approximation appears very useful, if the largest entry of the vector n
is larger than 20. We want to note at this point that the asymmetry of Mpnq with respect
to n1, n2, n3, n4 is caused artificially by some transformations we carry out in Chapter 2.
The starting term is completely symmetric with respect to those variables. The Wolfram
Mathematica program code we use in Chapter 6 to evaluate M for some specific values of
n puts the entries of n in ascending order bevor inserting it into the formula. However, a
runtime analysis of different permutations of the variables n1, n2, n3, n4, suggests that the
ordering does not affect the performance of the calculation. At least not in the setting of
the Wolfram Language.
Moreover, we want to point out that Mp0q “ 0, since D0 is the empty set. Unfortunately,
that is far off. However, we conjecture that the error |Ipnq ´Mpnq| decreases rapidly with
increasing size of Dn. The verification and quantification of this assertion is another open
problem.

The difficulty in our method is the rigorous quantitative estimation of the remaining
terms that are small compared to Mpnq.
To simplify the technicalities and display our ideas in an easier to digest form, we restrict
our attention to the one-parameter subfamily n “ pn, n, n, n, 2n, 2nq. Our main result is
the following.

Theorem 3. Let n P N and n ě 2. Then it is for n “ pn, n, n, n, 2n, 2nq
ˇ

ˇ

ˇ

ˇ

ˇ

Ipnq ´
3

1
2

4π2

1

n
`

23

283
3
2π2

1

n
`

n2 ´ 1
4

˘

ˇ

ˇ

ˇ

ˇ

ˇ

ď 8.002183 ¨ 10´4 1

npn2 ´ 1
4qpn

2 ´ 1q
. (8)

This family is analytically more difficult than the ones in [1] and requires additional
steps and arguments. These arguments should be strong enough to bound all terms that
are small compared to the main term M also for a larger range of vectors n P Z6, namely,
when the four smallest indices are sufficiently dominated by the remaining two. However,
the full range of parameters, for example p0, 0, n, n, n, nq, and thus a proof of Conjecture 2
or an equivalent quantitative result to Theorem 3, may require additional ideas.

The motivation to study the one-parameter subfamily n “ pn, n, n, n, 2n, 2nq stems from
a numerical approximation of the two-parameter subfamily n “ pm,m, n, n,m`n,m`nq of
positive integrands. In Figure 1.1 the discrete data points of Ipnq are joined with piecewise
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polygonal surface elements. This way the obvious symmetry of the integral with respect to
the main diagonal m “ n becomes visible.

Figure 1.1. Interpolated listplot of Ipm,m, n, n,m` n,m` nq.

The literally outstanding appearance of the diagonal itself piqued our interest and lead
to the decision to further investigate this case.

As mentioned above our approach goes back to [1] and follows a program that consists
of four major steps.

Step 1 We pick those four Bessel functions with the smallest indices and expand their
product into a series with finite n-dependent length and a remainder term.

Step 2 In Ipnq we replace the product of the four Bessel functions with the smallest in-
dices by its series expansion and the remainder term. This decomposes Ipnq into
a sum of integrals involving the remaining two Bessel functions. We express these
integrals in terms of hypergeometric functions and quotients of products of gamma
functions to make them accessible for upcoming estimations.

Step 3 We take the integral-free representation of Ipnq from Step 2 and provide upper
bounds for all occurring terms.

Step 4 The analytical approach of Step 3 fails for finitely many n. Those integrals are
estimated numerically.

The majority of the work is hidden in Step 3. Although our techniques are quite elementary,
the sheer amount of different cases we have to take into consideration makes this the largest
and most difficult part of the proof of Theorem 3.
Step 2 is the one that provides us with a candidate for the main approximating term Mpnq
of Ipnq. The integrals we mentioned in the outline of the program can all be assigned to

4



one of the following classes

I0rpk,nq :“

ż 8

0
Jn5prqJn6prqr

´k´1dr,

I2rpk,nq :“

ż 8

0
sin

ˆ

σpnq ` k
2

π ` 2r

˙

Jn5prqJn6prqr
´k´1dr,

I4rpk,nq :“

ż 8

0
cos

ˆ

σpnq ` k
2

π ` 4r

˙

Jn5prqJn6prqr
´k´1dr,

with σpnq “
ři
i“1 cin4 and ci P t´1, 1u. Here we assume that the entries of the six vector

n have ascending order. There exists a quite comprehensive theory of integrals of two and
three Bessel functions, that includes results and methods we can use to analyze the inte-
grals I0rpk,nq, I2rpk,nq and I4rpk,nq. Let us in particular mention Lemmata 56, 57 and
59, which are essential for our work. We will then see that the integrals I0rpk,nq make up
the main term.

More precisely, our work is structured as follows. In Chapter 2 we carry out the series
expansion described in Step 1. Chapter 3 then covers Step 2. Namely, the identification of
the integrals I0r, I2r and I4r and the application of the aforementioned lemmata to those
integrals. At the end of Chapters 2 and 3 we are able to express Ipnq as a sum of three
convolution-like sums of products and quotients of gamma functions for the subfamily n “
pn, n, n, n, 2n, 2nq. On our way to this representation, we also deduce the conjectured main
term Mpnq, that we stated in Conjecture 2 for general n. Our goal throughout those two
chapters is to present our approach in detail for the subfamily n “ pn, n, n, n, 2n, 2nq, while
in the generalization for arbitrary n P Z6 we only consider those terms that we suppose to
have significant contribution to Ipnq.
Chapter 4 implements Step 3 for the subfamily n “ pn, n, n, n, 2n, 2nq and is entirely devoted
to the analytical proof of Theorem 3. An in-depth analysis, including precise error bounds
of the three summands we deduce in Chapter 3, is done in Sections 4.2, 4.3 and 4.4.
Chapter 5 completes the proof of Theorem 3 by a numerical estimate of Ipnq for the values
of n beyond the analytical scope of the proof in Chapter 4.
The purpose of Chapter 6 is twofold. We first provide a numerical validation of Conjecture
2. As reference data we use numerical values for a large class of Ipnq, that have been
calculated for [13] on a modern computer cluster with a prescribed accuracy of 0.73 ¨ 10´9.
Afterwards we draw a deeper connection between our work and [13] by reproducing parts
of the findings in [13] using our general main term Mpnq. Since the numerical validation
of the general main term is far from a rigorous proof, we conclude Chapter 6 with a list
of open tasks and problems that have to be solved in order to prove Conjecture 2 and to
quantify the error between Mpnq and Ipnq.
To round off this work, Chapter 7 provides background on the theory of gamma, Bessel and
hypergeometric functions to an extend that is sufficient for our purposes. We review and
prove useful bounds and identities for different types of sums and integrals, including the
Lemmata 56, 57 and 59 we mentioned earlier.

5





CHAPTER 2

Series Expansion of a Product of Four Bessel Functions

In this chapter we jump straight into Step 1 of our program on page 4 towards the
analysis of the integral (1). In Lemma 7 we provide a formula for the series expansion
of the product J4

nprq on the basis of the expansion coefficients of a single Bessel function
Jnprq. The expression for the k-th expansion coefficient is then generalized for the case of
a product of four Bessel functions with different indices in formula (24). We obtain a more
precise expression for the k-th expansion coefficient of the product of four different Bessel
functions in Theorem 8, by using information on the coefficient of a single Bessel function
from Lemma 4. As a direct consequence of Theorem 8, we deduce in Corollary 9 the cor-
responding formula for the k-th expansion coefficient of the one-parameter case J4

nprq. The
remaining Lemmata 10 and 11 provide closed form expressions for parts of the formulae in
Theorem 8 and Corollary 9. This makes upcoming calculations less cumbersome.
To avoid ambiguity of indices, we will throughout this and the following chapter denote
the general six-vector by n “ pα, β, γ, δ, x, yq and assume that x and y are the two largest
indices.

As mentioned above, at the heart of all calculations in this chapter lies the series expan-
sion of a single Bessel function at infinity. It has first been used in the context of integrals
of Bessel functions by Oliveira e Silva and Thiele in [1].

Lemma 4 ([1]). Let n P N and Repzq ą 0. Let further l P N be such that
l ě maxtn´ 1

2 , 1u. If l is even, then

´π

2
z
¯

1
2
Jnpzq “ cos

´

z ´
π

4
´
π

2
n
¯

l
2
´1
ÿ

k“0

p´1qka2kpnq z
´2k

´ sin
´

z ´
π

4
´
π

2
n
¯

l
2
´1
ÿ

k“0

p´1qka2k`1pnq z
´p2k`1q `Rn,lpzq.

(9)

If l is odd, then

´π

2
z
¯

1
2
Jnpzq “ cos

´

z ´
π

4
´
π

2
n
¯

l´1
2
ÿ

k“0

p´1qka2kpnq z
´2k

´ sin
´

z ´
π

4
´
π

2
n
¯

l´3
2
ÿ

k“0

p´1qka2k`1pnq z
´p2k`1q `Rn,lpzq.

(10)

The expansion coefficients ajpnq are defined as

ajpnq “
Γpn` j ` 1

2q

j!2j Γpn´ j ` 1
2q
, (11)

and the remainder Rn,lpzq satisfies

|Rn,lpzq| ď |alpnq|
ˆ

|z|
Repzq

˙l´n` 1
2

cosh pImpzqq |z|´l. (12)

7



For the proof of Lemma 4 Oliveira e Silva and Thiele fall back on the Poisson integral
representation (377) of the Bessel function Jnpzq and perform the change of variables t “
cospθq to turn it into

Jnpzq “
zn

2nΓ
`

1
2

˘

Γ
`

n` 1
2

˘

ż 1

´1
cospztq

`

1´ t2
˘n´ 1

2 dt.

Then they split

Jnpzq “
1

2

`

J`n pzq ` J
´
n pzq

˘

,

with

J`n pzq “
zn

2nΓ
`

1
2

˘

Γ
`

n` 1
2

˘

ż 1

´1
eizt

`

1´ t2
˘n´ 1

2 dt

and J´n pzq “ J`n pzq, and prove the claimed identities (9) and (10) via contour integration
and the Taylor expansion of p1` xqn´1 for both functions J`n and J´n .
Their technique allows Oliveira e Silva and Thiele to immediately deduce explicit first and
second order asymptotics from Lemma 4 that are valid for large z close to the positive real
axis.

Corollary 5 ([1]). Let n ě 2 and z P C such that Impzq ă Repzq and Repzq ą n2.
Theň

ˇ

ˇ

ˇ

ˇ

J˘n pzq ´

ˆ

2

πz

˙
1
2

cos
´

z ´
π

4
´
π

2
n
¯

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ˆ

2

π|z|

˙
1
2 n2

|z|
cosh pImpzqq

ˆ

|z|

|Repzq|

˙
1
2

, (13)

and
ˇ

ˇ

ˇ

ˇ

ˇ

J˘n pzq ´

ˆ

2

πz

˙
1
2

cos
´

z ´
π

4
´
π

2
n
¯

`
4n2 ´ 1

8z

ˆ

2

πz

˙
1
2

sin
´

z ´
π

4
´
π

2
n
¯

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ˆ

2

π|z|

˙
1
2 n4

4|z|2
cosh pImpzqq

ˆ

|z|

|Repzq|

˙
1
2

.

(14)

For the sake of simplicity in notation we follow [1] and set from now on

Jnprq :“
´π

2
r
¯

1
2
Jnprq

and abbreviate the asymptotic expansion of Jnprq with length l by

Jnprq “
l´1
ÿ

k“0

ckpn, rqr
´k `Rlpnqr

´l. (15)

The exact formulas for the expansion coefficients ckpnq and the remainder term Rlpnq can
be read from Lemma 4. Taking absolute values, we find that

|ckpn, rq| ď |akpnq|,

|Rlpnq| ď

#

`

n` 1
2

˘
1
4 “: r0pnq, l “ 0,

|alpnq|, l ě 1

(16)

for n ě 1. The estimate in the case l “ 0 is due to Lemma 55 .
On the following pages, starting from (15) we first derive quite general expressions for

the asymptotic expansion of the product of two and of four Bessel functions of the same
index n. In a second step, we generalize the resulting expansion coefficient for the product
of four different Bessel functions with nonnegative indices α, β, γ, δ P Z. Afterwards, we
plug in the specific expression for the expansion coefficients and the remainder term of a
single Bessel function and simplify the result algebraically as much as possible.
So, let us start with J2

nprq.
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Lemma 6. Let n P N, n ě 1 and r ě 0. Then the asymptotic expansion of J2
nprq with

length l ě 1 is

J2
nprq “

l´1
ÿ

k“0

c
p2q
k pn, rqr

´k `R
p2q
l pn, rqr

´l,

with

c
p2q
k pn, rq “

k
ÿ

i“0

cipn, rqck´ipn, rq (17)

and

R
p2q
l pn, rq “

l´1
ÿ

k“0

ckpn, rqRl´kpnq `RlpnqR0pnq. (18)

Proof. Let l ě 1 and

Jnprq “
l´1
ÿ

k“0

ckpn, rqr
´k `Rlpnqr

´l.

Then it is by the definition of a remainder term
l´1
ÿ

m“j

cmpn, rqr
´m `Rlpnqr

´l “ Jnprq ´

j´1
ÿ

m“1

cmpn, rqr
´m

“ Rjpnqr
´j

for all 0 ď j ď l ´ 1, and the square of the expansion of Jnprq simplifies to

Jnprq
2 “

˜

l´1
ÿ

k“0

ckpn, rqr
´k `Rlpnqr

´l

¸2

“

l´1
ÿ

k“0

˜

k
ÿ

i“0

cipn, rqck´ipn, rq

¸

r´k ` c0pn, rqRlpnqr
´l

`

l´1
ÿ

k“1

ckpn, rq

˜

l´1
ÿ

i“l´k

cipn, rqr
´i `Rlpnqr

´l

¸

r´k

`Rlpnq
l´1
ÿ

k“0

´

ckpn, rqr
´k `Rlpnqr

´l
¯

r´l

“

l´1
ÿ

k“0

k
ÿ

i“0

cipn, rqck´ipn, rqr
´k `

˜

l´1
ÿ

k“0

ckpn, rqRl´kpnq `RlpnqR0pnq

¸

r´l.

As we can see, the expansion coefficients cp2qk pnq of the expansion of two Bessel functions
are

c
p2q
k pn, rq “

k
ÿ

i“0

cipn, rqck´ipn, rq,

and the remainder term R
p2q
l pnq is

R
p2q
l pn, rq “

l´1
ÿ

k“0

ckpn, rqRl´kpnq `RlpnqR0pnq.

9



The trick of cutting the square of a sum into a triangular sum and a linear one makes all
forthcoming calculations easier and less cumbersome since the number of terms we have to
take into consideration reduces drastically. This technique was already used by Oliveira e
Silva and Thiele in [1] for an expansion length of 6. Lemma 6 generalizes it for an arbitrary
expansion length l. If we apply Lemma 6 twice and use the estimates (16) for cjpn, rq and
Rjpnq, we immediately get

Lemma 7. Let n P N, n ě 1 and r ě 0. Then the asymptotic expansion of J4
nprq with

length l ě 1 is

J4
nprq “

l´1
ÿ

k“0

c
p4q
k pn, rqr

´k `R
p4q
l pn, rqr

´l, (19)

where the expansion coefficients cp4qk pnq are defined by

c
p4q
k pn, rq “

k
ÿ

i“0

i
ÿ

j“0

j
ÿ

m“0

cmpn, rqcj´mpn, rqci´jpn, rqck´ipn, rq, (20)

and the remainder term R
p4q
l pn, rq satisfies |Rp4ql pn, rq| ď rpn, lq with

rpn, lq :“
l´1
ÿ

k“0

k
ÿ

i“0

i
ÿ

j“0

|ajpnqai´jpnqak´ipnqal´kpnq|

` r0pnq
l´1
ÿ

k“0

k
ÿ

i“0

|aipnqak´ipnqal´kpnq|

` r2
0pnq

l´1
ÿ

k“0

|akpnqal´kpnq|` r3
0pnq|alpnq|.

(21)

The goal of the following calculations is to generalize formula (20) for the case of four
different Bessel functions JαprqJβprqJγprqJδprq. We will then be able to formally express this
product as a series of length l, but without remainder term. We refer to this representation
as the approximated series expansion of JαprqJβprqJγprqJδprq and denote it by

JαprqJβprqJγprqJδprq «
l´1
ÿ

k“0

c
p4q
k pα, β, γ, δ, rqr

´k. (22)

Now, let us have a closer look at cp4qk pα, β, γ, δ, rq. By replacing the two values n in the
proof of Lemma 6 by α and β, we immediately see that (17) generalizes for the product of
two Bessel functions with different indices in the following simple way

c
p2q
k pα, β, rq :“

k
ÿ

i“0

ck´ipα, rqcipβ, rq. (23)

We repeat the calculation that leads to (23) two more times and yield the expression

c
p4q
k pα, β, γ, δ, rq :“

k
ÿ

i`0

i
ÿ

j“0

j
ÿ

s“0

ck´ipα, rqci´jpβ, rqcj´spγ, rqcspδ, rq (24)

for the k-th expansion coefficient JαprqJβprqJγprqJδprq.
Note that due to the associativity and commutativity of the product of the four Bessel func-
tions, also the formula for the expansion coefficients must reflect these property. Meaning,
the coefficients can expressed in the following equivalent way

c
p4q
k pα, β, γ, δ, rq “

k
ÿ

i“0

i
ÿ

j“0

ci´jpα, rqcjpβ, rq
k´i
ÿ

s“0

ck´i´spγ, rqcspδ, rq. (25)
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We now plug in the information we have from Lemma 4 on the single-function expansion co-
efficients ckpα, rq into the expression (25) for the four-function expansion coefficient. Recall
that depending on the parity of α and k the coefficient ckpα, rq is

ckpα, rq “ akpαq

#

p´1q
k
2 cos

`

r ´ π
4 ´

π
2n

˘

, k even,
p´1q

k`1
2 sin

`

r ´ π
4 ´

π
2n

˘

, k odd.

This can also be expressed in the following, more convenient way

ckpα, rq “ akpαq cos
´

r ´
π

4
´ pα´ kq

π

2

¯

, (26)

with ak defined in (11) by

akpαq “
Γpα` k ` 1

2q

k!2k Γpα´ k ` 1
2q
.

Plugging (26) into (25) we yield

c
p4q
k pα, β, γ, δq “

k
ÿ

i“0

i
ÿ

j“0

k´i
ÿ

s“0

ai´jpαqajpβqak´i´spγqaspδq

ˆ cos
”

r ´
π

4
´ pα´ i` jq

π

2

ı

cos
”

r ´
π

4
´ pβ ´ jq

π

2

ı

ˆ cos
”

r ´
π

4
´ pγ ´ k ` i` sq

π

2

ı

cos
”

r ´
π

4
´ pδ ´ sq

π

2

ı

.

(27)

Using the trigonometric identities

cospxq2 “
1

2
rcosp2xq ` 1s,

sinpxq2 “ ´
1

2
rcosp2xq ´ 1s,

sinpxq cospxq “
1

2
sinp2xq,

(28)

we reduce the product of the four cosine factors to the sum

1

8

«

p´1qi cos
”

pα` β ´ γ ´ δ ` kq
π

2

ı

` p´1qj`s cos
”

p´α` β ´ γ ` δ ` kq
π

2

ı

` p´1qi`j`s cos
”

pα´ β ´ γ ` δ ` kq
π

2

ı

´ cos
”

pα` β ` γ ` δ ´ kq
π

2
´ 4r

ı

` p´1qj sin
”

p´α` β ´ γ ´ δ ` kq
π

2
` 2r

ı

` p´1qs sin
”

p´α´ β ´ γ ` δ ` kq
π

2
` 2r

ı

` p´1qi`j sin
”

pα´ β ´ γ ´ δ ` kq
π

2
` 2r

ı

` p´1qi`s sin
”

p´α´ β ` γ ´ δ ´ kq
π

2
` 2r

ı

ff

.

(29)

For the sake of readability, we denote in the following

Aipα, βq :“
i
ÿ

j“0

ai´jpαqajpβq,

Bipα, βq :“
i
ÿ

j“0

p´1qjai´jpαqajpβq,

(30)

and abbreviate

Aipα, αq “: Aipαq, Bipα, αq “: Bipαq,
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in the case that the parameters α and β are equal.

In terms of these Ai and Bi we obtain the following representation for the k-th expansion
coefficient cp4qk pα, β, γ, δ, rq of the series expansion of the product of four different Bessel
functions.

Theorem 8. Let α, β, γ, δ be non-negative integers and k ě 0. Then the k-th expansion
coefficient cp4qk pα, β, γ, δ, rq of the series expansion of the product JαprqJβprqJγprqJδprq obeys

c
p4q
k pα, β, γ, δ, rq “

1

8

k
ÿ

i“0

˜

p´1qi cos
´

pα` β ´ γ ´ δ ` kq
π

2

¯

Aipα, βqAk´ipγ, δq

` p´1qi cos
´

pα´ β ´ γ ` δ ` kq
π

2

¯

Bipα, βqBk´ipγ, δq

` cos
´

p´α` β ´ γ ` δ ` kq
π

2

¯

Bipα, βqBk´ipγ, δq

´ cos
´

pα` β ` γ ` δ ´ kq
π

2
´ 4r

¯

Aipα, βqAk´ipγ, δq

` sin
´

p´α` β ´ γ ´ δ ` kq
π

2
` 2r

¯

Bipα, βqAk´ipγ, δq

` sin
´

p´α´ β ´ γ ` δ ` kq
π

2
` 2r

¯

Aipα, βqBk´ipγ, δq

` p´1qi sin
´

pα´ β ´ γ ´ δ ` kq
π

2
` 2r

¯

Aipα, βqBk´ipγ, δq

` p´1qi sin
´

p´α´ β ` γ ´ δ ´ kq
π

2
` 2r

¯

Aipα, βqBk´ipγ, δq

¸

.

Proof. Plug in (29) into (27) and replace the sums over j and s by (30).

If all indices α, β, γ, δ are equal, Theorem 8 simplifies a lot and leads us directly to the
following representation of the expansion coefficient (20) in the one-parameter case.

Corollary 9. Let k, n be nonnegative integers, r ą 0 and Aipnq, Bipnq be the sums we
defined in (30), with α “ β “ n. Then, the expansion coefficient cp4qk pn, rq satisfies

c
p4q
k pn, rq “

1

8
cos

ˆ

kπ

2

˙

¨

˚

˝

k
ÿ

i“0

p´1qiAipnqAk´ipnq ` 2
k
ÿ

i“0
even

BipnqBk´ipnq

˛

‹

‚

`
1

4
p´1qn sin

ˆ

kπ

2
` 2r

˙

¨

˚

˝

k
ÿ

i“0
even

BipnqAk´ipnq `
k
ÿ

i“0
k`i even

AipnqBk´ipnq

˛

‹

‚

´
1

8
cos

ˆ

kπ

2
` 4r

˙ k
ÿ

i“0

AipnqAk´ipnq.

(31)

Proof. Setting α “ β “ γ “ δ “ n in (29) reduces it to

1

8

«

cos

ˆ

kπ

2

˙

“

p´1qi ` p1` p´1qiqp´1qj`s
‰

` p´1qn sin

ˆ

kπ

2
` 2r

˙

”

p1` p´1qiqp´1qj ` p1` p´1qk`iqp´1qs
ı

´ cos

ˆ

kπ

2
` 4r

˙

ff

.

(32)
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All that is left now ist to plug in (32) into (27) and identify the sums Aipnq and Bipnq.

Next, we continue the discussion of the general four-functions expansion coefficient (27)
with a closer analysis of the sums Aipα, βq and Bipα, βq and express them in terms of the
generalized hypergeometric function 3F2. This may seem like making it more complicated,
but opens up the possibility of applying the machinery of hypergeometric functions to our
problem.

Lemma 10. For all non-negative integers α, β and i it is

Aipα, βq “ 2´i
Γ
`

α` i` 1
2

˘

Γpi` 1qΓ
`

α´ i` 1
2

˘3F2

ˆ

´β ` 1
2 , β `

1
2 ,´i

´α´ i` 1
2 , α´ i`

1
2

ˇ

ˇ

ˇ
´1

˙

,

Bipα, βq “ 2´i
Γ
`

α` i` 1
2

˘

Γpi` 1qΓ
`

α´ i` 1
2

˘3F2

ˆ

´β ` 1
2 , β `

1
2 ,´i

´α´ i` 1
2 , α´ i`

1
2

ˇ

ˇ

ˇ
1

˙

.

Proof. We derive the expression for Aipα, βq. The one for Bipα, βq is completely
analogous. First we plug in the definition (11) of the expansion coefficients a into the
definition of Aipα, βq and apply the reflection formula (327) to the factors Γ

`

α` i´ j ` 1
2

˘

and Γ
`

β ´ j ` 1
2

˘

. Then it is

Aipα, βq “ 2´ip´1qα´β`i
i
ÿ

j“0

Γ
`

´β ` j ` 1
2

˘

Γ
`

β ` j ` 1
2

˘

Γ
`

α´ i` j ` 1
2

˘

Γ
`

´α´ i` j ` 1
2

˘

Γpi´ j ` 1qΓpj ` 1q
.

Next, we note that

Γp´iqΓpi` 1q

Γp´i` jqΓpi´ j ` 1q
“ p´1qj . (33)

This can be seen by applying the reflection formula (327) for non-integer i and taking the
limit iÑ Z afterwards. Hence, we can further transform Aipα, βq into

Aipα, βq “
2´ip´1qα´β`i

Γpi` 1qΓp´iq

i
ÿ

j“0

Γ
`

´β ` j ` 1
2

˘

Γ
`

β ` j ` 1
2

˘

Γp´i` jq

Γ
`

α´ i` j ` 1
2

˘

Γ
`

´α´ i` j ` 1
2

˘

Γpj ` 1q
p´1qj .

By definition (335) of 3F2 this is equal to

2´ip´1qα´β`iΓ
`

´β ` 1
2

˘

Γ
`

β ` 1
2

˘

Γpi` 1qΓ
`

´α´ i` 1
2

˘

Γ
`

α´ i` 1
2

˘3F2

ˆ

´β ` 1
2 , β `

1
2 ,´i

´α´ i` 1
2 , α´ i`

1
2

ˇ

ˇ

ˇ
´1

˙

,

which after another two applications of the reflection formula to the factors Γ
`

´β ` 1
2

˘

and
Γ
`

´α´ i` 1
2

˘

turns into the claimed formula.

In the special case of α “ β “ n, we exploit some symmetry effects to simplify the first
summand in (31) and deduce a closed form expression for Bipnq.

Lemma 11. Let i, n P N and i, n ě 0. Then it is

Bipnq “

$

&

%

0, i odd,

p´1q
i
2π´

1
2

Γp i2`
1
2qΓpn`

i
2
` 1

2q

Γp i2`1qΓpn´ i
2
` 1

2q
, i even.

(34)

Moreover, for even k we have

k
ÿ

i“0

p´1qiAipnqAk´ipnq “

k
2
ÿ

i“0

B2ipnqBk´2ipnq. (35)

13



Proof. For the proof of (34) let yjpi, nq “ p´1qjajpnqai´jpnq. Then yi´jpk, nq “
´yjpi, nq and therefore, for odd i

i
ÿ

j“0

yjpi, nq “

i´1
2
ÿ

j“0

pyjpi, nq ` yi´jpi, nqq “ 0.

So, let’s assume that i is even and set i “ 2j. By Lemma 10 it is

B2jpnq “ 2´2j Γ
`

n` 2j ` 1
2

˘

Γ p2j ` 1qΓ
`

n´ 2j ` 1
2

˘3F2

ˆ

´n` 1
2 , n`

1
2 ,´2j

´n´ 2j ` 1
2 , n´ 2j ` 1

2

ˇ

ˇ

ˇ
1

˙

.

Note that the hypergeometric function above has exactly the form stated in Lemma 48,
when we set a “ j, b “ n ´ j ´ 1

2 and c “ ´n ´ j ´ 1
2 . Thus, an application of the lemma

and the reflection formula (327) yields

B2jpnq “ 2´2j Γ
`

n` 2j ` 1
2

˘

Γ p2j ` 1qΓ
`

n´ 2j ` 1
2

˘

ˆ
Γ p´j ` 1qΓ

`

n´ 2j ` 1
2

˘

Γ
`

´n´ 2j ` 1
2

˘

Γ p´jq

Γp´2j ` 1qΓ
`

n´ j ` 1
2

˘

Γ
`

´n´ j ` 1
2

˘

Γp´2jq

“ 2´2j Γp´jq

Γp´2jqΓpj ` 1q

Γ
`

n` j ` 1
2

˘

Γ
`

n´ j ` 1
2

˘ .

We write the first quotient above as

Γp´jqΓpj ` 1q

Γp´2jqΓp2j ` 1q

Γp2j ` 1q

Γpj ` 2q2
.

By relation (33) with i “ 2j and Legendre’s duplication formula (328), this is equal to

p´1qj22jπ´
1
2

Γ
`

j ` 1
2

˘

Γ pj ` 1q
.

Combining the last three steps and switching back to j “ i
2 completes the proof of (34).

Let’s turn to (35). Recall the definition of the sum Aipnq and plug in the formula for the
factors ajpnq from Lemma 4.

Aipnq “
i
ÿ

j“0

ai´jpnqajpnq

“ 2´i
i
ÿ

j“0

Γ
`

n` i´ j ` 1
2

˘

Γ
`

n` j ` 1
2

˘

Γpi´ j ` 1qΓpj ` 1qΓ
`

n´ i` j ` 1
2

˘

Γ
`

n´ j ` 1
2

˘ .

Note that
1

Γpi´ j ` 1qΓpj ` 1q
“

1

Γpi` 1q

ˆ

i

j

˙

.

Moreover, let

Gpjq :“
Γ
`

n` j ` 1
2

˘

Γ
`

n´ j ` 1
2

˘ .

We omit the dependency on n, since it is not of relevance for the upcoming transformations.
Then

Aipnq “
2´i

Γpi` 1q

i
ÿ

j“0

ˆ

i

j

˙

Gpi´ jqpGpjq
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and
k
ÿ

i“0

p´1qiAk´ipnqAipnq

“ 2´k
k
ÿ

i“0

k´i
ÿ

j“0

i
ÿ

s“0

p´1qi

Γpk ´ i` 1qΓpi` 1q

ˆ

k ´ i

j

˙ˆ

i

s

˙

Gpk ´ i´ jqGpjqGpi´ sqGpsq

“
2´k

Γpk ` 1q

k
ÿ

i“0

k´i
ÿ

j“0

i
ÿ

s“0

p´1qi
ˆ

k

i

˙ˆ

k ´ i

j

˙ˆ

i

s

˙

Gpk ´ i´ jqGpjqGpi´ sqGpsq. (36)

By symmetry of the convolution and property (34) of the Bi’s, the asserted identity (35) is
equivalent to

k
ÿ

i“0

p´1qiAk´ipnqAipnq “
k
ÿ

i“0

Bk´ipnqBipnq.

Repeating the transformations that lead to (36) for the B, we yield

k
ÿ

i“0

Bk´ipnqBipnq

“
2´k

Γpk ` 1q

k
ÿ

i“0

k´i
ÿ

j“0

i
ÿ

s“0

p´1qj`s
ˆ

k

i

˙ˆ

k ´ i

j

˙ˆ

i

s

˙

Gpk ´ i´ jqGpjqGpi´ sqGpsq.

(37)

In the following we show equality between (36) and (37). We start at (37) and use Fubini’s
theorem on the interchangeability of the summation order and the two binomial identities

ˆ

n

m

˙ˆ

m

k

˙

“

ˆ

n

k

˙ˆ

n´ k

m´ k

˙

, (38)
ˆ

n

m

˙

“

ˆ

n

n´m

˙

(39)

to end up at (36). In (37) we change the order of summation of i and s and shift i “ p` s
afterwards to get

2kΓpk ` 1q
k
ÿ

i“0

Bk´ipnqBipnq

“

k
ÿ

s“0

k´s
ÿ

p“0

k´s´p
ÿ

j“0

p´1qj`s
ˆ

k

p` s

˙ˆ

p` s

s

˙ˆ

k ´ s´ p

j

˙

Gpk ´ s´ p´ jqGpsqGppqGpjq.

Next, we apply (38) to the first two binomial coefficients and reverse the summation over p
and s by setting q “ k ´ s and r “ q ´ p. Due to (39), this leads to

k
ÿ

q“0

q
ÿ

r“0

r
ÿ

j“0

p´1qj`q
ˆ

k

q

˙ˆ

q

r

˙ˆ

r

j

˙

Gpk ´ qqpGpq ´ rqGpr ´ jqGpjq.

Now we interchange the summation over r and j and repeat the same steps as above. That
is, we apply (38), shift r “ j`s and reverse p “ q´j. The resulting sum looks the following

k
ÿ

q“0

q
ÿ

p“0

p
ÿ

s“0

p´1qp
ˆ

k

p

˙ˆ

q

p

˙ˆ

p

s

˙

Gpk ´ qqGpq ´ pqGpp´ sqGpsq.

We have to interchange the summation order once more. Now it is the turn for the sums
over q and p. Again we apply (38) and shift q “ p ` t. This finally leads to the desired
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result
k
ÿ

p“0

k´p
ÿ

t“0

p
ÿ

s“0

p´1qp
ˆ

k

p

˙ˆ

k ´ p

t

˙ˆ

p

s

˙

Gpk ´ p´ tqGptqGpp´ sqGpsq

“ 2kΓpk ` 1q
k
ÿ

p“0

p´1qpAk´ppnqAppnq.

Note that the proof of identity (35) heavily relies on the fact that all Bessel indices are
equal. Thus, we don’t expect it to be true in the general case.

Remark 12. As a direct consequence of Lemma 11 we can simplify the expansion
coefficient cp4qk pnq for even k a little bit and get

c
p4q
k pn, rq “ p´1q

k
2

˜

3

8

k
2
ÿ

j“0

B2jpnqBk´2jpnq ´
1

8
cosp4rq

k
ÿ

i“0

AipnqAk´ipnq

`
1

4
p´1qn sinp2rq

k
2
ÿ

j“0

pA2jpnqBk´2jpnq `Ak´2jpnqB2jpnqq

¸

.

(40)
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CHAPTER 3

Integration of the Series Expansion and Derivation of the
Main Term

The present Chapter implements Step 2 of our program on page 4. Its first half treats the
one-parameter case and is devoted to the proof of Theorem 13, which proves a decomposition
of the integral Ipnq into a sum of three terms Mpnq, Spnq and Rpnq, the main term, the
secondary term and the remainder term. We establish concrete formulae for the summands
Mpnq and Spnq in terms of sums of quotients of products of gamma functions with and
without an additional hypergeometric factor, respectively. For the term Rpnq we derive an
upper bound. The basis of the proof of Theorem 13 is the series expansion of J4

n that we
developed in Lemma 7 and refined in Corollary 9 and Lemma 11. Another crucial ingredient
are the Lemmata 56, 57 and 59, that provide us with the necessary tools to handle integrals
of two Bessel functions.
In the second half of this chapter we turn to the case of a general six-vector n. In formula
(56) we produce the conjectured main term Mpnq of Conjecture 2. Its deduction does not
have proof-character but is very similar to the procedure in the proof of Theorem 13.

Theorem 13. Let n ě 0 and n “ pn, n, n, n, 2n, 2nq. Then the integral
`

π
2

˘2
Ipnq can

be splitted into a sum of three terms, a main term Mpnq, a secondary term Spnq and a
remainder Term Rpnq

´π

2

¯2
Ipnq “Mpnq ` Spnq `Rpnq.

The individual terms are defined by

Mpnq “
3

16π
3
2

ˆ

2n´1
ÿ

p“0

p
ÿ

j“0

Γ
`

p` 1
2

˘

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γ p2n´ pqΓ
`

n` j ` 1
2

˘

Γ
`

n` p´ j ` 1
2

˘

Γpp` 1qΓpj ` 1qΓpp´ j ` 1qΓp2n` p` 1qΓ
`

n´ j ` 1
2

˘

Γ
`

n´ p` j ` 1
2

˘ ,

(41)

and

Spnq “
1

8

2´12n

Γp2n` 1q2

4n´2
ÿ

k“0

p´1qk`12k
k
ÿ

i“0

i
ÿ

j“0

j
ÿ

m“0

3F2

ˆ

2n` 1
2 , 2n´

k
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

ˆ
Γp4n´ kqΓ

`

n` k ´ i` 1
2

˘

Γ
`

n` i´ j ` 1
2

˘

Γpk ´ i` 1qΓpi´ j ` 1qΓ
`

n´ k ` i` 1
2

˘

Γ
`

n´ i` j ` 1
2

˘

ˆ
Γ
`

n` j ´m` 1
2

˘

Γ
`

n`m` 1
2

˘

Γpj ´m` 1qΓpm` 1qΓ
`

n´ j `m` 1
2

˘

Γ
`

n´m` 1
2

˘ ,

(42)

and the remainder term satisfies

|Rpnq| ď rpnq
Γp2nq

2Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ , (43)

where rpnq “ rpn, 4n´ 1q is defined in (21).
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Later in this work we will see that the main term Mpnq is the one, that carries all the
information on the decay behavior of the Bessel integral Ipnq. The secondary term Spnq and
the remainder term Rpnq on the other hand don’t contribute substantially to the magnitude
of Ipnq and will be subject of the error analysis.

Proof. When we replace in Ipnq the product J4
nprq “

`

2
πr

˘2
J4
npnq by the series expan-

sion we developed in Lemma 7, we get the sum
´π

2

¯2
Ipnq “

l´1
ÿ

k“0

ż 8

0
J2

2nprqc
p4q
k pn, rqr

´k´1dr `

ż 8

0
J2

2nprqR
p4q
l pn, rqr

´l´1dr. (44)

After plugging in the formula for the expansion coefficient cp4qk pn, rq from Corollary 9 and
(40), respectively, we encounter the three different types of integrals

I0rpk, nq :“

ż 8

0
J2

2nprqr
´k´1dr,

I2rpk, nq :“

ż 8

0
sin

ˆ

kπ

2
` 2r

˙

J2
2nprqr

´k´1dr,

I4rpk, nq :“

ż 8

0
cos

ˆ

kπ

2
` 4r

˙

J2
2nprqr

´k´1dr.

In the following we address them by 0r - terms, 2r - terms and 4r - terms, respectively,
referring to the r - dependency of the trigonometric factor under the integral. Using these
abbreviations for the integrals, (44) turns into

´π

2

¯2
Ipnq “

l´1
ÿ

k“0

«

1

8
cos

ˆ

kπ

2

˙

I0rpk, nq

¨

˚

˝

k
ÿ

i“0

AipnqAk´ipnq ` 2
k
ÿ

i“0
even

BipnqBk´ipnq

˛

‹

‚

`
1

4
p´1qnI2rpk, nq

¨

˚

˝

k
ÿ

i“0
even

BipnqAk´ipnq `
k
ÿ

i“0
k`i even

AipnqBk´ipnq

˛

‹

‚

´
1

8
I4rpk, nq

k
ÿ

i“0

AipnqAk´ipnq

ff

`

ż 8

0
J2

2nprqR
p4q
l pn, rqr

´l´1dr.

(45)

The last integral in the above line will from now on be called remainder term of Ipnq, and
we denote it by

Rpl,nq :“

ż 8

0
J2

2nprqR
p4q
l pn, rqr

´l´1dr. (46)

Let us now further explore the single types of integrals starting with the 0r-terms. Upon
the condition that k ` 1 ď 4n, we can apply Kaptain’s formula Lemma 56 to express the
integral in the closed form

I0rpk, nq “
2´k´1Γpk ` 1qΓ

`

2n´ k
2

˘

Γ
`

k
2 ` 1

˘2
Γ
`

2n` k
2 ` 1

˘

“
1

2

Γ
`

k
2 `

1
2

˘

Γ
`

2n´ k
2

˘

Γpk ` 1qΓ
`

2n` k
2 ` 1

˘ .

(47)

The second equality is due to the duplication formula (328).
Before we continue with the analysis of the 2r- and 4r-terms, we briefly discuss the

conditions the expansion length l has to satisfy, and choose a suitable value for l.
Since we want to treat all 0r-terms with Kapteyn’s formula, our expansion length l has to
satisfy 0 ď k ď l ď 4n´ 1. Moreover, we want our approximation of J4

nprq by its expansion
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to be as accurate as possible. Meaning we want to loose as few expansion terms as possible.
Consequently, we choose the expansion length to be as large as possible. That is

l “ 4n´ 1. (48)

Note that (46) leads to an integral of the type I0rpk, nq, as well, when we take the
absolute value and use the uniform bound on the expansion remainder from Lemma 7.
By the above considerations regarding the expansion length, this 0r-term related to the
expansion remainder satisfies

I0rpl, nq “ I0rp4n´ 1, nq “
Γp2nq

2Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ , (49)

and the claimed upper bound (43) on the remainder term Rpnq :“ Rp4n ´ 1,nq follows
directly from

|Rpnq| ď |Rp4q4n´1pn, rq|I0rp4n´ 1, nq

and Lemma 7.
Next, we consider the 2r-terms. Note that depending on the parity of k, the trigono-

metric function underneath the integral is either a sine or a cosine of 2r. For even k we
have the sine, for odd k it is the cosine. Thus, all conditions of Lemma 57 are met and we
can conclude that the 2r-terms vanish.

In the case of the 4r-terms we proceed similarly, with the intention to use Lemma 58.
For even k the first formula (383) of the lemma applies, and for odd k it is the second one
(384), leading to

I4rpk, nq “ p´1qk22k´12n Γp4n´ kq

Γp2n` 1q2
3F2

ˆ

2n` 1
2 , 2n´

k
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

. (50)

In the next step, we plug in our findings about I0rpk, nq, I2rpk, nq and I4rpk, nq into (45)
and call the part related to the 0r-terms the main term Mpnq, and the part related to the
4r-terms the secondary term Spnq. Then we yield from (47) and Lemma 11 for the main
term

Mpnq “
1

16

4n´2
ÿ

k“0

cos

ˆ

kπ

2

˙

Γ
`

k
2 `

1
2

˘

Γ
`

2n´ k
2

˘

Γpk ` 1qΓ
`

2n` k
2 ` 1

˘

ˆ

«

k
ÿ

i“0

AipnqAk´ipnq ` 2
k
ÿ

i“0
even

BipnqBk´ipnq

ff

“
3

16π
1
2

2n´1
ÿ

p“0

Γ
`

p` 1
2

˘

Γp2n´ pq

Γpp` 1qΓp2n` p` 1q
p´1qp

p
ÿ

j“0

B2jpnqB2p´2jpnq.

For the secondary term we get from (50)

Spnq “
1

8

4n´2
ÿ

k“0

p´1qk`122k´12n Γp4n´ kq

Γp2n` 1q2
3F2

ˆ

2n` 1
2 , 2n´

k
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

ˆ

k
ÿ

i“0

AipnqAk´ipnq.

Now the claimed formulae (41) and (42) follow from the definition (30) of the sums Ai and
Bi and formula (11) for the aj .

Since we will later only be interested in an upper bound on the absolute value of the
secondary term (42), we want to take us a minute before we move on to place the following
remark.
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Remark 14. By definition (335) of a generalized hypergeometric function, we see that
this function is positive, if all parameters a1, . . . , ap and b1, . . . , bq are positive. In the case

of 3F2

ˆ

2n` 1
2

2n´ k
2

2n´ k
2
` 1

2
2n`1 4n`1

ˇ

ˇ

ˇ

1
4

˙

this condition is met, as we have 0 ď k ď l ď 4n ´ 1. We

thus can estimate the absolute value of Spnq as follows

|Spnq| ď
1

8

2´12n

Γp2n` 1q2

4n´2
ÿ

k“0

2k
k
ÿ

i“0

i
ÿ

j“0

j
ÿ

m“0

3F2

ˆ

2n` 1
2 , 2n´

k
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

ˆ
Γp4n´ kqΓ

`

n` k ´ i` 1
2

˘

Γ
`

n` i´ j ` 1
2

˘

Γpk ´ i` 1qΓpi´ j ` 1q
ˇ

ˇΓ
`

n´ k ` i` 1
2

˘

Γ
`

n´ i` j ` 1
2

˘ˇ

ˇ

ˆ
Γ
`

n` j ´m` 1
2

˘

Γ
`

n`m` 1
2

˘

Γpj ´m` 1qΓpm` 1q
ˇ

ˇΓ
`

n´ j `m` 1
2

˘

Γ
`

n´m` 1
2

˘
ˇ

ˇ

.

The second half of this Chapter is devoted to the derivation of the main term Mpnq for
the general integral Ipnq with n “ pα, β, γ, δ, x, yq upon the assumption that x and y are
the two largest indices. We follow the lines of the proof of Theorem 13, with the difference
that we don’t work with the series expansion of the product JαprqJβprqJγprqJδprq, but with
the approximated series expansion

JαprqJβprqJγprqJδprq «

ˆ

2

πr

˙2 l´1
ÿ

k“0

c
p4q
k pα, β, γ, δ, rqr

´k

we deduced in Chapter 2. Meaning, we do not take into account the expansion remainder.
The reason is, that on the basis of the analysis of the remainder term Rpnq of the integral
Ipnq in Section 4.2 of the next Chapter 4, we suppose, that in the general case the integral of
the expansion remainder also does not contribute to the overall asymptotic behavior of Ipnq.

So, let us start by replacing the product JαprqJβprqJγprqJδprq in Ipnq by its approxi-
mated series expansion. We still encounter similar 0r-terms, 2r-terms and 4r-terms, this
time in the more general form

I0rpk, x, yq :“

ż 8

0
JxprqJyprqr

´k´1dr,

I2rpk, x, yq :“

ż 8

0
sin

ˆ

σ ` k

2
π ` 2r

˙

JxprqJyprqr
´k´1dr,

I4rpk, x, yq :“

ż 8

0
cos

ˆ

σ ` k

2
π ` 4r

˙

JxprqJyprqr
´k´1dr,

(51)

with σ being a sum of the kind ˘α ˘ β ˘ γ ˘ δ. The precise cases for σ can be read from
(29), but are not important at this point. Here, we only care about the parity of σ.

We now briefly discuss each of these integrals, starting with the 0r-terms. Lemma 56 is
still applicable to the 0r-terms if 0 ď k ` 1 ď x` y and yields

I0rpk, x, yq “
2´k´1Γpk ` 1qΓ

´

x`y´k
2

¯

Γ
´

x´y`k
2 ` 1

¯

Γ
´

´
x´y`k

2 ` 1
¯

Γ
´

x`y`k
2 ` 1

¯ . (52)

With the same argument as in the proof of Theorem 13, we choose the expansion length
to be as large as possible, such that the requirements of Lemma 56 are still met for all
0 ď k ď l ´ 1. That is

l “ x` y ´ 1. (53)

20



As in the special case, we define the main term Mpnq to be the sum of all terms that
come with a 0r-term factor after the replacement step above. In order to motivate and
justify this choice, we now provide some arguments why we expect the 2r- and the 4r-terms
to be negligible.
Having a closer look at I2rpk, x, yq and I4rpk, x, yq, one notices that depending on the parity
of x, y and σ always exactly one of those integrals meets the requirements of Lemma 57 or
Lemma 58 and Remark 61, and thus vanishes for all k. To make this clearer, assume that
x ` y is even. If σ is even, too, then we get in I2r the trigonometric factor sinp2rq and an
odd sum x ` y ` k ` 1 for even k, and cosp2rq with an even sum x ` y ` k ` 1 for odd k.
Thus, the 2r-terms vanish due to Lemma 57. If σ is odd, then the same chain of reasoning
applies to the 4r-terms, with Lemma 57 replaced by Lemma 58 and Remark 61.

Let us for example assume, that we are in the case that the 2r-terms vanish. Then,
the 4r-terms have to be estimated. To do so, one may apply a contour integral argument
similar to the one in the proof of Lemma 2.4 in [1]. This leads to the upper bound

|I4rpk, x, yq| ď 2k´2x´2y´1 Γpx` y ´ kq

Γpx` 1qΓpy ` 1q

and shows an exponential decay of the integrals I4rpk, x, yq in x and y. We therefore ignore
them for our purposes.

After this excursion on the 2r- and 4r-terms, we continue our derivation of a formula
for the main term Mpnq. To this end, we have to take a closer look at the expression
we get after replacing the product JαprqJβprqJγprqJδprq in Ipnq by its approximated series
expansion and need to identify the part, that contains the 0r-terms. Recalling the formula
for the expansion coefficient cp4qk pα, β, γ, δ, rq from Theorem 8, we find that this is

Mpnq “
ˆ

2

π

˙2 1

8

x`y´1
ÿ

k“0

I0rpk, x, yq

ˆ

„

cos
”

pα` β ´ γ ´ δ ` kq
π

2

ı

k
ÿ

i“0

p´1qiAipα, βqAk´ipγ, δq

` cos
”

p´α` β ´ γ ` δ ` kq
π

2

ı

k
ÿ

i“0

Bipα, βqBk´ipγ, δq

` cos
”

pα´ β ´ γ ` δ ` kq
π

2

ı

k
ÿ

i“0

p´1qiBipα, βqBk´ipγ, δq



.

(54)

When we plug in (52), we see that the summands for 0 ď k ď |x ´ y| ´ 2 vanish in (54)
due to the fact that the reciprocal gamma function 1{Γpzq has zeros at z “ 0,´1,´2, . . . .
Moreover, it suffices to sum over those values of k such that the sum α ` β ` γ ` δ ` k
is even, since otherwise all cosine factors are zero. Thus, we can state the following, more
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compact version of M

Mpnq “
1

p2πq2

x`y´1
ÿ

k“maxt|x´y|´1,0u
α`β`γ`δ`k even

p´1q
α`β´γ´δ`k

2

2´kΓpk ` 1qΓ
´

x`y´k
2

¯

Γ
´

x´y`k
2 ` 1

¯

Γ
´

´
x´y`k

2 ` 1
¯

Γ
´

x`y`k
2 ` 1

¯

ˆ

«

k
ÿ

i“0

p´1qiAipα, βqAk´ipγ, δq ` p´1qα`δ
k
ÿ

i“0

Bipα, βqBk´ipγ, δq

` p´1qβ`δ
k
ÿ

i“0

p´1qiBipα, βqBk´ipγ, δq

ff

.

(55)

Note that for integers γ and δ the sum α ` β ´ γ ´ δ ` k is even if and only if the sum
α` β ` γ ` δ ` k is. Thus, the factor p´1q

α`β´γ´δ`k
2 is always real.

Finally, we express the sums Aj and Bj in terms of the hypergeometric functions, we found
in Lemma 10 and end up with
Mpnq

“
1

p2πq2

x`y´1
ÿ

k“maxt|x´y|´1,0u
α`β`γ`δ`k even

p´1q
α`β´γ´δ`k

2

2´2kΓpk ` 1qΓ
´

x`y´k
2

¯

Γ
´

x´y`k
2 ` 1

¯

Γ
´

´
x´y`k

2 ` 1
¯

Γ
´

x`y`k
2 ` 1

¯

ˆ

k
ÿ

i“0

p´1qi
Γ
`

α` i` 1
2

˘

Γ
`

γ ` k ´ i` 1
2

˘

Γpi` 1qΓ
`

α´ i` 1
2

˘

Γpk ´ i` 1qΓ
`

γ ´ k ` i` 1
2

˘

ˆ

«

3F2

ˆ

´β ` 1
2 , β `

1
2 ,´i

´α´ i` 1
2 , α´ i`

1
2

ˇ

ˇ

ˇ
´1

˙

3F2

ˆ

´δ ` 1
2 , δ `

1
2 ,´k ` i

´γ ´ k ` i` 1
2 , γ ´ k ` i`

1
2

ˇ

ˇ

ˇ
´1

˙

` 3F2

ˆ

´β ` 1
2 , β `

1
2 ,´i

´α´ i` 1
2 , α´ i`

1
2

ˇ

ˇ

ˇ
1

˙

3F2

ˆ

´δ ` 1
2 , δ `

1
2 ,´k ` i

´γ ´ k ` i` 1
2 , γ ´ k ` i`

1
2

ˇ

ˇ

ˇ
1

˙

ˆ p´1qβ`δ
´

1` p´1qα´β`i
¯

ff

.

(56)
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CHAPTER 4

Precise Error Bound for the Integral Ipnq with
n “ pn, n, n, n, 2n, 2nq

This Chapter is entirely devoted to the case n “ pn, n, n, n, 2n, 2nq and the analytical
part of the proof of Theorem 3. This corresponds to Step 3 in terms of the program on page
4. More precisely, we take the representation

´π

2

¯2
Ipnq “Mpnq ` Spnq `Rpnq

from Theorem 13 and analyze the right-hand side summand wise. The beginning makes the
remainder term Rpnq which is estimated from above in Section 4.2, Theorem 15.
Section 4.3 then deals with the secondary term Spnq. Its main result, Theorem 26, provides
an upper bound on Spnq.
In Section 4.4 we take a closer look at the main term Mpnq. We first rearrange it in such a
way that it reveals its asymptotic behavior. Theorem 36 then quantifies the error between
the main term and its leading asymptotic terms.
Since it requires a fair amount of work to prove Theorems 15, 26 and 36, we want to start
this chapter with a short section that puts together the results of the theorems into an
analytical proof of Theorem 3 for n ě 20.

4.1. Proof of Theorem 3 for n ě 20

Before we start proving Theorems 15, 26 and 36, we use them to prove our main result
Theorem 3 in the case that n ě 20.

Proof of Theorem 3 for n ě 20. Assume that n ě 20. Recall the identity stated
in Theorem 13

´π

2

¯2
Ipnq “Mpnq ` Spnq `Rpnq.

By Theorem 36, the right-hand side is equal to
ˆ

2

π

˙2
«

3
1
2

24

1

n
´

23

2103
3
2

1

n
`

n2 ´ 1
4

˘ ` EM pnq ` Spnq `Rpnq

ff

.

Hence we estimate
ˇ

ˇ

ˇ

ˇ

ˇ

Ipnq ´
3

1
2

4π2

1

n
`

23

283
3
2π2

1

n
`

n2 ´ 1
4

˘

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ˆ

2

π

˙2

r|EM pnq| ` |Spnq| ` |Rpnq|s . (57)

We use Theorem 36 once more, which states for the absolute value of EM the upper bound

|EM pnq| ď
2689

218 ¨ 3
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q
`

1

25π
1
2

n` 1

n
2´2n `

3
1
2

25π
1
2

e
7

36n
n

1
2

n´ 1
2´2n.

Theorem 15 provides the estimate

|Rpnq| ď
251

250

3e

π
5
2

n´
1
2

ˆ

2

3

˙4n
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on the absolute value of the remainder term Rpnq and Theorem 26 gives

|Spnq| ď e

ˆ

3

π

˙
5
2

n
1
2

ˆ

2

3

˙4n

for the absolute value of the secondary term Spnq. Combining these last three estimates
allows us to bound the right-hand side of (57) from above by

2689

2163
3
2π2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q
`
V pnq

23π
5
2

2´2n, (58)

where the function V pnq collects all the coefficients of 2´2n

23π
5
2
in the above estimates. More

precisely, it reads

V pnq :“ 1`
1

n
` 3

1
2 e

7
36n

n
1
2

n´ 1
`

251

250

3e25

π2

1

n
1
2

ˆ

26

34

˙n

`
3

5
2 e25

π2
n

1
2

ˆ

26

34

˙n

. (59)

This is a decreasing function in n ě 3. For all summands despite the last one, this is
immediately clear. In case of the last summand we take the derivative of n

1
2

´

26

34

¯n
, in order

to determine the value of n ě 0 where this summand attains its maximum. It is
d

dn
n

1
2

ˆ

26

34

˙n

“
1

2n
1
2

ˆ

26

34

˙ˆ

1´ 2n log

ˆ

34

26

˙˙

,

which is negative for n ě 3 ą 1

2 log
´

34

26

¯ .

For the next step, we denote

bpnq :“ n

ˆ

n2 ´
1

4

˙

`

n2 ´ 1
˘

2´2n.

This function decreases as soon as n ě 4, which can easily be seen by taking the derivative
of its upper bound n52´2n.

Now we replace the factor 2´2n in (58) by bpnq 1
npn2´ 1

4qpn
2´1q

and arrive at
ˇ

ˇ

ˇ

ˇ

ˇ

Ipnq ´
3

1
2

4π2

1

n
`

23

283
3
2π2

1

n
`

n2 ´ 1
4

˘

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ˆ

2689

2163
3
2π2

`
V pnqbpnq

8π
5
2

˙

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q

ď

ˆ

2689

2163
3
2π2

`
V p20qbp20q

8π
5
2

˙

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q
(60)

for all n ě 20. The values of V pnq and bpnq at the point n “ 20 are

V p20q ď 7.040424,

bp20q ď 2.901293 ¨ 10´6,

which leads to
V p20qbp20q

8π
5
2

ď 1.459573 ¨ 10´7.

We thus arrive at the claimed constant
2689

2163
3
2π2

`
V p20qbp20q

8π
5
2

ď 8.000724 ¨ 10´4 ` 1.459573 ¨ 10´7

“ 8.002183 ¨ 10´4.

24



Now let’s start the actual work with the proof of the estimate for the remainder term.

4.2. Estimate of the Remainder Term Rpnq

The goal of this section is the proof of the following bound on the remainder term.

Theorem 15. Let n ě 20. Then the remainder term Rpnq satisfies the bound

|Rpnq| ď
1

π
n

1
4

ˆ

3355

220

˙n

`
e

3
2
` 2
n

?
3π

3
2

n´1

ˆ

33

28

˙n

`
2e

5
2
` 2
n

π2
n´

3
4

˜

`

10`
?

2
˘3 `

2` 3
?

2
˘

216

¸n

`
3e

π
5
2

n´
1
2

ˆ

2

3

˙4n
(61)

ď
251

250

3e

π
5
2

n´
1
2

ˆ

2

3

˙4n

. (62)

Our starting point is estimate (43) of Theorem 13

|Rpnq| ď rpn, 4n´ 1q
Γp2nq

2Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ .

Then we recall Lemma 7, estimate (21), which tells us that rpnq “ r1pnq ` r2pnq ` r3pnq `
r4pnq is a sum, consisting of the four components

r1pnq :“ r3
0pnq|alpnq|,

r2pnq :“ r2
0pnq

l´1
ÿ

k“0

|akpnqal´kpnq|,

r3pnq :“ r0pnq
l´1
ÿ

k“0

k
ÿ

i“0

|aipnqak´ipnqal´kpnq|,

r4pnq :“
l´1
ÿ

k“0

k
ÿ

i“0

i
ÿ

j“0

|ajpnqai´jpnqak´ipnqal´kpnq|,

(63)

with l “ 4n´ 1, akpnq “
Γpn`k` 1

2q

2kk!Γpn´k` 1
2q

and r0pnq “
`

n` 1
2

˘
1
4 . We thus also write our target

as a sum

|Rpnq| ď
4
ÿ

m“1

Rmpnq

with

Rmpnq :“ rmpnq
Γp2nq

2Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ (64)

and cut the proof of Theorem 15 into smaller chunks by estimating each summand Rmpnq
separately. Those estimates are subject of the Subsections 4.2.1, 4.2.4, 4.2.5 and 4.2.6
for R1pnq, R2pnq, R3pnq and R4pnq, respectively, and summarized in the corresponding
Lemmata 16, 23, 24 and 25.
Before we dive deeper into the proofs of those Lemmata, let us first combine their results
to a proof of the bound on the entire remainder term Rpnq.

Proof of Theorem 15. We assume that n ě 20. Then estimate (61) is a direct
consequence of Lemmata 16, 23, 24 and 25 below.
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To prove estimate (62) we write R̃mpnq for the upper bound on Rmpnq and consider the
three quotients

R̃1pnq

R̃4pnq
“
π

3
2

3e
n

3
4

ˆ

3755

224

˙n

,

R̃2pnq

R̃4pnq
“
πe

1
2
` 2
n

3
3
2

n´
1
2

ˆ

37

212

˙n

,

R̃3pnq

R̃4pnq
“

2π
1
2 e

3
2
` 2
n

3
n´

1
4

˜

34
`

10`
?

2
˘3 `

2` 3
?

2
˘

220

¸n

.

All of them are monotonically decreasing in n, and thus, can be bounded from above by the
value they take at n0 “ 20. Since R̃4pnq “

3e

π
5
2
n´

1
2

`

2
3

˘4n by Lemma 25, this leads to

R̃1pnq ` R̃2pnq ` R̃3pnq ` R̃4pnq “

˜

R̃1pnq

R̃4pnq
`
R̃2pnq

R̃4pnq
`
R̃3pnq

R̃4pnq
` 1

¸

R̃4pnq

ď

˜

R̃1pn0q

R̃4pn0q
`
R̃2pn0q

R̃4pn0q
`
R̃3pn0q

R̃4pn0q
` 1

¸

R̃4pnq

ď p0.00358133` 1q
3e

π
5
2

n´
1
2

ˆ

2

3

˙4n

.

Since 0.00358133 ď 1
250 the claim follows.

Now we turn to the analysis of the single components Rmpnq. Consider for example
the summand of r2pnq in (63). When we plug in the definition of akpnq and al´kpnq we
encounter quotients of products of gamma functions like

Qpn, kq “ 2´l
Γ
`

n` k ` 1
2

˘

Γ
`

n` l ´ k ` 1
2

˘

Γpk ` 1qΓpl ´ k ` 1q
ˇ

ˇΓ
`

n´ k ` 1
2

˘

Γ
`

n´ l ` k ` 1
2

˘ˇ

ˇ

, (65)

depending on n and the summation index k. To save some time and space, we will from
now on refer to such an object as gamma quotient.
Our approach in handling the Rmpnq now simply consist of an `1-`8-estimate. That is, we
bound a sum of gamma quotients by the number of summands multiplied with the maximum
of all summands

l´1
ÿ

k“0

Qpn, kq ď lmax
k

Qpn, kq.

This results in another gamma quotient Q̃pnq, that then only depends on n, and thus can
be estimated using Stirling’s formula (332).
The difficulty in this approach is to actually identify the maximum of the gamma quotient
Q viewed as functions of the summation indices k, i, j - a tasks, that becomes increasingly
complex the more summation indices are involved.
As a little warmup we now jump into the estimate of R1pnq, which is the easiest of the
candidates, as we do not need to find the maximum of the corresponding gamma quotient
first.

4.2.1. Upper Bound on R1pnq. Since R1pnq already is in the form of a simple n-
dependent gamma quotient without any summation involved, its estimation is straight for-
ward.

Lemma 16. Let n ě 2, then

R1pnq ď
n

1
4

π

ˆ

3355

220

˙n

.
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To get an intuition on how Rpnq behaves in n and how it compares to the claimed upper
bound, Figure 4.1 plots both quantities logarithmically.

20 40 60 80 100

-250

-200

-150

-100

-50

Figure 4.1. Logarithmic plot of R1pnq and its upper bound n
1
4

π

´

3355

220

¯n
.

Proof. By Euler’s reflection formula (327) it is

|a4n´1pnq| “ 2´4n`1 Γ
`

5n´ 1
2

˘

Γp4nq|Γ
`

´3n` 3
2

˘

|

“ 2´4n´1 Γ
`

5n´ 1
2

˘

Γ
`

3n´ 1
2

˘

πΓp4nq
.

Consequently, the first term satisfies

R1pnq “

`

n` 1
2

˘
3
4

π
2´4nΓ

`

5n´ 1
2

˘

Γ
`

3n´ 1
2

˘

Γ p2nq

Γ
`

4n` 1
2

˘

Γp4nqΓ
`

2n` 1
2

˘

“

`

n` 1
2

˘
3
4

2π
3
2

24nΓ
`

5n´ 1
2

˘

Γ
`

3n´ 1
2

˘

Γp2nq

Γp8nqΓ
`

2n` 1
2

˘

ď
24n

2π
3
2

ˆ

n`
1

2

˙
3
4 Γp5nqΓp3nq

Γp8nq
,

where we used Legendre’s duplication formula (328) in the second step. By an application
of Stirling’s formula (332) on the gamma quotient in the last line above we arrive at

R1pnq ď
2

?
15π

e
2

45n

`

n` 1
2

˘
3
4

n
1
2

ˆ

3355

220

˙n

.

Note that e´µpnq ă e´
1

12n`1 ă 1 for all 1 ď n ă 8. Moreover, since
´

n` 1
2

n

¯

1
2
“

`

1` 1
2n

˘
1
2 ď

?
5

2 , e
2

45n ă e
1
20 and

`

n` 1
2

˘
1
4 ă

b

3

e
1
10
n

1
4 for all n ě 2, we further estimate

R1pnq ď
n

1
4

π

ˆ

3355

220

˙n

as stated in the Lemma.

For the `1-`8-estimates of the other components R2pnq, R3pnq, and R4pnq we have to
work harder, since we now actually encounter sums of gamma quotients.
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In the following two subsections we develop a strategy on how to maximize a gamma
quotient like (65) on a subset of Z. The first step is to reduce the complexity of the problem
by narrowing down the relevant subset. To this end, we now take a closer look at symmetries
in the definition of the functions Rmpnq.

4.2.2. Symmetry Considerations. A source of complexity in maximizing the sum-
mands of R2pnq, R3pnq, and R4pnq are gamma function factors in the denominator of those
summands that change sign depending on the value of the summation indices k, i, j. This
leads to a large number of different cases that we have to consider for the summation indices.
The goal of this subsection is to reduce the number of relevant cases by exploiting symme-
try properties of the summands of R2pnq, R3pnq, and R4pnq. The result is summarized in
Lemma 17. Corollary 18 then uses Lemma 17 to deduce upper bounds for the functions
r2pnq, r3pnq and r4pnq.

Let us start with a few comments on the notation. Although we have already set the
expansion length l “ 4n ´ 1 in (48), we stick to l here, since this makes the upcoming
chain of reasoning easier to follow in our opinion. Moreover, from now on and through-
out the entire chapter we denote the summands in the terms r2pnq, r3pnq and r4pnq by
2´lF2pn, kq, 2

´lF3pn, k, iq and 2´lF4pn, k, i, jq, respectively. Those then read

F2pn, k, lq :“ 2l|akpnqal´kpnq|,

F3pn, i, k, lq :“ 2l|aipnqak´ipnqal´kpnq|,

F4pn, j, i, k, lq :“ 2l|ajpnqai´jpnqak´ipnqal´kpnq|.

Which function exactly hides behind the expansion coefficients ajpnq can be found in (11),
but is not relevant at this point. Having a look at the structure of the sums in (63), we see
that these functions live on the sets

D2 :“ tk P Z | 0 ď k ď l ´ 1u,

D3 :“ ti, k P Z | 0 ď i ď k ď l ´ 1u,

D4 :“ tj, i, k P Z | 0 ď j ď i ď k ď l ´ 1u.

Since we will at a later stage of this work encounter an object very similar to F4pn, k, i, jq,
we want to present our ideas and findings here in a generalized version. To this end, let
l “ 4n´ 1 as above, m ě 2 be an integer and k “ pk1, . . . , km´1q P Zm´1. We consider the
function

Fmpn,k, lq :“ 2l

ˇ

ˇ

ˇ

ˇ

ˇ

ak1pnq
m´2
ź

i“1

aki`1´kipnqal´km´1pnq

ˇ

ˇ

ˇ

ˇ

ˇ

, (66)

defined on Dm Ă Zm´1 with

Dm :“ tk1, . . . , km´1 P Z | 0 ď k1 ď ¨ ¨ ¨ ď km´1 ď l ´ 1u . (67)

Upon the transformation τ : Zm´1 Ñ Zm,k ÞÑ z with

zi “ τpkqi “

$

’

&

’

%

k1, i “ 1,

ki ´ ki´1, i “ 2, . . . ,m´ 1,

l ´ km´1, i “ m,

(68)

we obtain the following representation of Fm and its domain

Fmpn, zq “ 2l

ˇ

ˇ

ˇ

ˇ

ˇ

m
ź

i“1

azipnq

ˇ

ˇ

ˇ

ˇ

ˇ

, (69)

τpDmq “

"

z P Zm
ˇ

ˇ

ˇ

ˇ

0 ď z1, . . . , zm´1 ď l ´ 1, 1 ď zm ď l
řm
i“1 zi “ l

*

.
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Recall that we are interested in maximizing Fmpn, zq on Dm, and note that the maximum
of Fmpn, zq can only become larger when we consider a larger set of z. Thus, we can safely
pass to the symmetric superset

#

z P Nm0

ˇ

ˇ

ˇ

ˇ

ˇ

m
ÿ

i“1

zi “ l

+

Ą Dm

when looking for the maximum of Fmpn, zq. Finally, we are able to exploit the symmetric
structure of (69) under permutation of z1, . . . , zm to restrict our search for the maximum
of Fmpn, zq to those z such that z1 ď ¨ ¨ ¨ ď zm. Let us summarize this in the following
Lemma.

Lemma 17. Let n ě 1, l “ 4n´ 1, Fm be the function (66) with the domain Dm that we
defined in (67). Moreover, let τ : Zm´1 Ñ Zm, k ÞÑ z be the transformation (68). Then

max
k PDm

Fmpn, k, lq ď max
z PDm

Fmpn, zq,

with

Dm :“

"

z P Zm
ˇ

ˇ

ˇ

ˇ

0 ď z1 ď ¨ ¨ ¨ ď zm ď l
řm
i“1 zi “ l

*

.

In the case of m “ 2, 3, 4 we pass to the notation

τpkq “ pc, dq P Z2,

τpi, kq “ pb, c, dq P Z3,

τpj, i, kq “ pa, b, c, dq P Z4,

(70)

respectively. As a direct consequence of Lemma 17, we obtain the following bounds on the
functions r2pnq, r3pnq and r4pnq.

Corollary 18. Let n P Z, n ě 0 and l “ 4n´ 1. Then the functions r2pnq, r3pnq and
r4pnq defined in (63) satisfy the upper bounds

r2pnq ď r2
0pnql2

´l max
D2

F2pn, c, dq,

r3pnq ď r0pnq
1

2
lpl ` 1q2´l max

D3

F3pn, b, c, dq,

r4pnq ď
1

6
lpl ` 1qpl ` 2q2´l max

D4

F4pn, a, b, c, dq,

with

D2 “

"

c, d P Z
ˇ

ˇ

ˇ

ˇ

0 ď c ď d ď l

c` d “ l

*

D3 “

"

b, c, d P Z
ˇ

ˇ

ˇ

ˇ

0 ď b ď c ď d ď l

b` c` d “ l

*

D4 “

"

a, b, c, d P Z
ˇ

ˇ

ˇ

ˇ

0 ď a ď b ď c ď d ď l

a` b` c` d “ l

*

.

Since we are working in a discrete setting, the structure of the sets D2, D3 and D4 has
the following implications on the magnitude of the parameters.

Corollary 19. For l “ 4n´ 1 with n P Z, n ě 0, we can infer that
(i) If c, d P D2, then

c ď 2n´ 1,

d ě 2n.
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(ii) If b, d P D3, then

b ď

Z

4

3
n´

1

3

^

,

d ě

R

4

3
n´

1

3

V

.

(iii) If a, d P D4, then
a ď n´ 1,

d ě n.

Note that in the case of F2pn, c, dq and F4pn, a, b, c, dq the smallest difference, i. e. c and
a, respectively, is always strictly smaller than the largest one d. In the case of F3pn, b, c, dq
equality can actually be obtained if n ” 1 mod 3. For all other n it is b ă d.

4.2.3. Monotonicity Properties. The purpose of this subsection is to describe the
idea behind our approach of finding the maximum of a gamma quotient, and to set up
the machinery that will accompany us throughout large parts of this entire work. More
precisely, in Theorem 20 we first develop a general principle that helps us to narrow down
the location of an extremum of a gamma quotient. It enables us to use a recurrence relation
for our purposes instead of the actual, very involved derivative of a gamma quotient. This
is then applied in Theorem 22 to prove a handy monotonicity property for a slightly more
general version of the gamma quotient (65).

Let us start by taking a closer at the generalized gamma quotient consisting of p ě 1
gamma factors in the numerator and q ě 1 gamma factors in the denominator

Qpzq :“

śp
i“1 Γpxi ` αizq

śq
i“1 Γpyi ` βizq

, (71)

defined on a subset DQ Ă Z. We assume Q and its domain meet the following conditions

xi, yi P R, (72)
αi, βi P Zzt0u, (73)
DQ “ rs, ts X Z, for some s, t P Z, (74)
Qpzq ě 0, for all z P DQ. (75)

Due to assumptions (73) and (74) we may apply the functional equation (326) for the gamma
function factor-wise to (71) to deduce a recurrence relation for Q on DQ of the form

Qpzq “ ϕpzqQpz ´ 1q. (76)

To make this clearer let for example αi ą 0 for an i P t1, . . . , pu. Then

Γpxi ` αizq “
αi
ź

j“1

pxi ` αiz ´ jqΓpxi ` αipz ´ 1qq.

In the case of αi ă 0 we yield

Γpxi ´ |αi|zq “

|αi|´1
ź

j“0

pxi ´ |αi|z ` jq
´1Γpxi ´ |αi|pz ´ 1qq.

Due to the structure of Q, the recurrence function ϕ is a rational function in z. Note that by
subtracting Qpz´ 1q on both sides of (76), we obtain an expression for the finite backwards
difference Qpzq ´Qpz ´ 1q in terms of ϕpzq, namely

Qpzq ´Qpz ´ 1q “ pϕpzq ´ 1qQpz ´ 1q. (77)
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Hence, the function pϕ´ 1qQ may be interpreted as the discrete analogue of the derivative
of Q, and similar to a derivative it carries valuable information on monotonicity properties
and the location of extrema of Q. Since we additionally assume that Q is nonnegative, the
aforementioned properties are directly linked to properties of ϕ in the following way.

Theorem 20. (i) If ϕpzq ě 1 for all z P DQ, then Q increases monotonically on
DQ.

(ii) If ϕpzq ď 1 for all z P DQ, then Q decreases monotonically on DQ.

(iii) If ϕpζq “ 1 for ζ P rz˚, z˚ ` 1q with z˚ P DQ, then Q has a maximum at z˚, if
ϕpzq ě 1 for all z P DQ with z ď ζ and ϕpzq ď 1 for all z P DQ with z ě ζ.

(iv) If ϕpζq “ 1 for ζ P rz˚, z˚ ` 1q with z˚ P DQ, then Q has a minimum at z˚, if
ϕpzq ď 1 for all z P DQ with z ď ζ and ϕpzq ě 1 for all z P DQ with z ě ζ.

Proof. Assertions (i) and (ii) follow directly from (77) and the positivity assumption
(75) on Q. Only (iii) and (iv) need a little more explanation. Upon the assumptions of
(iii) we show that Qpz˚q ě Qpzq for all z P DQ. Let us first assume that z P DQ and
z “ z˚ ´m for a nonnegative integer m. Since z˚ ď ζ by assumption, we infer from the
condition ϕpzq ě 1 for z ď ζ, that

Qpz˚q “
m´1
ÿ

i“0

pQpz˚ ´ iq ´Qpz˚ ´ pi` 1qqq `Qpzq

“

m´1
ÿ

i“0

pϕpz˚ ´ iq ´ 1qQpz˚ ´ pi` 1qq `Qpzq

ě Qpzq.

Next, let z P DQ with z “ z˚ ` n for an integer n ě 1. Thus, z ě z˚ ` 1 ě ζ and since
ϕpzq ď 1 for all z ě ζ, we obtain

Qpzq “ Qpz˚ ` nq “
n´1
ÿ

i“0

pQpz˚ ` n´ iq ´Qpz˚ ` n´ pi` 1qqq `Qpz˚q

“

n´1
ÿ

i“0

pϕpz˚ ` n´ iq ´ 1qQpz˚ ` n´ pi` 1qq `Qpz˚q

ď Qpz˚q.

For the proof of (iv) we need to show that Qpz˚q ď Qpzq for all z P DQ. Copying the proof of
(iii) does the job. Whereas in this case the assumptions of (iv) imply that ϕpz˚´ iq´1 ď 1
and ϕpz˚ `m´ iq ´ 1 ě 1 and thus lead to the claim.

To really drive this point home, we want to emphasize the following consequence of
Theorem 20.

Remark 21. From the location ζ P rz˚, z˚ ` 1q or ζ P rz˚, z˚ ` 1q, respectively, of the
point ζ with ϕpζq “ 1, we conclude that the location z˚ or z˚, respectively, of the extremum
of Q on the discrete domain DQ can be narrowed down to the interval pζ ´ 1, ζs.
Moreover, if ζ P DQ, then Qpζq “ Qpζ ´ 1q and thus both, Qpζq and Qpζ ´ 1q, are extrema
of Q on DQ.

In the next step we apply the above findings to the case of the gamma quotient (65)
with two subsequent differences z1 ď z2.
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Theorem 22. Recall the factors

azpnq “
Γ
`

n` z ` 1
2

˘

2zΓpz ` 1qΓ
`

n´ z ` 1
2

˘

and consider the gamma quotient

Qpn, z1, z2q “ |az1pnqaz2pnq|.

We distinguish the following three cases.
(i) If 0 ă z1 ď z2 ă n, then

Qpn, z1, z2q ě Qpn, z1 ´ 1, z2 ` 1q.

(ii) If n ă z1 ď z2, then

Qpn, z1, z2q ď Qpn, z1 ´ 1, z2 ` 1q.

(iii) If 0 ă z1 ď n ď z2, then Qpn, z1, z2q ě Qpn, z1 ´ 1, z2 ` 1q holds iff

n2pz1 ` z2 ` 1q ě
1

2

ˆ

z1 ´
1

2

˙2

`
1

2

ˆ

z2 `
1

2

˙2

` pz1 ` z2q

ˆ

z1 ´
1

2

˙ˆ

z2 `
1

2

˙

.

Proof. We want to apply Theorem 20 to the gamma quotient Q in the two arguments
z1, z2 simultaneously. In all three cases we have

ϕpz1, z2q “
Qpn, z1, z2q

Qpn, z1 ´ 1, z2 ` 1q

“

ˇ

ˇ

ˇ

ˇ

ˇ

n` z1 ´
1
2

n` z2 `
1
2

¨
n´ z1 `

1
2

n´ z2 ´
1
2

¨
z2 ` 1

z1

ˇ

ˇ

ˇ

ˇ

ˇ

.

In (i) the enumerator and the denominator of ϕ are positive. Hence, ϕpz1, z2q ě 1 is
equivalent to

˜

n2 ´

ˆ

z1 ´
1

2

˙2
¸

pz2 ` 1q ě

˜

n2 ´

ˆ

z2 `
1

2

˙2
¸

z1.

Expanding both sides of the above inequality yields

n2pz2 ` 1q ´ pz2 ` 1q

ˆ

z1 ´
1

2

˙2

ě n2zz ´ z1

ˆ

z2 `
1

2

˙2

which is quickly simplified to

n2pz2 ´ z1 ` 1q ě pz2 ` 1q

ˆ

z1 ´
1

2

˙2

´ z1

ˆ

z2 `
1

2

˙2

. (78)

We add and subtract z1 ´
1
2 in

`

z2 `
1
2

˘2 and get
ˆ

z2 ´ z1 ` 1`

ˆ

z1 ´
1

2

˙˙2

“ pz2 ´ z1 ` 1q2 ` 2 pz2 ´ z1 ` 1q

ˆ

z1 ´
1

2

˙

`

ˆ

z1 ´
1

2

˙2

.

Now we can simplify the right-hand side of (78) as follows

pz2 ` 1q

ˆ

z1 ´
1

2

˙2

´ z1

ˆ

z2 `
1

2

˙2

“ pz2 ´ z1 ` 1q

ˆ

z1 ´
1

2

˙2

´ z1 pz2 ´ z1 ` 1q2 ´ 2z1 pz2 ´ z1 ` 1q

ˆ

z1 ´
1

2

˙2

“ pz2 ´ z1 ` 1q

˜

ˆ

z1 ´
1

2

˙2

´ z1 pz2 ´ z1 ` 1q ´ 2z1

ˆ

z1 ´
1

2

˙

¸

“ pz2 ´ z1 ` 1q

ˆ

1

4
´ z1 ´ z1z2

˙

.

32



This transforms (78) into

n2 pz2 ´ z1 ` 1q ě pz2 ´ z1 ` 1q

ˆ

1

4
´ z1 ´ z1z2

˙

.

Since we assumed that 0 ă z1 ď z2, we obtain that ϕpz1, z2q ě 1 iff

n2 ě
1

4
´ z1 ´ z1z2,

which is always true for positive integers n, z1 and z2.
In case (ii) the enumerator and denominator of ϕ are both negative. Hence, it is ϕpz1, z2q ě 1
iff

˜

n2 ´

ˆ

z1 ´
1

2

˙2
¸

pz2 ` 1q ď

˜

n2 ´

ˆ

z2 `
1

2

˙2
¸

z1.

All following inequalities in the proof of (i) are also reverted and we can immediately refer
from the calculations in (i) that the reverted condition on ϕ, that is

ϕpz1, z2q ď 1, (79)

is always true for n ă z1 ď z2. As by construction (79) is equivalent to Qpn, z1, z2q ď

Qpn, z1 ´ 1, z2 ` 1q assertion (ii) follows.
In case (iii) the enumerator of ϕ is positive and the denominator is negative. Consequently
it is ϕpz1, z2q ě 1 iff

˜

n2 ´

ˆ

z1 ´
1

2

˙2
¸

pz2 ` 1q ě ´

˜

n2 ´

ˆ

z2 `
1

2

˙2
¸

z1.

By copying the expansion and simplification steps that lead to (78) in the proof of (i) the
above inequality turns into

n2pz1 ` z2 ` 1q ě pz2 ` 1q

ˆ

z1 ´
1

2

˙2

` z1

ˆ

z2 `
1

2

˙2

. (80)

In order to deduce the asserted inequality from (80), we write

pz2 ` 1q

ˆ

z1 ´
1

2

˙2

“
1

2

ˆ

z1 ´
1

2

˙2

`
1

2

ˆ

z1 ´
1

2

˙2

` z2

ˆ

z1 ´
1

2

˙2

,

z1

ˆ

z2 `
1

2

˙2

“
1

2

ˆ

z2 `
1

2

˙2

´
1

2

ˆ

z2 `
1

2

˙2

` z1

ˆ

z2 `
1

2

˙2

,

and note that

z2

ˆ

z1 ´
1

2

˙2

`
1

2

ˆ

z1 ´
1

2

˙2

` z1

ˆ

z2 `
1

2

˙2

´
1

2

ˆ

z2 `
1

2

˙2

“

ˆ

z1 ´
1

2

˙ˆ

z2 `
1

2

˙ˆ

z1 ´
1

2
` z2 `

1

2

˙

.

Thus the right-hand side of (80) is equal to

1

2

ˆ

z1 ´
1

2

˙2

`
1

2

ˆ

z2 `
1

2

˙2

`

ˆ

z1 ´
1

2

˙ˆ

z2 `
1

2

˙ˆ

z1 ´
1

2
` z2 `

1

2

˙

.

The upcoming Subsections 4.2.4, 4.2.5 and 4.2.6 are now entirely devoted to the proofs of
upper bounds on the remainder summands R2pnq, R3pnq and R4pnq, respectively. As men-
tioned previously this mainly consists of finding the maximum of the functions F2pn, c, dq,
F3pn, b, c, dq and F4pn, a, b, c, dq by applying the findings of this subsection.
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4.2.4. Upper Bound on R2pnq. In this subsection we will make heavy use of the
machinery we developed throughout Subsection 4.2.3 to prove the following bound on R2pnq.

Lemma 23. Let n ě 20, then

R2pnq ď
e

3
2
` 2
n

?
3π

3
2

n´1

ˆ

33

28

˙n

.

Before we start proving the lemma, we visualize its statement graphically in Figure 4.2
in the same manner as for the bound of R1pnq.
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Figure 4.2. Logarithmic plot of R2pnq and its upper bound e
3
2`

2
n

?
3π

3
2
n´1

´

33

28

¯n
.

Proof. By (64) and Corollary 18 it is

R2pnq ď p4n´ 1q

ˆ

n`
1

2

˙
1
2 2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ max
D2

F2pn, c, dq,

with

F2pn, c, dq “
Γ
`

n` c` 1
2

˘

Γ
`

n` d` 1
2

˘

Γpc` 1qΓpd` 1q
ˇ

ˇΓ
`

n´ c` 1
2

˘

Γ
`

n´ d` 1
2

˘ˇ

ˇ

and

D2 “

"

c, d P Z
ˇ

ˇ

ˇ

ˇ

0 ď c ď d ď 4n´ 1

c` d “ 4n´ 1

*

.

Thanks to the reduction in dimension by the constraint c`d “ 4n´1, we can easily visu-
alize F2pn, c, dq on its domain D2. This is done in Figure 4.3, which plots F2pn, c, 4n´1´cq
in 0 ď c ď 2n ´ 1 for n “ 30. The yellow and red vertical lines mark the lower and upper
bound, respectively, we state in (81) for the location c˚ of the maximum. Now, let’s deduce
these bounds and estimate the maximum.

By Corollary 19 we already know that c ď 2n ´ 1 and d ě 2n. Let us for the moment
assume that c ą n. We then apply Theorem 22 (ii) repeatedly

F2pn, c, dq ď F2pn, c´ 1, d` 1q ď ¨ ¨ ¨ ď F2pn, c´m, d`mq

with m ě 1, until we reach n “ c ´m ď d `m, in other words, until we pushed c down
to n. This implies that F2pn, c, dq is maximized by pc, dq such that 0 ă c ď n ă d. Part
(iii) of Theorem 22 and the reduction c` d “ 4n´ 1 now allow to maximize in one of the
two parameters. In fact, we set d “ 4n´ c´ 1 and introduce the recurrence factor ϕ2pcq as
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Figure 4.3. Plot of F2pn, c, 4n´ 1´ cq for n “ 30.

F2pn, c, 4n´c´1q “ ϕ2pcqF2pn, c´1, 4n´cq. We showed in the proof of (iii) that ϕpcq ě 1,
i.e. that F2pn, c, 4n´ c´ 1q is increasing in c, iff

4n3 ě
1

2

ˆ

c´
1

2

˙2

`
1

2

ˆ

4n´ c´
1

2

˙2

` p4n´ 1q

ˆ

c´
1

2

˙ˆ

4n´ c´
1

2

˙

.

As the right-hand side is equal to ´p2n´ 1qp2c2 ´ 8cnq ` n this simplifies to

p2n´ 1qp2c2 ´ 8cn` 2n2 ` nq ě 0.

Since 2n´1 ą 0, the above condition enables us to determine the value ζ such that ϕpζq “ 1.
The quadratic equation in c has the two solutions

c1,2 “ 2n¯
1
?

2

`

6n2 ´ n
˘

1
2 .

Due to the upper bound c ď 2n ´ 1 on c we get ζ “ c1, as well as ϕpcq ě 1 for c ď ζ and
ϕpcq ď 1 for c ě ζ.

According to Theorem 20 (iii), the point c˚, at which F2pn, c, 4n ´ c ´ 1q attains its
maximum, satisfies ζ´1 ă c˚ ď ζ. In order to make the following calculations less laborious,
we work with the two-sided bound

p2´
?

3qn ă ζ ă p2´
?

3qn`
1

2
.

It can easily been seen, that the upper bound is true for n ě 1
6 . The lower one is obvious

for all n ě 0.
This narrows down the location c˚ of the maximum of F2pn, c, 4n´ c´ 1q to

p2´
?

3qn´ 1 ă c˚ ă p2´
?

3qn`
1

2
. (81)

The following lines are now dedicated to the estimate of F2pn, c
˚, 4n ´ c˚ ´ 1q. To

simplify the notation we abbreviate F2pn, c
˚q :“ F2pn, c

˚, 4n ´ c˚ ´ 1q and r :“ 2 ´
?

3.
Moreover, we assume

c˚ “ rn´
1

2
` q
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for ´1
2 ă q ă 1. Then we obtain by Stirling’s formula (332)

F2pn, c
˚q “

Γpn` rn` qqΓp5n´ rn´ qqΓp3n´ rn´ qq

πΓ
`

rn` 1
2 ` q

˘

Γ
`

4n´ rn` 1
2 ´ q

˘

Γpn´ rn` 1´ qq

ď
1

π
exp

„

´4n` 2`
1

12n

ˆ

1

1` r ` q
n

`
1

5´ r ´ q
n

`
1

3´ r ´ q
n

˙

ˆ
rnp1` rq ` qsnp1`rq´

1
2
`q
rnp5´ rq ´ qsnp5´rq´

1
2
´q
rnp3´ rq ´ qsnp3´rq´

1
2
´q

“

rn` 1
2 ` q

‰rn`q “
np4´ rq ` 1

2 ´ q
‰np4´rq´q

rnp1´ rq ` 1´ qsnp1´rq`
1
2
´q

.

(82)

Next, we estimate for n ě 1 and ´1
2 ă q ă 1

1

1` r ` q
n

`
1

5´ r ´ q
n

`
1

3´ r ´ q
n

ď
1

1
2 ` r

`
1

4´ r
`

1

2´ r

“
108´ 14

?
3

39
,

(83)

and rewrite the second line of (82) as
ˆ

1

p1` rqp1´ rqp5´ rqp3´ rq

˙
1
2 n4n

n2

„

p1` rqp1´ rqp4´ rq

rp5´ rqp3´ rq

rn`q „
p1` rqp5´ rq5p3´ rq3

p4´ rq4p1´ rq

n

ˆ

´

1` q
np1`rq

¯np1`rq`q´ 1
2
´

1´ q
np5´rq

¯np5´rq´q´ 1
2
´

1´ q
np3´rq

¯np3´rq´q´ 1
2

´

1` q`1
2rn

¯rn`q ´

1` 1´2q
2np4´rq

¯np4´rq´q ´

1` 1´q
np1´rq

¯np1´rq´q` 1
2

.

(84)

We want to emphasize at this point that

p1` rqp1´ rqp4´ rq

rp5´ rqp3´ rq
“ 1,

and

p1` rqp5´ rq5p3´ rq3

p4´ rq4p1´ rq
“ 2433.

Therefore, only the last line of (84) needs a little more attention. Our goal is to estimate
the factors in the numerator by the standard inequality 1 ` x ď ex and apply inequality
(403) of Lemma 64 in the denominator. Since the latter is only applicable to positive x,
we have to consider the factor in the denominator corresponding to x “ 1´2q

2p4´rqn separately.
This is

ˆ

1`
1´ 2q

2np4´ rq

˙´np4´rq`q

. (85)

We plug in r “ 2´
?

3 and calculate the derivative in q, which is equal to
`

2
`?

3` 2
˘

n´ 2q ` 1
˘

log
´

1´2q

2
?

3n`4n
` 1

¯

` 2
`?

3` 2
˘

n´ 2q

`

2
`?

3` 2
˘

n´ 2q ` 1
˘

´

1´2q

2
?

3n`4n
` 1

¯p
?

3`2qn´q
.

36



It’s easily seen that the denominator is positive for all n ě 2 and ´1
2 ă q ă 1. Moreover,

since

log

ˆ

1´ 2q

2
?

3n` 4n
` 1

˙

ą log

ˆ

1´
1

2
?

3n` 4n

˙

ą ´
1

10

for n ě 2, also the numerator is positive and we estimate
ˆ

1`
1´ 2q

2np4´ rq

˙np4´rq´q

ě

ˆ

1´
1

2np4´ rq

˙np4´rq´1

.

Next, the application of Lemma 65 with a “ ´1
2 and b “ ´1 to the right-hand side

above yields
ˆ

1´
1

2np4´ rq

˙np4´rq´1

ě e´
1
2 (86)

as soon as m ě 1
2 . Therefore, we can conclude that (85) is smaller than e

1
2 for all n ě 2.

Now, we can continue to estimate the last line of (84) and safely apply Lemma 64 and the
basic inequality 1` x ď ex. This leads to the upper bound

exp

«

´ 1´ q

`
1

n

˜

´
4q2 ´ 1

8r
´
pq ´ 1qq

2p1´ rq
`

`

q ` 1
2

˘

q

3´ r
`

`

q ` 1
2

˘

q

5´ r
`

`

q ´ 1
2

˘

q

r ` 1

¸

`
1

n2

˜

q
`

q ` 1
2

˘2

2r2
`

`

1
2 ´ q

˘

p1´ qq2

p1´ rq2

¸ff

.

(87)

We plug in r “ 2´
?

3 and obtain for the coefficient of 1
n in the second line above

´
4q2 ´ 1

8r
´
pq ´ 1qq

2p1´ rq
`

`

q ` 1
2

˘

q

3´ r
`

`

q ` 1
2

˘

q

5´ r
`

`

q ´ 1
2

˘

q

r ` 1

“
´6

`

3´
?

3
˘

q2 ` 8
`

2
?

3´ 3
˘

q ` 3

24
`

2´
?

3
˘

ď
5

72

´?
3` 6

¯

,

since the quadratic function in q takes its maximal value for q “ 2p2
?

3´3q

3p3´
?

3q
. Moreover, in

the third line of (87) we estimate the coefficient of 1
n2 by

q
`

q ` 1
2

˘2

2r2
`

`

1
2 ´ q

˘

p1´ qq2

p1´ rq2
ď

`

3
2

˘2

2r2
`

`

3
2

˘2

p1´ rq2

“
9

8

´

5
?

3` 9
¯

,

and bound (87) by

exp

„

´
1

2
`

5

72n

´?
3` 6

¯

`
9

8n2

´

5
?

3` 9
¯



. (88)

Now, we go back to (84), apply our recent findings and see that it is smaller than

n4n

2
?

3n2
exp

„

´
1

2
`

5

72n

´?
3` 6

¯

`
9

8n2

´

5
?

3` 9
¯



`

2433
˘n
. (89)
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We plug (89) into (82), use (83) and estimate

108´ 14
?

3

468
`

5

72

´?
3` 6

¯

`
9

8n

´

5
?

3` 9
¯

ď 2´
13

96

for all n ě 20. This way we eventually arrive at

F2pn, c
˚q ď

n4n

π2
?

3n2
exp

„

´4n`
3

2
`

2

n
´

13

96n



`

2433
˘n
. (90)

Next, we estimate the factor Γp2nq

Γp2n` 1
2qΓp4n`

1
2q

in the definition of R2pnq using Stirling’s

formula (332) and Lemma 64.

Γp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ ď
e1`4n` 1

24n

p2πq
1
2

p2nq2n´
1
2

`

2n` 1
2

˘2n `
4n` 1

2

˘4n

“
e1`4n` 1

24n

2π
1
2n

1
2

n´4n2´8n 1
`

1` 1
4n

˘2n

1
`

1` 1
8n

˘4n

ď
e4n` 13

96n

2π
1
2n

1
2

n´4n2´8n.

(91)

In the final step we combine (90) and (91) and obtain

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F2pn, c
˚q ď

e
3
2
` 2
n

4
?

3π
3
2

n´
5
2

ˆ

33

28

˙n

. (92)

Consequently, if n ě 20 the second summand R2pnq of the remainder term satisfies the
bound

R2pnq ď p4n´ 1q

ˆ

n`
1

2

˙
1
2 2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F2pn, c
˚q

ď
e

3
2
` 2
n

?
3π

3
2

`

n´ 1
4

˘ `

n` 1
2

˘
1
2

n
5
2

ˆ

33

28

˙n

.

As
ˆ

n´
1

4

˙2 ˆ

n`
1

2

˙

“ n3 ´
3

16
n`

1

32
ă n3

for n ě 1, we end up with

R2pnq ď
e

3
2
` 2
n

?
3π

3
2

n´1

ˆ

33

28

˙n

.

4.2.5. Upper Bound on R3pnq. The estimate of R3pnq is a bit more involved, since
we now maximize a gamma quotient in three variables b ď c ď d instead of two c ď d. This
increases the number of cases we have to consider in the application of Theorem 22. But
apart from that almost all ideas are already known from the proof of Lemma 23. What we
get is the following

Lemma 24. Let n ě 20, then

R3pnq ď
2e

5
2
` 2
n

π2
n´

3
4

˜

`

10`
?

2
˘3 `

2` 3
?

2
˘

216

¸n

.
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Figure 4.4 visualizes Lemma 24 by plotting the logarithm of R3pnq and the claimed
upper bound, respectively.
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Figure 4.4. Logarithmic plot of R3pnq and its upper bound
2e

5
2`

2
n

π2 n´
3
4

ˆ

p10`
?

2q
3
p2`3

?
2q

216

˙n

.

Now, let’s prove what we see above.

Proof. By (64) and Corollary 18 it is

R3pnq ď 2np4n´ 1q

ˆ

n`
1

2

˙
1
4 2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ max
D3

F3pn, b, c, dq,

with

F3pn, b, c, dq “
Γ
`

n` b` 1
2

˘

Γ
`

n` c` 1
2

˘

Γ
`

n` d` 1
2

˘

Γpb` 1qΓpc` 1qΓpd` 1q
ˇ

ˇΓ
`

n´ b` 1
2

˘

Γ
`

n´ c` 1
2

˘

Γ
`

n´ d` 1
2

˘ˇ

ˇ

and

D3 “

"

b, c, d P Z
ˇ

ˇ

ˇ

ˇ

0 ď b ď c ď d ď 4n´ 1

b` c` d “ 4n´ 1

*

.

Due to the increasing number of parameters, the function F3pn, b, c, dq is the last in
the series F2, F3, F4, that can easily be visualized on its domain. We do this in Figure
4.5 by plotting F3pn, b, c, 4n ´ 1 ´ b ´ cq in 0 ď b ď 4

3n and 0 ď c ď 8
3n for n “ 30.

The black grid lines mark the lower and upper bound for the location of the maximum at
b “ c “

´

1´ 1?
2

¯

n ´ 1 and b “ c “
´

1´ 1?
2

¯

n ` 1
4 , respectively. We state them in (95).

Since F3pn, b, c, dq takes ridiculously large values up to 1.67587ˆ 10203 for the chosen range
of parameters, we had to scale it to one for technical reasons in order to get a meaningful
plot. Similar to Figure 4.3 for F2pn, c, dq we note that the function has one clearly dominat-
ing global maximum. But now, let’s track down the location of the maximum analytically
and estimate it.

From Corollary 19 we already know, that b ď
X

4
3n´

1
3

\

and d ě
P

4
3n´

1
3

T

ě n ` 1 for
all n ě 2.
By the repeated application of Theorem 22 part (ii) to b and d, or c and d, respectively,
under the assumption that b ą n or c ą n, we deduce that F3pn, b, c, dq is maximized by
tuples b ď c ď n ă d. The argument follows the exact same chain of reasoning as in the
beginning of the proof of Theorem 23 on page 34. Now we can apply Theorem 22 (i) to b
and c

F3pn, b, c, dq ď F3pn, b` 1, c´ 1, dq ď ¨ ¨ ¨ ď F3pn, b`m, c´m, dq
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Figure 4.5. Scaled plot of F3pn, b, c, 4n´ 1´ b´ cq for n “ 30.

m ě 0 times, until it is either b`m “ c´m or b`m` 1 “ c´m. Meaning, if b ď c ď n,
we further increase F3pn, b, c, dq by pushing b and c together until they differ by at most 1.
Since the sum of b, c, d is constant

b` c` d “ 4n´ 1

we get two different options for the maximizing tuple pb, c, dq.
A: F3pn, b, c, dq is maximized by

b “ c ď n,

d “ 4n´ 2b´ 1.

B: F3pn, b, c, dq is maximized by

b` 1 “ c ď n,

d “ 4n´ 2b´ 2.

Let’s have a closer look at Case A.

As shown above, we know that

F3pn, b, c, dq ď F3pn, b, b, 4n´ 2b´ 1q

“
Γ
`

n` b` 1
2

˘2
Γ
`

5n´ 2b´ 1
2

˘

Γ
`

3n´ 2b´ 1
2

˘

πΓpb` 1q2Γp4n´ 2bqΓ
`

n´ b` 1
2

˘2

“: F3,Apn, bq.
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So we were able to reduce the problem to one dimension. The task is now to find the
maximum of F3,Apn, bq for 0 ď b ď n.
We aim on applying Theorem 20, and thus determine the recurrence relation of F3,Apn, bq
in b. This is F3,Apn, bq “ ϕ3,ApbqF3,Apn, b´ 1q with

ϕ3,Apbq “

`

n` b´ 1
2

˘2 `
n´ b` 1

2

˘2
p4n´ 2bqp4n´ 2b` 1q

b2
`

5n´ 2b´ 1
2

˘ `

5n´ 2b` 1
2

˘ `

3n´ 2b´ 1
2

˘ `

3n´ 2b` 1
2

˘ , (93)

for 1 ď b ď n. Note that the function ϕ3,A obeys

ϕ3,Apbq ą

„

pn` bqpn´ bqp4n´ 2bq

bp5n´ 2bqp3n´ 2bq

2

. (94)

Solving for b such that the right-hand side of (94) is greater than or equal to one, yields the
condition

p4n´ bqp2b2 ´ 4nb` n2q ě 0.

Since b ď n, the first factor is always positive, and thus the above inequality is satisfied on
1 ď b ď n if 2b2 ´ 4nb` n2 ě 0. As our b is positive, we note that

„

pn` bqpn´ bqp4n´ 2bq

bp5n´ 2bqp3n´ 2bq

2

ě 1

for all 1 ď b ď
´

1´ 1?
2

¯

n and denote in the following
ˆ

1´
1
?

2

˙

n “: b.

Due to (94), it is also ϕ3,Apbq ě 1 at least in the range 1 ď b ď b.
Moreover, since the inequality in (94) is strict, we can infer that the point ζ with ϕ3,Apζq “ 1,
satisfies b ă ζ.

The following calculations aim at establishing an upper bound b on ζ. To this end, we
first show that ϕ3,A decreases monotonically in b, and then we prove that
ϕ3,A

´´

1´ 1?
2

¯

n` 1
4

¯

ă 1 for all n ě 2. Then, b :“
´

1´ 1?
2

¯

n` 1
4 is a possibility.

So let’s rewrite ϕ3,A in the following way

ϕ3,Apbq “

˜

1`
n´ 1

2

b

¸2 ˜

1´
n´ 1

2

5n´ 2b´ 1
2

¸˜

1´
n´ 1

2

5n´ 2b` 1
2

¸

`

n´ b` 1
2

˘2

`

3n´ 2b´ 1
2

˘ `

3n´ 2b` 1
2

˘ .

Obviously, the first three factors are decreasing in b. The last one requires a bit more
explanation. Its derivative with respect to b is

B

Bb

`

n´ b` 1
2

˘2

`

3n´ 2b´ 1
2

˘ `

3n´ 2b` 1
2

˘ “ ´
4p2n´ 2b` 1qp12npn´ 1q ´ 8bpn´ 1q ´ 1q

p4p3n´ 2bq2 ´ 1q2

ď ´
12p4pn´ 1qpn` 2q ´ 1q

p4p3n´ 2bq2 ´ 1q2
.

To pass from the first to the second line, we use that 1 ď b ď n´1 to bound the numerator.
This last line is negative for all n ě 2, meaning, this factor decreases in b as well, and so
does the entire function ϕ3,A.
Now we have a closer look at ϕ3,A

´´

1´ 1?
2

¯

n` 1
4

¯

. Plugging in b “
´

1´ 1?
2

¯

n` 1
4 into

the definition of ϕ3,A in (93) ends up in

ϕ3,A

ˆˆ

1´
1
?

2

˙

n`
1

4

˙

“

´

n` 1
2
?

2

¯2 ´

n´ 1
2p4´

?
2q

¯2 ´

n´ 1
2p2`

?
2q

¯´

n` 1
2p2`

?
2q

¯

n2
´

n` 1
2p2´

?
2q

¯2 ´

n´ 1
1`
?

2

¯´

n´ 1
3`
?

2

¯

.
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The plan is to apply Lemma 64. Since it requires all xi to be positive, we first shift ϕ3,A

by y “ 1
1`
?

2
, meaning we set n “ m` y. Then we call 1

m “ x and Lemma 64 applied with
δ “ 3

10 yields

ϕ3,A

ˆˆ

1´
1
?

2

˙ˆ

1

x
`

1

1`
?

2

˙

`
1

4

˙

ď exp

«

´
26´ 11

?
2

14
x´

3

10
x2

ˆ

¨

˝2

˜

y ´
1

2
`

4´
?

2
˘

¸2

` 2

ˆ

y `
1

2
?

2

˙2

`

˜

1

2
`?

2` 2
˘ ` y

¸2

`

˜

y ´
1

2
`?

2` 2
˘

¸2
˛

‚

`
1

2

˜

2y2 ` 2

ˆ

1

2p2´
?

2q
` y

˙2

`

ˆ

y ´
1

3`
?

2

˙

¸

x2

ff

“ exp

„

´
26´ 11

?
2

14
x`

564´ 174
?

2

245
x2



.

This is smaller than or equal to one, if

x ă
26´ 11

?
2

14

245

564´ 174
?

2
.

Moreover, since (404) is only valid for 0 ď xi ď
1
δ ´

`

2
δ

˘
1
2 , we need to make sure that the

largest xi, which is
´

y ` 1
2p2´

?
2q

¯

x in our case, satisfies this condition. It does if

x ď

˜

10

3
´

ˆ

20

3

˙
1
2

¸

1
1

2p2´
?

2q
` y

.

It is

0.57 ă
26´ 11

?
2

14

245

564´ 174
?

2
ă 0.59 ă

˜

10

3
´

ˆ

20

3

˙
1
2

¸

1
1

2p2´
?

2q
` y

,

and thus both conditions are satisfied if x ă 0.57. Due to the relation n “ 1
x ` y, we can

conclude that ϕ3,A

´´

1´ 1?
2

¯

n` 1
4

¯

ă 1 as soon as n ě 3.

Consequently, our upper bound b on ζ is b “
´

1´ 1?
2

¯

n` 1
4 , and by Theorem 20 (iii),

we can bound the point b˚, for which F3,A attains its maximum, as follows

ˆ

1´
1
?

2

˙

n´ 1 ă b˚ ă

ˆ

1´
1
?

2

˙

n`
1

4
. (95)

Now it’s time to estimate F3,Apn, b
˚q. We follow the same strategy as in the estimate of

F2pn, c
˚q on page 36. To this end we abbreviate r “ 1´ 1?

2
and assume

b˚ “ rn´
1

2
` q,
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with ´1
2 ă q ă 3

4 . Then we have by Stirling’s formula (332)

F3,A pn, b
˚q

“
Γpp1` rqn` qq2Γ

`

p5´ 2rqn` 1
2 ´ 2q

˘

Γ
`

p3´ 2rqn` 1
2 ´ 2q

˘

πΓ
`

rn` 1
2 ` q

˘2
Γpp4´ 2rqn` 1´ 2qqΓpp1´ rqn` 1´ qq2

ď
1

?
2π

3
2

exp

«

´4n` 3`
1

12n

˜

2

1` r ` q
n

`
1

5´ 2r ` 1´4q
2n

`
1

3´ 2r ` 1´4q
2n

¸ff

ˆ
rp1` rqn` qs2p1`rqn´1`2q “

p5´ 2rqn` 1
2 ´ 2q

‰p5´2rqn´2q “
p3´ 2rqn` 1

2 ´ 2q
‰p3´2rqn´2q

“

rn` 1
2 ` q

‰2rn`2q
rp4´ 2rqn` 1´ 2qsp4´2rqn` 1

2
´2q

rp1´ rqn` 1´ qs2p1´rqn`1´2q
.

(96)

We estimate for ´1
2 ă q ă 3

4 and n ě 1

2

1` r ` q
n

`
1

5´ 2r ` 1´4q
2n

`
1

3´ 2r ` 1´4q
2n

ď
2

1
2 ` r

`
1

4´ 2r
`

1

2´ 2r

“
1

7

´

4
?

2` 19
¯

.

(97)

The last line is due to r “ 1´ 1?
2
. Next, we rewrite the second factor in (96) as

n4n

p1´ r2qp4´ 2rq
1
2n

5
2

„

p1` rq2p5´ 2rq5p3´ 2rq3

p4´ 2rq4p1´ rq2

n „
p1` rqp1´ rqp4´ 2rq

rp5´ 2rqp3´ 2rq

2rn`2q

ˆ

´

1` q
p1`rqn

¯2p1`rqn`2q´1 ´

1` 1´4q
2p5´2rqn

¯p5´2rqn´2q ´

1` 1´4q
2p3´2rqn

¯p3´2rqn´2q

´

1` 1`2q
2rn

¯2rn`2q ´

1` 1´2q
p4´2rqn

¯p4´2rqn` 1
2
´2q ´

1` 1´q
p1´rqn

¯2p1´rqn`1´2q
.

(98)

Note that for r “ 1´ 1?
2

p1` rqp1´ rqp4´ 2rq

rp5´ 2rqp3´ 2rq
“ 1.

Hence, we only have to take care of the last line in (98). We aim on applying the estimate
1`x ď ex in the numerator and estimate (403) of Lemma 64 in the denominator. Since 1´2q
is not positive for all admissible q, we handle the corresponding factor in the denominator
separately in a first step. We obtain by almost exactly the same calculation as on page 37
and the application of Lemma 65 that

ˆ

1`
1´ 2q

p4´ 2rqn

˙p4´2rqn` 1
2
´2q

ě

ˆ

1´
1

2p4´ 2rqn

˙p4´2rqn´1

ě e´
1
2 .
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Therefore, by Lemma 64, the last line in (98) is smaller than

exp

«

´
3

2
´ 2q

`
1

n

˜

qp1´ qq

1´ r
´
q2 ´ 1

4

r
`
p2q ´ 1qq

r ` 1
`

2
`

2q ´ 1
2

˘

q

3´ 2r
`

2
`

2q ´ 1
2

˘

q

5´ 2r

¸

`
1

n2

˜

q
`

q ` 1
2

˘2

r2
`
p1´ 2qqp1´ qq2

p1´ rq2

¸ff

.

(99)

We plug in r “ 1´ 1?
2
, and since

qp1´ qq

1´ r
´
q2 ´ 1

4

r
`
p2q ´ 1qq

r ` 1
`

2
`

2q ´ 1
2

˘

q

3´ 2r
`

2
`

2q ´ 1
2

˘

q

5´ 2r

“
2

7

´

6
?

2´ 11
¯

q2 `
1

4

´?
2` 2

¯

ď
1

4

´?
2` 2

¯

,

as 6
?

2´ 11 ă 0, and

q
`

q ` 1
2

˘2

r2
`
p1´ 2qqp1´ qq2

p1´ rq2
“

ˆ

?
2`

3

2

˙

qp2q ` 1q2 ´ 2pq ´ 1q2p2q ´ 1q

ď
1

32

´

150
?

2` 223
¯

,

which takes its maximal value for q “ 3
4 , we further estimate (99) by

exp

„

´
1

2
`

1

4n

´?
2` 2

¯

`
1

32n2

´

150
?

2` 223
¯



. (100)

Now, we collect our findings from (96), (97), (98), (99) and (100), plug in r “ 1´ 1?
2
where

we did not already do that, and obtain the bound

F3,Apn, b
˚q ď

2n4n

π
3
2

`

4´
?

2
˘

a?
2` 2

n´
5
2

«

`

10`
?

2
˘3 `

3
?

2` 2
˘

24

ffn

ˆ exp

„

´4n`
5

2
`

1

84n

´

4
?

2` 19
¯

`
1

4n

´?
2` 2

¯

`
1

32n2

´

150
?

2` 223
¯



.

We estimate

150
?

2` 223

32n
`

1

84

´

4
?

2` 19
¯

`
1

4

´?
2` 2

¯

ď 2´
13

96

for all n ě 20 and arrive at

F3,Apn, b
˚q ď

2n4n

π
3
2

`

4´
?

2
˘

a?
2` 2

n´
5
2

«

`

10`
?

2
˘3 `

3
?

2` 2
˘

24

ffn

ˆ exp

„

´4n`
5

2
`

2

n
´

13

96n



.

(101)
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Now, the combination of (91) and (101) eventually gives

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F3,Apn, b
˚q ď

e
5
2
` 2
n

π2
`

4´
?

2
˘

a?
2` 2

n´3

«

`

10`
?

2
˘3 `

3
?

2` 2
˘

216

ffn

.

(102)

We now turn to Case B. In this case we have to maximize

F3pn, b, c, dq ď F3pn, b, b` 1, 4n´ 2b´ 2q

“
Γ
`

n` b` 1
2

˘

Γ
`

n` b` 3
2

˘

Γ
`

5n´ 2b´ 3
2

˘

Γ
`

3n´ 2b´ 3
2

˘

πΓpb` 1qΓpb` 2qΓp4n´ 2b´ 1qΓ
`

n´ b` 1
2

˘

Γ
`

n´ b´ 1
2

˘

“: F3,Bpn, bq

in 0 ď b ď n ´ 1. As in previous tasks of this kind our go-to tool is Theorem 20. In order
to apply it here, we calculate

ϕ3,Bpbq “
F3,Bpn, bq

F3,Bpn, b´ 1q

“

`

n` b´ 1
2

˘ `

n´ b` 1
2

˘

p4n´ 2bq

b
`

5n´ 2b´ 1
2

˘ `

3n´ 2b´ 1
2

˘ ¨

`

n` b` 1
2

˘ `

n´ b´ 1
2

˘

p4n´ 2b´ 1q

pb` 1q
`

5n´ 2b´ 3
2

˘ `

3n´ 2b´ 3
2

˘ .

(103)

Our first interim goal is to narrow down the location of the value ζ with ϕ3,Bpζq “ 1 as
closely as possible. It turns out that an old acquaintance is very helpful to us with this task.
Recall the definition of ϕpc, dq in the proof of Theorem 22. In the case c ď n ď d it is

ϕpc, dq “
pd` 1q

`

n` c´ 1
2

˘ `

n´ c` 1
2

˘

c
`

d` n` 1
2

˘ `

d´ n` 1
2

˘ . (104)

Now, note that ϕ3,Bpbq can be expressed in terms of ϕ as follows

ϕ3,Bpbq “ ϕpb, 4n´ 2b´ 1qϕpb` 1, 4n´ 2pb` 1qq. (105)

In the following we derive two handy properties of (104). We first show that ϕpc, 4n´
2c´ 1q and ϕpc, 4n´ 2cq are monotonously decreasing functions in 0 ď c ă n for all n ą 3

2
and n ą 0, respectively. Afterwards we deduce a simplified condition on c and d in the
spirit of Theorem 22 (iii) that already implies ϕpc, dq ě 1.

In order to prove the monotonicity assertions, we write

ϕpc, 4n´ 2c´ 1q “

˜

1`
n´ 1

2

c

¸

`

n´ c` 1
2

˘

p4n´ 2cq
`

3n´ 2c´ 1
2

˘ `

5n´ 2c´ 1
2

˘ ,

ϕpc, 4n´ 2cq “

˜

1`
n´ 1

2

c

¸

`

n´ c` 1
2

˘

p4n´ 2c` 1q
`

3n´ 2c` 1
2

˘ `

5n´ 2c` 1
2

˘ .

Since the first factor in the above equations is obviously decreasing in c, it remains to show
that the respective second factor is as well. We achieve this by proving that the derivative
is negative in the claimed range of n.
In the case of ϕpc, 4n´ 2c´ 1q we get

d

dc

`

n´ c` 1
2

˘

p4n´ 2cq
`

3n´ 2c´ 1
2

˘ `

5n´ 2c´ 1
2

˘

“ ´
4
`

32c2pn´ 1q ´ 4c
`

28n2 ´ 32n` 1
˘

` 104n3 ´ 132n2 ` 6n` 1
˘

p4c´ 10n` 1q2p4c´ 6n` 1q2
.
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As the denominator is always positive, the sign of the derivative is determined by the
numerator. We calculate its roots

c1,2 “
28n2 ˘

?
3
a

´p2n´ 1q2 p4n2 ´ 4n´ 3q ´ 32n` 1

16pn´ 1q
,

and find that c1,2 P CzR as soon as 4n2´ 4n´ 3 ą 0. This inequality holds true for n ă ´1
2

and n ą 3
2 , whereas only the second condition is of interest for us. In summary, we just

showed that, if n ą 3
2 , then the enumerator of the derivative in c of pn´c` 1

2qp4n´2cq

p3n´2c´ 1
2qp5n´2c´ 1

2q
has

no real root, implying that it is negative for all 0 ď c ă n.
In the case of ϕpc, 4n´ 2cq the claimed monotonicity follows from

d

dc

`

n´ c` 1
2

˘

p4n´ 2c` 1q
`

3n´ 2c` 1
2

˘ `

5n´ 2c` 1
2

˘ “ ´
8p2n´ 1q

`

8c2 ´ 2cp14n` 3q ` 26n2 ` 11n` 1
˘

p´4c` 6n` 1q2p´4c` 10n` 1q2
,

which is always negativ if c1,2 P CzR. Here

c1,2 “
1

8

´

˘
a

´12n2 ´ 4n´ 239` 14n` 3
¯

are the roots of the enumerator of the last derivativ above.

Next, note that

ϕpc, dq ą
d
`

n` c´ 1
2

˘ `

n´ c` 1
2

˘

c
`

d` n` 1
2

˘ `

d´ n` 1
2

˘ .

The right-hand side of this inequality is greater than or equal to one, iff

´
1

4
pc` dqp4cd´ 4n2 ` 1q ě 0.

Due to the positivity of c` d, we can can infer that

cd´ n2 `
1

4
ď 0 ñ ϕpc, dq ą 1. (106)

An immediate consequence of the monotonicity of ϕpc, 4n ´ 2c ´ 1q and ϕpc, 4n ´ 2cq
is that also ϕ3,Bpbq is monotonously decreasing in 0 ď b ă n as soon as n ě 2. Property
(106) may be used to get a rough first idea of the location of ζ. In Fact, if cd´ n2 ` 1

4 ď 0
is satisfied for c “ b0, d “ 4n´ 2b0 ´ 1 and for c “ b0 ` 1, d “ 4n´ 2pb0 ` 1q, then we know
that ϕ3,Bpb0q ą 1 and thus ζ ą b0. The monotonicity of ϕ3,Bpbq then allows us to find a
finer two-sided bound on ζ. So, let’s get to work.
It is

bp4n´ 2b´ 1q ´ n2 `
1

4
“ ´2b2 ` bp4n´ 1q ´ n2 `

1

4
ď 0

iff b ď b1 or b ě b2, with

b1,2 “ n¯
1

4

a

8n2 ´ 8n` 3´
1

4
,

and

pb` 1qp4n´ 2b´ 2q ´ n2 `
1

4
“ ´2b2 ` bp4n´ 4q ´ n2 ` 4n´

7

4
ď 0

iff b ď b3 or b ě b4, with

b3,4 “ n¯
1

2

c

2n2 `
1

2
´ 1.

Since b ď n´ 1, we conclude that ϕ3,Bpbq ą 1 if

b ď mintb1, b3u “ b3.
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Note that b3 «
´

1´ 1?
2

¯

n ´ 1. We use this value as a starting point for the location of ζ
and continue by proving that for all n ě 4

ˆ

1´
1
?

2

˙

n´
1

2
ă ζ ă

ˆ

1´
1
?

2

˙

n´
1

4
. (107)

The strategy is to directly show

ϕ3,B

ˆˆ

1´
1
?

2

˙

n´
1

2

˙

ą 1 (108)

for all n ě 2, and

ϕ3,B

ˆˆ

1´
1
?

2

˙

n´
1

4

˙

ă 1 (109)

for all n ě 4. The bounds (107) then follow from the monotonicity of ϕ3,Bpbq.
We start with (108). Simply plugging in b “

´

1´ 1?
2

¯

n´ 1
2 into (103) yields

ϕ3,B

ˆˆ

1´
1
?

2

˙

n´
1

2

˙

“
n3

`

n`
?

2
˘

´

n´ 2
4´
?

2

¯´

n` 1
2`
?

2

¯

ˆ

n2 ´

´

1
2´
?

2

¯2
˙ˆ

n2 ´

´

1
2`2

?
2

¯2
˙ˆ

n2 ´

´

1
6`2

?
2

¯2
˙ .

The right-hand side is greater than
`

n`
?

2
˘

´

n´ 2
4´
?

2

¯´

n` 1
2`
?

2

¯

n3
.

This in turn is equal to
´

n2 ` 2
7

`

3
?

2´ 2
˘

n´ 2
?

2
4´
?

2

¯

n2
¨

´

n` 1
2`
?

2

¯

n
.

The first factor is greater than one if n ą 1?
2p
?

2´1q
« 25

14 , and the second one for all positive
n.
For the proof of (109) we note that

ϕ3,B

ˆˆ

1´
1
?

2

˙

n´
1

4

˙

“

ˆ

n2 ´

´

1
4`2

?
2

¯2
˙

´

n´ 1
2
?

2

¯´

n` 3
2
?

2

¯´

n` 1
8´2

?
2

¯´

n´ 3
8´2

?
2

¯

n2
´

n´ 1
3`
?

2

¯´

n´ 1
1`
?

2

¯´

n` 3
4´2

?
2

¯´

n´ 1
4´2

?
2

¯

ă

´

n` 3
2
?

2

¯´

n` 1
8´2

?
2

¯´

n´ 3
8´2

?
2

¯

´

n´ 1
1`
?

2

¯´

n` 3
4´2

?
2

¯´

n´ 1
4´2

?
2

¯ .

The last line above is smaller than or equal to one, iff

´8
`

199
?

2´ 278
˘

n2 ` 8
`

40´ 19
?

2
˘

n` 57
?

2´ 126

416
?

2´ 544
ď 0,

which is satisfied for all

n ě
´38

?
2`

b

2
`

62358´ 43960
?

2
˘

` 80

4
`

199
?

2´ 278
˘

and

n ď
´38

?
2´

b

2
`

62358´ 43960
?

2
˘

` 80

4
`

199
?

2´ 278
˘ ă

1

2
.

Since 3 ă
´38

?
2`

b

2p62358´43960
?

2q`80

4p199
?

2´278q
ă 4, the claim follows.
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After finally reaching our interim goal of localizing ζ, we are now ready to apply Theorem
20 (iii) to bound the point b˚, for which F3,B attains its maximum. It satisfies

ˆ

1´
1
?

2

˙

n´
3

2
ă b˚ ă

ˆ

1´
1
?

2

˙

n´
1

4
. (110)

We take the same approach to estimate F3,Bpb
˚q as in the case of F3,Apb

˚q and set

b˚ “ rn` q ´ 1,

with ´1
2 ă q ă 3

4 and r “ 1´ 1?
2
. Then we have by Stirling’s formula (332)

F3,B pn, b
˚q

“
Γ
`

p1` rqn` q ´ 1
2

˘

Γ
`

p1` rqn` q ` 1
2

˘

Γ
`

p5´ 2rqn` 1
2 ´ 2q

˘

Γ
`

p3´ 2rqn` 1
2 ´ 2q

˘

πΓ prn` qqΓ prn` q ` 1qΓpp4´ 2rqn` 1´ 2qqΓ
`

p1´ rqn` 3
2 ´ q

˘

Γ
`

p1´ rqn` 1
2 ´ q

˘

ď
1

?
2π

3
2

exp

«

´4n` 3`
1

12n

˜

1

1` r ` 2q´1
n

`
1

1` r ` 2q`1
n

`
1

5´ 2r ` 1´4q
2n

`
1

3´ 2r ` 1´4q
2n

¸ff

ˆ

“

p1` rqn` q ´ 1
2

‰p1`rqn´1`q “
p1` rqn` q ` 1

2

‰p1`rqn`q

rrn` qsrn`q´
1
2 rrn` q ` 1srn`q`

1
2
“

p1´ rqn` 3
2 ´ q

‰p1´rqn`1´q “
p1´ rqn` 1

2 ´ q
‰p1´rqn´q

ˆ

“

p5´ 2rqn` 1
2 ´ 2q

‰p5´2rqn´2q “
p3´ 2rqn` 1

2 ´ 2q
‰p3´2rqn´2q

rp4´ 2rqn` 1´ 2qsp4´2rqn` 1
2
´2q

.

(111)

We estimate for ´1
2 ă q ă 3

4 and n ě 1

1

1` r ` 2q´1
n

`
1

1` r ` 2q`1
n

`
1

5´ 2r ` 1´4q
2n

`
1

3´ 2r ` 1´4q
2n

ď
1

r ` 1
`

1

2´ 2r
`

1

4´ 2r
`

1

r

“
1

7

´

8
?

2` 25
¯

.

(112)

The last equality is due to r “ 1´ 1?
2
. Next, we rewrite the the last two lines of (111) as

n4n

p1´ r2qp4´ 2rq
1
2n

5
2

„

p1` rq2p5´ 2rq5p3´ 2rq3

p4´ 2rq4p1´ rq2

n „
p1` rqp1´ rqp4´ 2rq

rp5´ 2rqp3´ 2rq

2rn`2q

ˆ

´

1` 2q´1
2p1`rqn

¯p1`rqn`q´1 ´

1` 2q`1
2p1`rqn

¯p1`rqn`q

`

1` q
rn

˘rn`q´ 1
2

´

1` q`1
rn

¯rn`q` 1
2
´

1` 3´2q
2p1´rqn

¯p1´rqn`1´q ´

1` 1´2q
2p1´rqn

¯p1´rqn´q

ˆ

´

1` 1´4q
2p5´2rqn

¯p5´2rqn´2q ´

1` 1´4q
2p3´2rqn

¯p3´2rqn´2q

´

1` 1´2q
p4´2rqn

¯p4´2rqn` 1
2
´2q

.
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We have already seen in the estimate of the maximum of F3,A that the last formula can be
simplified to

2
?

2n4n

`

4´
?

2
˘

a?
2` 2

n´
5
2

«

`

10`
?

2
˘3 `

3
?

2` 2
˘

24

ffn

ˆ

´

1` 2q´1
2p1`rqn

¯p1`rqn`q´1 ´

1` 2q`1
2p1`rqn

¯p1`rqn`q

`

1` q
rn

˘rn`q´ 1
2

´

1` q`1
rn

¯rn`q` 1
2
´

1` 3´2q
2p1´rqn

¯p1´rqn`1´q ´

1` 1´2q
2p1´rqn

¯p1´rqn´q

ˆ

´

1` 1´4q
2p5´2rqn

¯p5´2rqn´2q ´

1` 1´4q
2p3´2rqn

¯p3´2rqn´2q

´

1` 1´2q
p4´2rqn

¯p4´2rqn` 1
2
´2q

.

(113)

The two last lines in (113) are now taken care of in the same fashion as in the estimate of
F3,Apb

˚q, that is by applying the estimate 1` x ď ex in the numerator and estimate (403)
of Lemma 64 in the denominator to those factors that satisfy the conditions of the Lemma.
Those are all except

ˆ

1`
1´ 2q

p4´ 2rqn

˙p4´2rqn` 1
2
´2q

and
ˆ

1`
1´ 2q

2p1´ rqn

˙p1´rqn´q

. (114)

The former already appears in (98) and satisfies
ˆ

1`
1´ 2q

p4´ 2rqn

˙p4´2rqn` 1
2
´2q

ě e´
1
2 . (115)

The latter is estimated from below using the same strategy. We first show that it is decreas-
ing in q and then apply Lemma 65. Calculating the q-derivative of (114) we get

ˆ

1´ 2q
?

2n
` 1

˙
n?
2
´q ˆ 1

?
2n´ 2q ` 1

´ log

ˆ

1´ 2q
?

2n
` 1

˙

´ 1

˙

.

The first factor is positive all admissible q and n ą 0. The second one is increasing in q and
thus smaller than

1
?

2n´ 1
2

´ log

ˆ

1´
1

2
?

2n

˙

´ 1,

which in turn now is a decreasing function of n. For all n ě 2 it is smaller than

1

31

´

8
?

2´ 29
¯

` log

ˆ

4

31

´?
2` 8

¯

˙

ă ´
1

3
ă 0,

and we can infer that (114) is decreasing in ´1
2 ă q ă 3

4 .
Now we want to apply Lemma 65. In the case of (114), we have a “ 1

2 ´ q and b “ ´q. So
it is 2b´a “ ´q´ 1

2 ă 0 as q ą ´1
2 . Part (ii) of the Lemma tells us, that (114) is bounded

from below by e1´2q, if a “ 1
2 ´ q ă 0, which is the case for q ą 1

2 . Since we have seen above
that the factor we want to bound from below is actually a decreasing function in q, we may
assume that q ą 1

2 when we minimize in n. In summary, we showed
ˆ

1`
1´ 2q

2p1´ rqn

˙p1´rqn´q

ě e
1
2
´q (116)
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for all 1
2 ă q ă 3

4 and n ě 2.
Now we can continue the estimate of the last two lines in (113) and find that they are
smaller than

exp

«

´
3

2
´ 2q

`
1

n

˜

´
q2

r
`

4q2 ´ 2q ` 1

2pr ` 1q
`

2
`

2q ´ 1
2

˘

q

3´ 2r
`

2
`

2q ´ 1
2

˘

q

5´ 2r
`

4pq ´ 2qq ` 3

8pr ´ 1q

¸

`
1

n2

˜

`

q ` 1
4

˘ `

2q2 ` q ` 2
˘

2r2
`
p1´ qqp3´ 2qq2

4p1´ rq2

¸ff

.

(117)

We plug in r “ 1´ 1?
2
, and note that

´
q2

r
`

4q2 ´ 2q ` 1

2pr ` 1q
`

2
`

2q ´ 1
2

˘

q

3´ 2r
`

2
`

2q ´ 1
2

˘

q

5´ 2r
`

4pq ´ 2qq ` 3

8pr ´ 1q

“
1

56

´

4
´

31
?

2´ 44
¯

q2 ´ 17
?

2` 16
¯

is maximized for q “ 0, as 31
?

2 ´ 44 ă 0, with the maximum being 1
56

`

16´ 17
?

2
˘

.
Moreover it is

`

q ` 1
4

˘ `

2q2 ` q ` 2
˘

2r2
`
p1´ qqp3´ 2qq2

4p1´ rq2

“

´

4
?

2` 5
¯

q3 `

ˆ

3
?

2`
17

2

˙

q2 `
3

2

´

3
?

2` 1
¯

q `
?

2`
15

4

obviously increasing in ´1
2 ă q ă 3

4 and therefore bounded from above by 1
64

`

496
?

2` 753
˘

.
Hence, we further estimate (117) by

exp

„

´
1

2
`

1

56n

´

16´ 17
?

2
¯

`
1

64n2

´

496
?

2` 753
¯



. (118)

We now finally collect our findings from (111), (112), (113) and (118) and obtain the bound

F3,Bpn, b
˚q ď

2n4n

π
3
2

`

4´
?

2
˘

a?
2` 2

n´
5
2

«

`

10`
?

2
˘3 `

3
?

2` 2
˘

24

ffn

ˆ exp

„

´4n`
5

2
`

1

84n

´

8
?

2` 25
¯

`
1

56n

´

16´ 17
?

2
¯

`
1

64n2

´

496
?

2` 753
¯



.

Since it is
1

84

´

8
?

2` 25
¯

`
1

56

´

16´ 17
?

2
¯

`
1

64n

´

496
?

2` 753
¯

ď 2´
13

96

for all n ě 20, we eventually see that F3,Bpb
˚q satisfies the same upper bound (101) as

F3,Apb
˚q, that is

F3,Bpn, b
˚q ď

2n4n

π
3
2

`

4´
?

2
˘

a?
2` 2

n´
5
2

«

`

10`
?

2
˘3 `

3
?

2` 2
˘

24

ffn

ˆ exp

„

´4n`
5

2
`

2

n
´

13

96n



.
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Consequently it is also

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F3,Bpn, b
˚q ď

e
5
2
` 2
n

π2
`

4´
?

2
˘

a?
2` 2

n´3

«

`

10`
?

2
˘3 `

3
?

2` 2
˘

216

ffn

.

by (91), and the third remainder summand satisfies

R3pnq ď 23n

ˆ

n´
1

4

˙ˆ

n`
1

2

˙
1
4

ˆ
e

5
2
` 2
n

π2
`

4´
?

2
˘

a?
2` 2

n´3

«

`

10`
?

2
˘3 `

3
?

2` 2
˘

216

ffn

ď
2e

5
2
` 2
n

π2
n´

3
4

«

`

10`
?

2
˘3 `

2` 3
?

2
˘

216

ffn

for all n ě 20. Here, we estimated 8

p4´
?

2q
??

2`2
ă 2 and

ˆ

n´
1

4

˙4 ˆ

n`
1

2

˙

ď n5,

which becomes quite obvious by expanding the left-hand side above. This finishes the proof
of Lemma 24.

4.2.6. Upper Bound on R4pnq. Last but not least, we get to the last summand R4pnq.
The key task here is to locate and estimate the maximum of the function F4pn, a, b, c, dq in
the four variables a, b, c, d. Very similar to our approach in Subsection 4.2.5, we apply the
machinery we developed in Subsections 4.2.2 and 4.2.3, especially Theorem 20 and Theorem
22, to name the two most important. This time we get three different possibilities for the
maximizing tuple pa, b, c, dq. For each we derive an upper bound on the value of F4 at this
point. The result is the following bound on R4pnq.

Lemma 25. Let n ě 17, then

R4pnq ď
3e

π
5
2

n´
1
2

ˆ

2

3

˙4n

.

Let us again briefly explore Lemma 25 graphically, before we prove it. Figure 4.6 below
shows our object of interest and the claimed upper bound. Both functions are plotted log-
arithmically. By comparing this plot to Figures 4.1, 4.2 and 4.4 for the terms R1pnq, R2pnq
and R3pnq, it becomes clear again that R4pnq is the dominating component of the remainder
term. All these plots have in common that they illustrate in a nice way, that our approach
of estimating expressions like the Rmpnq is not completely off. Even though it might ap-
pear quite rough, we still get the correct rate of the exponential decay, which is the most
important part here.
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Figure 4.6. Logarithmic plot of R4pnq and its upper bound 3e

π
5
2
n´

1
2

`

2
3

˘4n.

Proof. By (64) and Corollary 18 it is

R4pnq ď
2

3
np4n´ 1qp4n` 1q

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ max
D4

F4pn, a, b, c, dq, (119)

with

F4pn, a, b, c, dq “
Γ
`

n` a` 1
2

˘

Γ
`

n` b` 1
2

˘

Γ
`

n` c` 1
2

˘

Γ
`

n` d` 1
2

˘

a!b!c!d
ˇ

ˇΓ
`

n´ a` 1
2

˘

Γ
`

n´ b` 1
2

˘

Γ
`

n´ c` 1
2

˘

Γ
`

n´ d` 1
2

˘ˇ

ˇ

and

D4 “

"

a, b, c, d P Z
ˇ

ˇ

ˇ

ˇ

0 ď a ď b ď c ď d ď 4n´ 1

a` b` c` d “ 4n´ 1

*

.

From Corollary 19, we already know that a is always smaller than or equal to n ´ 1, and
that d is always greater than or equal to n. We apply Theorem 22 in the same manner as
at the beginning of the proof of Lemma 24 and conclude that F4 is maximized by tuples
pa, b, c, dq such that a ď b ď c ď n, and either a “ c or a`1 “ c. This leads to the following
three different options for the maximizing tuple pa, b, c, dq.

A: F4pn, a, b, c, dq is maximized by

a “ b “ c ď n,

d “ 4n´ 3a´ 1.

B: F4pn, a, b, c, dq is maximized by

a “ b ď n´ 1,

c “ a` 1 ď n,

d “ 4n´ 2b´ 2.

C: F4pn, a, b, c, dq is maximized by

a ď n´ 1,

b “ c “ a` 1 ď n,

d “ 4n´ 2b´ 3.

We start with Case A.
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We set

F4pn, a, a, a, 4n´ 3a´ 1q “
Γ
`

n` a` 1
2

˘3
Γ
`

5n´ 3a´ 1
2

˘

Γ
`

3n´ 3a´ 1
2

˘

πΓpa` 1q3Γp4n´ 3aqΓ
`

n´ a` 1
2

˘3 (120)

“: F4,Apn, aq.

In the following we maximize F4,Apn, aq in 0 ď a ď n. As in the last subsections,
the strategy is to apply Theorem 20. Therefore, we determine the recurrence relation of
F4,Apn, aq in a. This is F4,Apn, aq “ ϕ4,ApaqF4,Apn, a´ 1q with

ϕ4,Apaq “

`

n` a´ 1
2

˘3 `
n´ a` 1

2

˘3

a3
`

5n´ 3a´ 1
2

˘ `

5n´ 3a` 1
2

˘ `

5n´ 3a` 3
2

˘

ˆ
p4n´ 3aqp4n´ 3a` 1qp4n´ 3a` 2q

`

3n´ 3a´ 1
2

˘ `

3n´ 3a` 1
2

˘ `

3n´ 3a` 3
2

˘

“

`

n` a´ 1
2

˘3 `
n´ a` 1

2

˘2
p4n´ 3aqp4n´ 3a` 1qp4n´ 3a` 2q

3a3
`

5n´ 3a´ 1
2

˘ `

5n´ 3a` 1
2

˘ `

5n´ 3a` 3
2

˘ `

3n´ 3a´ 1
2

˘ `

3n´ 3a` 1
2

˘

for 1 ď a ď n.

The task now is to localize the point ζ such that ϕ4,Apζq “ 1, ϕ4,Apaq ą 1 for a ă ζ and
ϕ4,Apaq ă 1 for a ą ζ. Then F4,Apn, aq has a maximum in a between ζ ´ 1 and ζ according
to Theorem 20 (iii).

Our strategy is to prove a strict lower bound ϕ
4,A

and a strict upper bound ϕ4,A on
ϕ4,A, and then determine the two values a and a, such that

ϕ
4,A
paq ě 1,

ϕ4,Apaq ď 1

for a ď a, and a ě a, respectively. Due to the continuity of ϕ4,A on r1, n´ 1s, we thus can
infer that a ă ζ ă a.

We start with the lower bound ϕ
4,A

and its analysis. As a first step we use the trivially
bounds xpx` 1q ą x2 and

`

x´ 1
2

˘ `

x` 1
2

˘

ă x2 for arbitrary x ě 0, and find that

ϕ4,Apaq ą
pn` aq3 p4n´ 3aq2p4n´ 3a` 2q

p3aq3 p5n´ 3aq2
`

5n´ 3a` 3
2

˘ .

Moreover, it is easily seen that
p` 2

q ` 3
2

ě
p

q
,

if q ě 3
4p and p, q ą 0. For p “ 4n´ 3a and q “ 5n´ 3a this is obviously satisfied, and we

get the lower bound

ϕ
4,A
paq “

„

pn` aqp4n´ 3aq

3ap5n´ 3aq

3

.

We are interested in those values of a, for which the right-hand side is greater than or equal
to one. The condition ϕ

4,A
paq ě 1 is equivalent to

pa´ 2nqp3a´ nq ě 0. (121)

Since a ď n, the first factor is always negative. Consequently (121) holds true for all a ď 1
3n,

and we can set

a :“
1

3
n
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as the lower bound for ζ.

Next we take care of the upper bound ϕ4,A and claim that

ϕ4,Apaq :“

«

`

n` a´ 1
2

˘ `

n´ a` 1
2

˘

p4n´ 3a´ 1q

a
`

5n´ 3a´ 1
2

˘ `

3n´ 3a´ 1
2

˘

ff3

does the job for all 1 ď a ď n and all n ě 0. This claim is equivalent to

p4n´ 3a´ 1q3

`

5n´ 3a´ 1
2

˘2 `
3n´ 3a´ 1

2

˘2 ą
p4n´ 3aqp4n´ 3a` 1qp4n´ 3a` 2q

`

5n´ 3a` 1
2

˘ `

5n´ 3a` 3
2

˘ `

3n´ 3a` 1
2

˘ `

3n´ 3a` 3
2

˘ .

We call

p :“ 4n´ 3a` 2.

Since a lives on 1 ď a ď n, the value p satisfies n` 2 ď p ď 4n´ 1. In terms of p we have
to show that

pp´ 3q3
`

p´ n´ 5
2

˘2 `
p` n´ 5

2

˘2 ą
ppp´ 1qpp´ 2q

`

p´ n´ 1
2

˘ `

p´ n´ 3
2

˘ `

p` n´ 1
2

˘ `

p` n´ 3
2

˘ . (122)

We do this step by step. The first step is the inequality

pp´ 3q2
`

p´ n´ 5
2

˘ `

p` n´ 5
2

˘ ą
pp´ 2q2

`

p´ n´ 3
2

˘ `

p` n´ 3
2

˘ (123)

for all positive n. We multiply by the denominators and then subtract the right-hand side
from the left. This transforms (123) into

´p2 `

ˆ

2n2 `
9

2

˙

p´ 5n2 ´
19

4
ą 0.

We determine the zeroes of the quadratic function in p and find that the above inequality
is satisfied if

n2 `
9

4
´

1

4

a

16n4 ´ 8n2 ` 5 ă p ă n2 `
9

4
`

1

4

a

16n4 ´ 8n2 ` 5.

Note that 16n4 ´ 8n2 ` 5 ą p4n2 ´ 1q2. Therefore it is

n2 `
9

4
´

1

4

a

16n4 ´ 8n2 ` 5 ă
5

2
ă n` 5 ď p,

and

p ď 4n´ 1 ă 2n2 ` 2 ă n2 `
9

4
`

1

4

a

16n4 ´ 8n2 ` 5,

for all n ě 0. Consequently, inequality (123) holds true for all p in question, and we showed
that

pp´ 3q3
`

p´ n´ 5
2

˘2 `
p` n´ 5

2

˘2 ą
pp´ 2q2pp´ 3q

`

p´ n´ 3
2

˘ `

p` n´ 3
2

˘ `

p´ n´ 5
2

˘ `

p` n´ 5
2

˘ , (124)

if n is non-negative.
In the next step we establish the bounds

p´ 3
`

p´ n´ 5
2

˘ `

p` n´ 5
2

˘ ą
p´ 1

`

p´ n´ 3
2

˘ `

p` n´ 3
2

˘ , (125)

and
p´ 2

`

p´ n´ 3
2

˘ `

p` n´ 3
2

˘ ą
p

`

p´ n´ 1
2

˘ `

p` n´ 1
2

˘ (126)
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for n ě 1. Both inequalities, (125), as well as (126), convert to 2n2 ´ 1
2 ą 0, by standard

algebraic methods. This is obviously true as soon as n ě 1. Hence, we can continue (124)
by the following chain of inequalities

pp´ 2q2pp´ 3q
`

p´ n´ 3
2

˘ `

p` n´ 3
2

˘ `

p´ n´ 5
2

˘ `

p` n´ 5
2

˘

ą
pp´ 2q2pp´ 1q

`

p´ n´ 3
2

˘2 `
p` n´ 3

2

˘2

ą
ppp´ 2qpp´ 1q

`

p´ n´ 1
2

˘ `

p` n´ 1
2

˘ `

p´ n´ 3
2

˘ `

p` n´ 3
2

˘ ,

which finally proves (122).
Now we work with our newly gained insight and examine for which values of a the upper
bound ϕ4,A is smaller than or equal to one. The usual transformations of the condition
ϕ4,Apaq ď 1, like multiplication of both sides with the denominator and subsequent sub-
traction of the right-hand side of the inequality from the left one, lead to the requirement

ˆ

2n´
1

2
´ a

˙

p´n` 1` aqp´2n´ 1` 6aq ď 0.

Since 1 ď a ď n´1, the first factor is always positive and the second one is always negative.
Thus, we need the last factor to be positive, in order for the above condition to be true.
This is the case for all a ě 1

3n`
1
6 . Thus, we can set the value

a :“
1

3
n`

1

6

as the wanted upper bound on ζ.

By Theorem 20 (iii) we now know that F4,Apn, aq attains its maximum at a˚ P N with

1

3
n´ 1 ă a˚ ă

1

3
n`

1

6
. (127)

Since R4pnq is the largest of the four remainder summands R1pnq, R2pnq, R3pnq, R4pnq, we
have to estimate it particularly careful. Therefore, we use the additional information that
a˚ is an integer, to find the exact location of the maximum depending on the divisibility of
n by 3.
If n is a multiple of 3, let’s say n “ 3p, then a˚ P

`

p´ 1, p` 1
6

˘

. Since a˚ is an integer, the
only possibility is a˚ “ p “ 1

3n. We repeat the argument for the other cases of divisibility
of n by 3 and end up with

a˚ “

$

’

&

’

%

1
3n, n ” 0 mod 3,
1
3n´

1
3 , n ” 1 mod 3,

1
3n´

2
3 , n ” 2 mod 3,

(128)

“

Z

1

3
n

^

.

Now we continue with the estimate of 2´4nΓp2nq

Γp2n` 1
2qΓp4n`

1
2q
F4,Apn, a

˚q for each of the three

cases of (128). Afterwards we prove a common upper bound for all of them.
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We start with n ” 0 mod 3. We plug in a˚ “ 1
3n into (120) and estimate, using

Stirling’s formula (332)

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F4,A

ˆ

n,
1

3
n

˙

“ 2´4n Γp2nqΓ
`

2n´ 1
2

˘

Γ
`

4n´ 1
2

˘

πΓ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘

Γp3nq

Γ
`

4
3n`

1
2

˘3

Γ
`

1
3n` 1

˘3
Γ
`

2
3n`

1
2

˘3

ď
3

1
2

2
7
2π
en`

1
24n

n´n
`

n´ 1
4

˘ `

n´ 1
8

˘2´2n3´3n Γ
`

4
3n`

1
2

˘3

Γ
`

1
3n` 1

˘3
Γ
`

2
3n`

1
2

˘3 . (129)

Another application of Stirling’s formula (332) to the remaining gamma quotient in (129)
yields

Γ
`

4
3n`

1
2

˘3

Γ
`

1
3n` 1

˘3
Γ
`

2
3n`

1
2

˘3 ď
e´n`3` 3

16n

p2πq
3
2

3
3
2nn

pn` 3q
3
2

26n

3n

`

1` 3
8n

˘4n

`

1` 3
n

˘n `
1` 3

4n

˘2n . (130)

Next, we bound the last factor in (130) with the help of the inequality 1 ` x ď ex, and
Lemma 64, estimate (403)

`

1` 3
8n

˘4n

`

1` 3
n

˘n `
1` 3

4n

˘2n ď exp

„

3

2
´ n

ˆ

3

n
´

9

2n2

˙

´ 2n

ˆ

3

4n
´

9

32n2

˙

“ e´3` 81
16n .

(131)

Putting everything together, we arrive at

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F4,A

ˆ

n,
1

3
n

˙

ď
32e

127
24n

25π
5
2

1

pn` 3q
3
2

`

n´ 1
8

˘ `

n´ 1
4

˘

ˆ

2

3

˙4n

. (132)

The case n ” 1 mod 3 is next. By the same means as in the first case n ” 0 mod 3,
we estimate

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F4,A

ˆ

n,
1

3
n´

1

3

˙

“ 2´4n Γp2nq

πΓp3n` 1q

Γ
`

4
3n`

1
6

˘3

Γ
`

1
3n`

2
3

˘3
Γ
`

2
3n`

5
6

˘3

ď
32e

91
24n

25π
5
2

1

pn` 2q
1
2n

`

n` 1
8

˘ `

n` 5
4

˘

ˆ

2

3

˙4n

. (133)

In the case n ” 2 mod 3 the same techniques lead to

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F4,A

ˆ

n,
1

3
n´

2

3

˙

“ 2´4n Γp2nqΓ
`

2n` 3
2

˘

Γ
`

4n` 3
2

˘

πΓ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘

Γp3n` 2q

Γ
`

4
3n´

1
6

˘3

Γ
`

1
3n`

1
3

˘3
Γ
`

2
3n`

7
6

˘3

ď
32e

4
n

25π
5
2

pn` 1q
1
2
`

n` 1
4

˘ `

n` 1
8

˘

n
`

n` 1
3

˘ `

n´ 1
8

˘2 `
n` 7

4

˘2

ˆ

2

3

˙4n

. (134)
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In the next step we show that for n ě 9 all three expressions (132), (133), and (134) are
bounded from above by

32e

25π
5
2

1

n
3
2

`

n` 1
4

˘ `

n´ 1
4

˘

ˆ

2

3

˙4n

. (135)

First, note that e
91
24n ă e

4
n ă e

199
24n ă e for all n ě 9. Consequently, the first factor of

each of the expressions (132), (133), and (134), respectively, is at most 32e

25π
5
2
, if n ě 9. This

marks the first step towards the common bound (135).
Now, to prove the claimed bound for (132) it suffices to show that

n
3
2

`

n` 1
4

˘

pn` 3q
3
2

`

n´ 1
8

˘

ď 1.

To this end, we estimate

n
3
2

`

n` 1
4

˘

pn` 3q
3
2

`

n´ 1
8

˘

ď
n
`

n` 1
4

˘

pn` 3q
`

n´ 1
8

˘ .

That this expression is smaller than or equal to one for n ě 1 can easily be seen by solving
n
`

n` 1
4

˘

ď pn` 3q
`

n´ 1
8

˘

for n.
In the case of (133) it is even simpler, since

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘

pn` 2q
1
2

`

n` 1
8

˘ `

n` 5
4

˘

ă

`

n´ 1
4

˘ `

n` 1
4

˘

`

n` 1
8

˘ `

n` 5
4

˘ ă 1.

For the proof that (134) is at most equal to (135), we again consider the quotient of both
expressions, which is for n ě 9 bounded from above by

n
1
2 pn` 1q

1
2
`

n` 1
8

˘ `

n´ 1
4

˘ `

n` 1
4

˘2

`

n´ 1
8

˘2 `
n` 7

4

˘2 `
n` 1

3

˘

ď
n

1
2 pn` 1q

1
2

`

n` 1
8

˘ `

n` 1
4

˘

`

n` 3
2

˘2 `
n` 1

3

˘

ă 1. (136)

We obtain this result by estimating
`

n´ 1
8

˘ `

n` 7
4

˘

ě n
`

n` 3
2

˘

for n ě 7
4 ,

and
`

n´ 1
4

˘ `

n` 1
4

˘

ă n2.

To sum up the above findings, we note that our first candidate for the maximum of
F4pn, a, b, c, dq is attained in the vicinity of a “ b “ c “ 1

3n and d “ 4n´ 3a´ 1. Moreover,
if n ě 9 it satisfies

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F4pn, a, b, c, dq ď
2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘F4,Apn, a
˚q

ď
32e

25π
5
2

1

n
3
2

`

n` 1
4

˘ `

n´ 1
4

˘

ˆ

2

3

˙4n

. (137)

Let us now turn to Case B. We write

F4pn, a, a, a` 1, 4n´ 3a´ 2q “
Γ
`

n` a` 1
2

˘2
Γ
`

n` a` 3
2

˘

Γ
`

5n´ 3a´ 3
2

˘

Γ
`

3n´ 3a´ 3
2

˘

πΓpa` 1q2Γ pa` 2qΓp4n´ 3a´ 1qΓ
`

n´ a` 1
2

˘2
Γ
`

n´ a´ 1
2

˘

(138)
“: F4,Bpn, aq,
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for a ď a ď n´ 1 and note that

ϕ4,Bpaq “
F4,Bpn, aq

F4,Bpn, a´ 1q

“

`

´a` n´ 1
2

˘ `

´a` n` 1
2

˘2 `
a` n´ 1

2

˘2 `
a` n` 1

2

˘

a2pa` 1q
`

´3a` 3n´ 3
2

˘ `

´3a` 3n´ 1
2

˘ `

´3a` 3n` 1
2

˘

ˆ
p´3a` 4n´ 1qp4n´ 3aqp´3a` 4n` 1q

`

´3a` 5n´ 3
2

˘ `

´3a` 5n´ 1
2

˘ `

´3a` 5n` 1
2

˘

“ ϕpa, 4n´ 3aqϕpa, 4n´ 3a´ 1qϕpa` 1, 4n´ 3a´ 2q, (139)

with ϕpc, dq as in (104) for c ď n ď d, which was first defined in the proof of Theorem 22.
Due to the three poles at a “ 0, a “ n´ 1

6 and a “ n` 1
6 , we expect the function ϕ4,Bpaq

to decrease on 0 ă a ă ã and increase on ã ă a ď n ´ 1. In the following we show that
ã ą 1

3n ` 1 for n ě 6. To this end we inspect the monotonicity of each factor in (139)
separately. The last one is the easiest one. Writing

ϕpa` 1, 4n´ 3a´ 2q “

`

a` n` 1
2

˘

p´3a` 4n´ 1q

3pa` 1q
`

´3a` 5n´ 3
2

˘

“
1

3

˜

1`
n´ 1

2

a` 1

¸˜

1´
n´ 1

2

5n´ 3a´ 3
2

¸

we immediately see that it is decreasing on the entire interval 0 ă a ď n´1. The remaining
two make us work a little harder. We write

ϕpa, 4n´ 3aq “
1

3

˜

1`
n´ 1

2

a

¸

`

n´ a` 1
2

˘

p4n´ 3a` 1q
`

n´ a` 1
6

˘ `

5n´ 3a` 1
2

˘ (140)

ϕpa, 4n´ 3a´ 1q “
1

3

˜

1`
n´ 1

2

a

¸

`

n´ a` 1
2

˘

p4n´ 3aq
`

n´ a´ 1
6

˘ `

5n´ 3a´ 1
2

˘ . (141)

As the first factor is decreasing in a, we only consider the respective second ones. Our
approach is the same as usually with quotients of this kind: inspecting the sign of the
derivative. Starting with (140) we get for the a-derivative of the second factor

´
6
`

36a2p2n´ 3q ` a
`

´144n2 ` 240n` 60
˘

` 72n3 ´ 148n2 ´ 74n´ 7
˘

p´6a` 6n` 1q2p´6a` 10n` 1q2
,

which is negative iff the enumerator is positive. This is the case for a ď a1 and a ě a2, with

a1,2 “
12n2 ´ 20n¯ p2n´ 1q

?
2n` 1´ 5

12n´ 18

being the two zeros of the numerator. We estimate 1 ă
?

2n` 1 ă 2n ´ 5 for n ě 4, and
find that

a1 ą
8n2 ´ 8n´ 20

12n´ 18

ą
2

3
n´

20

12n´ 18

ą
2

3
n´ 1,
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and

a2 ą
12n2 ´ 18n´ 6

12n´ 18

“ n´
1

2n´ 3
ą n´ 1

as soon as n ě 2. We thus conclude that (140) is decreasing until at least a “ 2
3n´ 1.

The a-derivative of the second factor of (141) reads

´
6
`

36a2p2n´ 5q ´ 12a
`

12n2 ´ 40n` 1
˘

` 72n3 ´ 332n2 ` 14n` 3
˘

p6a´ 10n` 1q2p6a´ 6n` 1q2
,

which again is negative iff the numerator is positive. This time this is the case for a ď a1

and a ě a2 with

a1,2 “
12n2 ´ 40n¯ 4

a

pn´ 1qp2n´ 1qp2n` 1q ` 1

12n´ 30
.

In this case we estimate 2n ´ 1 ă
a

pn´ 1qp2n´ 1qp2n` 1q ă pn ´ 6qp2n ` 1q for n ě 6.
Using this we yield

a1 ą
4n2 ` 4n` 25

12n´ 30

ą
4n2 ` 4n` 25

12n´ 24

“
1

3
n`

12n` 25

12n´ 24

ą
1

3
n` 1,

and

a2 ą
12n2 ´ 32n` 5

12n´ 30

“ n´
2n´ 5

12n´ 30
ą n´ 1

for all n ě 3. Hence (141) is decreasing until at least a “ 1
3n` 1 if n ě 6. This proves the

claimed bound ã ą 1
3n` 1.

The next step is to show that despite of increasing for a Ñ n ´ 1, the function ϕ4,Bpaq is
still smaller than one at a “ n´ 1 if n ě 6. In fact, it is

ϕ4,Bpn´ 1q “
3

35

p4n´ 3q2p4n´ 1qpn` 2qpn` 3qpn` 4q

p4n` 3qp4n` 5qp4n` 7qnpn´ 1q2

ă
3

35

pn` 2qpn` 3qpn` 4q

npn´ 1q2
.

Using that 3
35 ă

1
8 , we further estimate the last line above by

n` 4

2n
¨
n` 2

2n´ 2
¨
n` 3

2n´ 2
.

If n ě 6 each of those factors is smaller than one.
In summary, we now can conclude from the above calculations that if there is a value
ζ P p0, n ´ 1s such that ϕ4,Bpζq “ 1 then it is unique, and moreover, ϕ4,Bpaq ą 1 iff a ă ζ
and ϕ4,Bpaq ă 1 iff ζ ă a ď n´ 1.
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Next we prove that

ϕ4,B

ˆ

1

3
n´

1

4

˙

ą 1, (142)

ϕ4,B

ˆ

1

3
n´

1

12

˙

ă 1 (143)

for n ě 12. This together with the lates insights on the monotonicity of ϕ4,B implies that

1

3
n´

1

4
ă ζ ă

1

3
n´

1

12
. (144)

Then we know by Theorem 20 (iii) that F4,Bpn, aq attains its maximum at a˚ P N with

1

3
n´

5

4
ă a˚ ă

1

3
n´

1

12
. (145)

Before we exploit this information, we show the two bounds (142) and (143), starting with
the former. It is

ϕ4,B

ˆ

1

3
n´

1

4

˙

“

`

n´ 9
16

˘2 `
n` 1

4

˘ `

n` 9
8

˘2 `
n´ 1

12

˘ `

n` 7
12

˘ `

n` 3
16

˘

`

n´ 3
4

˘2 `
n` 9

4

˘ `

n` 1
8

˘ `

n` 5
8

˘ `

n´ 3
16

˘ `

n` 1
16

˘ `

n` 5
16

˘

.

Shifting each single factor using n “ m ` 9
16 and then dividing it by m transforms the

right-hand side above into
`

23
48m ` 1

˘ `

3
4m ` 1

˘ `

13
16m ` 1

˘ `

55
48m ` 1

˘ `

27
16m ` 1

˘2

`

1´ 3
16m

˘2 ` 3
8m ` 1

˘ `

5
8m ` 1

˘ `

11
16m ` 1

˘ `

7
8m ` 1

˘ `

19
16m ` 1

˘ `

45
16m ` 1

˘

.

Next we apply estimate (403) of Lemma 64 to the factors in the numerator and the simples
estimate 1` x ď ex to the factors in the denominator. This yields the lower bound

exp

«

2
27

16m
`

13

16m
`

55

48m
`

23

48m
`

3

4m

´

ˆ

45

16m
`

19

16m
`

11

16m
´ 2

3

16m
`

7

8m
`

5

8m
`

3

8m

˙

´
1

2

˜

ˆ

3

4m

˙2

`

ˆ

13

16m

˙2

` 2

ˆ

27

16m

˙2

`

ˆ

23

48m

˙2

`

ˆ

55

48m

˙2
¸ff

“ exp

„

3

8m
´

19493

4608m2



.

The last line is greater than one if m ą 19493
1728 . This proves (142) for n ě 12 ą m` 9

16 .
We follow the same approach for the proof of (143). It is

ϕ4,B

ˆ

1

3
n´

1

12

˙

“

`

n´ 7
16

˘2 `
n` 7

8

˘2 `
n` 1

12

˘ `

n` 5
12

˘ `

n` 5
16

˘

`

n´ 1
4

˘ `

n` 11
4

˘ `

n´ 1
8

˘ `

n` 3
8

˘ `

n´ 5
16

˘ `

n´ 1
16

˘ `

n` 3
16

˘ .

We shift n “ m` 5
16 , divide each linear factor by m and get

`

1´ 1
8m

˘2 ` 19
48m ` 1

˘ `

5
8m ` 1

˘ `

35
48m ` 1

˘ `

19
16m ` 1

˘2

`

1
16m ` 1

˘ `

3
16m ` 1

˘ `

1
4m ` 1

˘ `

1
2m ` 1

˘ `

11
16m ` 1

˘ `

49
16m ` 1

˘ .
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This time we apply apply estimate (403) of Lemma 64 to the factors in the denominator
and 1` x ď ex in the numerator and arrive at the following lower bound

exp

«

´
2

8m
`

19

48m
`

5

8m
`

35

48m
` 2

19

16m

´

ˆ

1

16m
`

3

16m
`

1

4m
`

1

2m
`

11

16m
`

49

16m

˙

`
1

2

˜

2

ˆ

1

8m

˙2

`

ˆ

19

48m

˙2

`

ˆ

5

8m

˙2

`

ˆ

35

48m

˙2

` 2

ˆ

19

16m

˙2
¸ff

“ exp

„

283

144m2
´

7

8m



.

This is smaller than one as soon as m ą 283
126 , which proves (143) for n ě 3 ą m` 5

16 .

Next on our to-do list is now to estimate F4,Bpa
˚q. We try to safe some time and space

and show that F4,Bpa
˚q must be smaller than the the maximum of F4,Apaq. To this end, we

first calculate the quotient of F4,B and F4,A. This is an old friend, namely

F4,Bpaq

F4,Apaq
“

Γ
`

n` a` 3
2

˘

Γ
`

5n´ 3a´ 3
2

˘

Γ
`

3n´ 3a´ 3
2

˘

Γ pa` 2qΓp4n´ 3a´ 1qΓ
`

n´ a´ 1
2

˘

ˆ
Γpa` 1qΓp4n´ 3aqΓ

`

n´ a` 1
2

˘

Γ
`

n` a` 1
2

˘

Γ
`

5n´ 3a´ 1
2

˘

Γ
`

3n´ 3a´ 1
2

˘

“

`

a` n` 1
2

˘

p´3a` 4n´ 1q

3pa` 1q
`

´3a` 5n´ 3
2

˘

“ ϕpa` 1, 4n´ 3a´ 1q.

We already know that ϕpa` 1, 4n´ 3a´ 1q is monotonously decreasing on 0 ă a ď n´ 1.
We additionally determine the point ξ such that ϕpξ ` 1, 4n ´ 3ξ ´ 1q “ 1. To do so we
transform

`

a` n` 1
2

˘

p´3a` 4n´ 1q

3pa` 1q
`

´3a` 5n´ 3
2

˘ “ 1

into the quadratic equation

6a2 ` ap11´ 14nq ` 4n2 ´ 14n` 4 “ 0

and calculate the roots a1,2. They are

a1,2 “
1

12

´

14n¯
a

100n2 ` 28n` 25´ 11
¯

.

Since a2 ą n´ 1, it is ξ “ a1. Using that 100n2` 28n` 25 ą p10n` 1q2, as soon as n ą ´3
we bound

ξ “
1

12

´

14n´
a

100n2 ` 28n` 25´ 11
¯

ă
1

3
n´ 1. (146)

Moreover, we infer from the monotonicity of ϕpa` 1, 4n´ 3a´ 1q that

F4,Bpaq ą F4,Apaq if 0 ď a ă ξ,

and

F4,Bpaq ă F4,Apaq if ξ ă a ď n´ 1. (147)
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Recall (127) which states the two-sided bound 1
3n ´ 1 ă a˚A ă

1
3n `

1
6 on the location

a˚A of the maximum of F4,Apaq. The function F4,A thus attains its maximum in the range
of a where it is larger than F4,B anyway.

Next we have a closer look at the location a˚ of the maximum of F4,Bpaq and show that
our bound (145) implies

a˚ ě
1

3
n´ 1 ą ξ. (148)

Using (147) and (146) we thus conclude that

F4,Bpa
˚q ă F4,Apa

˚q ď max
0ďaďn

F4,Apaq. (149)

To complete the discussion of Case B it remains to prove (148). Recall that the function
F4,B lives on integers. We therefore need to determine

a˚ P

ˆ

1

3
n´

5

4
,
1

3
n´

1

12

˙

X Z (150)

depending on the divisibility of n.
If n ” 0 mod 3, we set n “ 3p and (150) becomes

a˚ P

ˆ

p´
5

4
, p´

1

12

˙

X Z

“ tp´ 1u.

Consequently it is in this case

a˚ “
1

3
n´ 1.

If n ” 1 mod 3, setting n “ 3p` 1 leads to

a˚ P

ˆ

p´
11

12
, p`

1

4

˙

X Z

“ tpu

and therefore

a˚ “
1

3
n´

1

3
.

In the case of n ” 2 mod 3, we get with n “ 3p` 2

a˚ P

ˆ

p´
7

12
, p`

7

12

˙

X Z

“ tpu

and

a˚ “
1

3
n´

2

3
.

Last on our to-do list is Case C. We write

F4pn, a, a` 1, a` 1, 4n´ 3a´ 3q “
Γ
`

n` a` 1
2

˘

Γ
`

n` a` 3
2

˘2
Γ
`

5n´ 3a´ 5
2

˘

Γ
`

3n´ 3a´ 5
2

˘

πΓpa` 1qΓ pa` 2q2 Γp4n´ 3a´ 2qΓ
`

n´ a` 1
2

˘

Γ
`

n´ a´ 1
2

˘2

(151)
“: F4,Cpn, aq,
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for a ď a ď n´ 1. In this case we find that

ϕ4,cpaq “
F4,Cpn, aq

F4,Cpn, a´ 1q

“

`

´a` n´ 1
2

˘2 `
´a` n` 1

2

˘ `

a` n´ 1
2

˘ `

a` n` 1
2

˘2

apa` 1q2
`

´3a` 3n´ 5
2

˘ `

´3a` 3n´ 3
2

˘ `

´3a` 3n´ 1
2

˘

ˆ
p´3a` 4n´ 2qp4n´ 3a´ 1qp´3a` 4nq

`

´3a` 5n´ 5
2

˘ `

´3a` 5n´ 3
2

˘ `

´3a` 5n´ 1
2

˘

“ ϕpa, 4n´ 3a´ 1qϕpa` 1, 4n´ 3a´ 2qϕpa` 1, 4n´ 3a´ 3q. (152)

Recall (139) and set

Φpaq “ ϕpa, 4n´ 3aq.

Then it is

ϕ4,Bpaq “ Φpaqϕpa, 4n´ 3a´ 1qϕpa` 1, 4n´ 3a´ 2q,

ϕ4,Cpaq “ Φpa` 1qϕpa, 4n´ 3a´ 1qϕpa` 1, 4n´ 3a´ 2q.

We have already seen on page 58 that ϕpa, 4n´3a´1qϕpa`1, 4n´3a´2q is monotonously
decreasing in a for 0 ă a ď ã with ã ą 1

3n ` 1, and that Φpaq decreases until at least
a “ 2

3n ´ 1. It thus follows that also Φpa ` 1qϕpa, 4n ´ 3a ´ 1qϕpa ` 1, 4n ´ 3a ´ 2q is
decreasing in 0 ă a ď â, where â and ã satisfy the same upper bound 1

3n` 1.
Next we show that

ϕ4,Cpn´ 1q ă 1 (153)

for n ě 3. We can then draw the same conclusion as for ϕ4,B, namely that if there is a
value ζ P p0, n ´ 1s such that ϕ4,Cpζq “ 1 then it is unique, and moreover, ϕ4,Cpaq ą 1 iff
a ă ζ and ϕ4,Cpaq ă 1 iff ζ ă a ď n´ 1.
So let’s prove (153). It is

ϕ4,Cpn´ 1q “
p1´ 4nq2pn` 1qpn` 2qpn` 3qp4n´ 3q

5pn´ 1qn2p4n` 1qp4n` 3qp4n` 5q
.

We split 5 “ 5
4 ¨ 4 and use that

p4n´ 3qpn` 1q ă p4n` 5q
5

4
pn´ 1q

for n ě 2 to bound the right-hand side from above by

p1´ 4nq2

p4n` 1qp4n` 3q
¨
n` 2

2n
¨
n` 3

2n
.

This is obviously smaller than one for all n ě 3.

In the following we prove that

ϕ4,C

ˆ

1

3
n´

7

12

˙

ą 1, (154)

ϕ4,C

ˆ

1

3
n´

1

2

˙

ă 1 (155)

for n ě 17. This and the monotonicity properties of ϕ4,C then imply

1

3
n´

7

12
ă ζ ă

1

3
n´

1

2
, (156)
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and the application of Theorem 20 (iii) eventually yields that F4,Cpn, aq attains its maximum
at a˚ P N with

1

3
n´

19

12
ă a˚ ă

1

3
n´

1

2
. (157)

We first show (154). It is

ϕ4,C

ˆ

1

3
n´

7

12

˙

“

`

n´ 1
16

˘2 `
n` 1

4

˘ `

n` 1
8

˘ `

n` 13
8

˘ `

n´ 1
12

˘ `

n` 7
12

˘ `

n´ 13
16

˘

`

n´ 7
4

˘ `

n` 5
4

˘2 `
n´ 3

8

˘ `

n` 5
8

˘ `

n´ 3
16

˘ `

n` 1
16

˘ `

n` 5
16

˘

.

We have seen terms like this several times before and follow the same approach as usual.
We shift n “ m ` 11

16 and divide every linear factor by m to transform the right-hand side
above into

`

35
48m ` 1

˘ `

3
4m ` 1

˘2 ` 15
16m ` 1

˘ `

17
16m ` 1

˘ `

67
48m ` 1

˘ `

39
16m ` 1

˘

`

1´ 15
16m

˘ `

7
16m ` 1

˘ `

5
8m ` 1

˘ `

7
8m ` 1

˘ `

9
8m ` 1

˘ `

23
16m ` 1

˘ `

33
16m ` 1

˘2 .

Now we apply 1 ` x ď ex to the factors in the denominator and estimate (403) of Lemma
64 in the numerator and get the following lower bound on the last line

exp

«

39

16m
`

17

16m
`

15

16m
`

67

48m
`

35

48m
` 2

3

4m

´
1

2

˜

2

ˆ

3

4m

˙2

`

ˆ

15

16m

˙2

`

ˆ

17

16m

˙2

`

ˆ

39

16m

˙2

`

ˆ

35

48m

˙2

`

ˆ

67

48m

˙2
¸

´ 2
33

16m
`

23

16m
´

15

16m
`

7

16m
`

9

8m
`

7

8m
`

5

8m

ff

“ exp

„

3

8m
´

26621

4608m2



.

This is greater than one if the exponent is positive, which in turn is satisfied for m ą 26621
1728 ,

or n ą 28025
1728 « 16.22, respectively.

Next is (155). We have

ϕ4,C

ˆ

1

3
n´

1

2

˙

“
n2

`

n´ 3
4

˘ `

n´ 1
6

˘ `

n` 1
6

˘

`

n´ 3
2

˘ `

n´ 1
2

˘ `

n` 3
2

˘ `

n´ 1
4

˘ `

n` 1
4

˘ .

In this case we shift n “ m` 3
2 before dividing each factor by m and get

`

3
4m ` 1

˘ `

4
3m ` 1

˘ `

3
2m ` 1

˘2 ` 5
3m ` 1

˘

`

1
m ` 1

˘ `

5
4m ` 1

˘ `

7
4m ` 1

˘ `

3
m ` 1

˘ . (158)

Since this time the estimate is a bit tighter, we need to apply Lemma 64 to both the
numerator and denominator. For the denominator we use estimate (403). To the numerator
we apply estimate (404) with δ “ 3

7 . All conditions for this estimate are satisfied if

3

2m
ă

1
3
7

´

d

2
3
7

,
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which leads to m ą ´ 9
2
?

42´14
, or n ą 3

2 ´
9

2
?

42´14
« 10.17, respectively. Then we yield

exp

«

´

ˆ

7

4m
`

5

4m
`

3

m
`

1

m

˙

` 2
3

2m
`

5

3m
`

4

3m
`

3

4m

`
1

2

˜

ˆ

1

m

˙2

`

ˆ

3

m

˙2

`

ˆ

5

4m

˙2

`

ˆ

7

4m

˙2
¸

´
3

7

˜

2

ˆ

3

2m

˙2

`

ˆ

4

3m

˙2

`

ˆ

5

3m

˙2

`

ˆ

3

4m

˙2
¸ff

“ exp

„

67

21m2
´

1

4m



as an upper bound for (158). The last line is smaller than one ifm ą 268
21 , or n ą 599

42 « 14.26.

Our next interim goal is to determine the precise location a˚ of the maximum of F4,Cpaq
with respect to the divisibility by 3 of n. To this end we use (157) and the same reasoning
as on page 62.
If n ” 0 mod 3, we set n “ 3p and get

a˚ P

ˆ

p´
19

12
, p´

1

2

˙

X Z

“ tp´ 1u.

Consequently it is in this case

a˚ “
1

3
n´ 1.

If n ” 1 mod 3, setting n “ 3p` 1 leads to

a˚ P

ˆ

p´
15

12
, p´

1

6

˙

X Z

“ tp´ 1u

and therefore

a˚ “
1

3
n´

4

3
.

In the case of n ” 2 mod 3, we get with n “ 3p` 2

a˚ P

ˆ

p´
11

12
, p`

1

6

˙

X Z

“ tpu

and

a˚ “
1

3
n´

2

3
.

In summary this is

a˚ “

$

’

&

’

%

1
3n´ 1, n ” 0 mod 3,
1
3n´

4
3 , n ” 1 mod 3,

1
3n´

2
3 , n ” 2 mod 3.

(159)

Now we estimate F4,Cpa
˚q in the three cases (159) and compare the result to the estimate

of the maximum of F4,A. But fortunately it is not necessary to activate the entire machinery
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of Stirling’s formula and Co. in all three cases. Since F4,A and F4,C share the case a˚ “
1
3n´

2
3 (compare (128) to (159)), we take a shortcut here and only look at the quotient

F4,Cpaq

F4,Apaq
“

Γ
`

n` a` 5
2

˘

Γ
`

5n´ 3a´ 5
2

˘

Γ
`

3n´ 3a´ 5
2

˘

Γ pa` 2qΓp4n´ 3a´ 2qΓ
`

n´ a´ 1
2

˘

ˆ
Γpa` 1qΓp4n´ 3a´ 1qΓ

`

n´ a` 1
2

˘

Γ
`

n` a` 1
2

˘

Γ
`

5n´ 3a´ 1
2

˘

Γ
`

3n´ 3a´ 1
2

˘

ˆ
Γ
`

n` a` 3
2

˘

Γ
`

5n´ 3a´ 3
2

˘

Γ
`

3n´ 3a´ 3
2

˘

Γ pa` 2qΓp4n´ 3a´ 1qΓ
`

n´ a´ 1
2

˘

ˆ
Γpa` 1qΓp4n´ 3aqΓ

`

n´ a` 1
2

˘

Γ
`

n` a` 1
2

˘

Γ
`

5n´ 3a´ 1
2

˘

Γ
`

3n´ 3a´ 1
2

˘

“ ϕpa` 1, 4n´ 3a´ 3qϕpa` 1, 4n´ 3a´ 2q.

It is straight forward to show that ϕpa`1, 4n´3a´3qϕpa`1, 4n´3a´2q ă 1 for a “ 1
3n´

2
3 .

In fact, it is

ϕ

ˆ

1

3
n`

1

3
, 3n´ 1

˙

ϕ

ˆ

1

3
n`

1

3
, 3n

˙

“
np3n` 1qp4n` 1qp8n´ 1q

3pn` 1q2p4n´ 1qp8n` 1q

ă
np4n` 1q

pn` 1qp4n´ 1q
.

The last line is smaller than one as soon as n ě 1.
It thus remains to estimate F4,Cpa

˚q in the two cases a˚ “ 1
3n ´ 1, and a˚ “ 1

3n ´
4
3 . We

start with the former one and plug in a “ 1
3n´ 1 into (152). Then it is

2´4nΓp2nqF4,C

`

n, 1
3n´ 1

˘

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ “
2´4nΓp2nqΓ

`

4n
3 ´

1
2

˘

Γ
`

4n
3 `

1
2

˘2

πΓ
`

n
3 ` 1

˘2
Γ
`

2n
3 `

1
2

˘2
Γ
`

2n
3 `

3
2

˘

Γ
`

n
3

˘

Γp3n` 1q
. (160)

The application of Stirling’s formula (332) yields the upper bound

2´4n

2
3
2π

5
2

exp

„

5`
1

24n
`

1

16n´ 6
`

1

8n` 3



ˆ
p2nq2n´

1
2

`

4n
3 ´

1
2

˘
4
3
n´1 `4n

3 `
1
2

˘
8
3
n

`

n
3 ` 1

˘
2
3
n`1 `2n

3 `
1
2

˘
4
3
n `2n

3 `
3
2

˘
2
3
n`1 `n

3

˘
1
3
n´ 1

2 p3n` 1q3n`
1
2

.

(161)

The last quotient is equal to

32

2
7
2

28n

34n

1
`

n` 1
3

˘
1
2
`

n´ 3
8

˘

pn` 3q
`

n` 9
4

˘

`

1´ 3
8n

˘
4
3
n `

1` 3
8n

˘
8
3
n

`

1` 1
3n

˘3n `
1` 3

n

˘
2
3
n `

1` 9
4n

˘
2
3
n `

1` 3
4n

˘
4
3
n
.

We further estimate it using 1` x ă ex in the numerator and estimate (403) of Lemma 64
in the denominator of the third factor and find that it is smaller than

32

2
7
2

28n

34n

1
`

n` 1
3

˘
1
2
`

n´ 3
8

˘

pn` 3q
`

n` 9
4

˘

exp

„

´5`
25

6n



. (162)

66



By combining (160) with estimates (161) and (162) we arrive at

2´4nΓp2nqF4,C

`

n, 1
3n´ 1

˘

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ ď
32

25π
5
2

ˆ

2

3

˙4n 1
`

n` 1
3

˘
1
2
`

n´ 3
8

˘

pn` 3q
`

n` 9
4

˘

ˆ exp

„

1

24n
`

1

16n´ 6
`

1

8n` 3
`

25

6n



ď
32e

25π
5
2

ˆ

2

3

˙4n 1
`

n` 1
3

˘
1
2
`

n´ 3
8

˘

pn` 3q
`

n` 9
4

˘

(163)

for all n ě 5. Like in the discussion of Case A we show that (163) is smaller than (135)
for n ě 17. This is the case if

n
3
2

`

n` 1
4

˘ `

n´ 1
4

˘

`

n` 1
3

˘
1
2
`

n´ 3
8

˘

pn` 3q
`

n` 9
4

˘

ă 1.

Taking into account that n
`

n´ 1
4

˘

ă
`

n´ 3
8

˘

pn` 3q as soon as n ě 1 this becomes quite
obvious.

Next we have to estimate F4,C at the point a “ 1
3n´

4
3 . Similar to the above calculations

we get

2´4nΓp2nqF4,C

`

n, 1
3n´

4
3

˘

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ “
Γ
`

2n` 3
2

˘

Γ
`

4n` 3
2

˘

πΓ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘

ˆ
2´4nΓp2nqΓ

`

4n
3 ´

5
6

˘

Γ
`

4n
3 `

1
6

˘2

Γ
`

2n
3 `

5
6

˘2
Γ
`

2n
3 `

11
6

˘

Γ
`

n´1
3

˘

Γ
`

n`2
3

˘2
Γp3n` 2q

. (164)

Stirling’s formula (332) provides the following upper bound on (164)

2´4n

p2πq
3
2

2´4np2nq2n´
1
2

`

4n
3 ´

5
6

˘
4
3
n´ 4

3
`

4n
3 `

1
6

˘
8
3
n´ 2

3

`

2n
3 `

5
6

˘
4
3
n` 2

3
`

2n
3 `

11
6

˘
2
3
n` 4

3
`

n´1
3

˘
1
3
n´ 5

6
`

n`2
3

˘
2
3
n` 1

3 p3n` 2q3n`
3
2

ˆ exp

„

7`
1

24n
`

1

16n´ 10
`

1

8n` 1



,

which is equal to

32` 5
6

28π
3
2

ˆ

2

3

˙4n 1

n
1
2

`

n´ 5
8

˘
4
3
`

n` 1
8

˘
2
3
`

n` 2
3

˘
3
2 pn` 2q

1
3
`

n` 11
4

˘
4
3
`

n` 5
4

˘
2
3

ˆ exp

„

7`
1

24n
`

1

16n´ 10
`

1

8n` 1



ˆ

`

1´ 5
8n

˘
4
3
n `

1` 1
8n

˘
8
3
n

`

1´ 1
n

˘
1
3
n´ 5

6
`

1` 5
4n

˘
4
3
n `

1` 11
4n

˘
2
3
n `

1` 2
n

˘
2
3
n
p1` 2

3nq
3n
. (165)

We use Lemma 65 (ii) to bound

ˆ

1´
1

n

˙
1
3
n´ 5

6

ą e´
1
3
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and 1 ` x ă ex as well as estimate (403) of Lemma 64 for the remaining factors of the
numerator and denominator, respectively, of (165). Then it is

`

1´ 5
8n

˘
4
3
n `

1` 1
8n

˘
8
3
n

`

1´ 1
n

˘
1
3
n´ 5

6
`

1` 5
4n

˘
4
3
n `

1` 11
4n

˘
2
3
n `

1` 2
n

˘
2
3
n
p1` 2

3nq
3n
ď exp

„

´7`
89

16n



.

Next we simplify

Γ
`

2n` 3
2

˘

Γ
`

4n` 3
2

˘

πΓ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ “
23

π

ˆ

n`
3

4

˙ˆ

n`
3

8

˙

and put all estimates together to arrive at

2´4nΓp2nqF4,C

`

n, 1
3n´

4
3

˘

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘

ď
32` 5

6

25π
5
2

ˆ

2

3

˙4n
`

n` 3
4

˘ `

n` 3
8

˘

n
1
2

`

n´ 5
8

˘
4
3
`

n` 1
8

˘
2
3
`

n` 2
3

˘
3
2 pn` 2q

1
3
`

n` 11
4

˘
4
3
`

n` 5
4

˘
2
3

ˆ exp

„

1

24n
`

1

16n´ 10
`

1

8n` 1
`

89

16n



ď
32` 5

6 e

25π
5
2

ˆ

2

3

˙4n
`

n` 3
4

˘ `

n` 3
8

˘

n
1
2

`

n´ 5
8

˘
4
3
`

n` 1
8

˘
2
3
`

n` 2
3

˘
3
2 pn` 2q

1
3
`

n` 11
4

˘
4
3
`

n` 5
4

˘
2
3

(166)

as soon as n ě 6. Expression (166) is smaller than (135), if

3
5
6

n
`

n` 1
4

˘ `

n´ 1
4

˘ `

n` 3
4

˘ `

n` 3
8

˘

`

n´ 5
8

˘
4
3
`

n` 1
8

˘
2
3
`

n` 2
3

˘
3
2 pn` 2q

1
3
`

n` 11
4

˘
4
3
`

n` 5
4

˘
2
3

ă 1.

We write
ˆ

n´
5

8

˙
4
3
ˆ

n`
2

3

˙
3
2

“

ˆ

n´
5

8

˙
1
3
ˆ

n`
2

3

˙
1
2

¨

ˆ

n´
5

8

˙ˆ

n`
2

3

˙

and note that

n2 ´
1

16
ă

ˆ

n´
5

8

˙ˆ

n`
2

3

˙

for all n ě 9. Moreover it is obviously
ˆ

n`
3

4

˙ˆ

n`
3

8

˙

ă

ˆ

n`
11

4

˙
4
3
ˆ

n`
5

4

˙
2
3

and

n ă

ˆ

n`
1

8

˙
2
3

pn` 2q
1
3 .

Thus we finally get that

3
5
6

n
`

n` 1
4

˘ `

n´ 1
4

˘ `

n` 3
4

˘ `

n` 3
8

˘

`

n´ 5
8

˘
4
3
`

n` 1
8

˘
2
3
`

n` 2
3

˘
3
2 pn` 2q

1
3
`

n` 11
4

˘
4
3
`

n` 5
4

˘
2
3

ă
3

5
6

`

n´ 5
8

˘
1
3
`

n` 2
3

˘
1
2

ă 1

for all n ě 9.
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To finish off the proof of Lemma 25, we now jump back to (119) at the beginning of the
proof and plug in estimate (137) for the maximum of 2´4nΓp2nq

Γp2n` 1
2qΓp4n`

1
2q
F4pn, a, b, c, dq. This

way we obtain

R4pnq ď
2

3
np4n´ 1qp4n` 1q

2´4nΓp2nq

Γ
`

2n` 1
2

˘

Γ
`

4n` 1
2

˘ max
D4

F4pn, a, b, c, dq

ď
3e

π
5
2

n´
1
2

ˆ

2

3

˙4n

for all n ě 17.

4.3. Estimate of the Secondary Term Spnq

The purpose of this section is the proof of Theorem 26, which provides an upper bound
on the absolute value of the secondary term Spnq.

Theorem 26. Let n P Z, n ě 17. Then the secondary term is bounded from above by

|Spnq| ď e

ˆ

3

π

˙
5
2

n
1
2

ˆ

2

3

˙4n

.

Before we turn to the derivation of the theorem, let us briefly look at its statement
graphically in Figure 4.7, which plots the logarithms of |Spnq| and the claimed upper bound.
As in Figures 4.1, 4.2, 4.4 and 4.6 for the components R1pnq, R2pnq, R3pnq and R4pnq of the
remainder term, we see that we got the rate of the exponential decay right. But it is also
apparent, that there is still quite some space to improve the estimate.

30 40 50 60 70 80

-140

-120

-100

-80
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-40

-20

Figure 4.7. Logarithmic plot of |Spnq| and its upper bound e
`

3
π

˘
5
2 n

1
2

`

2
3

˘4n.

To understand our pathway to the proof of Theorem 26, turn back to page 20 and recall
the upper bound on Spnq from Remark 14

|Spnq| ď
1

8

2´12n

Γp2n` 1q2

4n´2
ÿ

k“0

k
ÿ

i“0

i
ÿ

j“0

j
ÿ

m“0

2k3F2

ˆ

2n` 1
2 , 2n´

k
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

ˆ
Γp4n´ kqΓ

`

n` k ´ i` 1
2

˘

Γ
`

n` i´ j ` 1
2

˘

Γpk ´ i` 1qΓpi´ j ` 1q
ˇ

ˇΓ
`

n´ k ` i` 1
2

˘

Γ
`

n´ i` j ` 1
2

˘ˇ

ˇ

ˆ
Γ
`

n` j ´m` 1
2

˘

Γ
`

n`m` 1
2

˘

Γpj ´m` 1qΓpm` 1q
ˇ

ˇΓ
`

n´ j `m` 1
2

˘

Γ
`

n´m` 1
2

˘ˇ

ˇ

.

(167)
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Note, that except for the factor 2k3F2

ˆ

2n` 1
2

2n´ k
2

2n´ k
2
` 1

2
2n`1 4n`1

ˇ

ˇ

ˇ

1
4

˙

inside the sum, the

structure of Spnq is very similar to that of the three terms R2pnq, R3pnq and R4pnq of the
remainder term Rpnq.

For that reason, we will in a first step trace back (167) to a term that resembles R4pnq.
This is mainly done by means of Lemma 27, that provides an upper bound on the hyper-
geometric function 2F3. We are then able to identify the gamma quotient F5, that we will
have to maximize, when we eventually perform an l1-l8 bound in order to estimate (167).

In a second step we modify the findings of Subsections 4.2.2 a bit, such they suit our
purposes here. That way it becomes apparent that F5pn, a, b, c, dq “ Γp4n ´ a ´ b ´ c ´
dqF4pn, a, b, c, dq, with our well-known function F4pn, a, b, c, dq from Subsection 4.2.6. We
then derive Lemma 28, that helps us to narrow down the set of values a, b, c, d, that are
relevant in the search for the maximum of F5pn, a, b, c, dq.

The final and most laborious part consist of locating the maximum of F5pn, a, b, c, dq in
the four variables a, b, c, d more precisely and estimating it. This is subject of Lemma 29.
Luckily, it can almost entirely be accomplished by means of the techniques from Subsection
4.2.3.

Let us start with the bound on the hypergeometric function in (167).

Lemma 27. For all n ě 1 and 0 ď k ď 4n´ 2 we have

3F2

ˆ

2n´ k
2 , 2n`

1
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

ď
1

2
` 22n´ k

2
´1. (168)

Proof. We use Lemma 50 with q “ 2, x “ 1
4 and λ “ 2n ´ k

2 ą 0. Moreover, in our
case it is α1 “ 2n` 1

2 , α2 “ 2n´ k
2 `

1
2 and β1 “ 2n` 1, β2 “ 4n` 1, and therefore

e1pβ1, β2q “ 6n` 2 ě 4n´
k

2
` 1 “ e1pα1, α2q ą 0,

e2pβ1, β2q “ p4n` 1qp2n` 1q ě

ˆ

2n`
1

2

˙ˆ

2n´
k

2
`

1

2

˙

“ e2pα1, α2q ą 0

for 0 ď k ď 4n ´ 2, and all requirements of Lemma 50 are fulfilled. Hence, it is by the
Lemma

3F2

ˆ

2n´ k
2 , 2n`

1
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

ď 1`

ˆ

1

p1´ xqλ
´ 1

˙

α1α2

β1β2

“ 1`

˜

ˆ

4

3

˙2n´ k
2

´ 1

¸

`

2n` 1
2

˘ `

2n´ k
2 `

1
2

˘

p4n` 1qp2n` 1q
.

We further estimate
ˆ

4

3

˙2n´ k
2

ď 22n´ k
2

and
`

2n` 1
2

˘ `

2n´ k
2 `

1
2

˘

p4n` 1qp2n` 1q
ď

1

2
,

for all n ě 1 and 0 ď k ď 4n´ 2, and thus end up with

3F2

ˆ

2n´ k
2 , 2n`

1
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

ď
1

2
` 22n´ k

2
´1.
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We proceed by plugging in estimate (168) into (167). Then

|Spnq| ď
1

8

2´12n

Γp2n` 1q2

4n´2
ÿ

k“0

k
ÿ

i“0

i
ÿ

j“0

j
ÿ

m“0

´

2k´1 ` 22n` k
2
´1
¯

ˆ
Γp4n´ kqΓ

`

n` k ´ i` 1
2

˘

Γ
`

n` i´ j ` 1
2

˘

Γpk ´ i` 1qΓpi´ j ` 1q
ˇ

ˇΓ
`

n´ k ` i` 1
2

˘

Γ
`

n´ i` j ` 1
2

˘ˇ

ˇ

ˆ
Γ
`

n` j ´m` 1
2

˘

Γ
`

n`m` 1
2

˘

Γpj ´m` 1qΓpm` 1q
ˇ

ˇΓ
`

n´ j `m` 1
2

˘

Γ
`

n´m` 1
2

˘ˇ

ˇ

.

As 2k´1 ` 22n` k
2
´1 ď 3 ¨ 24n´3 for 0 ď k ď 4n´ 2, we further estimate

|Spnq| ď 3
2´8n

Γp2n` 1q2

ˆ

4n´2
ÿ

k“0

k
ÿ

i“0

i
ÿ

j“0

j
ÿ

m“0

Γp4n´ kqΓ
`

n` k ´ i` 1
2

˘

Γ
`

n` i´ j ` 1
2

˘

Γpk ´ i` 1qΓpi´ j ` 1q
ˇ

ˇΓ
`

n´ k ` i` 1
2

˘

Γ
`

n´ i` j ` 1
2

˘ˇ

ˇ

ˆ
Γ
`

n` j ´m` 1
2

˘

Γ
`

n`m` 1
2

˘

Γpj ´m` 1qΓpm` 1q
ˇ

ˇΓ
`

n´ j `m` 1
2

˘

Γ
`

n´m` 1
2

˘ˇ

ˇ

.

(169)

Now, we slowly see where the journey is going. Like in the case of the reminder term,
the tactic is to bound |Spnq| by an l1-l8 bound. To this end, we have a closer look at the
function

F5pn,m, j, i, kq “
Γ
`

n`m` 1
2

˘

Γ
`

n` j ´m` 1
2

˘

Γ
`

n` i´ j ` 1
2

˘

Γ
`

n` k ´ i` 1
2

˘

ˇ

ˇΓ
`

n´m` 1
2

˘

Γ
`

n´ j `m` 1
2

˘

Γ
`

n´ i` j ` 1
2

˘

Γ
`

n´ k ` i` 1
2

˘ˇ

ˇ

ˆ
Γ p4n´ kq

Γpm` 1qΓpj ´m` 1qΓpi´ j ` 1qΓpk ´ i` 1q
(170)

on the domain

D5 “ tm, j, i, k P N0 | 0 ď m ď j ď i ď k ď 4n´ 2u.

Upon a slight variation τ̃ : Zm Ñ Zm,k ÞÑ z with

zi “ τ̃pkqi “

#

k1, i “ 1,

ki ´ ki´1, i “ 2, . . . ,m,
(171)

of the transformation τ on page 28, we obtain for k “ pm, j, i, kq P Z4 and τ̃pkq “ pa, b, c, dq P
Z4

F5pn, τ̃pm, j, i, kqq “ F5pn, a, b, c, dq

“
Γ
`

n` a` 1
2

˘

Γ
`

n` b` 1
2

˘

Γpa` 1qΓpb` 1q
ˇ

ˇΓ
`

n´ a` 1
2

˘

Γ
`

n´ b` 1
2

˘ˇ

ˇ

ˆ
Γ
`

n` c` 1
2

˘

Γ
`

n` d` 1
2

˘

Γp4n´ a´ b´ c´ dq

Γpc` 1qΓpd` 1q
ˇ

ˇΓ
`

n´ c` 1
2

˘

Γ
`

n´ d` 1
2

˘ˇ

ˇ

“ F4pn, a, b, c, dqΓp4n´ a´ b´ c´ dq,

and

τ̃pD5q “

4n´2
ď

k“0

"

a, b, c, d P Z
ˇ

ˇ

ˇ

ˇ

0 ď a, b, c, d ď k

a` b` c` d “ k

*

.
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Now, we reached a situation very similar to that in the derivation of Lemma 17 and can
argue that it suffices to maximize F5pn, a, b, c, dq on the set

D5 “

4n´2
ď

k“0

"

a, b, c, d P Z
ˇ

ˇ

ˇ

ˇ

0 ď a ď b ď c ď d ď k

a` b` c` d “ k

*

,

since the function F5pn, a, b, c, dq itself, as well as each layer of its domain τ̃pD5q are sym-
metric with respect to permutations of the variables a, b, c, d. This proves

Lemma 28. Let τ̃ be the transformation defined in (171) and τ̃pm, j, i, kq “ pa, b, c, dq.
Then it is

max
D5

F5pn,m, j, i, kq “ max
τ̃pD5q

F5pn, a, b, c, dq

“ max
D5

F5pn, a, b, c, dq,

where

D5 “ tm, j, i, k P N0 | 0 ď m ď j ď i ď k ď 4n´ 2u,

and

D5 “

4n´2
ď

k“0

"

a, b, c, d P Z
ˇ

ˇ

ˇ

ˇ

0 ď a ď b ď c ď d ď k

a` b` c` d “ k

*

.

The location of the maximum of F5pn, a, b, c, dq on D5 and an upper bound on it is given
by the following lemma.

Lemma 29. Let n P Z, n ě 17. Then the maximum of the function F5pn, a, b, c, dq on
the set D5 is attained for a “ b “ c “ d “

P

1
3n´

7
6

T

and satisfies

max
D5

F5pn, a, b, c, dq ď Γp2n` 1q2
ˆ

3

4π

˙
5
2 e

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

ˆ

212

34

˙n

.

Since the proof of Lemma 29 is quite lengthy and technical, we first prove the main
result of this section.

Proof of Theorem 26. Starting from (169), we estimate |Spnq| by an l1-l8 bound

|Spnq| ď 3
2´8n

Γp2n` 1q2

4n´2
ÿ

k“0

k
ÿ

i“0

i
ÿ

j“0

j
ÿ

m“0

F5pn,m, j, i, kq

ď
2´8n

Γp2n` 1q2
np4n´ 1qp4n` 1qp2n` 1qmax

D5

F5pn,m, j, i, kq.

Next, we apply Lemmata 28 and 29 and obtain for the second line above the upper bound

2´8n

Γp2n` 1q2
np4n´ 1qp4n` 1qp2n` 1qmax

D5

F5pn, a, b, c, dq ď e

ˆ

3

π

˙
5
2

n
1
2

ˆ

2

3

˙4n

,

if n ě 17.

The entire remaining pages of this section are dedicated to the proof of Lemma 29. The
procedure remains largely the same as in the case of F4pn, a, b, c, dq in Subsection 4.2.6,
namely using Theorem 22 to identify the (in this case four) possible tuples that might max-
imize F5, determine their coordinates more accurately with the help of Theorem 20 and
then finally estimate the value of the maximum. But since the structure of the two func-
tions F5pn, a, b, c, dq and F4pn, a, b, c, dq is so similar, we can trace back several parts in the
analysis of F5pn, a, b, c, dq to corresponding calculations in the study of F4pn, a, b, c, dq, and
thus benefit a lot from the hard work we did back in Subsection 4.2.6.

72



Before we jump into the proof of Lemma 29, we want to emphasize the following im-
portant fact.

Remark 30. Since the sum a`b`c`d “ k is constant, our method of proving Theorem
22 is not affected by the additional factor Γp4n´ kq. We thus can still apply it here.

Proof of Lemma 29. Due to the requirements

0 ď a ď b ď c ď d ď k, (172)
0 ď a` b` c` d “ k ď 4n´ 2, (173)

on the parameters, the smallest parameter a must satisfy

a ď n´ 1. (174)

Moreover, since k ď 4n´ 2 is not fixed like in the case of the remainder terms, we now have
the additional degree of freedom that dmight be smaller or equal to n in the maximum. Let’s
for the moment assume the opposite, meaning that d ě n and 0 ă a ď b ď c ď n. Then
Theorem 22 (iii) applies and provides a condition on c and d upon which F5pn, a, b, c, dq ě
F5pn, a, b, c´ 1, d` 1q. This condition is equivalent to

ϕpc, dq “
F5pn, a, b, c, dq

F5pn, a, b, c´ 1, d` 1q
ě 1.

We have seen in (106) of Section 4.2.5 that this condition is already satisfied if

cd´ n2 `
1

4
ď 0.

Hence for any d ě n there is an admissible c ď n such that Theorem 22 (iii) is satisfied and
F5pn, a, b, c, dq ě F5pn, a, b, c´ 1, d` 1q. Consequently, we can push d down to n and infer
that F5pn, a, b, c, dq is maximixed by tuples a ď b ď c ď d ď n.
We therefore can omit the absolute values in the definition of F5pn, a, b, c, dq and consider
from now on

F5pn, a, b, c, dq “
Γ
`

n` a` 1
2

˘

Γ
`

n` b` 1
2

˘

Γpa` 1qΓpb` 1qΓ
`

n´ a` 1
2

˘

Γ
`

n´ b` 1
2

˘

ˆ
Γ
`

n` c` 1
2

˘

Γ
`

n` d` 1
2

˘

Γp4n´ a´ b´ c´ dq

Γpc` 1qΓpd` 1qΓ
`

n´ c` 1
2

˘

Γ
`

n´ d` 1
2

˘ .

(175)

Now we are in a familiar setup and deduce from Theorem 22 (i) the following four options
for the maximizing tuple pa, b, c, dq.

A: F5pn, a, b, c, dq is maximized by

a “ b “ c “ d ď n´ 1,

4a ď 4n´ 2.

B: F5pn, a, b, c, dq is maximized by

a “ b “ c ď n´ 1,

d “ a` 1 ď n,

4a` 1 ď 4n´ 2.

C: F5pn, a, b, c, dq is maximized by

a “ b ď n´ 1,

c “ d “ a` 1 ď n,

4a` 2 ď 4n´ 2.
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D: F5pn, a, b, c, dq is maximized by

a ď n´ 2,

b “ c “ d “ a` 1 ď n´ 1,

4a` 3 ď 4n´ 2.

In what follows we first locate and estimate the local maximum of F5pn, a, b, c, dq in
Case A. Afterwards we show that the maxima in the other three cases all have to be
smaller than the one in A.

We start with Case A. Here we have to extremize

F5,Apn, aq :“
Γ
`

n` a` 1
2

˘4
Γ p4n´ 4aq

Γ pa` 1q4 Γ
`

n´ a` 1
2

˘4 (176)

in 0 ď a ď n´ 1. The result is the following.

Lemma 31. The function F5,Apn, aq attains its maximum for a “ a˚ :“
P

1
3n´

7
6

T

.

Proof. We stick to our approach from Subsections 4.2.4, 4.2.5 and 4.2.6 and plan to
apply Theorem 20. Therefore, we determine the recurrence relation for F5,Apn, aq in a. It
is F5,Apn, aq “ ϕ5,ApaqF5,Apn, a´ 1q with

ϕ5,Apaq “

`

n` a´ 1
2

˘4 `
n´ a` 1

2

˘4

a4p4n´ 4aqp4n´ 4a` 1qp4n´ 4a` 2qp4n´ 4a` 3q

for 1 ď a ď n´ 1.

The task now is to localize the point ζ such that ϕ5,Apζq “ 1, ϕ5,Apaq ą 1 for a ă ζ
and ϕ5,Apaq ă 1 for a ą ζ. Then F5,Apn, aq has a maximum in a between ζ ´ 1 and ζ
according to Theorem 20 (iii). To solve this task, we proceed very similar to the estimate
of the maximum of F4,Apn, aq on page 53. That is, we prove a strict lower bound ϕ

5,A
and

a strict upper bound ϕ5,A on ϕ5,A, and then determine the two values a and a, such that

ϕ
5,A
paq ě 1,

ϕ5,Apaq ď 1

for a ď a, and a ě a, respectively. Due to the continuity of ϕ5,A on r1, n´ 1s, we thus can
infer that a ă ζ ă a.

We use that px` 1qpx` 3q “ x2 ` 4x` 3 ă px` 2q2, and therefore x4 ă xpx` 1qpx`
2qpx` 3q ă px` 2q2. For x “ 4n´ 4a we then obtain

ϕ5,Apaq

$

’

’

&

’

’

%

ą ϕ
5,A
paq “

”

n`a´ 1
2

4a

ı4

,

ă ϕ5,Apaq “

„

pn`a´ 1
2qpn´a`

1
2q

4apn´aq

4

.

The function ϕ
5,A
paq is greater than or equal to one if n` a´ 1

2 ě 4a, and hence if

a ď
1

3
n´

1

6
“: a.

The upper bound ϕ5,Apaq on ϕ5,Apaq on the other hand is smaller than or equal to one if

n2 ´
1

4
´ a2 ` a ď ´4a2 ` 4an.
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After subtracting of the right-hand side from the left, we find that the above inequality is
equivalent to

ˆ

a´ n`
1

2

˙ˆ

a´
1

3
n´

1

6

˙

ď 0.

This means that ϕ5,Apaq ď 1 if

1

3
n`

1

6
ď a ď n´

1

2
.

With a :“ 1
3n`

1
6 , we thus obtain

1

3
n´

1

6
ă ζ ă

1

3
n`

1

6
.

By Theorem 20 (iii) and Remark 21 we now know that F5,Apn, aq attains its maximum at
a˚ P N with ζ ´ 1 ă a˚ ď ζ. With the above bounds on ζ this yields the range

1

3
n´

7

6
ă a˚ ă

1

3
n`

1

6
.

Since we are restricted to integers, we take a closer look at the interval
ˆ

1

3
n´

7

6
,
1

3
n`

1

6

˙

for the three possibilities of divisibility of n modulo 3, and find that there are two candidates
for a˚, namely

a˚1 :“

R

1

3
n´

7

6

V

,

a˚2 :“

Z

1

3
n`

1

6

^

.

A simple calculation shows that for n ” 1 mod 3 and n ” 2 mod 3 the two options
coincide, a˚1pnq “ a˚2pnq. But, if n is an integer multiple of 3, then a˚1 “

1
3n ´ 1 and

a˚2 “
1
3n. In the following we show that in this case F5,A

`

n, 1
3n´ 1

˘

ě F5,A

`

n, 1
3n

˘

for
n ě 3.

Using the functional equation of the gamma function, we find that

F5,A

`

1
3n´ 1

˘

F5,A

`

1
3n

˘ “
Γ
`

4
3n´

1
2

˘4
Γ
`

2
3n`

1
2

˘4
Γ
`

1
3n` 1

˘4
Γ
`

8
3n` 4

˘

Γ
`

4
3n`

1
2

˘4
Γ
`

2
3n`

3
2

˘4
Γ
`

1
3n

˘4
Γ
`

8
3n

˘

“
n5

`

n` 3
8

˘ `

n` 9
8

˘

`

n´ 3
8

˘4 `
n` 3

4

˘3 . (177)

We set 1
n “ x and show that qpxq “ p1` 3

8
xqp1` 9

8
xq

p1´ 3
8
xq

4
p1` 3

4
xq

3 is greater than or equal to one for all

0 ď x ď 1
3 . To this end, we use the elementary inequalities

1` y

1´ y
ě e2y,

1` y ď ey,
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which are in particular valid for 0 ď y ď 1, and obtain

qpxq ě
e

3
4
x

1` 3
4x

1` 9
8x

`

1´ 3
8x

˘3 `
1` 3

4x
˘2

ě
1` 9

8x
`

1´ 3
8x

˘3 `
1` 3

4x
˘2

ě
1

`

1´ 3
8x

˘3 `
1` 3

4x
˘

.

Since the last fraction takes the value 1 for x “ 0, we are done after showing that
`

1´ 3
8x

˘3 `
1` 3

4x
˘

decreases monotonically for 0 ď x ď 1
3 . Taking the derivative we get

d

dx

«

ˆ

1´
3

8
x

˙3 ˆ

1`
3

4
x

˙

ff

“ ´
3

8

ˆ

1´
3

8
x

˙2

p1` 3xq,

which is negative for 0 ď x ď 1
3 .

Consequently, we end up with

a˚ “

R

1

3
n´

7

6

V

.

We now continue with the estimate of F5,Apn,a
˚q

Γp2n`1q2
and prove

Lemma 32. If n ě 8, then

F5,Apn, a
˚q

Γp2n` 1q2
ď

ˆ

3

4π

˙
5
2 e

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

ˆ

212

34

˙n

.

Proof. Depending on the divisibility of nmodulo 3, there are only three possible values
a˚ can take. Similar to the approach for the maximum of F4,A.2pn, aq on page 55, we consider
these cases separately and establish a common upper bound in a second step. Those cases
are

a˚ “

$

’

&

’

%

1
3n´ 1, n ” 0 mod 3,
1
3n´

1
3 , n ” 1 mod 3,

1
3n´

2
3 , n ” 2 mod 3.

(178)

Let us start with n ” 0 mod 3. Plugging in a˚ “ 1
3n´ 1 into (176) gives

F5,A

`

n, 1
3n´ 1

˘

Γp2n` 1q2
“

Γ
`

8
3n` 4

˘

Γp2n` 1q2
Γ
`

4
3n´

1
2

˘4

Γ
`

1
3n

˘4
Γ
`

2
3n`

3
2

˘4

“
210

`

n` 9
8

˘ `

n` 3
4

˘ `

n` 3
8

˘

34n

Γ
`

8
3n

˘

Γp2nq

Γ
`

4
3n´

1
2

˘4

Γ
`

1
3n

˘4
Γ
`

2
3n`

3
2

˘4 . (179)

By Stirling’s formula (332) it is

Γ
`

8
3n

˘

Γp2nq
ď

3
1
2 e

4
3
n` 1

32n

2π
1
2

n´
4
3
nn

1
2 24n3´

8
3n , (180)

and

Γ
`

4
3n´

1
2

˘4

Γ
`

1
3n

˘4
Γ
`

2
3n`

3
2

˘4 ď
36e

´ 4
3
n`8` 1

4n´ 3
2

214π2
n

4
3
n n2

`

n´ 3
8

˘4 `
n` 9

4

˘4

28n

3
4
3
n

`

1´ 3
8n

˘
16
3
n

`

1` 9
4n

˘
8
3
n
.
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Due to 1´ x ď e´x and Lemma 64, estimate (403), we can bound

`

1´ 3
8n

˘
16
3
n

`

1` 9
4n

˘
8
3
n
ď e´8` 27

4n ,

and thus get

Γ
`

4
3n´

1
2

˘4

Γ
`

1
3n

˘4
Γ
`

2
3n`

3
2

˘4 ď
36e

´ 4
3
n` 27

4n
` 1

4n´ 3
2

214π2
n

4
3
n n2

`

n´ 3
8

˘4 `
n` 9

4

˘4

28n

3
4
3
n
. (181)

Putting together (179), (180) and (181) we end up with

F5,A

`

n, 1
3n´ 1

˘

Γp2n` 1q2
ď

ˆ

3

4π

˙
5
2

e
217
32n
` 1

4n´ 3
2
n

3
2

`

n` 9
8

˘ `

n` 3
4

˘ `

n` 3
8

˘

`

n´ 3
8

˘4 `
n` 9

4

˘4

ˆ

212

34

˙n

. (182)

Next, we repeat the above procedure in the case of n ” 1 mod 3. We plug in a˚ “ 1
3n´

1
3

into (176) and make heavy use of Stirling’s formula (332) to get

F5,A

`

1
3n´

1
3

˘

Γp2n` 1q2
“

Γ
`

4
3n`

1
6

˘4
Γ
`

8
3n`

4
3

˘

Γp2n` 1q2Γ
`

1
3n`

2
3

˘4
Γ
`

2
3n`

5
6

˘4

ď
e4nn´4n

4πn
2´4n Γ

`

4
3n`

1
6

˘4
Γ
`

8
3n`

4
3

˘

Γ
`

1
3n`

2
3

˘4
Γ
`

2
3n`

5
6

˘4

ď

ˆ

3

4π

˙
5
2

e4` 9
32n

`

n` 1
2

˘
5
6

n pn` 2q
2
3
`

n` 1
8

˘
4
3
`

n` 5
4

˘
4
3

ˆ

212

34

˙n

ˆ

`

1` 1
2n

˘
8
3
n `

1` 1
8n

˘
16
3
n

`

1` 2
n

˘
4
3
n `

1` 5
4n

˘
8
3
n
.

(183)

The first inequality is due to

Γp2n` 1q2 “ 4n2Γp2nq2

ě p4πnqn4n24ne´4n
(184)

by Stirling’s Formula for all n ě 1. To get the second inequality, Stirling is applied to the
gamma quotient in the second line. With the help of estimate (403) from Lemma 64, and
its first order counterpart 1` x ď ex, we further estimate

`

1` 1
2n

˘
8
3
n `

1` 1
8n

˘
16
3
n

`

1` 2
n

˘
4
3
n `

1` 5
4n

˘
8
3
n
ď exp

„

4

3
`

2

3
´

8

3
´

10

3
`

2

3
¨

4

n
`

4

3
¨

25

16n



“ e´4` 19
4n .

(185)

Putting together (183) and (185) we arrive at

F5,A

`

n, 1
3n´

1
3

˘

Γp2n` 1q2
ď

ˆ

3

4π

˙
5
2

e
85
16n

`

n` 1
2

˘
5
6

n pn` 2q
2
3
`

n` 1
8

˘
4
3
`

n` 5
4

˘
4
3

ˆ

212

34

˙n

. (186)
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If n ” 2 mod 3, very similar calculations lead to

F5,A

`

n, 1
3n´

2
3

˘

Γp2n` 1q2
“

Γ
`

4
3n´

1
6

˘4
Γ
`

8
3n`

8
3

˘

Γp2n` 1q2Γ
`

1
3 `

1
3

˘4
Γ
`

2
3n`

7
6

˘4

ď
e4nn´4n

4πn
2´4nΓ

`

4
3n´

1
6

˘4
Γ
`

8
3n`

8
3

˘

Γ
`

1
3 `

1
3

˘4
Γ
`

2
3n`

7
6

˘4

ď

ˆ

3

4π

˙
5
2

e
4` 1

32n
` 1

4n´ 1
2

pn` 1q
17
6

n
`

n´ 1
8

˘
8
3
`

n` 7
4

˘
8
3

ˆ

212

34

˙n

ˆ

`

1` 1
n

˘
8
3
n `

1´ 1
8n

˘
16
3
n

`

1` 1
n

˘
4
3
n `

1` 7
4n

˘
8
3
n
,

(187)

by (184) in the first step and Stirling applied to the remaining gamma quotient in the
second. Next, estimate (403) from Lemma 64, and 1` x ď ex yield

`

1` 1
n

˘
8
3
n `

1´ 1
8n

˘
16
3
n

`

1` 1
n

˘
4
3
n `

1` 7
4n

˘
8
3
n
ď e´4` 19

4n . (188)

Consequently, we estimate

F5,A

`

n, 1
3n´

2
3

˘

Γp2n` 1q2
ď

ˆ

3

4π

˙
5
2

e
153
32n
` 1

4n´ 1
2

pn` 1q
17
6

n
`

n´ 1
8

˘
8
3
`

n` 7
4

˘
8
3

ˆ

212

34

˙n

. (189)

The following lines serve the purpose of comparing the three estimates (181), (186), and
(189). We show that all of them satisfy the same upper bound

ˆ

3

4π

˙
5
2 e

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

ˆ

212

34

˙n

(190)

if n ě 8.

As a first step towards (190) we compare the exponents of e in (181), (186), and (189),
respectively and find that

153

32n
`

1

4n´ 1
2

ă
85

16n
ă

217

32n
`

1

4n´ 3
2

ă 1, (191)

as soon as n ě 8. Hence, in order to establish the upper bound (190) for (181), (186), and
(189), respectively, it suffices to show that the rational factor of all of the three expressions

is at most
´

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

¯´1
. To this end, we consider the quotients

qn”0pnq :“
n2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 3
8

˘ `

n` 1
2

˘ `

n` 3
4

˘ `

n` 9
8

˘

`

n´ 3
8

˘4 `
n` 9

4

˘4 , (192)

qn”1pnq :“

`

n` 1
2

˘
11
6
`

n´ 1
4

˘ `

n` 1
4

˘

n
1
2 pn` 2q

2
3

`

n` 1
8

˘
4
3
`

n` 5
4

˘
4
3

, (193)

qn”2pnq :“
pn` 1q

17
6

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

n
1
2

`

n´ 1
8

˘
8
3
`

n` 7
4

˘
8
3

, (194)

where q”ipnq is constructed by dividing the rational factor corresponding to the estimate

for n ” i by
´

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

¯´1
. By means of Lemma 64 we show that each
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of them is smaller than 1 for n ě 8. In all three cases, we apply inequality (403) in the
denominator and inequality (404) with δ “ 1

3 in the numerator.

Let us consider qn”0 first. We first shift all linear factors in (192) by the largest negative
constant 3

8 and set n “ m` 3
8 . Next we take the reciprocal 1

m “ x. Then it is

qn”0pxq “

`

1` 3
8x

˘2 `
1` 1

8x
˘ `

1` 5
8x

˘ `

1` 3
4x

˘ `

1` 7
8x

˘ `

1` 9
8x

˘ `

1` 3
2x

˘

`

1` 21
8 x

˘4 .

We are allowed to apply estimate (404) to all linear factors in the numerator if the one with
the largest slope, that is 3

2 , satisfies the requirements of inequality (404). This leads to

x ď
3´

?
6

3{2
.

For those x we estimate

qn”0pxq ď exp

„

´
19

4
x´

1

3
¨

177

32
x2 ` 2 ¨

441

64
x2



“ exp

„

´
19

4
x`

191

16
x2



,

which is smaller than one, if x ă 76
191 . Since

3´
?

6
3{2 ă 76

191 , the condition x ď 3´
?

6
3{2 translates

to n ě 3
2p3´

?
6q
` 3

8 , and we conclude that qn”0pnq ă 1 for the claimed range of n.

By repeating the above scheme for qn”1pnq with x “ 1
n´ 1

4

, we find that

qn”1 pxq “

`

1` 3
4x

˘
11
6
`

1` 1
2x

˘

`

1` 1
4x

˘
1
2
`

1` 9
4x

˘
2
3
`

1` 3
8x

˘
4
3
`

1` 3
2

˘
4
3

ď exp

„

´
9

4
x`

551

192
x2



,

which is smaller than one for x ă min
!

3´
?

6
3{4 , 432

551

)

“ 3´
?

6
3{4 . This implies that qn”1pnq ă 1

if n satisfies n ą 3
4p3´

?
6q
` 1

4 . Since
3

4p3´
?

6q
` 1

4 ă 8, we are safe here as well.

Last but not least, we consider qn”2pnq and obtain by a similar calculation, again with
x “ 1

n´ 1
4

q”2 pxq “

`

1` 5
4x

˘
17
6
`

1` 1
2x

˘ `

1` 3
4x

˘

`

1` 1
4x

˘
1
2
`

1` 1
8x

˘
8
3 p1` 2xq

8
3

ď exp

„

´x`
2087

576
x2



.

This is smaller than one if x ă min
!

3´
?

6
5{4 , 576

2087

)

“ 576
2087 . And thus, qn”2pnq ă 1 as soon as

n ą 2087
576 `

1
4 , that is, if n ě 4.

So, eventually, we reached our goal

F5,Apn, a
˚q

Γp2n` 1q2
ď

ˆ

3

4π

˙
5
2 e

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

ˆ

212

34

˙n

(195)

for all n ě 8.

79



In the following we take care of the remaining cases B, C and D and show that the
maxima of the corresponding functions satisfy the same upper bound (195) as the one of
F5,A. Since the three cases basically share the same approach and a lot of techniques, we
handle them all at once.

We introduce the function

gnpaq :“
Γ
`

n` a` 1
2

˘

Γpa` 1qΓ
`

n´ a` 1
2

˘ (196)

and write
F5,Apn, aq “ gnpaq

4Γ p4n´ 4aq ,

F5,Bpn, aq :“ gnpaq
3gnpa` 1qΓ p4n´ 4a´ 1q ,

F5,Cpn, aq :“ gnpaq
2gnpa` 1q2Γp4n´ 4a´ 2q,

F5,Dpn, aq :“ gnpaqgnpa` 1q3Γp4n´ 4a´ 3q.

(197)

We want to compare "subsequent" functions and therefore calculate the their quotients

Φ1pn, aq :“
F5,Bpn, aq

F5,Apn, aq
“
gnpa` 1q

gnpaq

Γp4n´ 4a´ 1q

Γp4n´ 4aq
,

Φ2pn, aq :“
F5,Cpn, aq

F5,Bpn, aq
“
gnpa` 1q

gnpaq

Γp4n´ 4a´ 2q

Γp4n´ 4a´ 1q
,

Φ3pn, aq :“
F5,Dpn, aq

F5,Cpn, aq
“
gnpa` 1q

gnpaq

Γp4n´ 4a´ 3q

Γp4n´ 4a´ 2q
.

(198)

We will need one additional quotient later

Φ4pn, aq :“
gnpa` 1q

gnpaq

Γp4n´ 4a´ 4q

Γp4n´ 4a´ 3q
.

Moreover, in order to narrow down the location a˚X of the maximum of F5,Xpn, aq with the
help of Theorem 20 we need ϕ5,Xpaq :“

F5,Xpn,aq
F5,Xpn,a´1q for X “ B,C,D. Those are

ϕ5,Bpaq “
gnpaq

gnpa´ 1q

Γp4n´ 4a` 2q

Γp4n´ 4a` 3q
¨

gnpaq

gnpa´ 1q

Γp4n´ 4a` 1q

Γp4n´ 4a` 2q

ˆ
gnpaq

gnpa´ 1q

Γp4n´ 4aq

Γp4n´ 4a` 1q
¨
gnpa` 1q

gnpaq

Γp4n´ 4a´ 1q

Γp4n´ 4aq
,

ϕ5,Cpaq “
gnpaq

gnpa´ 1q

Γp4n´ 4a` 1q

Γp4n´ 4a` 2q
¨

gnpaq

gnpa´ 1q

Γp4n´ 4aq

Γp4n´ 4a` 1q

ˆ
gnpa` 1q

gnpaq

Γp4n´ 4a´ 1q

Γp4n´ 4aq
¨
gnpa` 1q

gnpaq

Γp4n´ 4a´ 2q

Γp4n´ 4a´ 1q
,

and

ϕ5,Dpaq “
gnpaq

gnpa´ 1q

Γp4n´ 4aq

Γp4n´ 4a` 1q
¨
gnpa` 1q

gnpaq

Γp4n´ 4a´ 1q

Γp4n´ 4aq

ˆ
gnpa` 1q

gnpaq

Γp4n´ 4a´ 2q

Γp4n´ 4a´ 1q
¨
gnpa` 1q

gnpaq

Γp4n´ 4a´ 3q

Γp4n´ 4a´ 2q
.

Those functions can all be expressed in terms of Φ1, . . . ,Φ4 as follows
ϕ5,Bpaq “ Φ2pn, a´ 1qΦ3pn, a´ 1qΦ4pn, a´ 1qΦ1pn, aq,

ϕ5,Cpaq “ Φ3pn, a´ 1qΦ4pn, a´ 1qΦ1pn, aqΦ2pn, aq,

ϕ5,Dpaq “ Φ4pn, a´ 1qΦ1pn, aqΦ2pn, aqΦ3pn, aq.

(199)
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Thus, some properties of ϕ5,X can be deduced from the respective properties of Φ1,Φ2,Φ3

to Φ4. One property we need is the following

Lemma 33. Let X “ B,C,D and n ě 16. Then the functions ϕ5,X have the property
that if there is a value ζ P p0, n ´ 1s such that ϕ5,Xpζq “ 1 then it is unique. Moreover,
ϕ5,Xpaq ą 1 iff a ă ζ and ϕ5,Xpaq ă 1 iff ζ ă a ď n´ 1.

Proof. The attentive reader might notice that we deduced the same property for ϕ4,B

and ϕ4,C back in Subsection 4.2.6. In the following we copy the chain of reasoning we used
there. That is, we prove for j “ 1, 2, 3, 4 that there is an ã such that Φjpn, aq decrease
monotonically on 0 ă a ď ã and increase for ã ă a ď n´ 1, as well as that ϕ5,Xpn´ 1q ă 1.
Before we jump into medias res let us rewrite Φj in a more easily digestible way. It is

Φ1pn, aq “

`

´a` n´ 1
2

˘ `

a` n` 1
2

˘

4pa` 1q
`

´a` n´ 1
4

˘ ,

Φ2pn, aq “
a` n` 1

2

4a` 4
,

Φ3pn, aq “

`

´a` n´ 1
2

˘ `

a` n` 1
2

˘

4pa` 1q
`

´a` n´ 3
4

˘ ,

Φ4pn, aq “

`

´a` n´ 1
2

˘ `

a` n` 1
2

˘

4pa` 1qp´a` n´ 1q
.

(200)

Next we show that ã “ 3
4n´ 2 does the job for all n ě 16. In the case of Φ1 and Φ2 there

is nothing to do, since

Φ1pn, aq “
1

4

˜

1`
n´ 1

2

a` 1

¸˜

1´
1
4

n´ a´ 1
4

¸

,

and

Φ2pn, aq “
1

4

˜

1`
n´ 1

2

a` 1

¸

are obviously monotonously decreasing for all 0 ă a ď n ´ 1 and n ě 1. For the two
remaining functions Φ3 and Φ4 we show that the a-derivative is negative for 0 ă a ď ã “
3
4n´ 2 if n ě 16. It is

BΦ3pn, aq

Ba
“

4a2p3´ 4nq ` 16ap2pn´ 1qn` 1q ´ 4pn´ 1qnp4n´ 3q ` 5

4pa` 1q2p4a´ 4n` 3q2
(201)

which is negative for a ď a1, and a ě a2, with

a1,2 “
8n2 ¯

?
32n3 ´ 4n2 ´ 8n` 1´ 8n` 4

2p4n´ 3q

being the two roots of the numerator of (201). It is easy to see that a2 ą n´1. We therefore
conclude that Φ3pn, aq decreases in a if 0 ă a ď a1. We further estimate

a1 ą
3n2 ´ 4n` 2

4n´ 3

ą
3

4
n´

4n´ 2

4n´ 3

ą
3

4
n´ 2,

using that

1´ 8n´ 4n2 ` 32n3 ă 4n4
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if n ě 8.
We repeat this procedure for Φ4 and find that

BΦ4pn, aq

Ba
“
´4a2pn´ 1q ` ap8pn´ 1qn` 6q ` np´4pn´ 2qn´ 3q ` 2

16pa` 1q2pa´ n` 1q2
(202)

is negative for a ď a1, and a ě a2, with

a1,2 “
4n2 ¯

?
16n3 ´ 4n2 ´ 4n` 1´ 4n` 3

4pn´ 1q

being the two roots of the numerator of (202). Since again a2 ą n, we conclude that Φ4pn, aq
decreases in a if 0 ă a ď a1 and estimate

a1 ą

3
4n´ n` 3

n´ 1

ą
3

4
n´

n´ 3

n´ 1

ą
3

4
n´ 1,

using that

1´ 4n´ 4n2 ` 16n3 ă n4

if n ě 16.
Finally note that for X “ B,C,D

ϕ5,Xpn´ 1q ď Φ4pn´ 2q
3
ź

j“1

Φjpn´ 1q

“
3

16

ˆ

1

n´ 1
` 4

˙ˆ

1

3
´

1

12n

˙ˆ

1

2
´

1

8n

˙ˆ

1´
1

4n

˙

ă 1.

This completes the proof of the above stated monotonicity property of the functions ϕ5,B, ϕ5,C

and ϕ5,D.

In the next step we deduce two-sided bounds on the values ζX with ϕ5,XpζXq “ 1 for
X “ B,C,D.

Lemma 34. If n ě 17, then the functions ϕ5,B, ϕ5,C and ϕ5,D satisfy the bounds

ϕ5,B

ˆ

1

3
n´

1

3

˙

ą 1 ą ϕ5,B

ˆ

1

3
n´

1

4

˙

, (203)

ϕ5,C

ˆ

1

3
n´

15

24

˙

ą 1 ą ϕ5,C

ˆ

1

3
n´

1

2

˙

, (204)

and

ϕ5,D

ˆ

1

3
n´ 1

˙

ą 1 ą ϕ5,D

ˆ

1

3
n´

2

3

˙

. (205)

Before we prove Lemma 34, we want to line out its implications. Primarily these are
the following bounds on the ζX

1

3
n´

1

3
ă ζB ă

1

3
n´

1

4
,

1

3
n´

15

24
ă ζC ă

1

3
n´

1

2
,
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and
1

3
n´ 1 ă ζD ă

1

3
n´

2

3
.

Together with the monotonicity of ϕ5,Xpaq around a “ ζX that follows from Lemma 33,
Theorem 20 then postulates the following locations a˚X of the maximum of F5,Xpn, aq

1

3
n´

4

3
ă a˚B ă

1

3
n´

1

4
, (206)

1

3
n´

39

24
ă a˚C ă

1

3
n´

1

2
, (207)

and
1

3
n´ 2 ă a˚D ă

1

3
n´

2

3
. (208)

Next, recall that we are looking for integers a˚X , and thus can further cook down the
ranges (206), (207) and (208) to three possibilities for each a˚X , X “ B,C,D by a similar
calculation as on page 62 in the case of the function F4,B. For the sake of completeness we
carry out the calculation for a˚B but omit the details for a˚C and a˚D.
We need to determine

a˚B P

ˆ

1

3
n´

4

3
,
1

3
n´

1

4

˙

X Z. (209)

Depending on the divisibility of n by 3 we distinguish three cases.
If n ” 0 mod 3, we set n “ 3p and (209) becomes

a˚B P

ˆ

p´
4

3
, p´

1

4

˙

X Z

“ tp´ 1u.

Consequently it is in this case

a˚B “
1

3
n´ 1.

If n ” 1 mod 3, setting n “ 3p` 1 leads to

a˚B P

ˆ

p´ 1, p`
1

12

˙

X Z

“ tpu

and therefore

a˚B “
1

3
n´

1

3
.

In the case of n ” 2 mod 3, we get with n “ 3p` 2

a˚B P

ˆ

p´
2

3
, p`

5

12

˙

X Z

“ tpu

and

a˚B “
1

3
n´

2

3
.

In summary we end up with

a˚B “

$

’

&

’

%

1
3n´ 1, n ” 0 mod 3,
1
3n´

1
3 , n ” 1 mod 3,

1
3n´

2
3 , n ” 2 mod 3.

(210)
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The similar procedure results for a˚C and a˚D in

a˚C “

$

’

&

’

%

1
3n´ 1, n ” 0 mod 3,
1
3n´

4
3 , n ” 1 mod 3,

1
3n´

2
3 , n ” 2 mod 3,

(211)

and

a˚D “

$

’

&

’

%

1
3n´ 1, n ” 0 mod 3,
1
3n´

4
3 , n ” 1 mod 3,

1
3n´

5
3 , n ” 2 mod 3.

(212)

Before we carry on with estimating F5,Xpn, a
˚
Xq for X “ B,C,D we now prove Lemma

34.

Proof of Lemma 34. All inequalities follow the same scheme. That is manipulation
of ϕ5,Xpaq until Lemma 64 is applicable and then showing that the Lemma proves the
claimed inequality under the condition that n is at least 17.
We have done this several times before. For example in Subsection 4.2.6 on page 60, and
therefore keep the calculations short here.

For the first inequality of (203) we get

ϕ5,B

ˆ

1

3
n´

1

3

˙

“

`

n´ 1
4

˘ `

n` 5
4

˘2 `
n´ 5

8

˘3

pn´ 1q3pn` 2q
`

n` 1
2

˘ `

n` 7
8

˘ .

By shifting m “ n´ 1 the right-hand side turns into
`

m` 3
8

˘3 `
m` 3

4

˘ `

m` 9
4

˘2

m3
`

m` 3
2

˘ `

m` 15
8

˘

pm` 3q
.

Next we divide each linear factor in the numerator and denominator by m
`

3
8m ` 1

˘3 ` 3
4m ` 1

˘ `

9
4m ` 1

˘2

`

3
2m ` 1

˘ `

15
8m ` 1

˘ `

3
m ` 1

˘

and apply estimate (403) to the factors in the numerator and estimate (404) with δ “ 2
5 in

the denominator to bound the last line from below by

exp

„

945

64m2
δ ´

711

128m2



“ exp

„

45

128m2



ą 1

for all m ą 0. The conditions of (404) are satisfied if 3
m ď

1
δ ´

b

2
δ for δ “ 2

5 . This is true as
soon as m ą ´ 6

2
?

5´5
. Finally we go back to n “ m`1 and find that the claimed inequality

holds for all n ą 1´ 6
2
?

5´5
« 12.4.

For the proof of the second inequality of (203) we calculate

ϕ5,B

ˆ

1

3
n´

1

4

˙

“

`

n´ 3
8

˘ `

n` 9
8

˘2 `
n´ 9

16

˘3 `
n` 3

16

˘

n
`

n´ 3
4

˘3 `
n` 3

4

˘ `

n` 9
4

˘ `

n` 3
8

˘

.

The right-hand side is equivalent to
`

m` 3
16

˘3 `
m` 3

8

˘ `

m` 15
16

˘ `

m` 15
8

˘2

m3
`

m` 3
4

˘ `

m` 9
8

˘ `

m` 3
2

˘

pm` 3q

“

`

3
16m ` 1

˘3 ` 3
8m ` 1

˘ `

15
16m ` 1

˘ `

15
8m ` 1

˘2

`

3
4m ` 1

˘ `

9
8m ` 1

˘ `

3
2m ` 1

˘ `

3
m ` 1

˘
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for m “ n´ 3
4 . Now the last line above is smaller than

exp

„

837

128m2
´

3

4m



by Lemma 64 with δ “ 0, and smaller than one as soon as m ą 279
32 . This proves the claimed

inequality for all n ą 279
32 `

3
4 “

303
320 « 9.5.

We continue with the first inequality of (204). It is

ϕ5,C

ˆ

1

3
n´

15

24

˙

“

`

n´ 3
32

˘2 `
n´ 27

32

˘2 `
n` 3

16

˘ `

n` 27
16

˘2

`

n´ 15
8

˘2 `
n` 9

8

˘2 `
n` 9

16

˘ `

n` 15
16

˘ `

n` 21
16

˘

equivalent to
`

m` 33
32

˘2 `
m` 57

32

˘2 `
m` 33

16

˘ `

m` 57
16

˘2

m2
`

m` 39
16

˘ `

m` 45
16

˘

pm` 3q2
`

m` 51
16

˘

“

`

33
32m ` 1

˘2 ` 57
32m ` 1

˘2 ` 33
16m ` 1

˘ `

57
16m ` 1

˘2

`

39
16m ` 1

˘ `

45
16m ` 1

˘ `

3
m ` 1

˘2 ` 51
16m ` 1

˘

with m “ n ´ 15
8 . Lemma 64 with δ “ 1

3 yields the following lower bound on the last line
above

exp

„

10755

256m2
δ ´

2439

128m2
`

3

8m



“ exp

„

3

8m
´

1293

256m2



.

This bound lies above 1, ifm ą 431
32 , or n “ m` 15

8 ą
533
32 « 16.7, respectively. Moreover, the

application of Lemma 64 with δ “ 1
3 is justified ifm ě ´ 51

16
?

6´48
, or n ě 15

8 ´
51

16
?

6´48
« 7.7,

respectively.
In the case of the second inequality of (204) we have

ϕ5,C

ˆ

1

3
n´

1

2

˙

“

`

n´ 3
4

˘2
n3

`

n´ 3
2

˘2 `
n` 3

4

˘ `

n` 3
8

˘ `

n` 9
8

˘

,

and do the usual shifting and dividing, this time with m “ n´ 3
2 , to get

`

m` 3
4

˘2 `
m` 3

2

˘3

m2
`

m` 15
8

˘ `

m` 9
4

˘ `

m` 21
8

˘ “

`

3
4m ` 1

˘2 ` 3
2m ` 1

˘3

`

15
8m ` 1

˘ `

9
4m ` 1

˘ `

21
8m ` 1

˘ .

Now Lemma 64 with δ “ 0 provides the following upper bound on the last line

exp

„

495

64m2
´

3

4m



,

which is smaller than one if m ą 165
16 . Thus the claimed inequality holds for all n “ m` 3

2 ą
189
16 « 11.8.
Next is the first inequality of (205). We calculate

ϕ5,D

ˆ

1

3
n´ 1

˙

“

`

n` 3
4

˘2 `
n` 9

4

˘ `

n´ 9
8

˘ `

n´ 3
8

˘3

pn´ 3qn3
`

n` 3
2

˘ `

n` 3
8

˘ `

n` 9
8

˘

and transform the right-hand side into
`

m` 15
8

˘ `

m` 21
8

˘3 `
m` 15

4

˘2 `
m` 21

4

˘

mpm` 3q3
`

m` 27
8

˘ `

m` 33
8

˘ `

m` 9
2

˘ “

`

15
8m ` 1

˘ `

21
8m ` 1

˘3 ` 15
4m ` 1

˘2 ` 21
4m ` 1

˘

`

3
m ` 1

˘3 ` 27
8m ` 1

˘ `

33
8m ` 1

˘ `

9
2m ` 1

˘

by shifting m “ n´ 3 in order to apply Lemma 64 with δ “ 1
3 . This then provides us with

the lower bound

exp

„

2421

32m2
δ ´

639

16m2
`

3

2m



“ exp

„

3

2m
´

471

32m2



,
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which is greater than one if m ą 157
16 and thus n ą 205

16 « 12.8. For the application of
Lemma 64 we need that 9

2m ă 3´
?

6. This leads to the additional condition m ą ´ 9
2
?

6´6

on m, or n ą 3´ 9
2
?

6´6
« 11.2 on n, respectively.

Last on the list is the second inequality of (205). Here we get

ϕ5,D

ˆ

1

3
n´

2

3

˙

“

`

n´ 1
8

˘2 `
n` 1

4

˘2 `
n` 7

4

˘ `

n´ 7
8

˘

pn´ 2qpn` 1q4
`

n` 5
8

˘ ,

shift the right-hand side by m “ n´ 2 and arrive at
`

m` 9
8

˘ `

m` 15
8

˘2 `
m` 9

4

˘2 `
m` 15

4

˘

m
`

m` 21
8

˘

pm` 3q4
“

`

9
8m ` 1

˘ `

15
8m ` 1

˘2 ` 9
4m ` 1

˘2 ` 15
4m ` 1

˘

`

21
8m ` 1

˘ `

3
m ` 1

˘4 ,

after dividing each factor by m. Now Lemma 64 with δ “ 0 yields the upper bound

exp

„

2745

128m2
´

3

2m



on the right-hand side above. This bound lies below one as soon as m ą 915
64 and the last

remaining inequality follows for all n “ m` 2 ą 1043
64 « 16.3.

Now the way is clear for the estimate of the maxima F5,Xpn, a
˚
Xq. Luckily we don’t have

to go through all nine possible cases in (210), (211) and (212) "manually" with the help of
Stirling’s inequality and our other arsenal of estimates. Six of the cases can be excluded
more elegantly by looking at the quotients (198). In fact, recall the three possible locations
of the maximum of F5,A in (178)

a˚A “

$

’

&

’

%

1
3n´ 1, n ” 0 mod 3,
1
3n´

1
3 , n ” 1 mod 3,

1
3n´

2
3 , n ” 2 mod 3.

Those are exactly the same as for F5,B. Moreover, we already know that the quotient
Φ1pn, aq of F5,Bpn, aq and F5,Apn, aq is a decreasing function in a, that simplifies to

Φ1pn, aq “

`

´a` n´ 1
2

˘ `

a` n` 1
2

˘

4pa` 1q
`

´a` n´ 1
4

˘ .

We determine the value of a such that Φ1 equals one. Setting the right-hand side above
equal to one leads to the quadratic equation

12a2 ´ 16apn´ 1q ` 4n2 ´ 16n` 3 “ 0

with the two roots

a1,2 “
1

6

´

4n´ 4¯
a

4n2 ` 16n` 7
¯

.

Using that 4n2 ` 16n` 7 ą p2n` 3q2 for all n ě 1, we see that a2 is not an element of the
domain of Φ1pn, ¨q, and that

a1 ă
2n´ 7

6

ă
1

3
n´ 1

ă a˚B “ a˚A.

Consequently it is

F5,Bpn, a
˚
Bq ă F5,Apn, a

˚
Aq. (213)
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We move on to F5,C and note that two of the possible locations of a˚C coincide with the
respective cases of a˚B. Those are

a˚C,0 “ a˚B,0 “
1

3
n´ 1,

a˚C,2 “ a˚B,2 “
1

3
n´

2

3
.

In order to compare F5,B and F5,C for those two values of a, we consider the quotient Φ2 of
the two functions. Here we are done quickly, as

Φ2pn, aq “
a` n` 1

2

4a` 4
“ 1

has the unique solution

a “
1

3
n´

7

6
ă a˚C,0 ă a˚C,2.

Hence,

F5,Cpn, a
˚
C,0q ă F5,Bpn, a

˚
B,0q,

F5,Cpn, a
˚
C,2q ă F5,Bpn, a

˚
B,2q.

(214)

The last possible maximum we can exclude comparatively quickly is the one at

a˚D,0 “ a˚C,0 “
1

3
n´ 1.

We consult the quotient Φ3 of F5,D and F5,C and solve

Φ3pn, aq “

`

´a` n´ 1
2

˘ `

a` n` 1
2

˘

4pa` 1q
`

´a` n´ 3
4

˘ “ 1.

The two solutions are

a1,2 “
1

6

´

4n´ 6¯
a

4n2 ` 3
¯

.

Obviously a2 ą n´ 1 is irrelevant and

a1 ă
2n´ 6

6
“ a˚D,0

and we can infer without further calculations that

F5,Dpn, a
˚
D,0q ă F5,Cpn, a

˚
C,0q. (215)

Now there are still three candidates left for the global maximum of F5. Those are

F5,C

ˆ

n,
1

3
n´

4

3

˙

, F5,D

ˆ

n,
1

3
n´

4

3

˙

, F5,D

ˆ

n,
1

3
n´

5

3

˙

. (216)

The remaining pages of this section are devoted to the proof of

Lemma 35. If n ě 9 then the three values (216) are bounded from above by

Γp2n` 1q2
ˆ

3

4π

˙
5
2 e

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

ˆ

212

34

˙n

.

Proof. We work the three candidates from left to right and thus start with F5,C

`

n, 1
3n´

4
3

˘

.
It is

F5,C

`

n, 1
3n´

4
3

˘

Γp2n` 1q2
“

Γ
`

4n
3 ´

5
6

˘2
Γ
`

4n
3 `

1
6

˘2
Γ
`

8
3n`

10
3

˘

Γp2n` 1q2Γ
`

2n
3 `

5
6

˘2
Γ
`

2n
3 `

11
6

˘2
Γ
`

n´1
3

˘2
Γ
`

n`2
3

˘2 .
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By Stirling’s Formula (332) the right-hand side satisfies the upper bound

1

p2πq
5
2

exp

«

6`
1

12

˜

2
4
3n´

5
6

`
2

4
3n`

1
6

`
1

8
3n`

10
3

¸ff

ˆ

`

4
3n´

5
6

˘
8
3
n´ 8

3
`

4
3n`

1
6

˘
8
3
n´ 2

3
`

8
3n`

10
3

˘
8
3
n` 17

6

p2n` 1q4n`1
`

2
3n`

5
6

˘
4
3
n` 2

3
`

2
3n`

11
6

˘
4
3
n` 8

3
`

1
3n´

1
3

˘
2
3
n´ 5

3
`

1
3n`

2
3

˘
2
3
n` 1

3

. (217)

Before we move on to the detailed breakdown of (217) into its polynomial and exponential
parts note that

ˆ

1

3
n´

1

3

˙
2
3
n´ 5

3

“

ˆ

1

3

˙
2
3
n´ 5

3
ˆ

1´
1

n

˙
2
3
n´ 5

3

ą

ˆ

1

3

˙
2
3
n´ 5

3

e´
2
3

(218)

by Lemma 65 with a “ ´2
3 and b “ ´5

3 . We now split (217) into exponentials and polyno-
mials and additionally apply the last estimate to yield the upper bound

ˆ

3

2

˙
5
2 n

5
3

`

n` 5
4

˘
13
6

`

n` 1
2

˘ `

n´ 5
8

˘
8
3
`

n` 11
4

˘
8
3
`

n` 1
8

˘
2
3 pn` 2q

1
3

ˆ

212

34

˙n

(219)

ˆ

`

1´ 5
8n

˘
8
3
n `

1` 1
8n

˘
8
3
n `

1` 5
4n

˘
8
3
n

e´
2
3

`

1` 1
2n

˘4n `
1` 5

4n

˘
4
3
n `

1` 11
4n

˘
4
3
n `

1` 2
n

˘
2
3
n
. (220)

Expression (220) is further treated with Lemma 64 in the denominator and estimate 1`x ă
ex, x P R in the numerator and consequently smaller than

exp

„

2´ 8`
1

2
¨

95

6n



.

Expression (219) on the other hand satisfies the upper bound
ˆ

3

2

˙
5
2 1
`

n` 5
4

˘
1
2
`

n` 1
2

˘

n
`

n` 1
8

˘
2
3 pn` 2q

1
3

ˆ

212

34

˙n

ď

ˆ

3

2

˙
5
2 1

n
1
2

`

n` 1
2

˘ `

n´ 1
4

˘ `

n` 1
4

˘

ˆ

212

34

˙n

since
ˆ

n´
5

8

˙
8
3
ˆ

n`
11

4

˙
8
3

ě n
8
3

ˆ

n`
5

4

˙
8
3

as soon as n ě 55
28 . Now we are almost there. Collecting the recent estimates for (217)

results in the inequality

F5,C

`

n, 1
3n´

4
3

˘

Γp2n` 1q2
ď

ˆ

3

4π

˙
5
2 1

n
1
2

`

n` 1
2

˘ `

n´ 1
4

˘ `

n` 1
4

˘

ˆ

212

34

˙n

ˆ exp

„

1

8n` 1
`

1

32n` 40
`

1

8n´ 5
`

95

12n



.

With
„

1

8n` 1
`

1

32n` 40
`

1

8n´ 5
`

95

12n



n“9

“
39472787

43314696
ă 1
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the claimed bound follows for n ě 9.

We repeat this procedure for F5,D

`

n, 1
3n´

4
3

˘

and get

F5,D

`

n, 1
3n´

4
3

˘

Γp2n` 1q2
“

Γ
`

4n
3 ´

5
6

˘

Γ
`

4n
3 `

1
6

˘3
Γ
`

8n
3 `

7
3

˘

Γp2n` 1q2Γ
`

2n
3 `

5
6

˘3
Γ
`

2n
3 `

11
6

˘

Γ
`

n´1
3

˘

Γ
`

n`2
3

˘3 ,

which by Stirling’s Formula (332) satisfies the upper bound

1

p2πq
5
2

exp

«

6`
1

12

˜

1
4
3n´

5
6

`
3

4
3n`

1
6

`
1

8
3n`

7
3

¸ff

ˆ

`

4
3n´

5
6

˘
4
3
n´ 4

3
`

4
3n`

1
6

˘4n´1 `8
3n`

7
3

˘
8
3
n` 11

6

p2n` 1q4n`1
`

2
3n`

5
6

˘2n`1 `2
3n`

11
6

˘
2
3
n` 4

3
`

1
3n´

1
3

˘
1
3
n´ 5

6
`

1
3n`

2
3

˘n` 1
2

. (221)

The equivalent estimate to (218) in this case is
ˆ

1

3
n´

1

3

˙
1
3
n´ 5

6

“

ˆ

1

3

˙
1
3
n´ 5

6
ˆ

1´
1

n

˙
1
3
n´ 5

6

ą

ˆ

1

3

˙
1
3
n´ 5

6

e´
1
3

(222)

by Lemma 65 with a “ ´1
3 and b “ ´5

6 . We apply this estimate in the denominator of
(221) and afterwards split the entire expression into the factors

ˆ

3

2

˙
5
2 n

5
6

`

n` 7
8

˘
11
6

pn` 2q
1
2
`

n` 1
2

˘ `

n´ 5
8

˘
4
3
`

n` 11
4

˘
4
3
`

n` 1
8

˘ `

n` 5
4

˘

ˆ

212

34

˙n

(223)

ˆ

`

1´ 5
8n

˘
4
3
n `

1` 1
8n

˘4n `
1` 7

8n

˘
8
3
n

e´
1
3

`

1` 1
2n

˘4n `
1` 5

4n

˘2n `
1` 11

4n

˘
2
3
n `

1` 2
n

˘n
. (224)

The last line is estimated by the same means as (220) and obeys the upper bound

exp

„

2´ 8`
1

2
¨

79

6n



.

For the further processing of (223) we note that
ˆ

n´
5

8

˙
4
3
ˆ

n`
11

4

˙
4
3

ě n
4
3

ˆ

n`
7

8

˙
4
3

for n ě 11
8 and that therefore (223) is smaller than

ˆ

3

2

˙
5
2 1

n
1
2

`

n` 1
2

˘ `

n` 1
8

˘ `

n` 5
4

˘

˜

n` 7
8

n` 2

¸
1
2 ˆ212

34

˙n

ď

ˆ

3

2

˙
5
2 1

n
1
2

`

n` 1
2

˘ `

n´ 1
4

˘ `

n` 1
4

˘

ˆ

212

34

˙n

.

Putting all estimates of (221) together results in

F5,D

`

n, 1
3n´

4
3

˘

Γp2n` 1q2
ď

ˆ

3

4π

˙
5
2 1

n
1
2

`

n` 1
2

˘ `

n´ 1
4

˘ `

n` 1
4

˘

ˆ

212

34

˙n

ˆ exp

„

3

16n` 2
`

1

32n` 28
`

1

16n´ 10
`

79

12n



,
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which obeys the claimed bound as soon as n ě 7, since
„

3

16n` 2
`

1

32n` 28
`

1

16n´ 10
`

79

12n



n“7

“
22427291

26139360
ă 1.

We need one more iteration of those estimates for F5,D

`

n, 1
3n´

5
3

˘

. In this case we get

F5,D

`

n, 1
3n´

5
3

˘

Γp2n` 1q2
“

Γ
`

4n
3 ´

7
6

˘

Γ
`

4n
3 ´

1
6

˘3
Γ
`

8n
3 `

11
3

˘

Γp2n` 1q2Γ
`

2n
3 `

7
6

˘3
Γ
`

2n
3 `

13
6

˘

Γ
`

n´2
3

˘

Γ
`

n`1
3

˘3 .

Throwing Stirling’s Formula (332) at the right-hand side yields the upper bound

1

p2πq
5
2

exp

«

6`
1

12

˜

1
4
3n´

7
6

`
3

4
3n´

1
6

`
1

8
3n`

11
3

¸ff

ˆ

`

4
3n´

7
6

˘
4
3
n´ 5

3
`

4
3n´

1
6

˘4n´2 `8
3n`

11
3

˘
8
3
n` 19

6

p2n` 1q4n`1
`

2
3n`

7
6

˘2n`2 `2
3n`

13
6

˘
2
3
n` 5

3
`

1
3n´

2
3

˘
1
3
n´ 7

6
`

1
3n`

1
3

˘n´ 1
2

. (225)

Next we apply Lemma 65 with a “ ´2
3 and b “ ´7

6 on
ˆ

1

3
n´

2

3

˙
1
3
n´ 7

6

“

ˆ

1

3

˙
1
3
n´ 7

6
ˆ

1´
2

n

˙
1
3
n´ 7

6

ą

ˆ

1

3

˙
1
3
n´ 7

6

e´
2
3

(226)

in the denominator of (225) and then do the usual extraction of the polynomial and ex-
ponential parts of each factor in the quotient. This leads to the following upper bound on
(225)

ˆ

3

2

˙
5
2 n

7
6 pn` 1q

1
2
`

n` 11
8

˘
19
6

`

n` 1
2

˘ `

n´ 7
8

˘
5
3
`

n` 13
4

˘
5
3
`

n´ 1
8

˘2 `
n` 7

4

˘2

ˆ

212

34

˙n

(227)

ˆ

`

1´ 7
8n

˘
4
3
n `

1´ 1
8n

˘4n `
1` 11

8n

˘
8
3
n

e´
2
3

`

1` 1
2n

˘4n `
1` 7

4n

˘2n `
1` 13

4n

˘
2
3
n `

1` 1
n

˘n
. (228)

Next, estimate (403) of Lemma 64 and its simpler sibling 1` x ă ex applied to the factors
in the denominator and enumerator, respectively, of (228) provide us with the upper bound

exp

„

2´ 8`
1

2
¨

91

6n



for (228). This time we need to work a tiny little bit harder to show that the second factor
of (227) is smaller than

1

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

if n is larger than an n0 ď 20.
We start with the trivial bound n` 1 ă n` 11

8 and then use that
ˆ

n´
7

8

˙
5
3
ˆ

n`
13

4

˙
5
3

ě

ˆ

n`
1

4

˙
5
3
ˆ

n`
11

8

˙
5
3

for all n ě 17
4 , as well as

ˆ

n´
1

8

˙2 ˆ

n`
7

4

˙2

ě n2

ˆ

n`
11

8

˙2
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if n ě 7
8 . This way we get

n
7
6 pn` 1q

1
2
`

n` 11
8

˘
19
6

`

n` 1
2

˘ `

n´ 7
8

˘
5
3
`

n` 13
4

˘
5
3
`

n´ 1
8

˘2 `
n` 7

4

˘2
ď

˜

n

n` 1
4

¸
2
3 1

n
3
2

`

n` 1
4

˘ `

n` 1
2

˘

ď
1

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

.

Now we put together all estimates of (225) and arrive at

F5,D

`

n, 1
3n´

5
3

˘

Γp2n` 1q2
ď

ˆ

3

4π

˙
5
2 1

n
1
2

`

n´ 1
4

˘ `

n` 1
4

˘ `

n` 1
2

˘

ˆ

212

34

˙n

ˆ exp

„

3

16n´ 2
`

1

32n` 44
`

1

16n´ 14
`

91

12n



.

The fact that

„

3

16n´ 2
`

1

32n` 44
`

1

16n´ 14
`

91

12n



n“8

“
314039

319200
ă 1

completes the proof of the lemma.

Now we can eventually finish off the proof of Lemma 29 by combining Lemmata 31 and
32 with the estimates (213), (214) and (215) as well as Lemma 35. Note that in order to
deduce the respective locations (210), (211) and (212) of the functions F5,B, F5,C and F5,D,
we need Lemmata 33 and 34, which require n to be larger than or equal to 17.

4.4. Analysis of the Main Term Mpnq

As the name already suggests, the main term Mpnq of the series expansion of
`

π
2

˘2
Ipnq

is the one that governs the decay behavior of our Bessel integral. The goal of this section is
to prove Theorem 36 below, which asserts that the main term obeys

Mpnq “
3

1
2

24

1

n
´

23

210 ¨ 3
3
2

1

n
`

n2 ´ 1
4

˘ ` EM pnq, (229)

with an error

|EM pnq| ď
2689

218 ¨ 3
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q
`

2´2n

25π
1
2

«

1`
1

n
` 3

1
2 e

7
36n

n
1
2

n´ 1

ff

(230)

for n ě 20.

Let us start with a quick graphical exploration of the formulae (229) and (230). Figure
4.8 shows the main term and its two leading asymptotic terms.
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Figure 4.8. Plot of Mpnq and its two leading asymptotic terms.

Since it is impossible to distinguish the blue and the red curve with the naked eye,
Figure 4.9 plots their difference.

40 60 80 100

2.×10-11

4.×10-11

6.×10-11

8.×10-11

1.×10-10

Figure 4.9. Plot of the difference of Mpnq and its claimed asymptotics.

This visualization suggests that the error term EM pnq is actually negative. Nevertheless,
the upper bound (230) on its absolute value is still larger than the difference between Mpnq
and its asymptotics. This is pictured in Figure 4.10.
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Figure 4.10. Plot of the difference ofMpnq´ 3
1
2

24
1
n`

23

210¨3
3
2

1
npn2´ 1

4q
and the

upper bound on |EM pnq|.
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Now back to an actual proof of the facts that are shown in the figures above. Before we
state Theorem 36, we will first deduce the two leading terms of Mpnq in (229) and, as part
of this, provide a formula for the error EM pnq. This first step is done by expressing parts
of Mpnq as a rational function, which is then written in terms of four telescoping sums. We
plug in this new representation into Mpnq and reach our first intermediate goal.
This part, as well as the proof of estimate (230), that follows afterwards, make heavy use of
the summation formulae from Lemma 66, as well as Lemma 69, that provides closed form
expressions for sums of the kind

p
ÿ

j“0

qpjq
Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γ pj ` 1qΓ pp´ j ` 1q
,

where q is a polynomial in j. We also need Lemma 49 quite often, that proves identities for
the sum

8
ÿ

p“0

pa
Γ
`

p` 1
2

˘

Γpp` 1q
xp,

for a P Z, 0 ď a ď 9. Another crucial ingredient is our old friend Theorem 20. Moreover, at
several points of this section we will face the task to calculate finite, but nevertheless large
sums of fractions with increasingly large numerators and denominators. To avoid mistakes
and master this task with the required diligence, we use the software Wolfram Mathematica.
So far so good. Now, let us start with the derivation of (229) and the statement of Theorem
36.

Recall the definition (41) of the main term on page 17

Mpnq “
3

16π
3
2

2n´1
ÿ

p“0

Γ
`

p` 1
2

˘

Γ pp` 1q

ˆ

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

Γ
`

n` j ` 1
2

˘

Γ
`

n` p´ j ` 1
2

˘

Γp2n´ pq

Γ
`

n´ j ` 1
2

˘

Γ
`

n´ p` j ` 1
2

˘

Γp2n` p` 1q
.

(231)

This is a quite cryptical formula, that doesn’t reveal its behaviour in n at the first glance.
To make Mpnq do this, we have to work a little. One may easily guess that the crucial
information about the decay in n is hidden in the quotient

Qpn, p, jq :“
Γ
`

n` j ` 1
2

˘

Γ
`

n` p´ j ` 1
2

˘

Γp2n´ pq

Γ
`

n´ j ` 1
2

˘

Γ
`

n´ p` j ` 1
2

˘

Γp2n` p` 1q
, (232)

which is nothing but a camouflaged quotient of two polynomials: By the functional equation
of the gamma function zΓpzq “ Γpz ` 1q, it is

Γp2n´ pq

Γp2n` p` 1q
“

1

2n

p
ź

t“1

1

p2n´ tqp2n` tq

Γ
`

n` j ` 1
2

˘

Γ
`

n` j ` 1
2 ´ p

˘ “

p
ź

t“1

ˆ

n` j ´ t`
1

2

˙

,

Γ
`

n´ j ` 1
2 ` p

˘

Γ
`

n´ j ` 1
2

˘ “

p
ź

t“1

ˆ

n´ j ` t´
1

2

˙

,

and thus,

Qpn, p, jq “
2´2p´1

n

p
ź

t“1

n2 ´
`

t´ j ´ 1
2

˘2

n2 ´ t2

4

. (233)

Now it is immediately apparent that Mpnq decays of order n´1.
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In order to increase the readability of the upcoming formulae, we abbreviate in the
following

αtpjq :“

ˆ

t´ j ´
1

2

˙2

,

βt :“
t2

4
.

(234)

Our goal is to extract the terms of order at most n´3 and to establish an upper bound
of the form

const

n
`

n2 ´ 1
4

˘

pn2 ´ 1q

on all remaining orders. To this end we rewrite the product in (233) with the help of the
telescoping sum

p
ź

t“1

n2 ´ αtpjq

n2 ´ βt
“ 1`

p
ÿ

i“1

«

i
ź

t“1

n2 ´ αtpjq

n2 ´ βt
´

i´1
ź

t“1

n2 ´ αtpjq

n2 ´ βt

ff

,

which is equal to

1`

p
ÿ

i“1

śi
t“1

`

n2 ´ αtpjq
˘

´ pn2 ´ βiq
śi´1
t“1pn

2 ´ βtq
śi
t“1pn

2 ´ βtq

“ 1`

p
ÿ

i“1

βi ´ αipjq

n2 ´ β1

i´1
ź

t“1

n2 ´ αtpjq

n2 ´ βt`1
.

We repeat this process two more times and obtain

Qpn, p, jq “
2´2p

2n

p
ź

t“1

n2 ´ αtpjq

n2 ´ βt

“
2´2p

2n

«

1`

p
ÿ

i“1

βi ´ αipjq

n2 ´ 1
4

`

p
ÿ

i“1

i´1
ÿ

k“1

pβi ´ αipjqq pβk`1 ´ αkpjqq
`

n2 ´ 1
4

˘

pn2 ´ 1q

`

p
ÿ

i“1

i´1
ÿ

k“1

k´1
ÿ

l“1

pβi ´ αipjqq pβk`1 ´ αkpjqq pβl`2 ´ αlpjqq
`

n2 ´ 1
4

˘

pn2 ´ 1q
`

n2 ´ 9
4

˘

l´1
ź

t“1

n2 ´ αtpjq

n2 ´ βt`3

ff

(235)

In the next step we split

Mpnq “Mănpnq `Mąnpnq,

where

Mănpnq :“
3

16π
3
2

n
ÿ

p“0

Γ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q
Qpn, p, jq,

consists of the first n` 1 summands of the main term, and

Mąnpnq :“
3

16π
3
2

2n´1
ÿ

p“n`1

Γ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q
Qpn, p, jq (236)

includes the remaining ones.
Now we takeMănpnq, plug in (235), and thus obtain the representationMănpnq “M1pnq`
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M2pnq `M3pnq with

M1pnq :“
3

25π
3
2

1

n

n
ÿ

p“0

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q
,

M2pnq :“
3

25π
3
2

1

n
`

n2 ´ 1
4

˘

n
ÿ

p“1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

p
ÿ

i“1

pβi ´ αipjqq,

and

M3pnq :“
3

25π
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q

«

n
ÿ

p“2

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

ˆ

p
ÿ

i“1

i´1
ÿ

k“1

pβi ´ αipjqq pβk`1 ´ αkpjqq

`
1

n2 ´ 9
4

n
ÿ

p“3

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

ˆ

p
ÿ

i“1

i´1
ÿ

k“1

k´1
ÿ

l“1

pβi ´ αipjqq pβk`1 ´ αkpjqq pβl`2 ´ αlpjqq
l´1
ź

t“1

n2 ´ αtpjq

n2 ´ βt`3

ff

.

(237)

By Lemma 66 the sum over i in the definition ofM2pnq is equal to 1
8p

`

´2pp´ 2jq2 ` p` 1
˘

.
Furthermore, we apply Lemma 69 equation (430) to the j-sum in M1pnq and obtain

M1pnq “
3

25π
1
2

1

n

n
ÿ

p“0

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q
.

Equations (430), (431) and (432) of the same lemma applied to M2pnq yield

M2pnq “
3

25π
3
2

1

n
`

n2 ´ 1
4

˘

ˆ

n
ÿ

p“1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

1

8
p
`

´2pp´ 2jq2 ` p` 1
˘

“
3

25π
1
2

1

n
`

n2 ´ 1
4

˘

n
ÿ

p“1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

1

8

`

´p3 ` p
˘

.

These expressions for M1pnq and M2pnq can be further evaluated with the help of Lemma
49. Equation (348) gives

M1pnq “
3

25π
1
2

1

n

˜

2π
1
2

3
1
2

´

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

¸

,

and by equations (349) and (351) we get

M2pnq “
3

25π
1
2

1

n
`

n2 ´ 1
4

˘

˜

´
23π

1
2

25 ¨ 3
5
2

´

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

1

8

`

´p3 ` p
˘

¸

.

So we finally reached the point where we have introduced all necessary objects to state
our main result of this section.

Theorem 36. The main term Mpnq of the series expansion of
`

π
2

˘2
Ipnq satisfies

Mpnq “
3

1
2

24

1

n
´

23

210 ¨ 3
3
2

1

n
`

n2 ´ 1
4

˘ ` EM pnq,
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where the error term EM pnq consists of

EM pnq :“M3pnq `Mąnpnq ´
3

25π
1
2

1

n

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

`
3

25π
1
2

1

8n
`

n2 ´ 1
4

˘

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

`

p3 ´ p
˘

,

and obeys for all n ě 20 the bound

|EM pnq| ď
2689

218 ¨ 3
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q
`

2´2n

25π
1
2

«

1`
1

n
` 3

1
2 e

7
36n

n
1
2

n´ 1

ff

.

All the remaining pages of this section are now devoted to the estimate of the absolute
value of the error term

|EM pnq| ď |M3pnq| ` |Mąnpnq| `
3

25π
1
2

1

n

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

`
3

25π
1
2

1

8n
`

n2 ´ 1
4

˘

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

`

p3 ´ p
˘

.

(238)

Our strategy is to bound it summand wise. The last two of them are handled in Lemma
37. The component Mąnpnq is subject of Lemma 38, and M3pnq is estimated in Lemma 39.
Since it takes some time and effort to establish those lemmata, we first make use of their
results and finish the proof of Theorem 36.

Proof of Theorem 36. By Lemma 37 it is for n ě 2

3

25π
1
2n

«

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q
`

1

8
`

n2 ´ 1
4

˘

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

`

p3 ´ p
˘

ff

ď
1

25π
1
2

n` 1

n
2´2n.

Lemma 38 yields that

|Mąpnq| ď
3

1
2

25π
1
2

e
7

36n
n

1
2

n´ 1
2´2n

if n ě 7, and due to Lemma 39, we know that

M3pnq ď
2689

218 ¨ 3
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q

for n ě 20. Plugging those estimates into (238) proves Theorem 36

Now, we turn to the analysis of the single components that make up the error term
(238). As mentioned a few lines above, we take care of the last two summands first. In
principle, the following bound is a direct consequence of Lemma 67.

Lemma 37. For all n ě 2 it is

3

25π
1
2n

«

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q
`

1

8
`

n2 ´ 1
4

˘

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

`

p3 ´ p
˘

ff

ď
1

25π
1
2

n` 1

n
2´2n.
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Proof. We estimate Γpp` 1
2q

Γpp`1q ď 1 and then apply Lemma 67 on the tail of the geometric
series

ř8
p“n`1 x

p and the related series
ř8
p“n`1 ppp

2 ´ 1qxp with x “ 1
4 . This yields

8
ÿ

p“n`1

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q
ď

1

3
2´2n,

8
ÿ

p“n`1

ppp2 ´ 1q2´2pΓ
`

p` 1
2

˘

Γ pp` 1q
ď

1

3

ˆ

n3 ` 4n2 `
17

3
n`

32

9

˙

2´2n.

Now the assertion follows from

n3 ` 4n2 `
17

3
n`

32

9
ď npn´ 2qpn´ 3q

and
pn´ 2qpn´ 3q

8
`

n2 ´ 1
4

˘ ď 1

for all n ě 2.

Our next candidate for estimation is the term Mąpnq, that contains all the summands
of the main term (231) for n` 1 ď p ď 2n´ 1. Its contribution to the error term EM pnq is
subject of the next lemma. The larger part of the proof of the lemma consists of estimating
the maximum of a gamma quotient by means of the well-known techniques from Subsection
4.2.3.

Lemma 38. The tail Mąpnq of Mpnq, defined in (236) satisfies for all n ě 7

|Mąpnq| ď
3

1
2

25π
1
2

e
7

36n
n

1
2

n´ 1
2´2n.

Proof. By Lemma 69 equation (430) it is

|Mąpnq| ď
3

16π
3
2

2n´1
ÿ

p“n`1

p
ÿ

j“0

Γ
`

p` 1
2

˘

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpp` 1qΓpj ` 1qΓpp´ j ` 1q
|Qpn, p, jq|

ď
3

16π
1
2

max
n`1ďpď2n´1

0ďjďp

|Qpn, p, jq|
2n´1
ÿ

p“n`1

Γ
`

p` 1
2

˘

Γpp` 1q
.

Note that

Γ
`

p` 1
2

˘

Γpp` 1q
“ 2

˜

Γ
`

p` 3
2

˘

Γpp` 1q
´

Γ
`

p` 1
2

˘

Γppq

¸

.

Thus the last sum above is telescoping and evaluates to
2n´1
ÿ

p“n`1

Γ
`

p` 1
2

˘

Γpp` 1q
“ 2

˜

Γ
`

2n` 1
2

˘

Γp2nq
´

Γ
`

n` 3
2

˘

Γpn` 1q

¸

,

which is at most

2

˜

p2nq
1
2 ´

ˆ

n`
1

2

˙
1
2

¸

ă 2n
1
2 ,

due to Lemma 44. Consequently, our first bound on Mąpnq is

Mąpnq ď
3

8π
1
2

n
1
2 max
n`1ďpď2n´1

0ďjďp

|Qpn, p, jq|. (239)
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In the remaining part of the proof we will locate and estimate the maximum of

|Qpn, p, jq| “
Γ
`

n` j ` 1
2

˘

Γ
`

n` p´ j ` 1
2

˘

Γp2n´ pq
ˇ

ˇΓ
`

n´ j ` 1
2

˘

Γ
`

n´ p` j ` 1
2

˘ˇ

ˇΓp2n` p` 1q

for n` 1 ď p ď 2n´ 1 and 0 ď j ď p.

First of all note that by the same symmetry arguments as in the last two sections 4.2
and 4.3, we can assume an ascending ordering of the two differences

j ď p´ j

when looking for the maximum of Qpn, p, jq. Moreover, since j ` pp´ jq “ p ď 2n´ 1, we
can immediately infer that

j ď n´ 1.

Thus, it is

max
n`1ďpď2n´1

0ďjďp´j

|Qpn, p, jq| “ max
n`1ďpď2n´1

0ďjďp´j

Γ
`

n` j ` 1
2

˘

Γ
`

n` p´ j ` 1
2

˘

Γp2n´ pq

Γ
`

n´ j ` 1
2

˘ ˇ

ˇΓ
`

n´ p` j ` 1
2

˘ˇ

ˇΓp2n` p` 1q
. (240)

In the following we distinguish between the two cases p´ j ď n and p´ j ě n` 1, starting
with the former one. Note that, due to the missing factors Γpj ` 1qΓpp ´ j ` 1q in the
denominator, we can not simply apply Theorem 22 here.

Since Γ
`

n´ p` j ` 1
2

˘

ą 0 in the case of p´ j ď n, we can omit the absolute value

|Qpn, p, jq| “ Qpn, p, jq.

Calculating the recurrence relation Qpn, p, jq “ ϕ1pjqQpn, p, j ´ 1q for 1 ď j ď mintn ´
1, p´ ju, we get

ϕ1pjq “

`

n` j ´ 1
2

˘ `

n´ j ` 1
2

˘

`

n´ p` j ´ 1
2

˘ `

n` p´ j ` 1
2

˘

“
n2 ´

`

j ´ 1
2

˘2

n2 ´
`

p´ j ´ 1
2

˘2 .

Since the last line is greater than or equal to one for all j ď p ´ j, we can conclude from
Theorem 20 (i) that Qpn, p, jq attains its maximum in j for j “ p ´ j. Meaning in the
maximum of Qpn, p, jq the relation p “ 2j has to be satisfied. Thus our new object of
interest is

Qpn, 2j, jq “
Γ
`

n` j ` 1
2

˘2
Γp2n´ 2jq

Γ
`

n´ j ` 1
2

˘2
Γp2n` 2j ` 1q

for j such that n` 1 ď 2j ď 2n´ 1.
We continue by determining the recurrence Qpn, 2j, jq “ ϕ2pjqQpn, 2pj´1q, j´1q in j, and
yield

ϕ2pjq “

`

n´ j ` 1
2

˘ `

n` j ´ 1
2

˘

p4n´ 4jqp4n` 4jq
.

The function ϕ2pjq is equal to one if

15j2 ` j ´ p15n2 ` 1q “ 0,

and smaller than one between the two roots j1, j2 of this quadratic expression. Those are

j1,2 “ ´
1

30
¯

ˆ

n2 ´
19

225

˙
1
2

.
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Since j1 ă n`1
2 ď j ď 2n´1

2 ă j2 for n P R, Theorem 20 (ii) allows us to draw the conclusion
that Qpn, 2j, jq decreases monotonically in j and thus is maximal for j “ n`1

2 . Hence, the
first applicant for the maximum is

Q

ˆ

n, n` 1,
n` 1

2

˙

“
Γ
`

3
2n` 1

˘2
Γpn´ 1q

Γ
`

1
2n

˘2
Γp3n` 2q

“
n

4
`

n` 1
3

˘

pn´ 1q

Γ
`

3
2n

˘2
Γpnq

Γ
`

1
2n

˘2
Γp3nq

. (241)

We use that n ď n ` 1
3 and estimate (241) using Stirling’s formula (333). This way we

obtain the upper bound

1

4pn´ 1q

Γ
`

3
2n

˘2
Γpnq

Γ
`

1
2n

˘2
Γp3nq

ď
1

4
?

3

1

n´ 1
e

7
36n 2´2n. (242)

Next we assume that p´j ě n`1. This, together with the restriction n`1 ď p ď 2n´1
implies that either j “ n´2 and p “ 2n´1, or that 0 ď j ď n´3 and j`n`1 ď p ď 2n´1.
The first possibility immediately leads to the second candidate for the maximum

|Qpn, 2n´ 1, n´ 2q| “
2

3π

Γ
`

2n´ 3
2

˘

Γ
`

2n` 3
2

˘

Γp4nq
. (243)

Here, and in the following calculations for the case p´j ě n`1, we use that by the reflection
formula (327)

ˇ

ˇ

ˇ

ˇ

Γ

ˆ

n´ p` j `
1

2

˙ˇ

ˇ

ˇ

ˇ

“
π

Γ
`

´n` p´ j ` 1
2

˘ .

By the functional equation of the gamma function, the right-hand side of (243) is equal to

2

3π

2n` 1
2

2n´ 3
2

Γ
`

2n´ 1
2

˘

Γ
`

2n` 1
2

˘

Γp4nq
. (244)

Note that, due to
max

n`1ď2jď2n´1
Qpn, 2j, jq ě Qpn, 2n´ 1, n´ 1q

“
2

π

Γ
`

2n´ 1
2

˘

Γ
`

2n` 1
2

˘

Γp4nq

ě
2

3π

2n` 1
2

2n´ 3
2

Γ
`

2n´ 1
2

˘

Γ
`

2n` 1
2

˘

Γp4nq
,

(245)

candidate (243) is smaller than the first candidate (241) for all n ě 2.

For the other possibility 0 ď j ď n ´ 3 and j ` n ` 1 ď p ď 2n ´ 1 we calculate the
recurrence |Qpn, p, jq| “ ϕ3ppq|Qpn, p´ 1, jq| in p. This is

ϕ3ppq “

`

n` p´ j ´ 1
2

˘ `

´n` p´ j ´ 1
2

˘

p2n´ pqp2n` pq

“

`

p´ j ´ 1
2

˘2
´ n2

4n2 ´ p2
.

The function ϕ3ppq is obviously monotonically increasing in p. At the left boundary p “
j ` n` 1 it satisfies

ϕ3pj ` n` 1q “
n` 1

4

4n2 ´ pj ` n` 1q2
,

99



which in turn is an increasing function in j with

ϕ3pj ` n` 1q
ˇ

ˇ

ˇ

j“n´3
“

n` 1
4

2p4n´ 2q
ă 1.

At the right boundary p “ 2n´ 1 the function ϕ3 takes the value

ϕ3p2n´ 1q “

`

3n´ j ´ 3
2

˘ `

n´ j ´ 3
2

˘

4n` 1
.

This is equal to one, if

j2 ´ jp4n´ 3q ` 3n2 ´ 10n`
5

4
“ 0.

Hence, ϕ3p2n ´ 1q ď 1 for j between the two roots of the above quadratic equation, and
ϕ3p2n´ 1q ą 1 else. Those roots are

j1,2 “ 2n´
3

2
¯
`

n2 ` 4n` 1
˘

1
2 .

Since our j lives in the range 0 ď j ď n´ 3, the root j2 is irrelevant for us. For the further
analysis of the smaller root j1, we estimate n2 ` 4n` 1 ă pn` 2q2 and thus find that

n´ 4 ă j1 ă n´ 3,

meaning that ϕ3p2n´ 1q ą 1 for all 0 ď j ď n´ 4, and ϕ3p2n´ 1q ă 1 for j “ n´ 3.
We consult Theorem 20 and conclude that the gamma quotient |Qpn, p, n´3q| is monotoni-
cally decreasing in p, and thus maximal for p “ j`n`1 “ 2n´2. Moreover, for 0 ď j ď n´4,
the function |Qpn, p, jq| has a minimum between p “ j ` n ` 1 and p “ 2n ´ 1, and thus
has two local maxima, located at the left and the right boundary.

Before we continue with the determination of the j-maxima at the boundaries p´j “ n`
1 and p “ 2n´1, we estimate our third candidate for the maximum at j “ n´3, p “ 2n´2.
This is

|Qpn, 2n´ 2, n´ 3q| “
4

15π

Γ
`

2n´ 5
3

˘

Γ
`

2n` 3
2

˘

Γp4n´ 1q

“
2

π

p4n´ 1qp4n` 1q
`

6n´ 15
2

˘ `

10n´ 15
2

˘

Γ
`

2n´ 1
2

˘

Γ
`

2n` 1
2

˘

Γp4nq

ă Qpn, 2n´ 1, n´ 1q

(246)

by comparison with (244) for all n ě 2.

Now we turn to the right boundary p “ 2n´ 1. At this point we have

|Qpn, 2n´ 1, jq| “
Γ
`

n` j ` 1
2

˘

Γ
`

3n´ j ´ 1
2

˘

Γ
`

n´ j ´ 1
2

˘

πΓ
`

n´ j ` 1
2

˘

Γp4nq
,

which satisfies in j the recurrence relation |Qpn, 2n´1, jq| “ ϕ4pjq|Qpn, 2n´1, j´1q|, with

ϕ4pjq “

`

n´ j ` 1
2

˘ `

n´ j ` 1
2

˘

`

3n´ j ´ 1
2

˘ `

n´ j ´ 1
2

˘

for 1 ď j ď n´ 4.

By the usual procedure we find that ϕ4pjq ă 1 for 1 ď n ´
b

n´ 1
4 and ϕ4pjq ą 1 for

n´
b

n´ 1
4 ă j ă n´ 4, and thus infer from Theorem 20 (iv) that |Qpn, 2n´ 1, jq| has a

minimum at j˚ P
´

n´
b

n´ 1
4 ´ 1, n´

b

n´ 1
4

ı

and two endpoint maxima at j “ 0 and
j “ n´ 4.
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Consequently, in our search for the global maximum we have to take into consideration
two more terms, namely

|Qpn, 2n´ 1, 0q| “
Γ
`

3n´ 1
2

˘

Γ
`

n´ 1
2

˘

πΓp4nq
, (247)

and

|Qpn, 2n´ 1, n´ 4q| “
2

7π

Γ
`

2n´ 7
2

˘

Γ
`

2n` 7
2

˘

Γp4nq
. (248)

By the functional equation of the gamma function, expression (248) is equal to

2

π

1

7

`

2n` 5
2

˘ `

2n` 3
2

˘ `

2n` 1
2

˘

`

2n´ 7
2

˘ `

2n´ 5
2

˘ `

2n´ 3
2

˘

Γ
`

2n´ 1
2

˘

Γ
`

2n` 1
2

˘

Γp4nq
,

which is smaller than the first candidate (241) if n ě 2. This can again be seen by compar-
ison with Qpn, 2n´ 1, n´ 1q as in (245).

The term (247) is treated with Stirling’s formula (332). We then yield

Γ
`

3n´ 1
2

˘

Γ
`

n´ 1
2

˘

πΓp4nq
ď

Γ p3nqΓ pnq

πΓp4nq
,

ď
2

3
2

p3πnq
1
2

e
1
9n

ˆ

33

28

˙n

. (249)

Next we handle the left boundary point p ´ j “ n ` 1, where the quotient |Qpn, p, jq|
takes the value

|Qpn, j ` n` 1, jq| “
Γ
`

2n` 3
2

˘

Γ
`

n` j ` 1
2

˘

Γ pn´ j ´ 1q

2π
1
2 Γ

`

n´ j ` 1
2

˘

Γ p3n` j ` 2q
.

It satisfies the recurrence relation |Qpn, j `n` 1, jq| “ ϕ5pjq|Qpn, j `n, j ´ 1q| for 1 ď j ď
n´ 4 with

ϕ5pjq “

`

n` j ´ 1
2

˘ `

n´ j ` 1
2

˘

pn´ j ´ 1qp3n` j ` 1q
.

We find that ϕ5pjq ď 1 for all j ď 2n2´2n´ 3
4

2n`3 . Since we are only interested in j ď n ´ 4 “

pn´4qp2n`3q
2n`3 ă

2n2´2n´ 3
4

2n`3 , we can conclude by Theorem 20 (ii) that |Qpn, j ` n ` 1, jq| is
monotonically decreasing in j and thus maximal for j “ 0. Therefore, the last potential
maximum is

|Qpn, n` 1, 0q| “
Γ
`

2n` 3
2

˘

Γpn´ 1q

2π
1
2 Γp3n` 2q

ď
1

2π
1
2

`

2n` 1
2

˘ `

2n´ 1
2

˘

3np3n` 1q

Γp2nqΓpnq

Γp3nq

ď
2

9π
1
2

Γp2nqΓpnq

Γp3nq
.

By Stirling’s formula (332), the last line above is at most

2

3
3
2n

1
2

e
1
8n

ˆ

22

33

˙n

. (250)
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This is larger than (249). In fact, we divide (249) by (250) and get

3

ˆ

2

π

˙
1
2

e´
1

72n

ˆ

36

210

˙n

ă 3

ˆ

2

π

˙
1
2
ˆ

729

1024

˙n

,

which decreases monotonically in n, and falls below one as soon as n ě 3.

Last but not least we compare (250) to the right-hand side of (242) to show that the
value Q

`

n, n` 1, n`1
2

˘

is actually the largest one the quotient |Qpn, p, jq| takes for n` 1 ď
p ď 2n ´ 1 and 0 ď j ď p. To this end let’s have a look at the quotient of (250) and the
right-hand side of (242). It reads

8

3

n´ 1

n
1
2

e´
5

72n

ˆ

16

27

˙n

,

and is obviously smaller than

8

3
n

1
2

ˆ

16

27

˙n

.

We determine the root of the derivative of the above line and find a maximum of this
function at the point n “ 1

2 logp 2716q
ă 1. Hence, it is decreasing for n ě 1 and satisfies

8

3
n

1
2

ˆ

16

27

˙n ˇ
ˇ

ˇ

n“3
ă 1.

This proves that

max
n`1ďpď2n´1

0ďjďp

|Qpn, p, jq| ď
1

4
?

3

1

n´ 1
e

7
36n 2´2n.

Plugging this into estimate (239), completes the proof of the Lemma.

Next in the line is the largest and therefore most difficult component of EM pnq, the term
M3pnq. The most important tools for the estimate of M3pnq are Lemma 66 on summation
formulae for polynomials, Lemma 69, that provides closed form expressions for convolution
like sums of the type

p
ÿ

j“0

ja
Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

and the formulae from Lemma 49 for sums like
8
ÿ

p“0

pa
Γ
`

p` 1
2

˘

Γpp` 1q
xp.

In both cases, the variable a is an integer. Then the main idea behind the proof of the
following Lemma 39 is to first split M3pnq into two parts. One, that carries the important
information, and a second one, that is small compared to the first one and negative. In
order to show those properties of the second term, we split it once again into two partial
sums. One of them consists of finitely many summands and can be calculated explicitly
using Wolfram Mathematica, and the other one is treated by means of the aforementioned
lemmata.

Lemma 39. For all n ě 20 the term M3pnq, defined in (237), is positive and does not
exceed

2689

218 ¨ 3
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q
.
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The claimed upper bound on M3pnq is quite sharp, as can be seen in Figure 4.11.

40 60 80 100

2.×10-11

4.×10-11

6.×10-11

8.×10-11

1.×10-10

Figure 4.11. Plot of M3pnq and its upper bound.

Similar to Figure 4.8 it is not really possible to distinguish the two curves. For this
reason, Figure 4.12 shows their difference.

40 60 80 100

-1.2×10-13

-1.×10-13

-8.×10-14

-6.×10-14

-4.×10-14

-2.×10-14

Figure 4.12. Plot of the difference of M3pnq and its upper bound.

Note that it is not surprising, that Figures 4.10 and 4.12 look so similar. Recall the
total upper bound on the error

|EM pnq| ď
2689

218 ¨ 3
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q
`

2´2n

25π
1
2

«

1`
1

n
` 3

1
2 e

7
36n

n
1
2

n´ 1

ff

.

Since its second component is small compared to the first component, which is the upper
bound on M3pnq, Figure 4.10 essentially shows the error we make when estimating M3pnq
by 2689

218¨3
3
2

1
npn2´ 1

4qpn
2´1q

.

After this quick graphical excursion, we now turn to the proof of Lemma 39.

Proof of Lemma 39. In the following we denote

M̂3pnq :“
n
ÿ

p“2

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

p
ÿ

i“1

i´1
ÿ

k“1

pβi ´ αipjqq pβk`1 ´ αkpjqq ,

(251)
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and

M̃3pnq :“
n
ÿ

p“3

2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

ˆ

p
ÿ

i“1

i´1
ÿ

k“1

k´1
ÿ

l“1

pβi ´ αipjqq pβk`1 ´ αkpjqq pβl`2 ´ αlpjqq
l´1
ź

t“1

n2 ´ αtpjq

n2 ´ βt`3
.

(252)

So it is

M3pnq “
3

25π
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q

«

M̂3pnq `
M̃3pnq

n2 ´ 9
4

ff

. (253)

In a first step, we have a closer look at M̂3pnq. Recall the definition (234) of the quadratic
expressions α and β

αtpjq “

ˆ

t´ j ´
1

2

˙2

, βt “
t2

4
.

With the help of our summation formulae, Lemma 66, we evaluate the double sum over i
and k and get
p
ÿ

i“1

i´1
ÿ

k“1

pβi ´ αipjqq pβk`1 ´ αkpjqq “
1

27
ppp´ 1q

´

64j4 ´ 128j3p` j2
`

96p2 ´ 48p´ 64
˘

` j
`

´32p3 ` 48p2 ` 64p
˘

` 4p4 ´ 12p3 ´ 13p2 ` 9p` 6
¯

.

Next, we apply Lemma 69 summand wise and arrive at

1

27
ppp´ 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

”

64j4 ´ 128j3p` j2
`

96p2 ´ 48p´ 64
˘

` j
`

´32p3 ` 48p2 ` 64p
˘

` 4p4 ´ 12p3 ´ 13p2 ` 9p` 6
ı

“
3

28
πpp´ 1qppp` 1q

`

p3 ´ 3p2 ´ 4p` 4
˘

.

(254)

Thus, we just showed, that M̂3pnq actually can be expressed in the following simpler form

M̂3pnq “
3

28
π

n
ÿ

p“2

2´2pΓ
`

p` 1
2

˘

Γpp` 1q
pp´ 1qppp` 1q

`

p3 ´ 3p2 ´ 4p` 4
˘

. (255)

Moreover, since the last line of (254) is positive for all p ě 4, and

M̂3p6q “
3

28
π

6
ÿ

p“2

2´2pΓ
`

p` 1
2

˘

Γpp` 1q
pp´ 1qppp` 1q

`

p3 ´ 3p2 ´ 4p` 4
˘

“
151119π3{2

226
ą 0.

we can infer that M̂3pnq is positive and monotonically increasing as soon as n ě 6. This
leads us to the obvious upper and lower bounds for n ě 20

0 ă M̂3p20q ď M̂3pnq ď M̂3p8q. (256)

The upper bound can be further calculated as

M̂3p8q “
3

28
π
8
ÿ

p“2

2´2pΓ
`

p` 1
2

˘

Γpp` 1q
pp´ 1qppp` 1q

`

p3 ´ 3p2 ´ 4p` 4
˘

“
2689π3{2

213 ¨ 3
5
2

,
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with the help of Lemma 49 for x “ 1
4 . Consequently, for n ě 20 we arrive at the bound

M3pnq ď
3

25π
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q

«

2689π3{2

213 ¨ 3
5
2

`
M̃3pnq

n2 ´ 9
4

ff

. (257)

Next, we take care of M̃3pnq. In a minute we will see, that it has the following two
properties.

Lemma 40. For all n ě 20 it is

|M̃3pnq|

n2 ´ 9
4

ă M̂3p20q, (258)

and

M̃3pnq ă 0. (259)

Before we dive into the proof of Lemma 40, we use its statements to finish the proof of
Lemma 39.
Since the factor 3

25π
3
2

1
npn2´ 1

4qpn
1´1q

in (253) is positive for n ě 20, we obtain the positivity

of M3pnq for all n ě 20 from (259) and (258) above, paired with (256) as follows

M̂3pnq `
M̃3pnq

n2 ´ 9
4

ą M̂3p20q ´
|M̃3pnq|

n2 ´ 9
4

ą 0.

The second assertion (259) of Lemma 40 together with the bound (257) provides the claimed
inequality

M3pnq ď
3

25π
3
2

1

n
`

n2 ´ 1
4

˘

pn2 ´ 1q

2689π3{2

213 ¨ 3
5
2

,

and concludes the proof of Lemma 39.

So let’s turn to the

Proof of Lemma 40. Throughout the proof of the lemma we denote the summand of
M̃3pnq by

Sppq :“ 2´2pΓ
`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

ˆ

p
ÿ

i“1

i´1
ÿ

k“1

k´1
ÿ

l“1

pβi ´ αipjqq pβk`1 ´ αkpjqq pβl`2 ´ αlpjqqP pn, j, lq

for p ď n, with

P pn, j, lq :“
l´1
ź

t“1

n2 ´ αtpjq

n2 ´ βt`3
. (260)

Our strategy is to evaluate M̃3p20q exactly and then estimate the remaining sum over p ě 21.
This is, we split

M̃3pnq “ M̃3p20q `
n
ÿ

p“21

Sppq,
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which leads to the first simple bounds

M̃3pnq ď M̃3p20q `
n
ÿ

p“21

|Sppq|, (261)

|M̃3pnq| ď |M̃3p20q| `
n
ÿ

p“21

|Sppq|. (262)

Hence, we have to find a suitable estimate on the absolute value of the expression S.

We approach this goal from the rear end and establish an upper bound on the product
P pn, j, lq.

Lemma 41. Let αtpjq “
`

t´ j ´ 1
2

˘2 and βt “ t2

4 with 0 ď j ď p and

P pn, j, lq “
l´1
ź

t“1

n2 ´ αtpjq

n2 ´ βt`3

be the product from (260). Then P pn, j, lq satisfies for all n ě 2 and l ď p´ 2 ď n´ 2

max
0ďjďp

P pn, j, lq ď

ˆ

4

3

˙2

e
1
2 .

We postpone the proof of Lemma 41 until the end of the proof of Lemma 40 and instead
immediately use the newly gained insight on the product P pn, j, lq here to bound

|Sppq| ď
ˆ

4

3

˙2

e
1
2 2´2pΓ

`

p` 1
2

˘

Γ pp` 1q

p
ÿ

j“0

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

ˆ

p
ÿ

i“1

i´1
ÿ

k“1

k´1
ÿ

l“1

|pβi ´ αipjqq pβk`1 ´ αkpjqq pβl`2 ´ αlpjqq| .

(263)

Next, we determine the maximum of the three factors |βi`m ´ αipjq| for 1 ď i ď p ´
m, 0 ď j ď p and m “ 0, 1, 2. We start with m “ 0 and recall

βi ´ αipjq “
i2

4
´

ˆ

i´ j ´
1

2

˙2

.

Taking the derivative in i we find that βi ´ αipjq has a maximum at i “ 4
3j `

2
3 . Moreover,

it is

i2

4
´

ˆ

i´ j ´
1

2

˙2

$

’

&

’

%

ď 0, 1 ď i ď 2
3j `

1
3 ,

ą 0, 2
3j `

1
3 ă i ă 2j ` 1,

ď 0, 2j ` 1 ď i ď p.

This means that the absolute value |βi ´ αipjq| attains its maximum either at one of the
two boundary points i “ 1 and i “ p, or at i “ 4

3j `
2
3 .

Note that due to the condition j ď p, the right boundary i “ p is only relevant if 0 ď j ď
p
2 ´

1
2 . For the same reason we need that j ď 3

4p ´
1
2 , in order for the apex i “ 4

3j `
2
3 of

the parabola to be a possible maximum. Thus, we yield

|βi ´ αipjq| ď max

#

jpj ´ 1q,
1

3

ˆ

j `
1

2

˙2

,

ˆ

p´ j ´
1

2

˙2

´
p2

4

+

ď max

"

ppp´ 1q,
3

16
p2,

3

4
p2

*

“ ppp´ 1q.
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Similar calculations for m “ 1 and m “ 2 lead to the same result in both cases

|βi`m ´ αipjq| ď ppp´ 1q.

Hence, we showed that
p
ÿ

i“1

i´1
ÿ

k“1

k´1
ÿ

l“1

|pβi ´ αipjqq pβk`1 ´ αkpjqq pβl`2 ´ αlpjqq| ď

p
ÿ

i“1

i´1
ÿ

k“1

k´1
ÿ

l“1

p3pp´ 1q3.

With the help of our friends, the summation formulae of Lemma 66, this evaluates to

1

6
p
`

p2 ´ 3p` 2
˘

p3pp´ 1q3,

and obeys for all p ě 1 the upper bound

1

6
p4pp´ 1q5.

Now, we plug in this estimate into (263) and apply another one of our good friends in
this section, namely Lemma 69, to the remaining sum in j. This way we obtain

|Sppq| ď
ˆ

2

3

˙3

πe
1
2 p4pp´ 1q52´2pΓ

`

p` 1
2

˘

Γ pp` 1q
(264)

and our achievement so far is the bound
n
ÿ

p“21

|Sppq| ď
ˆ

2

3

˙3

πe
1
2

«

8
ÿ

p“0

p4pp´ 1q52´2pΓ
`

p` 1
2

˘

Γpp` 1q
´

20
ÿ

p“0

p4pp´ 1q52´2pΓ
`

p` 1
2

˘

Γpp` 1q

ff

.

(265)

Now, we are almost there! The part containing the infinite series can be calculated using
Lemma 49 with x “ 2´2 and evaluates to

ˆ

2

3

˙3

e
1
2π

8
ÿ

p“0

p4pp´ 1q52´2pΓ
`

p` 1
2

˘

Γpp` 1q
“

137297659

253
17
2

e
1
2π

3
2 . (266)

Going back to (261) and (262), and plugging in (265) and (266) yields

M̃3pnq ď M̃3p20q `
137297659

253
17
2

e
1
2π

3
2 ´

ˆ

2

3

˙3

e
1
2π

20
ÿ

p“0

p4pp´ 1q52´2pΓ
`

p` 1
2

˘

Γpp` 1q
, (267)

|M̃3pnq| ď |M̃3p20q| `
137297659

253
17
2

e
1
2π

3
2 ´

ˆ

2

3

˙3

e
1
2π

20
ÿ

p“0

p4pp´ 1q52´2pΓ
`

p` 1
2

˘

Γpp` 1q
. (268)

Consequently, in order to finish the proof of inequalities (258) and (259) we have to
calculate the exact values of M̂3p20q and M̃3p20q and of the quantity

S̃ :“

ˆ

2

3

˙3

e
1
2π

20
ÿ

p“0

p4pp´ 1q52´2pΓ
`

p` 1
2

˘

Γpp` 1q
.
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We apply the duplication formula (328) to Γpp` 1
2q

Γpp`1q and find that this quotient can also be
written as

Γ
`

p` 1
2

˘

Γpp` 1q
“ π

1
2 2´2p

ˆ

2p

p

˙

.

Next, we plug this representation into the formulae for S̃, M̂3p20q and M̃3p20q. This way,
we get the representations

S̃ “
ˆ

2

3

˙3

e
1
2π

3
2

20
ÿ

p“0

2´4p

ˆ

2p

p

˙

p4pp´ 1q5, (269)

M̂3p20q “
3

28
π

3
2

20
ÿ

p“2

2´4p

ˆ

2p

p

˙

pp´ 1qppp` 1q
`

p3 ´ 3p2 ´ 4p` 4
˘

, (270)

and

M̃3p20q “ π
3
2

20
ÿ

p“3

2´6p

ˆ

2p

p

˙ p
ÿ

j“0

ˆ

2j

j

˙ˆ

2pp´ jq

p´ j

˙

ˆ

p
ÿ

i“1

i´1
ÿ

k“1

k´1
ÿ

l“1

pβi ´ αipjqq pβk`1 ´ αkpjqq pβl`2 ´ αlpjqq
l´1
ź

t“1

202 ´ αtpjq

202 ´ βt`3
.

(271)

The point of this last transformation of S̃, M̂3p20q and M̃3p20q is to emphasize the fact,
that all of the quantities (269), (270) and (271) are sums of rational numbers. Therefore, in
theory, the evaluation of them could be done using any calculator, but can be quite tedious
in practice and is very prone to mistakes.
We use Wolfram Mathematica for this task, since it is capable of symbolic calculations and
evaluates fractions with arbitrary precision. The code is as follows for S̃

1 (2/3)^3 Pi^(3/2) Exp[1/2]
2 Sum[
3 2^(-4p) Binomial[2p, p] p^4 (p - 1)^5, {p, 0, 20}
4 ]

for M̂3p20q

1 3/2^8 Pi^(3/2)
2 Sum[
3 2^(-4p) Binomial[2p, p] (p - 1) p (p + 1)
4 (p^3 - 3p^2 - 4p + 4),{p, 2, 20}
5 ]

and for M̃3p20q

1 Pi^(3/2)
2 Sum[
3 2^(-6p) Binomial[2p, p]
4 Sum[
5 Binomial[2j, j] Binomial[2(p - j), p - j]
6 Sum[
7 Sum[
8 Sum[
9 (i^2/4 - (i - j - 1/2)^2) ((k + 1)^2/4 - (k - j - 1/2)^2)

10 ((l + 2)^2/4 - (l - j - 1/2)^2)
11 Product[
12 (20^2 - (t - j - 1/2)^2)/(20^2 - (t + 3)^2/4), {t, 1, l - 1}
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13 ], {l, 1, k - 1}
14 ], {k, 1, i - 1}
15 ], {i, 1, p}
16 ], {j, 0, p}
17 ], {p, 3, 20}
18 ]

The resulting values are

S̃ “ e
1
2

3
π

3
2

167149105866612550714859

267

M̂3p20q “ π
3
2

101825521696575995193981

282
,

and

M̃3p20q “ ´
407154504840886836405840032365629278817

5 ¨ 11 ¨ 17 ¨ 23 ¨ 2119
π

3
2 .

Since those exact values are definitely not very handy, we use Mathematica once more to
express them as floating point values with ten digits precision. This yields

M̂3p20q ą 0.1172524182, (272)

S̃ ą 3466.132364, (273)

M̃3p20q ă ´0.1586262737, (274)
ˇ

ˇ

ˇ
M̃3p20q

ˇ

ˇ

ˇ
ă 0.1586262738, (275)

137297659

253
17
2

e
1
2π

3
2 ă 3466.207351. (276)

Plugging in the respective values into (268) now gives for n ě 20
ˇ

ˇ

ˇ
M̃3pnq

ˇ

ˇ

ˇ

n2 ´ 9
4

ă
1

397
p0.1586262738` 3466.207351´ 3466.132364q

ă
0.2337

397
ă 0.0006,

which is obviously smaller than (272) and thus proves the first assertion (258) of the lemma.
In order to prove the second assertion (259) we plug in (273), (274) and (276) into (267)
and obtain

M̃3pnq ă ´0.1586262737` 3466.207351´ 3466.132364 ă ´0.08 ă 0.

The careful reader will have noticed that we are not quite finished yet. We are still
missing the proof of Lemma 41, which we will now catch up on.

Proof of Lemma 41. Since the variable j only appears in the enumerator of P pn, j, lq,
the product attains its maximum in j for those values of j, such that

l´1
ź

t“1

«

n2 ´

ˆ

t´ j ´
1

2

˙2
ff

(277)

is maximal. This is the case if the terms
`

t´ j ´ 1
2

˘2 are arranged around
`

˘1
2

˘2 "as sym-
metrically as possible".
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If l is even, then (277) consists of an odd number of factors. Thus, the condition "as
symmetrically as possible" is met, if either

1´ j ´
1

2
“ ´

ˆ

l ´ 1´ j ´
1

2
´ 1

˙

,

or

1´ j ´
1

2
“ ´

ˆ

l ´ 1´ j ´
1

2
` 1

˙

.

That means, if either j “ l
2 ´ 1 or j “ l

2 .
If l is odd, then the condition "as symmetrically as possible" implies j “ l´1

2 .

Moreover, we note that for even l

l´1
ź

t“1

«

n2 ´

ˆ

t´
l

2
´

1

2

˙2
ff

“

l´1
ź

t“1

«

n2 ´

ˆ

t´
l

2
`

1

2

˙2
ff

.

This can easily be seen by reversing the ordering of, for example, the left product above,
and using that

`

´t` l
2 ´

1
2

˘2
“

`

t´ l
2 `

1
2

˘2. So, in the case of even l it is

l´1
ź

t“1

«

n2 ´

ˆ

t´ j ´
1

2

˙2
ff

ď

l´1
ź

t“1

«

n2 ´

ˆ

t´
l

2
`

1

2

˙2
ff

“

«

n2 ´

ˆ

l

2
´

1

2

˙2
ff l

2
´1
ź

t“1

«

n2 ´

ˆ

t´
1

2

˙2
ff2

, (278)

and for odd l, we obtain

l´1
ź

t“1

«

n2 ´

ˆ

t´ j ´
1

2

˙2
ff

ď

l´1
ź

t“1

«

n2 ´

ˆ

t´
l

2

˙2
ff

“

l´1
2
ź

t“1

«

n2 ´

ˆ

t´
1

2

˙2
ff2

. (279)

Next, we consider the denominator of P pn, j, lq and rewrite it as follows

l´1
ź

t“1

«

n2 ´

ˆ

t` 3

2

˙2
ff

“

t l´1
2 u
ź

t“1

«

n2 ´

ˆ

t`
3

2

˙2
ff r l´1

2 s
ź

t“1

“

n2 ´ pt` 1q2
‰

.

Consequently, lot’s of factors cancel, when we divide the estimates for the numerator by the
above expression for the denominator. For even l we get by (278)

P pn, j, lq ď

`

n2 ´ 1
4

˘ `

n2 ´ 9
4

˘

´

n2 ´
`

l
2 `

1
2

˘2
¯´

n2 ´
`

l
2 ´

1
2

˘2
¯

l
2
ź

t“1

n2 ´
`

t´ 1
2

˘2

n2 ´ pt` 1q2
,

and by (279) we estimate for odd l

P pn, j, lq ď

`

n2 ´ 1
4

˘ `

n2 ´ 9
4

˘

´

n2 ´
`

l
2 ` 1

˘2
¯´

n2 ´ l2

4

¯

l´1
2
ź

t“1

n2 ´
`

t´ 1
2

˘2

n2 ´ pt` 1q2
.
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Since l ď p´ 2 both of the above estimates of P pn, j, lq are bounded from above by

n4

´

n2 ´
p2

4

¯2

l
2
ź

t“1

n2 ´
`

t´ 1
2

˘2

n2 ´ pt` 1q2
,

which is smaller than or equal to
ˆ

4

3

˙2
l
2
ź

t“1

n2 ´
`

t´ 1
2

˘2

n2 ´ pt` 1q2
, (280)

due to the condition p ď n.

Last but not least, we use the inequality 1`x ď ex and the bound l ď p´2 to estimate
l
2
ź

t“1

n2 ´
`

t´ 1
2

˘2

n2 ´ pt` 1q2
“

l
2
ź

t“1

˜

1`
pt` 1q2 ´

`

t´ 1
2

˘2

n2 ´ pt` 1q2

¸

ď exp

»

–

l
2
ÿ

t“1

pt` 1q2 ´
`

t´ 1
2

˘2

n2 ´
p2

4

fi

fl .

By Lemma 66, the last line is equal to

exp

«

3

8

lpl ` 3q

n2 ´
p2

4

ff

and satisfies the upper bound

exp

«

3

8

pp` 1qpp´ 2q

n2 ´
p2

4

ff

ď e
1
2

for all l ď p´ 2 and p ď n. This together with (280) proves the claim.
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CHAPTER 5

Numerical Proof of Theorem 3 for 2 ď n ď 19

The remaining values of n, for which our analytical machinery of Chapter 4 does not
apply, are now taken care of numerically. More precisely, our goal is to show that for every
2 ď n ď 19 there exists a constant cn ď 8, such that the estimate

ˇ

ˇ

ˇ

ˇ

ˇ

Ipnq ´
3

1
2

4π2

1

n
`

23

283
3
2π2

1

n
`

n2 ´ 1
4

˘

ˇ

ˇ

ˇ

ˇ

ˇ

ď
cn ¨ 10´4

npn2 ´ 1
4qpn

2 ´ 1q

is true. Table 1 at the end of this chapter provides these constants cn.
In order to achieve this goal and complete the proof of Theorem 3 for the missing values of
n between 2 and 19, we calculate the integral Ipnq numerically for those n. The underlying
idea is the same as in [1]. That is, we split the integral into a low and a high part

Ipnq “ Ilowpnq ` Ihighpnq

“

ż R

0
J2

2nprqJ
4
nprqr dr `

ż 8

R
J2

2nprqJ
4
nprqr dr.

We compute the low integral numerically using a composite 7 point Newton-Cotes quadra-
ture rule. The high integral is estimated by means of the asymptotic expansion of the Bessel
function from Corollary 5. The corollary allows for a decomposition of Ihighpnq into a main
term and several error terms. This decomposition and the estimate of the error terms is
subject of Theorem 42.
The value of the boundary R is determined in such a way, that we are allowed to apply
the just mentioned Corollary 5, and such that the absolute error meets our accuracy goal
of 4 ¨ 10´13. Moreover, its value should not be chosen too large, since otherwise the compu-
tation time for the low integral becomes unnecessarily long. We will see that R “ 600000
does the job.
In the numerical computation of the low integral Ilowpnq we follow [1] quite closely, while
we leave their path when it comes to the estimate of the high integral Ihighpnq. The first
major difference is that we don’t rely on the built in functionalities of Wolfram Mathematica
to evaluate trigonometric integrals and to transform them into trigonometric integral func-
tions. We do this manually here with the help of some additional tools from the theory of
trigonometric integrals, more precisely the sine and the cosine integrals. Lemmata 62 and
63 provide those tools. Moreover, we will encounter the task of estimating trigonometric
integrals with an odd integrand. In [1] this task is solved by some cancellation argument.
Another way is to use Lemmata 62 and 63. Since we need them anyway, we also apply
them here to be consistent, even though the calculations might seem more laborious than
in [1]. The second difference arises from the need for a higher accuracy in our case. We
therefore pay more attention to the error terms we get from the aforementioned application
of Corollary 5. In particular the error terms of second order are bounded more carefully
than it is done in [1].

We start with the discussion of the high integral and prove the following theorem.

Theorem 42. The high integral satisfies for R “ 600000 and all n ď 19
ˇ

ˇIhighpnq ´ 1.343815198 ¨ 10´7
ˇ

ˇ ď 2.101441586 ¨ 10´13,
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if n is even, and
ˇ

ˇIhighpnq ´ 2.687627594 ¨ 10´8
ˇ

ˇ ď 2.101441586 ¨ 10´13

if n is odd.

Proof. As pointed out above we make use of the fact that R " 382 ě p2nq2, such
that Corollary 5 is applicable. It provides us with helpful information on the asymptotic
behavior of the Bessel functions on rR,8q, namely that

Jnprq “

ˆ

2

πr

˙
1
2

cospωnq ` F1pn, rq, (281)

Jnprq “

ˆ

2

πr

˙
1
2
„

cospωnq ´
4n2 ´ 1

8r
sinpωnq



` F2pn, rq, (282)

with

ωn :“ r ´
π

4
´
π

2
n,

and error terms

|F1pn, rq| ď

ˆ

2

πr

˙
1
2 n2

r
, (283)

|F2pn, rq| ď

ˆ

2

πr

˙
1
2 n4

p2rq2
. (284)

We now replace Jnprq and J2nprq with its asymptotics from (281) and obtain

J2nprq
2Jnprq

4 “

«

ˆ

2

πr

˙
1
2

cospω2nq ` F1p2n, rq

ff2 «
ˆ

2

πr

˙
1
2

cospωnq ` F1pn, rq

ff4

“

6
ÿ

j“0

tjpn, rq,

where tj is the sum of all products that contain j first order error terms F1pn, rq or F1p2n, rq,
respectively, and 6´ j leading asymptotic terms from (281). More precisely, it is

t0pn, rq “

ˆ

2

π

˙3

r´3 cospωnq
4 cospω2nq

2 (285)

the main term, and the error terms of first and second order read

t1pn, rq “

ˆ

2

πr

˙
5
2 ”

2F1p2n, rq cospωnq
4 cospω2nq ` 4F1pn, rq cospωnq

3 cospω2nq
2
ı

,

t2pn, rq “

ˆ

2

πr

˙2
”

F1p2n, rq
2 cospωnq

4 ` 8F1p2n, rqF1pn, rq cospωnq
3 cospω2nq

` 6F1pn, rq
2 cospωnq

2 cospω2nq
2
ı

.

Using (283) and | cospωnq| ď 1, we estimate the sum of the remaining terms of higher order
by

6
ÿ

j“3

|tjpn, rq| ď

ˆ

2

π

˙3 „

116
n6

r6
` 129

n8

r7
` 72

n10

r8
` 16

n12

r9



. (286)
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The terms t1pn, rq and t2pn, rq need a more careful treatment. Recall the finer informa-
tion from (282), which tells us that

F1pn, rq “ ´

ˆ

2

πr

˙
1
2 4n2 ´ 1

8r
sinpωnq ` F2pn, rq. (287)

Replacing all factors F1pn, rq and F1p2n, rq in t1pn, rq and t2pn, rq by (287) yields two more
main terms t1,0pn, rq and t2,0pn, rq, as well as two new error terms t1,1pn, rq and t2,1pn, rq.
Those consist of all products that contain one second order error F2pn, rq or F2p2n, rq,
respectively, from (282). The exact expressions for t1,0pn, rq and t2,0pn, rq are

t1,0pn, rq “ ´

ˆ

2

π

˙3

r´4

ˆ

«

16n2 ´ 1

4
cospωnq

4 sinpω2nq cospω2nq `
4n2 ´ 1

2
sinpωnq cospωnq

3 cospω2nq
2

ff

,

and

t2,0pn, rq “

ˆ

2

π

˙3

r´5

ˆ

«

ˆ

16n2 ´ 1

8

˙2

cospωnq
4 sinpω2nq

2 ` 6

ˆ

4n2 ´ 1

8

˙2

sinpωnq
2 cospωnq

2 cospω2nq
2

`
p16n2 ´ 1qp4n2 ´ 1q

8
sinpωnq cospωnq

3 sinpω2nq cospω2nq

ff

.

The error terms t1,1pn, rq and t2,1pn, rq are small enough, such that we don’t need to consider
them in such detail. Thus, we estimate them using (284) and obtain

|t1,1pn, rq| ď

ˆ

2

π

˙3

n4r´5
”

8
ˇ

ˇcospωnq
4 cospω2nq

ˇ

ˇ`
ˇ

ˇcospωnq
3 cospω2nq

2
ˇ

ˇ

ı

, (288)

and, since the absolute value of the sine and cosine are at most one,

|t2,1pn, rq| ď

ˆ

2

π

˙3

r´6 1

16
n4

`

604n2 ´ 91
˘

. (289)

Moreover, from t2pn, rq we get another error term t2,2pn, rq, containing the products
with two factors of F2. We also estimate it by means of (284) and bound all sine and cosine
factors by one. This way we get

|t2,2pn, rq| ď

ˆ

2

π

˙3

r´7 391

16
n8. (290)

In order to further simplify all the above terms that still contain trigonometric factors,
we follow the lead of Oliveira e Silva and Thiele [1] and exploit the periodicity of sinpωnq
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and cospωnq. That is

cospω2nq “ p´1qn cospω0q,

sinpω2nq “ p´1qn sinpω0q,

cospωnq “

#

p´1q
n
2 cospω0q, n even,

p´1q
n´1
2 sinpω0q, n odd,

sinpωnq “

#

p´1q
n
2 sinpω0q, n even,

p´1q
n`1
2 cospω0q, n odd.

(291)

Using (291) we find that the main term t0pn, rq on page 114 equals

t0pn, rq “

ˆ

2

π

˙3

r´3

#

cospω0q
6, n even,

sinpω0q
4 cospω0q

2, n odd

“

ˆ

2

π

˙3

2´5r´3

#

15 sinp2rq ´ sinp6rq ´ 6 cosp4rq ` 10, n even,
´ sinp2rq ´ sinp6rq ` 2 cosp4rq ` 2, n odd.

(292)

The second equality is due to the standard trigonometric addition formulae

cosp2rq “ cosprq2 ´ sinprq2, (293)
sinp2rq “ 2 sinprq cosprq, (294)

as well as the well-known property sinprq2 ` cosprq2 “ 1.

For the term t1,0pn, rq, we obtain by the same procedure

t1,0pn, rq “ ´

ˆ

2

π

˙3

r´4

«

16n2 ´ 1

4

#

sinpω0q cospω0q
5, n even,

sinpω0q
5 cospω0q, n odd

`
4n2 ´ 1

2

#

sinpω0q cospω0q
5, n even,

´ sinpω0q
3 cospω0q

3, n odd

ff

,

which is equal to

´

ˆ

2

π

˙3

2´5r´4

#

`

6n2 ´ 3
4

˘

r´4 sinp4rq ´ 5 cosp2rq ` cosp6rqs , n even,
p16n2 ´ 1q sinp4rq ´

`

14n2 ` 1
4

˘

cosp2rq `
`

6n2 ´ 3
4

˘

cosp6rq, odd.
(295)

And in the case of t2,0pn, rq this yields

t2,0pn, rq “

ˆ

2

π

˙3

r´5

«

ˆ

16n2 ´ 1

8

˙2
#

sinpω0q
2 cospω0q

4, n even,
sinpω0q

6, n odd

` 6

ˆ

4n2 ´ 1

8

˙2

sinpω0q
2 cospω0q

4

`
p16n2 ´ 1qp4n2 ´ 1q

8

#

sinpω0q
2 cospω0q

4, n even,
´ sinpω0q

4 cospω0q
2, n odd,

ff

.
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By means of the trigonometric addition formulae we transform the last expression into

ˆ

2

π

˙3

2´11r´5

$

’

&

’

%

3
`

288n4 ´ 80n2 ` 5
˘

rsinp2rq ` sinp6rq ` 2 cosp4rq ` 2s , n even,

´p3232n4 ´ 272n2 ` 1q sinp2rq ` 3
`

288n4 ´ 80n2 ` 5
˘

sinp6rq

´p2368n4 ´ 416n2 ` 10q cosp4rq ` 1728n4 ´ 96n2 ` 6,
n odd.

(296)

Next, we further estimate the absolute value of t1,1pn, rq with the help of the two bounds

ˇ

ˇcospωnq
4 cospω2nq

ˇ

ˇ ď

#

cospω0q
4, n even,

sinpω0q
4, n odd

and

ˇ

ˇcospωnq
3 cospω2nq

2
ˇ

ˇ ď

$

&

%

cospω0q
4, n even,

1
4

`

psinprq2 ´ cosprq2
˘2
, n odd.

The estimate for odd n in the above inequality is due to

cospωnq
3 cospω2nq

2 “ sin
´

r ´
π

4

¯3
cos

´

r ´
π

4

¯2

“
1

4
?

2

`

sinprq2 ´ cosprq2
˘2
psinprq ´ cosprqq

and sinprq ´ cosprq ď
?

2. Using this for the right-hand side of (288), we obtain

|t1,1pn, rq| ď

ˆ

2

π

˙3

n4r´5

#

9 cospω0q
4, n even,

8 sinpω0q
4 ` 1

4

`

psinprq2 ´ cosprq2
˘2
, n odd.

This is, once again by the trigonometric addition formulae (293), equal to
ˆ

2

π

˙3

2´3n4r´5

#

36 sinp2rq ´ 9 cosp4rq ` 27, n even,
´32 sinp2rq ´ 7 cosp4rq ` 25, n odd.

(297)

Thus, so far we achieved the following approximation of Ihighpnq

Ihighpnq “

ż 8

R
t0pn, rqrdr ` Ehigh, (298)

with

|Ehigh| ď Etrighigh ` E
rat
high. (299)

Here we collect all error terms that include trigonometric factors in the trigonometric error
Etrighigh. This is

Etrighigh :“

ˇ

ˇ

ˇ

ˇ

ż 8

R
t1,0pn, rqrdr

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ż 8

R
t2,0pn, rqrdr

ˇ

ˇ

ˇ

ˇ

`

ż 8

R
|t1,1pn, rq| rdr. (300)

All remaining error terms we put in

Erathigh :“

ż 8

R

«

|t2,1pn, rq| ` |t2,2pn, rq| `
6
ÿ

j“3

|tjpn, rq|

ff

rdr. (301)

In the following we first evaluate Erathigh. Then we take a closer look at
ş8

R t0pn, rqrdr in
(298) and the trigonometric error Etrighigh. We establish upper bounds on both quantities by
means of asymptotic estimates for generalized sine and the cosine integrals. The necessary
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tools are provided by Lemmata 62 and 63 in Section 7.4.

So, let’s begin with Erathigh. Since, it is merely a sum of simple integrals of the rational
function r´m for m “ 6, 7, 8, 9, that is easily evaluated as

ż 8

R
r´mdr “

R1´m

m´ 1
,

we just plug in estimates (289), (290) and (286) into (301), sum up the resulting values and
obtain

Erathigh ď
n4

`

1024n8 ` 5376n6R` 14336n4R2 ` 7
`

2460n2 ´ 91
˘

R3
˘

56π3R7
.

Now, we evaluate the above expression for n “ 19 and R “ 600000. This leaves us with

Erathigh ď
170954917420150229492216161

1530900000000000000000000000000000000000π3
,

which is in floating-point representation

Erathigh ď 3.6015144071 ¨ 10´15. (302)

As outlined above, we now turn to the further analysis of the leading term

Ihigh,0pnq :“

ż 8

R
t0pn, rqrdr (303)

in (298) and the trigonometric error Etrighigh. Our strategy is to trace those integrals back
to some higher order sine and cosine integrals and then apply Lemma 63. To this end, we
transform all occurring trigonometric integrals into sums of the functions

SpR, a, bq :“

ż 8

R

sinparq

rb
dr, (304)

CpR, a, bq :“

ż 8

R

cosparq

rb
. (305)

We first take care of the leading term (303) for even n. By (292) we get

Ihigh,0pnq “
1

4π3

„

15SpR, 2, 2q ´ SpR, 6, 2q ´ 6CpR, 4, 2q `
10

R



.

Now, Lemma 63 applies and we obtain for the right-hand side
5

2π3R
`

1

4π3R2

„

15

2
cosp2Rq ´

1

6
cosp6Rq `

3

2
sinp4Rq



`
1

4π3
r´30qc,2p2Rq ` 6qc,2p6Rq ´ 24qs,2p4Rqs .

We denote the first line above by Ievenhigh and the second line by E0,even. Then we plug in
R “ 600000. This way we obtain

Ievenhigh :“
5

2π3R
`

1

4π3R2

„

15

2
cosp2Rq ´

1

6
cosp6Rq `

3

2
sinp4Rq



“ 1.3438151976 ¨ 10´7,

(306)

and

E0,even :“
1

4π3
|´30qc,2p2Rq ` 6qc,2p6Rq ´ 24qs,2p4Rqs |

ď 6.2006229396 ¨ 10´19 (307)
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where inequality (307) is due to the triangle inequality and the bounds |qc,2pxq| , |qs,2pxq| ď
4
x3

of Lemma 62.

If n is odd, we get from (292)

Ihigh,0pnq “
1

4π3

„

´SpR, 2, 2q ´ SpR, 6, 2q ` 2CpR, 4, 2q `
2

R



.

As in the case of even n, we plug in the asymptotics for SpR, a, 2q and CpR, a, 2q from
Lemma 63 into the left-hand-side above and obtain

1

2π3R
´

1

4π3R2

„

1

2
cosp2Rq `

1

6
cosp6Rq `

1

2
sinp4Rq



`
1

4π3
r2qc,2p2Rq ` 6qc,2p6Rq ` 8qs,2p4Rqs .

Following an equivalent notation, we split the above expression into

Ioddhigh :“
1

2π3R
´

1

4π3R2

„

1

2
cosp2Rq `

1

6
cosp6Rq `

1

2
sinp4Rq



,

which evaluates to

Ioddhigh “ 2.6876275940 ¨ 10´8 (308)

for R “ 600000, and

E0,odd :“
1

4π3
|2qc,2p2Rq ` 6qc,2p6Rq ` 8qs,2p4Rq|

ď E0,even. (309)

The last inequality becomes obvious, when one first applies the triangle inequality to E0,even

and E0,odd, and the bound of Lemma 62 afterwards.

Next in the line is the trigonometric error Etrighigh. We handle it summand wise with the
same strategy as (303). For each summand we consider even and odd n separately, and then
choose the larger value as a common upper bound.

So, let us start with
ˇ

ˇ

ˇ

ˇ

ż 8

R
t1,0pn, rqrdr

ˇ

ˇ

ˇ

ˇ

. (310)

For even n, we get by (295)
ˇ

ˇ

ˇ

ˇ

ż 8

R
t1,0pn, rqrdr

ˇ

ˇ

ˇ

ˇ

“
6n2 ´ 3

4

4π3
|´4SpR, 4, 3q ´ 5CpR, 2, 3q ` CpR, 6, 3q| .

By Lemma 63 this is equal to

6n2 ´ 3
4

4π3
|´32qs,2p4Rq ´ 10qc,2p2Rq ` 18qc,2p6Rq| ,

and by Lemma 62 not larger than

44n2 ´ 11
2

4π3

1

R3
ď 5.3194501325 ¨ 10´16,

for R “ 600000 and n ď 18.

For odd n identity (295) leads to the expression

1

4π3

ˇ

ˇ

ˇ

ˇ

`

16n2 ´ 1
˘

SpR, 4, 3q ´

ˆ

14n2 `
1

4

˙

CpR, 2, 3q `

ˆ

6n2 ´
3

4

˙

CpR, 6, 3q

ˇ

ˇ

ˇ

ˇ
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for (310). This is equal to

1

4π3

ˇ

ˇ

ˇ

ˇ

8
`

16n2 ´ 1
˘

qs,2p4Rq ´ 2

ˆ

14n2 `
1

4

˙

qc,2p2Rq ` 18

ˆ

6n2 ´
3

4

˙

qc,2p6Rq

ˇ

ˇ

ˇ

ˇ

by Lemma 63, and bounded from above by

24n2 ´ 1
2

4π3

1

R3
ď 3.2339255621 ¨ 10´16

due to Lemma 62 for R “ 600000 and n ď 19.

Hence, we note that
ˇ

ˇ

ˇ

ˇ

ż 8

R
t1,0pn, rqrdr

ˇ

ˇ

ˇ

ˇ

ď 5.3194501325 ¨ 10´16. (311)

Next, we repeat the above procedure for
ˇ

ˇ

ş8

R t2,0pn, rqrdr
ˇ

ˇ and
ş8

R |t1,1pn, rq| rdr.
We start with the former one in the case of even n. Then identity (296) yields

ˇ

ˇ

ˇ

ˇ

ż 8

R
t2,0pn, rqrdr

ˇ

ˇ

ˇ

ˇ

“
3
`

288n4 ´ 80n2 ` 5
˘

28π3

ˇ

ˇ

ˇ

ˇ

SpR, 2, 4q ` SpR, 6, 4q ` 2CpR, 4, 4q `
2

3R3

ˇ

ˇ

ˇ

ˇ

ď
3
`

288n4 ´ 80n2 ` 5
˘

28π3

ˆ

2

3R3
`

7

3R4

˙

ď 3.523702847 ¨ 10´14,

for even n ď 18 and R “ 600000.

Likewise, for odd n ď 19 and the same R we obtain by means of (296) and Lemma 63
ˇ

ˇ

ˇ

ˇ

ż 8

R
t2,0pn, rqrdr

ˇ

ˇ

ˇ

ˇ

“
1

28π3

ˇ

ˇ

ˇ

ˇ

ˇ

´ p3232n4 ´ 272n2 ` 1qSpR, 2, 4q ` 3
`

288n4 ´ 80n2 ` 5
˘

SpR, 6, 4q

´ p2368n4 ´ 416n2 ` 10qCpR, 4, 4q `
1728n4 ´ 96n2 ` 6

3R3

ˇ

ˇ

ˇ

ˇ

ˇ

ď
1

28π3

˜

1728n4 ´ 96n2 ` 6

3R3
`

64
`

9760n4 ´ 2384n2 ` 121
˘

R4

¸

ď 4.3854135383 ¨ 10´14.

Thus, we arrive at
ˇ

ˇ

ˇ

ˇ

ż 8

R
t2,0pn, rqrdr

ˇ

ˇ

ˇ

ˇ

ď 4.3854135383 ¨ 10´14. (312)

Last but not least in the analysis of the trigonometric error is
ş8

R |t1,1pn, rq| rdr. Recalling
(297) and invoking Lemma 63 one last time, we find for even n ď 18

ż 8

R
|t1,1pn, rq| rdr “

n4

π3

ˆ

36SpR, 2, 4q ´ 9CpR, 4, 4q `
9

R3

˙

ď
n4

π3

ˆ

9

R3
`

81

2R4

˙

ď 1.4106926963 ¨ 10´13,
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with R “ 600000, and for odd n ď 19
ż 8

R
|t1,1pn, rq| rdr “

n4

π3

ˆ

´32SpR, 2, 4q ´ 7CpR, 4, 4q `
25

3R3

˙

ď
n4

π3

ˆ

25

3R3
`

71

2R4

˙

ď 1.6215594370 ¨ 10´13.

Consequently, we estimate
ż 8

R
|t1,1pn, rq| rdr ď 1.6215594370 ¨ 10´13. (313)

After adding up estimates (311), (312) and (313), we end up with the upper bound on
the trigonometric error

Etrighigh ď 2.065420241 ¨ 10´13. (314)

Thus, (299) in combination with the estimates (302), (307), (309) and (314), eventually
yields

ˇ

ˇ

ˇ
Ihighpnq ´ I

parity
high

ˇ

ˇ

ˇ
ă 2.101441586 ¨ 10´13, (315)

where parity is either even or odd, and Ievenhigh and Ioddhigh are the expressions in (306) and
(308), respectively. This proves the claimed error estimates.

Next we turn to the low integral Ilowpnq “
şR
0 J

2
2nprqJ

4
nprqrdr. For the sake of complete-

ness we recall from [1] the definition and most important properties of the Newton-Cotes
rule for real polynomials f with degree at most 7. It says that

ż a`6w

a
fpxqdx “ Fa,wpfq

with

Fa,wpfq :“
w

140

“

41fpaq ` 216fpa` wq ` 27fpa` 2wq ` 272fpa` 3wq

` 27fpa` 4wq ` 216fpa` 5wq ` 41fpa` 6wq
‰

.

For any 8 times continuously differentiable function f on ra, a ` ws, the function Fa,wpfq
approximates f with an error of

ˇ

ˇ

ˇ

ˇ

ż a`6w

a
fpxqdx´ Fa,wpfq

ˇ

ˇ

ˇ

ˇ

ď
64w9

5 ¨ 8!
sup

aďξď6w

ˇ

ˇ

ˇ
f p8qpξq

ˇ

ˇ

ˇ
.

In order for the Newton-Cotes rule to be accurate, we need the step size w to be small,
meaning that the interval of integration ra, a`ws must be small. Since in our case the total
interval is r0, 600000s, this is definitely not the case. For this reason we split the interval
in smaller subintervals, perform the Newton-Cotes rule on each subinterval and add up the
results. This is where the name composite rule comes from. Let for example b be such that
b´ a “ N ¨ 6w for an integer N . Then the composite Newton-Cotes formula

N´1
ÿ

k“0

Fa`kw,wpfq “: Fra,bs,wpfq
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approximates the integral of f on ra, bs with an error
ˇ

ˇ

ˇ

ˇ

ż b

a
fpxqdx´ Fra,bs,wpfq

ˇ

ˇ

ˇ

ˇ

ď pb´ aq
63w8

5 ¨ 8!
sup
aďξďb

ˇ

ˇ

ˇ
f p8qpξq

ˇ

ˇ

ˇ
. (316)

Now, we return to our specific problem and split our interval of integration r0, Rs once
again into r0, Ss Y rS,Rs. The goal is to apply the composite Newton-Cotes rule on r0, Ss
and rS,Rs with different step sizes w1 and w2. The parameters w1, w2 and S are chosen in
such a way that the error of the numerical integration meets our accuracy goal of 4 ¨ 10´13.
Moreover, we want that the number of steps we have to perform on each interval is more or
less the same. It turns out that the values

S “ 9843,

w1 “
5

10000
,

w2 “
3

100

(317)

do the job.

Thus, it is left to actually estimate the error. This is equivalent to finding an upper
bound on the eighth derivative of the function

fprq :“ J2
2nprqJ

4
nprqr.

In [1] this is done via the Cauchy integral formula for the circle of radius one about r

f pmqprq “
m!

2πi

ż

BB1prq

fpzq

pz ´ rqm`1
dz.

Luckily, the same technique applies in our case as well.
We first consider the interval r0, Ss. Here we estimate the eighth derivative of f as

follows

f p8qprq ď
8!

2π

ż

BB1prq

ˇ

ˇJ2
2npzqJ

4
npzq

ˇ

ˇ |z|

|z ´ r|9
dz

ď e6 8!

2π

ż

BB1prq
|z|dz

ď 8!e6pS ` 1q. (318)

The second inequality above is due to the simple bound (380).
For the estimate of the derivative of f on the interval rS,Rs we need finer information

on the behavior of the Bessel functions for large r. Corollary 5 provides us with the needed
information. In fact, inequality (13) implies that

ˇ

ˇJ˘n pzq
ˇ

ˇ ď

ˆ

2

π|z|

˙
1
2

«

1`
n2

|z|
coshpImpzqq

ˆ

|z|

|Repzq|

˙
1
2

ff

.

Hence, it is

|fpzq| ď

ˆ

2

π

˙3 1

|z|2

«

1`
n2 coshpImpzqq

|zRepzq|
1
2

ff4 «

1`
4n2 coshpImpzqq

|zRepzq|
1
2

ff2

ď

ˆ

2

π

˙3 1

|z|2
exp

„

12n2 coshpImpzqq

|Repzq|



,
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and thus for all r P rS,Rs by Cauchy’s Integral Formula
ˇ

ˇ

ˇ
f p8qprq

ˇ

ˇ

ˇ
ď

8!

2π

ż

BB1prq

|fpzq|

|z ´ r|9
dz

ď

ˆ

2

π

˙3 8!

pS ´ 1q2
exp

„

12n2 coshp1q

S ´ 1



. (319)

Consequently, by combining inequalities (316), (318) and (319), we obtain for the low inte-
gral the following error bound

ˇ

ˇIlowpnq ´ Fr0,Ss,w1
pfq ´ FrS,Rs,w2

pfq
ˇ

ˇ ď
63e6

5
w8

1SpS ` 1q

`

ˆ

2

π

˙3 63

5
w8

2

R´ S

pS ´ 1q2
exp

„

12n2 coshp1q

S ´ 1



When we plug in R “ 600000, n ď 19 and the values we chose for w1, w2 and S from (317),
we obtain

ˇ

ˇIlowpnq ´ Fr0,Ss,w1
pfq ´ FrS,Rs,w2

pfq
ˇ

ˇ ď 9.4471396343 ¨ 10´14. (320)

By Theorem 42 on the high integral and the just derived error bound (320) for the low
integral, we end up with the following error bounds on our Bessel integral Ipn)

ˇ

ˇIpnq ´ 1.343815198 ¨ 10´7 ´ Fr0,Ss,w1
pfq ´ FrS,Rs,w2

pfq
ˇ

ˇ ď 3.0461555492 ¨ 10´13

for even n, and
ˇ

ˇIpnq ´ 2.687627594 ¨ 10´8 ´ Fr0,Ss,w1
pfq ´ FrS,Rs,w2

pfq
ˇ

ˇ ď 3.0461555492 ¨ 10´13

for odd n.

Just like Oliveira e Silva and Thiele in [1], we use Wolfram Mathematica to carry out
the numerical integration on r0, Ss and rS,Rs. To meet our accuracy goal, we evaluate the
product J2

2nprqJ
4
nprqr at the grid points with a prescribed precision of 20 digits. This leads

for all 2 ď n ď 19 in the result for Fr0,Ss,w1
pfq ` FrS,Rs,w2

pfq to a precision of at least 21
effective digits to the right of the decimal point. Thus, it is safe to estimate the rounding
error by 1 ¨ 10´14. This now implies an overall accuracy of our approximation of Ipnq of
3.15 ¨ 10´13 for even, as well as odd n.

Since in our case the number of steps in the computation of Fr0,Ss,w1
pfq`FrS,Rs,w2

pfq is
about 16.5 times the number of steps in [1], we have to put a little bit more effort into the
code and make use of Mathematica’s parallelization tools. This way we manage to keep the
computation time within reasonable limits. The source code we used for the computation
of Fr0,Ss,w1

pfq is the following.

1 Jnn2n20P[n_,r_] := N[(BesselJ[n,r]BesselJ[n,r]BesselJ[2*n,r])^2 r, 20]
2 NewtonCotesnn2n0S20P[w1_,S_] :=
3 Module[ {NewtonCotesnn2n0S20Ploc = ConstantArray[0,18],
4 locw = w1, n1 = S/(6*w1), F, n, k},
5 F[n_,k_] :=
6 locw/140 (41*Jnn2n20P[n,(6*k + 0)*locw] +
7 216*Jnn2n20P[n,(6*k + 1)*locw] +
8 27*Jnn2n20P[n,(6*k + 2)*locw] +
9 272*Jnn2n20P[n,(6*k + 3)*locw] +

10 27*Jnn2n20P[n,(6*k + 4)*locw] +
11 216*Jnn2n20P[n,(6*k + 5)*locw] +
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12 41*Jnn2n20P[n,(6*k + 6)*locw]);
13 NewtonCotesnn2n0S20Ploc =
14 Table[
15 Total[
16 ParallelTable[
17 F[n,k], {k,Floor[(n1 - 1)/10000]*10000,n1 - 1}
18 ]
19 ], {n,2,19}
20 ];
21 Do[
22 NewtonCotesnn2n0S20Ploc[[n - 1]]
23 = NewtonCotesnn2n0S20Ploc[[n - 1]] +
24 Total[
25 ParallelTable[
26 F[n,k], {k,10000*j,10000*(j + 1) - 1}
27 ]
28 ];
29 ClearSystemCache[], {j,0,Floor[(n1 - 1)/10000] - 1}, {n,2,19}
30 ];
31 NewtonCotesnn2n0S20Ploc
32 ]

Table 1 below lists upper bounds on the quantity
«ˇ

ˇ

ˇ

ˇ

ˇ

Inumpnq ´
3

1
2

4π2

1

n
`

23

283
3
2π2

1

n
`

n2 ´ 1
4

˘

ˇ

ˇ

ˇ

ˇ

ˇ

` 3.15 ¨ 10´13

ff

104n

ˆ

n2 ´
1

4

˙

`

n2 ´ 1
˘

with

Inumpnq “ Fr0,Ss,w1
pfq ` FrS,Rs,w2

pfq `

#

1.343815198 ¨ 10´7, n even,
2.687627594 ¨ 10´8, n odd.

It is immediately apparent that Theorem 3 is still valid for 2 ď n ď 19.
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Table 1. Asymptotics of Ipnq for small n.

n

„ˇ

ˇ

ˇ

ˇ

Inumpnq ´
?

3
4π2

1
n `

23
28
?

27π2
1

npn2´ 1
4q

ˇ

ˇ

ˇ

ˇ

` 3.15 ¨ 10´13



104n
`

n2 ´ 1
4

˘ `

n2 ´ 1
˘

2 5.5489
3 6.8505
4 7.3397

5 7.5731
6 7.7021
7 7.7806

8 7.8318
9 7.8672

10 7.8926

11 7.9115
12 7.9261
13 7.9375

14 7.9470
15 7.9547
16 7.9617

17 7.9673
18 7.9735
19 7.9776
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CHAPTER 6

Discussion of the General Main Term

The intention of this chapter is to provide evidence that Mpnq, defined in formula (7) is
a good approximation for Ipnq. This motivates looking for a rigorous proof of the qualitative
statement of Conjecture 2 and a quantitative version of it. To this end, we compare the
values of Mpnq to values of Ipnq, that have been calculated numerically with a prescribed
accuracy of 0.73 ¨ 10´9 for the paper [13]. We present our findings in various plots, and in
particular replicate Figures 4 and 5 from [13] with our main term. We finish this chapter
with a list of open problems that have to be solved in order to prove Conjecture 2.

6.1. Numerical Quality Check of the Main Term

Recall that our incentive to study the integral Ipnq originates from a computer aided
program for a proof of the sharp Tomas-Stein conjecture on the circle, proposed in [14]
and [1]. This program has partly been carried out in [13], where the conjecture is verified
for the class of all real-valued functions with Fourier mode up to degree 120. This is done
by numerically showing positive semi-definiteness of the matrices (4) for x,y P p2Zq2, both
satisfying

x1 ` x2 ` x3 “ D ď 360,

|x1|, |x2|, |x3| ď 120,

x1 ď x2 ď x3.

This required the numerical calculation of the Bessel integrals Ipnq with an accuracy of
0.73 ¨ 10´9 for those vectors n, such that either all entries are even, or exactly two of them
are odd, and

n3 “ D ´ n1 ´ n2,

n6 “ D ´ n4 ´ n5,

|ni| ď 120,

(321)

for all i “ 1, . . . , 6. We denote those numerical values of Ipnq by Inumpnq. These numerical
data are a valuable source for us to test our conjectured main term (7), at least for some
subfamilies of Ipnq.

We choose the subfamily corresponding to D “ 0 and n1 “ 20, n2 “ 70, n3 “ ´90, and
calculate Mpnq for

n “ p20, 70,´90,m, n,´m´ nq (322)

in the range of 0 ď m,n ď 120 with the help of Wolfram Mathematica. The code is the
following.

1 Kapteyn[x_,y_,k_]:=
2 Gamma[k+1]/2^(k+1)*Gamma[1/2(x+y)-1/2k]/Gamma[1/2(x+y)+1/2k+1]
3 *1/(Gamma[1/2(x-y)+1/2k+1]Gamma[-1/2(x-y)+1/2k+1])
4

5 HypB[c_,d_,j_]:=
6 HypergeometricPFQ[{-d+1/2,d+1/2,-j},{-c-j+1/2,c-j+1/2},1]
7
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8 HypA[c_,d_,j_]:=
9 HypergeometricPFQ[{-d+1/2,d+1/2,-j},{-c-j+1/2,c-j+1/2},-1]

10

11 HypFac[c_,d_,j_]:=
12 2^-jGamma[c+j+1/2]/(Gamma[j+1]Gamma[c-j+1/2])
13

14 MainSummand[a_,b_,c_,d_,k_]:=
15 If[
16 Mod[a+b+c+d+k,2]==0,(-1)^((a+b-c-d+k)/2)/(2Pi^2)
17 Sum[
18 HypFac[a,b,i]HypFac[c,d,k-i]((-1)^iHypA[a,b,i]HypA[c,d,k-i]
19 +(-1)^(a+d)(1+(-1)^(-a+b+i))HypB[a,b,i]HypB[c,d,k-i]),{i,0,k}
20 ],0
21 ]
22

23 VZ[a_,b_,c_,d_,x_,y_]:=
24 Module[
25 {ind=List[a,b,c,d,x,y]},
26 For[
27 i=1,i<=6,i++,
28 If[
29 ind[[i]]<0,ind[[i]]=ind[[i]],ind[[i]]=0
30 ]
31 ];
32 Total[ind]
33 ]
34

35 MainTerm[a_,b_,c_,d_,x_,y_]:=
36 (-1)^VZ[a,b,c,d,x,y]*
37 Module[
38 {orderedParameters=Sort[Abs[{a,b,c,d,x,y}]]},
39 If[
40 a==b==c==d==x==y==0,0.3368279617664489‘,
41 Sum[
42 Kapteyn[
43 orderedParameters[[6]],orderedParameters[[5]],k
44 ]
45 MainSummand[
46 orderedParameters[[1]],orderedParameters[[2]],
47 orderedParameters[[3]],orderedParameters[[4]],k
48 ],{k,Max[orderedParameters[[6]]-orderedParameters[[5]]-1,0],
49 orderedParameters[[5]]+orderedParameters[[6]]-1}
50 ]
51 ]
52 ]

Figure 6.1 reveals the interesting and beautiful structure ofMp20, 70,´90,m, n,´m´nq.

We compare the values of Mpnq to those for Inumpnq from [13] and obtain for the
difference

max
0ďm`nď120

|Mp20, 70,´90,m, n,´m´ nq ´ Inump20, 70,´90,m, n,´m´ nq| ď 9 ¨ 10´14.
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Figure 6.1. Plot of Mp20, 70,´90,m, n,´m´ nq.

Figure 6.2. Plot of the difference
Mp20, 70,´90,m, n,´m´ nq ´ Inump20, 70,´90,m, n,´m´ nq.

As can be seen in Figure 6.2, the difference is uniformly small for all points pm,nq with
m ` n ď 120, and increases in the vicinity of the diagonal m ` n “ 120. We suppose
that this increase is due to the numerical methods used in [13], that produce slightly worse
error bounds in this region. Note that, in contrast to Figure 6.1, the values for m `

n ą 120 are artificially set to zero in Figure 6.2, since we don’t have any reference data
Inumpnq in this region. This is due to conditions (321). These pleasantly small differences
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encourage us to believe that our Conjecture 2 is correct and the main term (7) provides
very good approximations of Ipnq. At least, if the components of n are large enough.
For p20, 70,´90,m, n,´m ´ nq this seems to be the case. Of course, it has to be further
investigated, what "large enough" exactly means. The next section might give some hints.

6.2. From Ipnq to Qpnq and Interesting Questions

While our focus of attention lies on the integrals Ipnq, the primary object of interest in
[13] are the matrices (4). In order to further test our main term formula (7) and to gain
some more insight in its behavior and performance, we use it to calculate Qpx,yq for test
the vector (322).

By resolving some of the sums over the permutation group S3 in the construction guide
(4), (5) and (6) of the matrix Qpx,yq we obtain

Qpx,yq “
1

6

ÿ

τPS3

Rpx, τpyqq ´ Lpx,yq,

with

Rpx,yq “ 2Ipx´ y, 0, 0, 0q ` 6Ipx´ y,´1, 1, 0q,

Lpx,yq “ 2Ipx,´yq `
ÿ

σPS3

Ipx,´y` σp´1, 1, 0qq.

Now, we replace every instance of I with our main term M and denote the corresponding
matrices by LM px,yq, RM px,yq and QM px,yq. As above, we write Lnumpx,yq, Rnumpx,yq
and Qnumpx,yq, respectively, when we use the numerical data from [13] to calculate those
matrices. Furthermore, we split the test vector (322) as follows

px,yq “ p20, 70,´90,m, n,´m´ nq “ n. (323)

Note that since J´nprq “ p´1qnJnprq, it is

Ipn,´yq “ Ipx,´m,´n,m` nq
“ Ipx,m, n,´m´ nq.

Hence, we can use Mp20, 70,´90,m, n,´m´ nq for the construction of the matrix LM pnq.
Its remaining components are calculated with the code above. Since the corresponding
vectors are very close to (322), we expect the difference LM pnq´Lnumpnq to be comparable
to that of Mpnq and Inumpnq. In fact, it is

max
0ďm`nď120

|LM p20, 70,´90,m, n,´m´ nq ´ Lnump20, 70,´90,m, n,´m´ nq| ď 3 ¨ 10´14,

even smaller.

A three-dimensional plot of the difference can be seen in Figure 6.3. Similar to Figure
6.2, the area, where m`n ą 120 is set to zero, since we lack reference data there. Note, that
the difference does not show the same oscillatory structure as the differenceMpnq´Inumpnq
in Figure 6.2. This means that we are perfectly able to reproduce the structure of Lnumpnq,
even better than for a single Bessel integral Inumpnq. The reason might be cancellation
effects due to the shifts p´m,´n,m` nq ` σp´1, 1, 0q.

The matrix LM pnq itself can be seen in Figures 6.4 and 6.5. In Figure 6.4, the outlying
large values are dropped to emphasize the beautiful wavey structure of the function. It is
not surprising, that LM pnq and Mpnq look very similar. To emphasize the fact that LM pnq
is almost everywhere negligibly small except for a few values that lie on a very regular curve,
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Figure 6.3. Plot of the difference
LM p20, 70,´90,m, n,´m´ nq ´ Lnump20, 70,´90,m, n,´m´ nq.

Figure 6.4. LM pnq without
the large values.

Figure 6.5. Full range plot
of LM pnq

Figure 6.5 shows the full range of the values. It is conjectured in [13] that this location of
the large entries is actually a section of an ellipsis given by

m2 ` n2 ` pm` nq2 “ 202 ` 702 ` 902. (324)

Next, we turn to the matrix RM pnq. Recall that Mp0q “ 0, since D0 “ H, whereas
Ip0q “ 0.33682796 is actually the largest of all Bessel integrals Ipzq. This is definitely a
weak point of the main term (7) and shows that it will most certainly only provide good ap-
proximations of Ipzq, if z is sufficiently far from 0. Since the construction of RM pnq requires
the calculation of Mpzq for z in the vicinity of 0, we expect to see larger deviations between
RM pnq and Rnumpnq than in the case of LM pnq. To soften the effects of Mp0q “ 0 a little,
we manually set the value Mp0q “ 0.3368279617664489 in line 40 of the Mathematica code
we use to calculate the main term.
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Figure 6.6. Full range plot
of the difference Rnumpnq ´
RM pnq for even m,n.

Figure 6.7. Plot of the dif-
ference Rnumpnq ´ RM pnq for
even m,n.

For the calculation of the matrix RM pnq we then use the following little piece of extra Wol-
fram Mathematica code.

1 MatrixR[x_,y_,z_]:=
2 2*MainTerm[20-x,70-y,-90-z,0,0,0]+
3 6*MainTerm[20-x,70-y,-90-z,1,-1,0]

Unfortunately, in [13] the matrix Rnumpnq has only been calculated for even m and
n, as this was sufficient for their purposes. We therefore have to restrict the comparison
of RM pnq and Rnumpnq to even m,n. Nevertheless, that still provides valuable insights.
As we expected, we see two huge spikes around pm,nq “ p20, 70q and pm,nq “ p70, 20q in
the plot of the difference Rnumpnq ´RM pnq in Figure 6.6. In Figure 6.7 we dropped those
large outliers. This way it becomes easier to see for which vectors z one starts to obtain
sufficiently good approximations for Ipzq from the main term Mpzq. It looks like we are on
the safe side, meaning the error is smaller than 10´11, if the absolute value of the largest
entry of z is larger than approximately 20. This corresponds to the two circles of radius 20
centered around p20, 70q and p70, 20q in Figure 6.7.

The matrix RM pnq itself has the quite interesting looking structure, that can be seen in
Figure 6.8. However, with the exception of the two peaks around p20, 70q and p70, 20q, its
values are very small. This is shown in Figure 6.9.

Of course, the differences between LM pnq and Lnumpnq and betweenRM pnq andRnumpnq
carry over to QM pnq and Qnumpnq. We therefore refrain from a comparison in the spirit
of LM pnq and RM pnq and only provide the promised replication of Figures 4 and 5 from [13].

Figure 6.10 shows a logarithmic plot of the absolute value of QM pnq. In Figure 6.11 we
see the same plot for Qnumpnq, which corresponds to the first quadrant of Figure 4 in [13].
The structure with the section of the ellipsis and the two large peaks can be recognized
perfectly. Moreover, the differences between the two matrices QM pnq and Qnumpnq are so
small that they cannot be seen by means of this type of visualization.

Next, we turn to Figure 5 from [13]. It plots for even m,n the values of Qnumpnq as
a function of the radial variable rpm,nq :“ pm2 ` n2 ` pm ` nq2q

1
2 near the radius of the

ellipsis (324), that is, in the vicinity of r0 :“ 116. The red dots in Figure 6.12 represent the
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Figure 6.8. Plot of RM pnq. Figure 6.9. Full range plot
of RM pnq.

Figure 6.10. Logarithmic
plot of |QM pnq|.

Figure 6.11. Logarithmic
plot of |Qnumpnq|.

values of QM prpm,nqq, while the blue ones belong to Qnumprpm,nqq. We omitted the large
outlier around r0. Since most of the points are on top of each other, we almost only see blue
ones that are slightly turning purplish. This is another pleasant confirmation of the good
approximation of Ipnq by Mpnq. This blue part of the plot is the counterpart of Figure 5
in [13]. One can perfectly see the very regular pattern, that has first been observed in [13].
We want to point out that this pattern of the radial plot entirely stems from the matrix
Lpnq, shown in Figure 6.13. This fact can be seen even more impressively in Figure 6.14,
that plots the entire range of values of Qprpm,nqq and in Figure 6.15, that only displays
Rprpm,nqq. While Lpnq is responsible for the wave-like structure, that is still recognizable
in figure 6.14, Rpnq actually only contributes five dots, the major positive peak, and four
secondary peaks of negative value. All other values are negligibly small compared to those
of Lpnq, as can be seen in Figure 6.15, where we omitted these five large values.

Note that apart from the interesting properties of the matrices Qpnq and Lpnq, the plots
in Figures 6.12, 6.13 and 6.14 expose once again the great performance of our main term
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Figure 6.12. Truncated radial plot of QM pnq and Qnumpnq.
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Figure 6.13. Full range radial plot of LM pnq and Lnumpnq.
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Figure 6.14. Full range
radial plot of QM pnq and
Qnumpnq.
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Figure 6.15. Truncated
radial plot of RM pnq and
Rnumpnq.
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Figure 6.16. Full range ra-
dial plot ofMpnq and Inumpnq.
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Figure 6.17. Full range ra-
dial plot of QM pnq for even
and odd m,n and Qnumpnq
only for even m,n.

Mpzq everywhere, except for vectors z close to 0. The discrepancies in the approximated
values by means ofM versus the numerical reference data for those vectors become brutally
apparent by the quite large distance between the blue and red dots especially in Figures
6.12 and 6.14.

Two more noteworthy observations are that on the one hand the pattern we see in Figure
6.13 is actually due to the way the matrix Lpnq is constructed, and does not yet manifest
itself so clearly in Ipnq, that is displayed in Figure 6.16. The second observation is that
taking into account odd m,n as well does not add any further substantial information to
the pattern of Qpnq, as can be seen by the additional red dots in Figure 6.17 compared to
Figure 6.14. The missing values for odd m,n in the case of Qnumpnq are set to zero for this
visualization.

6.3. Open Problems

We want to use this last section to summarize the open problems and questions con-
cerning the main term Mpnq and Conjecture 2, that arose in the course of the discussion in
this chapter and throughout the entire work.

In order to prove Conjecture 2 and to quantify the error

|Ipnq ´Mpnq|

we need a characterization of the expansion remainder Rp4ql pα, β, γ, δ, rq of the series expan-
sion of the product of four different Bessel functions, similar to the one for α “ β “ γ “
δ “ n in Lemma 7. This expansion remainder then needs to be included in the integration
of the series expansion in Chapter 3. Moreover, in the integration step, we need to establish
a more comprehensive characterization of the secondary term S, that contains not only the
4r-terms from (51), as in the case of n “ pn, n, n, n, 2n, 2nq, but also the 2r-terms. Then, we
either suffer greatly and fight our way through the steps of Chapter 4, but with six different
parameters instead of only one, or we find a smarter solution to estimate the remainder
term and the secondary term in this general setting.

Beyond a qualitative and quantitative proof of Conjecture 2 it would be great to answer
for example the question, whether the main term Mpn) can be further simplified in the
spirit of Theorem 36 in Section 4.4. Meaning, is there a (simple) decomposition into leading
asymptotic terms and an error? If so, how does it look like?
Another exciting question is, whether formula (7) enables us to explain the structures ana-
lytically we see for instance in Figures 6.1, 6.10 and 6.13.
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CHAPTER 7

Background

In this chapter we provide some necessary tools from the theory of gamma functions,
generalized hypergeometric functions and Bessel functions. Moreover, we introduce the
sine and the cosine integral and give some insights on their asymptotics. The last section
then collects some additional useful inequalities and summation formulae we use extensively
throughout the entire thesis.

Most of the results are well-known. A few results, that are particularly useful in our set-
ting, have not been taken from the literature, but are proven here. These include Lemma 55
on a uniform upper bound for

`

π
2 r
˘

1
2 Jnprq, Lemma 63, that provides asymptotic estimates

for integrals of the type
ż 8

x

cosptq

tn
dt,

ż 8

x

sinptq

tn
dt,

Lemma 64, which estimates 1 ` x in terms of ex´δx2 from above and below for suitable x
and δ, and last but not least Lemmata 67 and 69, which provide closed form expressions for
the tail of the geometric series and sums of the type

p
ÿ

j“0

ja
Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q
,

respectively.

7.1. The Gamma Function

The purpose of this section is to introduce the gamma function and to display and
deduce some of its basic properties as well as a few upper and lower bounds, that have
proven to be extremely useful for our purposes, for example in estimating gamma quotients.
Those are the reflection formula (327), the duplication formula (328), Stirling’s formula
(332) and Lemma 44, to name a few.

7.1.1. Definition and Some Properties. When you are working with Bessel func-
tions, you won’t be able to avoid the gamma function, defined by the integral

Γpzq “

ż 8

0
e´ttz´1dt (325)

for Repzq ą 0. Using integration by parts, one sees that

Γpz ` 1q “ zΓpzq. (326)

This functional equation can be used to uniquely extend the integral formula to a meromor-
phic function defined for all complex z, except negative integers and zero. Two important
properties of the gamma function, we heavily use throughout this work, are Euler’s reflection
formula for z R Z

ΓpzqΓp1´ zq “
π

sinpπzq
(327)

and Legendre’s duplication formula for z R t´n
2 | n P Nu

ΓpzqΓ

ˆ

z `
1

2

˙

“ π
1
2 21´2zΓp2zq. (328)
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The reflection formula (327) is a consequence of Liouville’s Theorem. This can be seen
as follows. We set

fpzq “ ΓpzqΓp1´ zq sinpπzq.

Due to the multiplicative recursion of the gamma function, the function f is 1-periodic. By
the triangle inequality applied to the defining integral (325), one finds that

|fpx` iyq| “ O peyq as y Ñ8

for x P r0, 1s and positive y. Hence, it is fpzq “ F
`

e2πiz
˘

for a holomorphic function F on

C˚ “ Czt0u, with |F pωq| “ O
´

|ω|
1
2

¯

as ω Ñ 8 and |F pωq| “ O
´

|ω|´
1
2 |

¯

as ω Ñ 0. Thus,

the function F is constant. Plugging in z “ 1
2 evaluates the constant.

Legendre’s duplication formula (328) follows from the identity

ΓpxqΓpyq “ Γpx` yq

ż 1

0
tx´1p1´ tqy´1dt (329)

for x and y with positive real part. By substituting t “ 1`s
2 , the right-hand side above turns

into

2´x´y`1Γpx` yq

ż 1

´1
p1´ sqx´1p1` sqy´1ds. (330)

Now we set x “ y “ z and obtain

22z´1 Γpzq2

Γp2zq
“ 2

ż 1

0

`

1´ s2
˘z´1

ds.

On the other hand we find that

2

ż 1

0

`

1´ s2
˘z´1

ds “
Γ
`

1
2

˘

Γpzq

Γ
`

z ` 1
2

˘ ,

when we substitute t “ s2 in (329) and let x “ 1
2 and y “ z. Since Γ

`

1
2

˘

“ π
1
2 , identity

(328) follows.
Identity (329) can be seen by writing the product ΓpxqΓpyq as the double integral

ż 8

0

ż 8

0
e´pt`sqtx´1sy´1dtds.

Substituting t “ rv, s “ p1´ rqv turns the above line into
ż 8

0
e´vvx`y´1dv

ż 1

0
rx´1p1´ rqy´1dr.

By definition, the first factor is equal to Γpx` yq.

Remark 43. Another useful representation for Γpzq and Repzq ą 0 is

Γpzq “ sz
ż 8

0
e´sttz´1dt. (331)

One deduces it from (325) by replacing t with st for s ą 0.
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7.1.2. Bounds. Throughout our work, we have to deal a lot with gamma quotients.
Often it is not immediately apparent how large or small such a gamma quotient really is.
Stirling’s formula is a great tool to shed some light on this question. So let us introduce
one of our best friends in this thesis: Stirling’s formula for x ě 0

Γpxq “ p2πq
1
2xx´

1
2 e´x`µpxq, (332)

where the function µ satisfies
1

12x` 1
ă µpxq ă

1

12x
. (333)

Here we use the same version of Stirling’s formula as Oliveira e Silva and Thiele did in [1].

One more handy double sided inequality, we will heavily make use of, is the following.

Lemma 44 ([1]). Let x ě 1
2 , then
ˆ

x´
1

2

˙
1
2

ď
Γ
`

x` 1
2

˘

Γpxq
ď x

1
2 . (334)

Another useful convexity estimate is

Lemma 45 ([1]). Let x ě y ą 0 and w ě 0. Then it is

Γpxq

Γpyq
ď

Γpx` wq

Γpy ` wq
.

7.2. Generalized Hypergeometric Functions

It lies in the nature of our approach to Bessel functions and to products and integrals
of them that we encounter many sums of products and quotients of gamma functions. We
refer to them as sums of gamma quotients. It is often convenient to express such a sum of
gamma quotients as gamma quotients itself. For this we shall use some formulae from the
theory of hypergeometric functions.
After a brief introduction of the generalized hypergeometric function, we will deduce these
formulae, which are mainly hypergeometric identities. More precisely, in Lemma 47 we prove

Gauss’ identity, which expresses 2F1

ˆ

a b
c

ˇ

ˇ

ˇ
1

˙

as a gamma quotient, and in Lemma 48 we

prove Dixon’s identity, which expresses 3F2

ˆ

a b c
d e

ˇ

ˇ

ˇ
1

˙

as a gamma quotient. Afterwards,

in Lemma 49 we prove a summation formula for the related series
8
ÿ

p“0

pa
Γ
`

p` 1
2

˘

Γpp` 1q
xp,

for a P Z. A valuable tool for the proof of hypergeometric identities is Euler’s integral
representation of 2F1. Therefore, we mention and prove it below in Lemma 46. We finish
this section with Lemma 50, that provides an upper bound on generalized hypergeometric
functions. We need this bound in our first step of the estimate of the secondary term in
Section 4.3. Now, let us start with the definition.

The generalized hypergeometric function is defined as the series

pFq

ˆ

a1, . . . , ap
b1, . . . , bq

ˇ

ˇ

ˇ
z

˙

“
Γpb1q ¨ ¨ ¨Γpbqq

Γpa1q ¨ ¨ ¨Γpapq

8
ÿ

m“0

Γpa1 `mq ¨ ¨ ¨Γpap `mq

Γpb1 `mq ¨ ¨ ¨Γpbq `mq

zm

m!
. (335)

With z “ 1 it is a sum of gamma quotients. Is one of the upper parameters ai a negative
integer, then the series in (335) is finite and the associated hypergeometric function is a
polynomial in z, since the gamma function has simple poles at the non-positive integers. Is
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one of the lower parameters bj a negative integer or zero, then pFq

ˆ

a1 ... ap
b1 ... bq

ˇ

ˇ

ˇ
z

˙

does not

exist in general. In all other cases, the radius of convergence ρ of the hypergeometric series
is given by

ρ “

$

’

&

’

%

8, p ă q ` 1,

1, p “ q ` 1,

0, p ą q ` 1.

(336)

This follows directly from the ratio test, since

lim
mÑ8

ˇ

ˇ

ˇ

ˇ

cm`1

cm

ˇ

ˇ

ˇ

ˇ

“

$

’

&

’

%

0, p ă q ` 1,

|z|, p “ q ` 1,

8, p ą q ` 1,

with cm “
pa1qm¨¨¨papqm
pb1qm¨¨¨pbqqmm! .

In the cases p “ q and p “ q ` 1 the function pFq is called generalized hypergeometric
function of Kummer type and Gauss type, respectively. The name (Gaussian or ordinary)
Hypergeometric function is historically reserved for the special case of p “ 2 and q “ 1
with principal value being the cut plane Czr1,8q. This function has the following integral
representation due to Euler.

Lemma 46. Let Repcq ą Repbq ą 0. Then

2F1

ˆ

a, b

c

ˇ

ˇ

ˇ
z

˙

“
Γpcq

ΓpbqΓpc´ bq

ż 1

0
tb´1p1´ tqc´b´1p1´ ztq´adt.

Proof. Let us first suppose |z| ă 1. Then

p1´ ztq´a “
8
ÿ

m“0

ˆ

´a

m

˙

zmtm “
8
ÿ

m“0

Γpa`mq

Γpaqm!
zmtm. (337)

The second equality above is due to Euler’s reflection formula (327). In Fact, the reflection
formula implies that

Γ pα` 1q

Γ pα´m` 1q
“

sin pπpα´m` 1qq

sin pπpα` 1qq

Γ p´α`mq

Γ p´αq
.

Since
sin pπpα´m` 1qq

sin pπpα` 1qq
“

sin pπpα´mqq

sin pπαq
“ cos pπmq “ p´1qm

we find that
ˆ

α

m

˙

“
Γ p´α`mq

Γ p´αq

p´1qm

m!
. (338)

Now, using representation (337) and identity (329) we obtain
ż 1

0
tb´1p1´ tqc´b´1p1´ ztq´adt “

8
ÿ

m“0

Γpa`mq

Γpaqm!
zm

ż 1

0
tm`b´1p1´ tqc´b´1dt

“

8
ÿ

m“0

Γpa`mq

Γpaqm!
zm

Γpb`mqΓpc´ bq

Γpc`mq

“
Γpc´ bq

Γpaq

8
ÿ

m“0

Γpa`mqΓpb`mq

Γpc`mq

zm

m!

“
Γpc´ bqΓpbq

Γpcq
2F1

ˆ

a, b

c

ˇ

ˇ

ˇ
z

˙

.
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Since the integral is analytic in the cut plane Czr1,8q, the proof follows by analytic con-
tinuation for all z P Czr1,8q.

7.2.1. Hypergeometric Identities. A direct consequence of Euler’s integral repre-
sentation is Gauss’ first hypergeometric identity. We need it in the following section for the
proof of Lemma 59.

Lemma 47. Let Repcq ą Repbq ą 0 and Repc´ a´ bq ą 0. Then

2F1

ˆ

a, b

c

ˇ

ˇ

ˇ
1

˙

“
ΓpcqΓpc´ a´ bq

Γpc´ aqΓpc´ bq
.

Proof. By setting z “ 1 in Lemma 46 we get for Repcq ą Repbq ą 0 and
Repc´ a´ bq ą 0

2F1

ˆ

a, b

c

ˇ

ˇ

ˇ
1

˙

“
Γpcq

ΓpbqΓpc´ bq

ż 1

0
tb´1p1´ tqc´a´b´1dt

“
Γpcq

ΓpbqΓpc´ bq

ΓpbqΓpc´ a´ bq

Γpc´ aq
,

where we once again used (329).

The 3F2 counterpart of Gauss’ identity is Dixon’s hypergeometric identity. It is an
important ingredient in the proof of Lemma 11.

Lemma 48. Let a, b, c be non-negative integers such that 1` a
2 ´ b´ c ą 0. Then in its

beautifully symmetric and easier-to-remember form the identity reads
a
ÿ

m“´a

p´1qm
ˆ

a` b

a`m

˙ˆ

b` c

b`m

˙ˆ

c` a

c`m

˙

“
pa` b` cq!

a!b!c!
. (339)

Moreover, the left-hand side of (339) is equal to
ˆ

b` c

b´ a

˙ˆ

c` a

c´ a

˙

3F2

ˆ

´2a,´a´ b,´a´ c

1` b´ a, 1` c´ a

ˇ

ˇ

ˇ
1

˙

. (340)

This following very elegant and short proof of Dixon’s identity for non-negative integers
is due to Ekhad [4].

Proof. We will prove (339) first. Set

fpaq “
a
ÿ

m“´a

p´1qm
ˆ

a` b

a`m

˙ˆ

b` c

b`m

˙ˆ

c` a

c`m

˙

and denote the summand by F pa,mq. Obviously, the statement is true for a “ 0. Thus, it
follows by induction if we show that

pa` 1qfpa` 1q ´ pa` 1` b` cqfpaq ” 0. (341)

Our goal is to find a recurrence relation for F pa,mq of the form

pa` 1qF pa` 1,mq ` pa` 1` b` cqF pa,mq “ Gpa,mq ´Gpa,m´ 1q. (342)

It is easily verified that the function

Gpa,mq “
p´1qapa` bq!pa` cq!pb` cq!

2pa`m` 1q!pa´mq!pb`mq!pb´m´ 1q!pc`mq!pc´m´ 1q!

satisfies this recurrence. We have done calculations like this a hundred times in Sections 4.2
and 4.3. Summing (342) with respect to m yields (341), since the right-hand side telescopes
to zero due to the simple poles of Γpa´m`1q form ě a`1 and Γpa`m`2q form ď ´a´2.
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The equivalence of (340) and (339) can be seen as follows. After shifting the summation
on the left-hand side of (339) by a, we obtain by (338)

p´1qb`c

Γp´a´ bqΓp´a´ cqΓp´b´ cq

2a
ÿ

m“0

Γp´2a`mqΓp´a´ b`mqΓp´a´ c`mq

Γpb´ a` 1`mqΓpc´ a` 1`mqm!
. (343)

On the other hand, it is by (338)

ˆ

b` c

b´ a

˙ˆ

c` a

c´ a

˙

“
p´1qb`cΓp´2aq

Γpb´ a` 1qΓpc´ a` 1qΓp´b´ cq
, (344)

and by definition (335)

3F2

ˆ

´2a,´a´ b,´a´ c

1` b´ a, 1` c´ a

ˇ

ˇ

ˇ
1

˙

“
Γpb´ a` 1qΓpc´ a` 1q

Γp´2aqΓp´a´ bqΓp´a´ cq

ˆ

2a
ÿ

m“0

Γp´2a`mqΓp´a´ b`mqΓp´a´ c`mq

Γpb´ a` 1`mqΓpc´ a` 1`mqm!
.

(345)

Now, it’s left to multiply (344) and (345) and to compare the result with (343).

Another special case of a hypergeometric function is the (generalized) binomial series

p1` xqα “
8
ÿ

m“0

ˆ

α

m

˙

xm “ 1F0

ˆ

´α

0

ˇ

ˇ

ˇ
´x

˙

, (346)

which converges absolutely for all |x| ă 1 and complex α. The second equality in (346) is
due to (338). In the next lemma we exploit the fact that we have a closed form expression
for the binomial series and prove identities for the sum

Capxq :“
8
ÿ

p“0

pa
Γ
`

p` 1
2

˘

Γpp` 1q
xp, (347)

for a P Z, 0 ď a ď 9.
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Lemma 49. Let Ca be defined as in (347). Then it is for |x| ă 1

C0pxq “

?
π

?
1´ x

, (348)

C1pxq “

?
πx

2p1´ xq3{2
, (349)

C2pxq “

?
πx

22p1´ xq5{2
px` 2q, (350)

C3pxq “

?
πx

23p1´ xq7{2
px2 ` 10x` 4q, (351)

C4pxq “

?
πx

24p1´ xq9{2

`

x3 ` 36x2 ` 60x` 8
˘

, (352)

C5pxq “

?
πx

25p1´ xq11{2

`

x4 ` 116x3 ` 516x2 ` 296x` 16
˘

, (353)

C6pxq “

?
πx

26p1´ xq13{2

`

x5 ` 358x4 ` 3508x3 ` 5168x2 ` 1328x` 32
˘

, (354)

C7pxq “

?
πx

27p1´ xq15{2

`

x6 ` 1086x5 ` 21120x4 ` 64240x3 ` 42960x2 ` 5664x` 64
˘

,

(355)

C8pxq “

?
πx

28p1´ xq17{2

´

x7 ` 3272x6 ` 118632x5 ` 660880x4 ` 900560x3 ` 320064x2

` 23488x` 128
¯

, (356)

C9pxq “

?
πx

29p1´ xq19{2

´

x8 ` 9832x7 ` 638968x6 ` 6049744x5 ` 14713840x4

` 10725184x3 ` 2225728x2 ` 95872x` 256
¯

. (357)

Proof. By Euler’s reflection formula (327) it is

Γ
`

p` 1
2

˘

Γpp` 1q
“ p´1qpπ

1

Γ
`

1
2 ´ p

˘

Γpp` 1q

“ π
1
2 p´1qp

Γ
`

1
2

˘

Γ
`

1
2 ´ p

˘

Γpp` 1q
“ π

1
2 p´1qp

ˆ

´1
2

p

˙

.

Thus, we rewrite

Capxq “ π
1
2

8
ÿ

p“0

pa
ˆ

´1
2

p

˙

p´xqp (358)

and immediately get for a “ 0

C0pxq “ π
1
2

8
ÿ

p“0

ˆ

´1
2

p

˙

p´xqp “
π

1
2

p1´ xq
1
2

by (346). Inside the radius of convergence |x| ă 1 of C0, we are allowed to interchange
summation and differentiation, and thus obtain after differentiating k times

C̃kpxq :“ π
1
2

8
ÿ

p“0

ppp´ 1q ¨ ¨ ¨ pp´ k ` 1q

ˆ

´1
2

p

˙

p´xqp “ π
1
2
p2k ´ 1q!!

2k
xk

p1´ xq
2k`1

2

. (359)

143



Hence, for a “ 1 the two series C1pxq and C̃1pxq coincide and take the value

C1pxq “
π

1
2x

2p1´ xq
3
2

.

Note that ppp´ 1q ¨ ¨ ¨ pp´ k ` 1q “ k!
`

p
k

˘

, and thus

C̃kpxq “ π
1
2k!

8
ÿ

p“0

ˆ

p

k

˙ˆ

´1
2

p

˙

p´xqp. (360)

Next, we express each power pa as a linear combination of binomial coefficients for 1 ď k ď a

pa “
a´1
ÿ

k“1

ckk!

ˆ

p

k

˙

` a!

ˆ

p

a

˙

. (361)

Then it is by (358), (360) and (361)

Capxq “
a´1
ÿ

k“1

ckC̃kpxq ` C̃apxq. (362)

The solutions of the systems of linear equations (361) for the coefficients ck are

a “ 2 : c1 “ 1,

a “ 3 : c1 “ 1, c2 “ 3,

a “ 4 : c1 “ 1, c2 “ 7, c3 “ 6,

a “ 5 : c1 “ 1, c2 “ 15, c3 “ 25, c4 “ 10,

a “ 6 : c1 “ 1, c2 “ 31, c3 “ 90, c4 “ 65, c5 “ 15,

a “ 7 : c1 “ 1, c2 “ 63, c3 “ 301, c4 “ 350, c5 “ 140, c6 “ 21,

a “ 8 : c1 “ 1, c2 “ 127, c3 “ 966, c4 “ 1701, c5 “ 1050, c6 “ 266, c7 “ 28,

a “ 9 : c1 “ 1, c2 “ 255, c3 “ 3025, c4 “ 7770, c5 “ 6951, c6 “ 2646, c7 “ 462, c8 “ 36.

Now the expressions for C2pxq to C9pxq follow by plugging in these values into (362) and
the knowledge about the value of C̃kpxq from (359).

7.2.2. Upper Bounds. In the following we give an upper bound for Kummer type
and Gauss type generalized hypergeometric functions, respectively. These bounds where
first mentioned by Luke [6] without proof. Several years later, Karp [5] gave two different
proves of them. We sketch the first one to be self-contained.

Lemma 50 ([5]). Define for each k “ 1, . . . , q the elementary symmetric polynomial

ekpx1, . . . , xqq “
ÿ

1ďj1ăj2ă¨¨¨ăjkďq

xj1 ¨ ¨ ¨xjk . (363)

Let r ě 0 and assume for all k “ 1, . . . , q

ekpβ1, . . . , βqq ě ekpα1, . . . , αqq, (364)

and that every elementary polynomial is non-negative. Then

qFq

ˆ

α1, . . . , αq
β1, . . . , βq

ˇ

ˇ

ˇ
r

˙

ď 1` per ´ 1qf1, (365)

with f1 “

q
ź

k“1

αk
βk

. Moreover, let λ ą 0. Then it is for 0 ď x ă 1

q`1Fq

ˆ

λ, α1, . . . , αq
β1, . . . , βq

ˇ

ˇ

ˇ
x

˙

ď 1`

ˆ

1

p1´ xqλ
´ 1

˙

f1. (366)
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Proof. Let

fm “

q
ź

k“1

Γpαk `mqΓpβkq

ΓpαkqΓpβk `mq

be the coefficient of r
m

m! in the definition of qFq
ˆ

α1 ... αq
β1 ... βq

ˇ

ˇ

ˇ
r

˙

. Then it is by condition (364)

fm`1

fm
“

q
ź

k“1

αk `m

βk `m
“

řq
k“1 ekpα1, . . . , αqqm

k

řq
k“1 ekpβ1, . . . , βqqmk

ď 1

Thus, the series of coefficients fm is decreasing and fm ď f1 for all m ě 1. This implies for
r ě 0

qFq

ˆ

α1, . . . , αq
β1, . . . , βq

ˇ

ˇ

ˇ
r

˙

“ 1`
8
ÿ

m“1

fm
rm

m!
ď 1` f1

8
ÿ

m“1

rm

m!
“ 1` f1pe

r ´ 1q.

To pass from (365) to (366), we use that
ż 8

0
qFq

ˆ

α1, . . . , αq
β1, . . . , βq

ˇ

ˇ

ˇ
r

˙

e´yrrλ´1dr

“

q
ź

k“1

Γpβkq

Γpαkq

8
ÿ

m“0

q
ź

k“1

Γpαk `mq

Γpβk `mq

1

m!

ż 8

0
e´yrrλ`m´1dr

“ y´λ
q
ź

k“1

Γpβkq

Γpαkq

8
ÿ

m“0

Γpλ`mq

q
ź

k“1

Γpαk `mq

Γpβk `mq

y´m

m!

“ y´λΓpλqq`1Fq

ˆ

λ, α1, . . . , αq
β1, . . . , βq

ˇ

ˇ

ˇ
y´1

˙

,

by (331), if λ ą 0 and 0 ď y´1 ă 1. Integration of the right-hand side of (365) as well, and
setting x “ y´1 completes the proof.

7.3. Bessel Functions

Next, we eventually reach our main object of interest, the Bessel function. Similar to
the two previous sections, we first give an overview on how the Bessel function is defined
and list its basic properties to an extend that is sufficient for our purposes, including for
example its representation as the integral (373) and the Poisson Integral (377). In that part
of the section, we closely follow [1]. Afterwards, we deduce upper bounds on Jn. Especially
Lemma 55 is very important for the series expansion of products of Bessel functions we
develop in Chapter 2. This result builds upon a work by Krasnikov [10]. In the last part
of this section, we state some results from the theory of integrals of two and three Bessel
functions, that are crucial for our work in Chapter 3. The most valuable ingredients there
are Kapteyn’s Lemma 56, as well as Lemmata 57 and 58.

7.3.1. Definition and Some Properties. Bessel functions are solutions ypzq of Bessel’s
differential equation

z2d
2y

dz2
` z

dy

dz
` pz2 ´ ν2qy “ 0 (367)

for arbitrary ν P C. By plugging in the ansatz function

ypzq “
8
ÿ

m“0

cmz
α`m
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into (367) upon the condition that c0 ‰ 0, we find the formal solution

Jνpzq “
´z

2

¯ν 8
ÿ

m“0

p´1qm

m!Γpν ` 1`mq

ˆ

z2

4

˙m

, (368)

called Bessel function of the first kind of order ν and argument z. For non-integers ν the
second linearly independent solution is J´νpzq. If ν “ n is an integer, it is

J´npzq “ p´1qnJnpzq. (369)

This can be seen by setting m “ l ` n in (368). Then

J´npzq “
´1
ÿ

l“´n

p´1ql`n2´2l´n

Γpl ` 1qpl ` nq!
z2l`n ` p´1qn

8
ÿ

l“0

p´1ql2´2l´n

l!Γpn` 1` lq
z2l`n.

Since the gamma function has simple poles at the non-positive integers, the first sum van-
ishes.

Later in this work we need the Bessel functions J´ 1
2
and J 1

2
of order ˘1

2 . Setting ν “ ´
1
2

in (368) and using Legendre’s duplication formula, we obtain

J´ 1
2
pzq “

8
ÿ

0

p´1qm2´2m` 1
2

Γpm` 1qΓ
`

m` 1
2

˘z2m´ 1
2

“

ˆ

2

π

˙
1
2 1

z
1
2

8
ÿ

0

p´1qmz2m

Γp2m` 1q

“

ˆ

2

π

˙
1
2 cospzq

z
1
2

.

(370)

Likewise we yield for ν “ 1
2

J 1
2
pzq “

ˆ

2

π

˙
1
2 sinpzq

z
1
2

. (371)

In [1] Oliveira e Silva and Thiele define the Bessel function of the first kind of integer
order n P Z and non-negative argument r ě 0 via the identity

zein¨σprq “ 2πp´iqnJnp|r|qein argprq, (372)

which is, by a simple coordinate transform, equivalent to the integral representation

Jnprq “
1

2π

ż π

´π
eir sinpθq´inθdθ. (373)

Then they use (373) to deduce the recurrence relations

Jn´1prq ´ Jn`1prq “ 2J 1nprq, (374)

Jn´1prq ` Jn`1prq “
2n

r
Jnprq (375)

in the sense of meromorphic functions. Adding and subtracting (374) and (375) results in

rJ 1nprq ` nJnprq “ rJn´1prq,

rJ 1nprq ´ nJnprq “ ´rJn`1prq.

Alternatively one can write
d

dr
prnJnprqq “ rnJn´1prq,

d

dr

`

r1´nJn´1prq
˘

“ ´r1´nJnprq. (376)
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Elimination of Jn´1prq in this last system then leads to

d

dr

ˆ

r1´ndJnprq

dr
` nr´nJnprq

˙

` r1´nJnprq “ 0,

which is equivalent to Bessel’s differential equation (367). Thus, both representations (368)
and (373) of Jnpzq are a solution of (367) with initial values J0p0q “ 1 and Jnp0q “ 0 for
n P Zzt0u. The equality of the initial values J 10p0q and J 1np0q for n P Zzt0u follows from (368)
and the recurrence (374), respectively. By the Picard-Lindelöf theorem on the existence and
uniqueness of the solution of an ordinary differential equation, (368) and (373) have to be
identical for integer orders n P Z. By a very similar argument, Oliveira e Silva and Thiele
show that (373) is equivalent to the Poisson integral

Jnprq “

`

r
2

˘n

Γ
`

n` 1
2

˘

Γ
`

1
2

˘

ż π

0
cospr cospθqq sinpθq2ndθ. (377)

Let us at this point for the sake of completeness at least mention the Bessel function
of the second kind as well as briefly draw a connection between the Bessel function and
hypergeometric functions.

Remarks 51. (i) Since for integer-ν the two solutions Jν and J´ν are no longer linearly
independent, we need a different second solution in this case. For general complex ν the
second linearly independent solution of Bessel’s differential equation (367) is

Yνpzq “
Jνpzq cospνπq ´ J´νpzq

sinpνπq
. (378)

It is called Bessel function of the second kind of order ν and argument z. In the case of
integer order ν “ n the function is defined as the limit

Ynpzq “ lim
νÑn

Yνpzq

“
1

π

BJνpzq

Bν

ˇ

ˇ

ˇ

ˇ

ˇ

ν“n

`
p´1qn

π

BJνpzq

Bν

ˇ

ˇ

ˇ

ˇ

ˇ

ν“´n

.

(ii) The Bessel function of the first kind (368) can be expressed in terms of the hypergeo-
metric function 0F1, the so-called confluent hypergeometric limit function. It is

Jνpzq “

`

z
2

˘ν

Γpν ` 1q
0F1

ˆ

ν ` 1

ˇ

ˇ

ˇ
´
z2

4

˙

.

Now, we move on with a further exploration of Bessel functions of the first kind.

7.3.2. Upper Bounds. One of the simplest upper bounds on Jnprq for real r and
n ě 0 is

|Jnprq| ď
|r|n

2nΓpn` 1q
, (379)

which follows from Poisson’s integral (377). For complex values z, the integral representation
(373) provides us with another simple and useful bound

|Jnpzq| ď eImpzq. (380)

Next, we are interested in an upper bound on the function
`

π
2 r
˘

1
2 Jnprq for integer orders

n ě 1, which is uniform in r ě 0. In order to achieve this goal, we combine two inequalities
Krasnikov proves in [10]. The first one is valid in the monotonicity region 0 ă r ď n` 1

2 of
the Bessel function.
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Lemma 52 ([10]). Let n ą 0 and 0 ă r ď n` 1
2 , then

Jnprq ă
2

1
3

3
2
3 Γ

`

2
3

˘

rn

nn`
1
3

e
n2´r2

2n`1 .

The second one provides a bound for the oscillatory part of Jn.

Lemma 53 ([10]). Let n ě 1
2 and r ě

`

n2 ´ 1
4

˘
1
2 , then

ˆ

r2 ´ n2 `
1

4

˙
1
4

|Jnprq| ă
ˆ

2

π

˙
1
2

.

For the sake of self-completeness we sketch the proofs of Lemmata 52 and 53.

Proof of Lemma 52. Set unprq “ r´nJnprq for n ě 0. Then Bessel’s differential
equation (367) implies that

ru2nprq ` p2n` 1qu1nprq ` runprq “ 0,

and therefore, since 0 ď r ď n` 1
2

0 ď
`

unprq ` u
1
nprq

˘2
ď unprq

2 `
2n` 1

r
unprqu

1
nprq ` u

1
nprq

2

“ u1nprq
2 ´ unprqu

2
nprq,

or, equivalently,

rtnprq
2 ` p2n` 1qtnprq ` r ě 0.

Here we put tnprq “
u1nprq
unprq

. It follows that

tnprq R

˜

´
2n` 1`

a

p2n` 1q2 ´ 4r2

2r
,´

2r

2n` 1`
a

p2n` 1q2 ´ 4r2

¸

.

It is limrÑ0`´
2n`1`

?
p2n`1q2´4r2

2r “ ´8, but (376) and the Poisson integral (377) for Jnprq
imply that limrÑ0` tprq “ 0. Thus, it is

tprq ě ´
2r

2n` 1`
a

p2n` 1q2 ´ 4r2
ě ´

2r

2n` 1
.

Integration of the above inequality yields

ln
unpnq

unprq
ě ´

ż n

r

2s

2n` 1
ds “ ´

n2 ´ r2

2n` 1
.

This, together with the inequality Jnpnq ď 2
1
3

3
2
3 Γp 23qn

1
3
by Lorch from [11], proves the claim.

The proof of Lemma 53 is based on the theory of Sonin’s functions. It would go beyond
the scope of this work to go deeper into it. As a brief explanation, let us at least state the
definition. Let ypxq be a solution of

y2pxq ` apxqy1pxq ` bpxqypxq “ 0, bpxq ą 0.

Then the function

Spxq “ y2pxq `
py1q2pxq

bpxq

is called Sonin’s function. It is an envelope of y2 and coincides with it in all of its maxima.

148



Proof of Lemma 53. Set vnprq “
`

r2 ´ n2 ` 1
4

˘
1
4 Jnprq and η “

`

n2 ´ 1
4

˘
1
2 ě 0 for

n ě 1
2 . For r “ η the result is trivial.

Now let r ą η. By Bessel’s differential equation (367), one easily verifies that the function
vnprq satisfies the differential equation

v2nprq ´ aprqv
1
nprq ` bprqvnprq “ 0, (381)

with aprq “ η2

rpr2´η2q
and

bprq “
4pr2 ´ η2q3 ` η2p6r2 ´ η2q

4r2pr2 ´ η2q2
ą 0.

Then, th Sonin’s function is

Sprq “ v2
nprq `

1

bprq
v12n prq,

which is an envelope of v2
nprq, as stated above, and coincides with v2

nprq in all the maxima.
Due to (381) the derivative of S can be simplified to

S1prq “
24η2r3pr2 ´ η2qp4r2 ` η2q

ppr2 ´ η2q3 ` η2p6r2 ´ η2qq2
v12n prq ě 0.

Thus,

|vnprq| ă
´

lim
rÑ8

Sprq
¯

1
2
.

Using the recurrence relation (374), the asymptotics Jnprq „
`

2
πr

˘
1
2 cos

`

r ´ nπ
2 ´

π
4

˘

, that
can be deduced from Corollary 5, and some algebra we arrive at the desired bound |vnprq| ă
`

2
π

˘
1
2 .

Remark 54. Actually, the inequality we stated in Lemma 53 is true for all positive
arguments r ě 0 and the constant

`

2
π

˘
1
2 is sharp. The interested reader is referred to [10].

Finally, we have everything we need to deduce a uniform upper bound on
`

π
2 r
˘

1
2 Jnprq.

Lemma 55. Let n P N, n ě 1. Then it is

´π

2
r
¯

1
2
|Jnprq| ď

ˆ

n`
1

2

˙
1
4

for all r ě 0.

Proof. Lemma 52 implies that for all 0 ă r ď n` 1
2

´π

2
r
¯

1
2
Jnprq ă

π
1
2

2
1
6 3

2
3 Γ

`

2
3

˘

rn`
1
2

nn`
1
3

e
n2´r2

2n`1

ď
π

1
2

2
1
6 3

2
3 Γ

`

2
3

˘

`

n` 1
2

˘
1
2

n
1
3

ˆ

1`
1

2n

˙n

e´
n` 1

4
2n`1

ă
π

1
2 e

1
8n`4

2
1
6 3

2
3 Γ

`

2
3

˘

`

n` 1
2

˘
1
2

n
1
3

.

The second inequality above can be seen by taking a closer look at the function

rn`
1
2 e

n2´r2

2n`1 (382)
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for 0 ă r ď n` 1
2 . Its derivative in r is

e
n2´r2

2n`1 rn´
1
2

`

4n2 ` 4n´ 4r2 ` 1
˘

2p2n` 1q
,

which is positive for all the values of r, we are interested in. Thus, we take the right boundary
value of (382) as an upper bound. In the step following this, we estimated

`

1` 1
2n

˘n
ď e

1
2 .

Beyond the monotonicity region, for r ě n` 1
2 ą

`

n2 ´ 1
4

˘
1
2 , Lemma 53 gives

´π

2
r
¯

1
2 |Jnprq| ă

˜

r2

r2 ´ n2 ` 1
4

¸
1
4

ď

ˆ

n`
1

2

˙
1
4

.

Thus, we find that

´π

2
r
¯

1
2 |Jnprq| ď max

$

&

%

ˆ

n`
1

2

˙
1
4

,
π

1
2 e

1
8n`4

2
1
6 3

2
3 Γ

`

2
3

˘

`

n` 1
2

˘
1
2

n
1
3

,

.

-

“

ˆ

n`
1

2

˙
1
4

for all n ě 1.

7.3.3. Integrals Involving Bessel Functions. Infinite integrals involving Bessel func-
tions have been of great interest around 1900. A vast amount of identities and formulae
have been produced in this era. A great, but by far not comprehensive, overview provide
the book by Watson [2] and the series by Erdélyi et al. [3]. In our analysis of Ipnq we
fall back on some known results about Bessel integrals. The first one is a generalization
of Kapteyn’s identity [7], which has already been a crucial ingredient for the results of our
companion paper [1].

Lemma 56 ([1]). Let m,n ě 0 and 1 ď k ď m` n. Then
ż 8

0
JmprqJnprqr

´kdr “
2´kΓpkqΓpm`n`1´k

2 q

Γpm`n`k`1
2 qΓpm´n`k`1

2 qΓpn´m`k`1
2 q

.

The second one is due to Oliveira e Silva and Thiele and investigates the case of an
additional trigonometric factor cosp2rq or sinp2rq under the integral.

Lemma 57 ([1]). Let m,n ě 0, and 1 ď k ď m` n.
If m` n` k is even, then

ż 8

0
JmprqJnprq cosp2rqr´kdr “ 0.

If m` n` k is odd, then
ż 8

0
JmprqJnprq sinp2rqr´kdr “ 0.

Luckily, there are still closed form expressions when we replace cosp2rq and sinp2rq by
cosp4rq and sinp4rq. However, they are a bit more complicated and involve the hypergeo-
metric function 3F2.
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Lemma 58. Let n ě 0 and 0 ď k ď 4n´ 1. Then it is
ż 8

0
J2

2nprq cosp4rq r´k´1dr

“ cos
´π

2
p4n´ kq

¯

22k´12n Γp4n´ kq

Γp2n` 1q2
3F2

ˆ

2n` 1
2 , 2n´

k
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

,

(383)

and
ż 8

0
J2

2nprq sinp4rq r´k´1dr

“ ´ sin
´π

2
p4n´ kq

¯

22k´12n Γp4n´ kq

Γp2n` 1q2
3F2

ˆ

2n` 1
2 , 2n´

k
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

.

(384)

This is a special case of the following lemma.

Lemma 59. Let Repλ` µ` ν ` ρq ą 0, Repλq ă 3
2 and b real and positive with b ą 2.

Then
ż 8

0
JµprqJνprqJρpbrqr

λ´1dr “
1

2π

ˆ

2

b

˙λ

b´µ´ν sin
´π

2
pλ` µ` ν ´ ρq

¯

ˆ
Γ
`

1
2pλ` µ` ν ` ρq

˘

Γpµ` 1q

Γ
`

1
2pλ` µ` ν ´ ρq

˘

Γpν ` 1q

ˆ 4F3

ˆ 1
2pµ` νq `

1
2 ,

1
2pµ` νq ` 1, 1

2pλ` µ` ν ` ρq,
1
2pλ` µ` ν ´ ρq

µ` 1, ν ` 1, µ` ν ` 1

ˇ

ˇ

ˇ

ˆ

2

b

˙2˙

This result was first proven by Bailey [8] and Rice [9] almost simultaneously. We vaguely
follow the proof in [3] vol. 2. It relies on the following identity.

Lemma 60. Let ´Repµq ă Repλq ă 1
2 . Then

ż 8

0
Jµprqr

λ´1dr “ 2λ´1 Γ
`

1
2pµ` λq

˘

Γ
`

1
2pµ´ λq ` 1

˘ .

Proof. Note that the assumptions on λ and µ make the integral absolutely integrable.
We consider the integral

ż 8

0
Jµprqr

λ´1e´4γr2dr

with the aim of letting γ tend to zero later. We replace the Bessel function by its Taylor
series at 0 (see (368))

ż 8

0
Jµprqr

λ´1e´4γr2dr “
8
ÿ

m“0

p´1qm2´2m´µ

Γpµ` 1`mqm!

ż 8

0
rλ`µ`2m´1e´4γr2 dr. (385)

Substituting 4γr2 by s and identifying the gamma integral in s gives

2λ´1

γ
1
2
pµ`λq

8
ÿ

m“0

Γ
`

1
2pµ` λq `m

˘

Γpµ` 1`mqm!
p´γq´m. (386)

The process of interchanging integration and summation in (385) is justified by the theorem
of Fubini-Tonelli. In fact, we estimate

ˇ

ˇ

ˇ

ˇ

p´1qm2´2m´µ

Γpµ` 1`mqm!
rλ`µ`2m´1e´4γr2

ˇ

ˇ

ˇ

ˇ

ď 2´µrλ`µ´1e´4γr2

˜

`

r
2

˘m

m!

¸2

,

and see that
ż 8

0

8
ÿ

m“0

2´µrλ`µ´1e´4γr2

˜

`

r
2

˘m

m!

¸2

dr ď

ż 8

0
2´µrλ`µ´1er´4γr2 dr ă 8
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provided that Repλ` µq ą 0. Now we multiply and divide (386) by Γ
`

1
2pµ´ λq ` 1

˘

and
identify the Beta integral (329) to obtain

2λ´1

γ
1
2
pµ`λq

8
ÿ

m“0

1

Γ
`

1
2pµ´ λq ` 1

˘

m!
p´γq´m

ż 1

0
t
1
2
pµ`λq`m´1p1´ tq

1
2
pµ´λq dt. (387)

Looking carefully at the last line reveals the exponential series, which is uniformly convergent
on any compact interval. We thus can drag the sum into the integral and (387) turns into

2λ´1

γ
1
2
pµ`λq

1

Γ
`

1
2pµ´ λq ` 1

˘

ż 1

0
t
1
2
pµ`λq´1p1´ tq

1
2
pµ´λqe

´ t
γ dt,

where we now substitute s “ t
γ and get

2λ´1

Γ
`

1
2pµ´ λq ` 1

˘

ż 1
γ

0
s

1
2
pµ`λq´1p1´ γsq

1
2
pµ´λqe´s ds.

Finally, we let γ tend to zero, and end up with
ż 8

0
Jµprqr

λ´1dr “
2λ´1

Γ
`

1
2pµ´ λq ` 1

˘

ż 8

0
s

1
2
pµ`λq´1e´s ds

“
Γ
`

1
2pµ` λq

˘

Γ
`

1
2pµ´ λq ` 1

˘ ,

by the gamma integral (325).

Now, let’s turn to the proof of Lemma 59.

Proof of Lemma 59. In a first step, we consider the product of two Bessel functions
of different orders µ and ν but the same argument z. We expand the Bessel functions into
their exponential series (368) and collect the coefficients of

´

´ z2

4

¯m
. Then

JµpzqJνpzq “
´z

2

¯µ`ν 8
ÿ

m“0

ˆ

´
z2

4

˙m m
ÿ

l“0

1

Γpµ` 1`m´ lqΓpν ` 1` lqΓpm` 1´ lql!
.

Note that a quick rearrangement of relation (338) implies that

Γpm´ lq “ p´1ql
ΓpmqΓp1´mq

Γp1´m` lq
.

Using this for the first and third factor in the denominator above, we identify a hypergeo-
metric function and the right-hand side of the second last line turns into

´z

2

¯µ`ν 8
ÿ

m“0

ˆ

´
z2

4

˙m
1

Γpν ` 1qΓpµ` 1`mqm!
2F1

ˆ

´µ´m,´m

ν ` 1

ˇ

ˇ

ˇ
1

˙

.

Next, Gauss’ hypergeometric identity Lemma 47 provides us with a closed expression
for this hypergeometric function. This and Legendre’s duplication formula (328) leads to

JµpzqJνpzq “ zµ`νπ´
1
2

8
ÿ

m“0

Γ
`

1
2pµ` νq `

1
2 `m

˘

Γ
`

1
2pµ` νq ` 1`m

˘

Γpµ` 1`mqΓpν ` 1`mqΓpµ` ν ` 1`mqm!

`

´z2
˘m

.

(388)
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Now, we replace JµprqJνprq in
ş8

0 JµprqJνprqJρpbrqr
λ´1dr by (388) and integrate term

by term
ż 8

0
JµprqJνprqJρpbrqr

λ´1dr

“
1

π
1
2

8
ÿ

m“0

p´1qmΓ
`

1
2pµ` νq `

1
2 `m

˘

Γ
`

1
2pµ` νq ` 1`m

˘

Γpµ` 1`mqΓpν ` 1`mqΓpµ` ν ` 1`mqm!

ż 8

0
Jρpbrqr

λ`µ`ν`2m´1dr.

We treat the remaining integral with Lemma 60 and apply the reflection formula (327).
This way we obtain

1

π
3
2

2λ`µ`ν`1

ˆ

1

b

˙λ`µ`ν

sin
´

πpλ`µ`ν´ρq
2

¯

8
ÿ

m“0

Γ
`

1
2pµ` νq `

1
2 `m

˘

Γ
`

1
2pµ` νq ` 1`m

˘

Γpµ` 1`mqΓpν ` 1`mq

ˆ
Γ
`

1
2pλ` µ` ν ` ρq `m

˘

Γ
`

1
2pλ` µ` ν ´ ρq `m

˘

Γpµ` ν ` 1`mqm!

ˆ

2

b

˙m

.

We take a closer look at the series above and eventually identify it as the claimed
hypergeometric function.

Γ
`

1
2pµ` νq `

1
2

˘

Γ
`

1
2pµ` νq ` 1

˘

Γ
`

1
2pλ` µ` ν ` ρq

˘

Γpµ` 1qΓpµ` ν ` 1q

Γ
`

1
2pλ` µ` ν ´ ρq

˘

Γpν ` 1q

ˆ 4F3

ˆ 1
2pµ` νq `

1
2 ,

1
2pµ` νq ` 1, 1

2pλ` µ` ν ` ρq,
1
2pλ` µ` ν ´ ρq

µ` 1, ν ` 1, µ` ν ` 1

ˇ

ˇ

ˇ

ˆ

2

b

˙2˙

.

After one application of Legendre’s duplication formula (328) the proof is finished.

Now we are ready for the

Proof of Lemma 58. The claim follows by (370) and (371), respectively, and Lemma
59. Note that

4F3

ˆ

2n` 1
2 , 2n` 1, 2n´ k

2 , 2n´
k
2 `

1
2

2n` 1, 2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

“ 3F2

ˆ

2n` 1
2 , 2n´

k
2 , 2n´

k
2 `

1
2

2n` 1, 4n` 1

ˇ

ˇ

ˇ

1

4

˙

.

Remark 61. Another consequence of Lemma 59, in combination with (370) and (371),
is that Lemma 57 remains true when the argument 2r of the trigonometric functions is
replaced by 4r.

7.4. Sine and Cosine Integrals

In this section we consider integrals of the type
ż 8

x

cosptq

tn
dt,

ż 8

x

sinptq

tn
dt, (389)

which play an important role in the numerical part of the proof of our main Theorem 3 in
Chapter 5. More precisely, we proof two asymptotic expansions with error bounds. Lemma
62 is for n “ 1, while Lemma 63 deals with n “ 2, 3, 4. In the literature some of these
integrals have particular names

Cipxq “ ´

ż 8

x

cosptq

t
dt, (390)

and

Sipxq “

ż x

0

sinptq

t
dt, (391)
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are the so called cosine and sine integral, respectively. Actually, more than in the sine
integral, we are interested in its complement with respect to integration along the positive
real axis. That is

sipxq “ ´

ż 8

x

sinptq

t
dt. (392)

Here we stick to the established notation, which calls for the minus signs in front of the
integrals in (390) and (392).
The following lemma gives pleasantly simple and increasingly accurate approximations for
Cipxq and sipxq for large x. As a byproduct it also shows that the integrals (390) and (392)
converge in the first place.

Lemma 62. We have that

Cipxq “
sinpxq

x
´

cospxq

x2
` qc,2pxq, (393)

Cipxq “
sinpxq

x
´

cospxq

x2
´ 2

sinpxq

x3
` qc,3pxq, (394)

and

sipxq “ ´
cospxq

x
´

sinpxq

x2
` qs,2pxq, (395)

sipxq “ ´
cospxq

x
´

sinpxq

x2
` 2

cospxq

x3
` qs,3pxq, (396)

where |qc,2pxq| and |qs,2pxq| are at most 4
x3

and |qc,3pxq| and |qs,3pxq| are not greater than
12
x4
.

Proof. For the proof of (393) we integrate Cipxq three times by parts and obtain

Cipxq “
sinpxq

x
´

cospxq

x2
´

2 sinpxq

x3
`

ż 8

x

6 sinptq

t4
dt.

Thus, it is

|qc,2pxq| “

ˇ

ˇ

ˇ

ˇ

´
2 sinpxq

x3
`

ż 8

x

6 sinptq

t4
dt

ˇ

ˇ

ˇ

ˇ

ď
4

x3
.

The proof for each of the three remaining asymptotics (394), (395) and (396) follows the
same lines and is left to the reader.

Note that we can obtain arbitrarily accurate asymptotics and inequalities for Cipxq and
sipxq this way. Moreover, the proof of Lemma 62 shows that via partial integration we can
link the standard cosine and sine integrals to the integrals (389), where the factor 1{t occurs
in higher powers. For example for arbitrary a P R the substitution at “ s yields

ż 8

x

sinpatq

t2
dt “ a

ż 8

ax

sinpsq

s2
ds

“ a

«

´
sinpsq

s

ˇ

ˇ

ˇ

ˇ

ˇ

8

ax

`

ż 8

ax

cospsq

s
ds

ff

“
sinpaxq

x
´ aCipaxq.

(397)

A similar calculation leads to
ż 8

x

cospatq

t2
dt “

cospaxq

x
` a sipaxq, (398)
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as well as
ż 8

x

sinpatq

t3
dt “

sinpaxq

2x2
` a

cospaxq

2x
`
a2

2
sipaxq, (399)

ż 8

x

cospatq

t3
dt “

cospaxq

2x2
´ a

sinpaxq

2x
`
a2

2
Cipaxq, (400)

ż 8

x

sinpatq

t4
dt “

sinpaxq

3x3
` a

cospaxq

6x2
´ a2 sinpaxq

6x
`
a3

6
Cipaxq, (401)

ż 8

x

cospatq

t4
dt “

cospaxq

3x3
´ a

sinpaxq

6x2
´ a2 cospaxq

6x
´
a3

6
sipaxq. (402)

Combining the above identities (397) to (402) with Lemma 62 we obtain nice asymptotics
for the integrals (389) for n “ 2, 3, 4.

Lemma 63. Let qc,2pxq, qs,2pxq and qc,3pxq, qs,3pxq be as in Lemma 62. Then we have
for large x

ż 8

x

sinpatq

t2
dt “

cospaxq

ax2
´ aqc,2paxq,

ż 8

x

cospatq

t2
dt “ ´

sinpaxq

ax2
` aqs,2paxq,

ż 8

x

sinpatq

t3
dt “

a2

2
qs,2paxq,

ż 8

x

cospatq

t3
dt “

a2

2
qc,2paxq,

ż 8

x

sinpatq

t4
dt “

a3

6
qc,3paxq,

ż 8

x

cospatq

t4
dt “ ´

a3

6
qs,3paxq.

7.5. Other Useful Inequalities and Identities

This last section gives a home to all formulae and estimates that don’t fit anywhere else,
but nevertheless have proven to be extremely helpful and important during our journey
through the proof of Theorem 3. Lemma 64, for example, is used very often to estimate
rational functions with factorizing enumerator and denominator like

qpnq “
pn` x1qpn` x2qpn` x3q

npn` x4qpn` x5q

with xi P R, n ‰ xi for i “ 1, . . . , 5. Moreover, in the analysis of the main term in Section
4.4, we are very grateful for the summation identities Lemmata 66, 67 and 69 provide for
the objects

n
ÿ

t“0

tq,
8
ÿ

p“n`1

xp and
p
ÿ

j“0

ja
Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q
,

respectively.

We first present Lemma 64, that proves the following second order exponential function
estimates, that are useful to bound functions like q.
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Lemma 64. It is

1` x ě ex´
1
2
x2 (403)

for all 0 ď x ď 2, and

1` x ď ex´δx
2

(404)

for all 0 ă δ ă 1
2 and 0 ď x ď 1

δ ´
`

2
δ

˘
1
2 .

Proof. Let’s call 1` x “: fpxq and ex´δx2 “: gδpxq. It is
d

dx
pf ´ gδqpxq “ 1´ p1´ 2δxqgδpxq,

d2

dx2
pf ´ gδqpxq “ p2δ ´ p1´ 2δxq2qgδpxq.

It is immediately apparent that f ´ gδ, as well as its first derivative, vanish for x “ 0.
Furthermore, the second derivative is zero at the two points

x1pδq “
1

2δ
´

1
?

2δ
,

x2pδq “
1

2δ
`

1
?

2δ
.

This means that the first derivative is extremal for x1pδq and x2pδq. Moreover, we find that

pf ´ gδq
1px1pδqq “ 1´

?
2δe

1
4p

1
δ
´2q,

which vanishes for δ “ 1
2 and tends to ´8 monotonically for δ ă 1

2 , δ Ñ 0 by l’Hospital’s
rule. The other extremum satisfies

pf ´ gδq
1px2pδqq “ 1`

?
2δe

1
4p

1
δ
´2q ě 2

for all 0 ă δ ď 1
2 . Consequently, the derivative pf ´ gδq1 is minimal at x1pδq.

In the case of δ “ 1
2 , this implies that the derivative is always nonnegative for all

x1

`

1
2

˘

“ 0 ď x ď 2 “ x2

`

1
2

˘

. This, together with the fact that pf ´ g 1
2
qp0q “ 0, proves

(403).

Next, we consider the case 0 ă δ ă 1
2 . Note that in this case x1pδq “

1?
2δ

´

1?
2δ
´ 1

¯

ą 0,
and thus that pf ´ gδq

1pxq ď 0 for at least 0 ď x ď x1pδq. Since pf ´ gδqp0q “ 0, we also
have pf ´ gδqpxq ď 0 in this range of x. We now show that we can actually at least double
the size of the interval where f ´ gδ is negative. To this end consider

pf ´ gδqp2x1pδqq “ 1`
1

δ
´

c

2

δ
´ e

b

2
δ
´2
.

Since δ ă 1
2 we have that

b

2
δ ´ 2 ą 0 and hence it is

e

b

2
δ
´2
ą 1`

c

2

δ
´ 2`

1

2

˜

c

2

δ
´ 2

¸2

“ 1`
1

δ
´

c

2

δ
.

Thus,

pf ´ gδqpxq ă 0

for 0 ď x ď 2x1pδq “
1
δ ´

`

2
δ

˘
1
2 .
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Next, we take a closer look at the function

epm, a, bq :“
´

1`
a

m

¯m`b
(405)

for positive integers m and a, b P R.

Lemma 65. The function epm, a, bq satisfies the following bounds.
(i) If a ă 0 and 2b´ a ą 0 or a ą 0 and 2b´ a ă 0 then

epm, a, bq ă ea

for all m ą ´ab
2b´a .

(ii) If both a ą 0 and 2b´ a ą 0 or both a ă 0 and 2b´ a ă 0, then

epm, a, bq ą ea

for all m ą ´ab
2b´a .

Proof. It is by the definition of the exponential function

lim
mÑ8

epm, a, bq “ ea.

To prove the assertion we show that epm, a, bq is monotonously increasing in m if a, b satisfy
the conditions in (i), and that it decreases in the case of (ii). To this end we calculate

Bepm, a, bq

Bm
“

´ a

m
` 1

¯b`m
˜

log
´ a

m
` 1

¯

´
apb`mq

m2
`

a
m ` 1

˘

¸

(406)

and set

ẽpmq “ log
´ a

m
` 1

¯

´
apb`mq

m2
`

a
m ` 1

˘ .

As the first factor in (406) is always positive, the sign of the m-derivative of e is determined
by the sign of ẽ. It is obviously limmÑ8 ẽpmq “ 0. In the following we show that ẽ is
decreasing under the conditions in (i) and increasing if the conditions in (ii) are satisfied.
We then can infer that ẽpmq ą 0, or ẽpmq ă 0, respectively, in the claimed range of m,
which immediately implies that epm, a, bq is increasing in m or decreasing, respectively.
We determine the derivative of ẽ

dẽpmq

dm
“
apapb´mq ` 2bmq

m2pa`mq2
. (407)

Since the denominator is always positive, we only have to check the sign of the numerator.
If a ă 0 and 2b´ a ą 0 it is negative iff

ab` p2b´ aqm ą 0,

which is satisfied for all m ą ´ab
2b´a . If a ą 0 and 2b´ a ă 0 it is negative iff

ab` p2b´ aqm ă 0,

which is again satisfied for all m ą ´ab
2b´a . In the cases a, 2b ´ a ă 0 and a, 2b ´ a ą 0, the

right-hand side of (407) is positive if ab`p2b´aqm ă 0 and ab`p2b´aqm ą 0, respectively.
They both are satisfied for m ą ´ab

2b´a .

Now, we turn to formulae for the q-th powers of the first n positive integers
řn
t“0 t

q. For
the sake of completeness we give a general proof of how to derive such identities and state
the result for q “ 2, . . . , 8.
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Lemma 66. Let n and q be nonnegative integers, and set Sqpnq “
řn
t“0 t

q. Then it is

S2pnq “
1

6
npn` 1qp2n` 1q, (408)

S3pnq “
1

4
n2pn` 1q2, (409)

S4pnq “
1

30
npn` 1qp2n` 1q

`

3n2 ` 3n´ 1
˘

, (410)

S5pnq “
1

12
n2pn` 1q2

`

2n2 ` 2n´ 1
˘

, (411)

S6pnq “
1

42
npn` 1qp2n` 1q

`

3n4 ` 6n3 ´ 3n` 1
˘

, (412)

S7pnq “
1

24
n2pn` 1q2

`

3n4 ` 6n3 ´ n2 ´ 4n` 2
˘

, (413)

S8pnq “
1

90
npn` 1qp2n` 1q

`

5n6 ` 15n5 ` 5n4 ´ 15n3 ´ n2 ` 9n´ 3
˘

. (414)

The proof consists of two steps. The first is to show that the sums Sqpnq are polynomials
in n. The second one is to verify the stated coefficients.

Proof. One of the most general ways to approach such summation identities, if you
don’t want to find yourself stuck in tedious induction steps, is via binomial coefficients.
These have the nice property that

ˆ

t

k

˙

`

ˆ

t

k ` 1

˙

“

ˆ

t` 1

k ` 1

˙

, (415)

which makes
řn
t“0

`

t
k

˘

an easy to evaluate, telescoping sum
n
ÿ

t“0

ˆ

t

k

˙

“

n
ÿ

t“0

„ˆ

t` 1

k ` 1

˙

´

ˆ

t

k ` 1

˙

“

ˆ

n` 1

k ` 1

˙

(416)

for arbitrary integers 0 ď k ď t. Since the binomial coefficient
`

t
k

˘

is a polynomial in t of
degree k

ˆ

t

k

˙

“
tpt´ 1q ¨ ¨ ¨ ¨ ¨ pt´ k ` 1q

k!
,

we can express tq as a linear combination of binomial coefficients

tq “

q´1
ÿ

k“1

ak

ˆ

t

k

˙

` q!

ˆ

t

q

˙

.

Now, we replace tq in the definition of Sqpnq by the above relation and evaluate the sum in
t with the help of (416). This way, we obtain

Sqpnq “

q´1
ÿ

k“1

ak

ˆ

n` 1

k ` 1

˙

` q!

ˆ

n` 1

q ` 1

˙

(417)

and it is immediately apparent that Sqpnq is a polynomial in n of degree n` 1.

To verify the coefficients stated in the lemma, one can now either validate them for
example by testing, or determine the coefficients ak for each q by solving a system of linear
equations.
In the case of q “ 2 this system consists of one equation that reads a1´ 1 “ 0, coming from
the condition a1t` tpt´ 1q “ t2 and hence,

S2pnq “

ˆ

n` 1

2

˙

` 2

ˆ

n` 1

3

˙

“
1

6
npn` 1qp2n` 1q.
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The coefficients for 3 ď q ď 8 are

q “ 3 : a1 “ 1, a2 “ 6,

q “ 4 : a1 “ 1, a2 “ 14, a3 “ 36,

q “ 5 : a1 “ 1, a2 “ 30, a3 “ 150, a4 “ 240,

q “ 6 : a1 “ 1, a2 “ 62, a3 “ 540, a4 “ 1560, a5 “ 1800,

q “ 7 : a1 “ 1, a2 “ 126, a3 “ 1806, a4 “ 8400, a5 “ 16800, a6 “ 15120,

q “ 8 : a1 “ 1, a2 “ 254, a3 “ 5796, a4 “ 40824, a5 “ 126000, a6 “ 191520, a7 “ 141120.

Next in the line of useful identities is the following one for the tail of the geometric series
and a related series.

Lemma 67. Let |x| ă 1 and n be a non-negative integer. Then it is
8
ÿ

p“n`1

xp “
xn`1

1´ x
,

8
ÿ

p“n`1

ppp2 ´ 1qxp “
`

n3p1´ xq3 ` 3n2p1´ xq2 ` n
`

x3 ´ 6x2 ` 3x` 2
˘

` 6x
˘ xn`1

p1´ xq4
.

Proof. The first assertion follows directly from the well-known identity
n
ÿ

p“0

xp “
1´ xn`1

1´ x
(418)

and its limiting case for nÑ8

8
ÿ

p“0

xp “
1

1´ x
. (419)

For the proof of the second assertion of the lemma we take the second and the third derivative
on both sides of (418), and obtain the identities

n
ÿ

p“0

ppp´ 1qxp´2 “
xn

`

nx2 ´ n2p1´ xq2 ´ n´ 2x
˘

p1´ xq3x
`

2

p1´ xq3
(420)

for the second derivative, and
n
ÿ

p“0

ppp´ 1qpp´ 2qxp´3 “
xn

`

´n3p1´ xq3 ´ 3n2xp1´ xq2 ´ npxp2x` 5q ´ 1qp1´ xq ´ 6x2
˘

p1´ xq4x2

`
6

p1´ xq4

(421)

for the third one. Since by the same technique applied to (419)
8
ÿ

p“0

ppp´ 1qxp´2 “
2

p1´ xq3
, (422)

and
8
ÿ

p“0

ppp´ 1qpp´ 2qxp´3 “
6

p1´ xq4
, (423)

we deduce from (420) and (422) that
8
ÿ

p“n`1

ppp´ 1qxp “ ´
xn`1

`

nx2 ´ n2p1´ xq2 ´ n´ 2x
˘

p1´ xq3
, (424)
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and from (421) and (423) that
8
ÿ

p“n`1

ppp´ 1qpp´ 2qxp

“ ´
xn`1

`

´n3p1´ xq3 ´ 3n2xp1´ xq2 ´ npxp2x` 5q ´ 1qp1´ xq ´ 6x2
˘

p1´ xq4
.

(425)

Now we write ppp2 ´ 1q “ ppp´ 1qpp´ 2q ` 3ppp´ 1q and the claimed identity follows from
(424) and (425).

Last but not least, we present a way how to establish closed form expressions for sums
of the kind

p
ÿ

j“0

qpjq
Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γ pj ` 1qΓ pp´ j ` 1q
,

that occur in Section 4.4. Here, q is a polynomial in j. The key ingredient in this task is
the following central binomial convolution identity.

Lemma 68. Let p and k be non-negative integers such that k ď p
2 . Then it is

p
ÿ

j“0

j!

pj ´ kq!

pp´ jq!

pp´ j ´ kq!

ˆ

2j

j

˙ˆ

2pp´ jq

p´ j

˙

“ 22p´3k p2k ´ 1q!!

k!

p!

pp´ 2kq!
,

where the double factorial n!! is for odd n defined by

n!! “

#

npn´ 2q ¨ . . . ¨ 3 ¨ 1, n ą 0 odd,
1, n “ ´1.

Proof. By the duplication formula (328) it is
ˆ

2p

p

˙

“ 22pπ´
1
2

Γ
`

p` 1
2

˘

Γ pp` 1q
.

Moreover, the reflection formula (327) implies

Γ
`

p` 1
2

˘

Γ pp` 1q
“

p´1qpπ

Γ
`

1
2 ´ p

˘

Γpp` 1q

“
p´1qpπ

Γ
`

1
2

˘

Γ
`

1
2

˘

Γ
`

1
2 ´ p

˘

Γpp` 1q

“ π
1
2 p´1qp

ˆ

´1
2

p

˙

.

Thus, the central binomial coefficient can be expressed as
ˆ

2p

p

˙

“ p´1qp22p

ˆ

´1
2

p

˙

.

Consequently, the generalized binomial theorem tells us that
8
ÿ

p“0

ˆ

2p

p

˙

2´2pxp “
8
ÿ

p“0

ˆ

´1
2

p

˙

p´xqp “ p1´ xq´
1
2 . (426)

For x inside the radius of convergence of the series in (426), we are allowed to interchange
summation and differentiation. Differentiating the left-hand and the right-hand side k times
yields

8
ÿ

p“0

p!

pp´ kq!

ˆ

2p

p

˙

2´2p`kxp “ p2k ´ 1q!!
xk

p1´ xq
2k`1

2

. (427)
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Next, we square both sides of (427) and obtain the identity

8
ÿ

p“0

«

p
ÿ

j“0

j!

pj ´ kq!

pp´ jq!

pp´ j ´ kq!

ˆ

2j

j

˙ˆ

2pp´ jq

p´ j

˙

2´2p`2k

ff

xp “ rp2k ´ 1q!!s2
x2k

p1´ xq2k`1
.

(428)

On the other hand, from differentiating the geometric series 2k times we know that

8
ÿ

p“0

p!

pp´ 2kq!
xp “ p2kq!

x2k

p1´ xq2k`1
. (429)

By comparing the terms of (428) and (429) we can thus infer that

p
ÿ

j“0

j!

pj ´ kq!

pp´ jq!

pp´ j ´ kq!

ˆ

2j

j

˙ˆ

2pp´ jq

p´ j

˙

2´2p`2k “
rp2k ´ 1q!!s2

p2kq!

p!

pp´ 2kq!
.

Since

rp2k ´ 1q!!s2

p2kq!
“ 2´k

p2k ´ 1q!!

k!
,

the claimed identity follows.

With the just proven lemma at hand, we have all we need to prove the following iden-
tities.

Lemma 69. Let p be a nonnegative integer and

Bpaq :“

p
ÿ

j“0

ja
Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q
.

Then

Bp0q “ π, (430)

Bp1q “
π

2
p, (431)

Bp2q “
π

23
pp3p` 1q, (432)

Bp3q “
π

24
p2p5p` 3q, (433)

Bp4q “
π

27
p
`

35p3 ` 30p2 ` p´ 2
˘

, (434)

Bp5q “
π

28
p2

`

63p3 ` 70p2 ` 5p´ 10
˘

, (435)

Bp6q “
π

210
p
`

231p5 ` 315p4 ` 35p3 ´ 75p2 ´ 2p` 8
˘

. (436)

Proof. Using the duplication formula (328), we find that

Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q
“ π2´2p

ˆ

2j

j

˙ˆ

2pp´ jq

p´ j

˙

.

Thus, (430) follows directly from Lemma 68 for k “ 0.
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For the proof of (431) we make use of the fact that

Bp1q “

p
ÿ

j“0

j
Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

“

p
ÿ

j“0

pp´ jq
Γ
`

j ` 1
2

˘

Γ
`

p´ j ` 1
2

˘

Γpj ` 1qΓpp´ j ` 1q

“ pBp0q ´Bp1q,

by symmetry of the summand. Hence, it is Bp1q “ p
2Bp0q “

π
2 p. The same trick applies for

a “ 3 and a “ 5 as well, and lets us determine the value of Bpaq recursively from the values
of Bp0q, Bp1q, . . . , Bpa´ 1q.
For the even powers of j, that is (432), (434) and (436), we have to work a little bit harder.
We write

j2 “ pj ´ jpp´ jq

“
j!

pj ´ 1q!

pp´ jq!

pp´ j ´ 1q!
,

j4 “ 2j3p´ j2
`

p2 ` p´ 1
˘

` j
`

p2 ´ p
˘

` jpj ´ 1qpp´ jqpp´ j ´ 1q

“
j!

pj ´ 2q!

pp´ jq!

pp´ j ´ 2q!
,

and

j6 “ 3j5p´ j4
`

3p2 ` 3p´ 5
˘

` j3
`

p3 ` 6p2 ´ 10p
˘

´ j2
`

3p3 ´ 3p2 ´ 6p` 4
˘

` j
`

2p3 ´ 6p2 ` 4p
˘

´ jpj ´ 1qpj ´ 2qpp´ jqpp´ j ´ 1qpp´ j ´ 2q

“
j!

pj ´ 3q!

pp´ jq!

pp´ j ´ 3q!
.

Now, it is apparent, that the expressions for Bp2q, Bp4q and Bp6q follow from Lemma 68
with k “ 1, k “ 2 and k “ 3, respectively, together with the results for all lower orders of
j.

162



Bibliography

[1] D. Oliveira e Silva, C. Thiele, Estimates for certain integrals of products of six Bessel
functions. Rev. Mat. Iberoam. 33 (2017), 1423–1462. doi: 10.4171/RMI/977.

[2] G. N. Watson, A treatise on the theory of Bessel functions. Second Edition, Cambridge
University Press, Cambridge, 1966.

[3] A. Erdélyi, et al., Higher transcendental functions. vols. I, II, and III. McGraw Hill, New
York, 1953–1955.

[4] S.B. Ekhad, A very short proof of DixonâĂŹs theorem. J. Combin. Theory, Ser. A, 54 (1990),
141–142.

[5] D.B. Karp, Representations and inequalities for generalized hypergeometric functions. J.
Math. Sci. (6) 207 (2015), 885–897. doi:10.1007/s10958-015-2412-7.

[6] Y.L. Luke, Inequalities for generalized hypergeometric functions. J. Approx. Theory. 5 (1972),
41–65.

[7] W. Kapteyn, A definite integral containing Bessel’s functions. Proc. Section of Sci., K. Akad.
van Wet. te Amsterdam 4 (1902), 102–103.

[8] W. N. Bailey, Some infinite integrals involving Bessel functions. Proc. London Math. Soc. (1)
40 (1936), 37–48. doi:10.1112/plms/s2-40.1.37.

[9] S. O. Rice, On contour integrals for the product of two Bessel functions. Quart. J. Of Math.
(1) 6 (1935), 52–64. doi:10.1093/qmath/os-6.1.52.

[10] I. Krasnikov, Approximations for the Bessel and Airy functions with an explicit error term.
LMS J. Comput. Math. 17 (2014), 209–225. doi: 10.1112/S1461157013000351.

[11] L. Lorch, On Bessel functions of equal order and argument. Rend. Sem. Math. Univ. Pol.
Torino 50 (1992), 209–216.

[12] D. Oliveira e Silva, C. Thiele, P. Zorin-Kranich, Band-limited maximizers for a
Fourier extension inequality on the circle. Experimental Mathematics (2019), 1–7. doi:
10.1080/10586458.2019.1596847.

[13] J. Barker, C. Thiele, P. Zorin-Kranich, Band-limited maximizers for a Fourier extension
inequality on the circle, II. arXiv:2002.05118v3.

[14] E. Carneiro et al, A sharp trilinear inequality related to Fourier restriction on the circle. Rev.
Mat. Iberoam 33.4 (2017), 1463–1486. doi: 10.4171/RMI/978, arXiv: 1509.06674.

[15] D. Foschi, Global maximizers for the sphere adjoint Fourier restriction inequality. J. Funct.
Anal. 9 (2015), no. 3, 690–702. doi: 10.1016/j.jfa.2014.10.015.

163


	Chapter 1. Introduction and Motivation
	Chapter 2. Series Expansion of a Product of Four Bessel Functions
	Chapter 3. Integration of the Series Expansion and Derivation of the Main Term
	Chapter 4. Precise Error Bound for the Integral I(n) with n = (n,n,n,n,2n,2n)
	4.1. Proof of Theorem 3 for n 20
	4.2. Estimate of the Remainder Term R(n)
	4.2.1. Upper Bound on R1(n)
	4.2.2. Symmetry Considerations
	4.2.3. Monotonicity Properties
	4.2.4. Upper Bound on R2(n)
	4.2.5. Upper Bound on R3(n)
	4.2.6. Upper Bound on R4(n)

	4.3. Estimate of the Secondary Term S(n)
	4.4. Analysis of the Main Term M(n)

	Chapter 5. Numerical Proof of Theorem 3 for 2 n 19
	Chapter 6. Discussion of the General Main Term
	6.1. Numerical Quality Check of the Main Term
	6.2. From I(n) to Q(n) and Interesting Questions
	6.3. Open Problems

	Chapter 7. Background
	7.1. The Gamma Function
	7.1.1. Definition and Some Properties
	7.1.2. Bounds

	7.2. Generalized Hypergeometric Functions
	7.2.1. Hypergeometric Identities
	7.2.2. Upper Bounds

	7.3. Bessel Functions
	7.3.1. Definition and Some Properties
	7.3.2. Upper Bounds
	7.3.3. Integrals Involving Bessel Functions

	7.4. Sine and Cosine Integrals
	7.5. Other Useful Inequalities and Identities

	Bibliography



