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1. Introduction 

1.1 Challenges of an increasing population 

The exponential increase of the human population will pose new challenges in almost 

every conceivable field. One major problem that comes with an increasing population 

density are infectious pathogens that spread with apparent ease and lead to endemic or 

pandemic outbreaks1. Many important conclusions can be drawn from former outbreaks 

but, nevertheless, this ongoing evolutionary battle between pathogens and their hosts 

poses a constant threat to mankind. Therefore, the inevitable emergence of new deadly 

agents can only be faced and solved by constant development and improvement in 

medicine, which in turn presupposes a profound comprehension of the underlying 

molecular mechanisms of immunity. 

 Pandemics of human history 

Over time, humanity has seen devastating diseases diminishing the population in a 

tremendous way. First reports of pandemics go back to 542-546 AD. The gram-negative 

bacterium Yersinia pestis, the causative agent of the plague, transferred most likely from 

fleas of rats to humans and has led to millions of deaths by causing a flu-like illness. 

Almost one thousand years later in 1347, the reoccurrence of this disease, the notorious 

“Black Death”, reshaped mankind again in an obliterating way leading up to two hundred 

million deaths on earth over time2. 

At the end of the 19th century, the world witnessed the first outbreak of influenza A. This 

virus caused many pandemics over hundreds of years called the “Russian Flu” or 

“Asiatic flu”3,4. Near the end of World War I, the subtype H1N1 of influenza A gave rise 

to another calamity in human history5. The so-called “Spanish flu” caused up to fifty 

million deaths with a very high case fatality rate of more than 2.5%4.  

Another type of virus, the human immunodeficiency virus (HIV), showed up for the first 

time in 19606,7. The underlying disease called acquired immunodeficiency syndrome 

(AIDS), even though highly treatable nowadays, still spreads continuously and leads to 

many deaths8–10.  

The latest example of viral pandemics is the severe acute respiratory syndrome 

coronavirus (SARS-CoV-1), which leads to a disease with flu-like symptoms referred to 

as SARS11,12. The virus of the family Coronaviridae has an assumed zoonotic origin and 
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was most likely transmitted from bats to humans13. While the first pandemic outbreak in 

2002 has led to less than 1000 deaths, another newly identified strain called SARS-

CoV-2 has been threatening the world14. SARS-CoV-2 is a possibly bat-borne 

coronavirus that, like SARS-COV-1, transmitted to humans and is leading to millions of 

infections and thousands of deaths15,16.  

With increasing effort in scientific understanding of factors such as disease origin, 

transmission and distribution many deadly agents have been repulsed and almost 

eradicated. For instance, bacterial diseases like the bubonic plague or cholera that rely 

on manmade circumstances such as poor living conditions with bad sanitation are on 

decline. Nevertheless, viral pathogens with their high mutation frequencies that give rise 

to genetic drifts and shifts constantly lead to increased fitness and re-emergence of new 

and deadlier strains.  

The following chapters will provide an overview of viruses in general and their strategies 

of infection and replication in humans as well as the evolved mammalian immune 

system. 

1.2 Viral life cycles 

Viruses are considered as organisms “at the edge of life” because they possess several 

properties of living organisms like an own genome or that they evolve under natural 

selection17. Nevertheless, the lack of a cellular structure, a missing metabolism and the 

fact that their reproduction is dependent on host organisms are several aspects 

indicating that viruses are more like organic structures rather than a form of life18.  

Generally, a virus particle is composed of a nucleic acid, either positive or negative 

sensed single-stranded (ss) or double-stranded (ds) RNA or DNA, and a protecting coat 

consisting of several proteins referred to as capsid19. Variations of virus structures 

evolved over time as for instances an additional outer envelope that can protect the 

virus. All these variations give rise to many different morphologies such as simple helical 

and icosahedral forms or more complex structures as well as distinctive sizes ranging 

from 20 nanometers (nm) in diameters to 1400 nm in length.  

The life cycle of viruses differs greatly between species, but several basic steps can be 

described. The first stage of virus replication starts with the attachment of the virus to a 

host cell. Proteins at the outer part of the virus bind to surface proteins on the cell and in 

turn, the virus entry takes place via membrane fusion and endocytosis or by penetration 
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of the cell membrane20–22. The uncoating and removal of the viral capsid leads to the 

release of the viral nucleic acid inside the host cell. The entry of the viral genome 

eventually leads to the expression of early viral proteins, either directly in the case of 

positive-sense ssRNA viruses or indirectly via the synthesis of viral messenger RNAs 

(mRNA) for negative-sense ssRNA/ssDNA and dsRNA/dsDNA23–26. These proteins in 

turn give rise to several rounds of replication of the viral genome and also enable the 

assembly of the virus particle27,28. The last stage is the release of the virus in which the 

host cell membrane opens by lysis and the virus gets released29. Some viruses integrate 

their genome into the host genome and undergo a lysogenic cycle as a so-called 

provirus. The provirus replicates passively during the replication of the host genome and 

stays in its latent phase. At some point and upon different kinds of triggers the provirus 

leaves this latent phase and enters its active form which eventually give rise to the 

replication and release of the virus. 

1.3 The innate immune system 

The vast plethora of viruses have developed diverse strategies to infect and manipulate 

their hosts for replication and propagation. In turn, these constant threats have led to the 

establishment of a sophisticated multi-layered immune system in the hosts that 

challenges the pathogenic attacks30. The immune system comprises two branches, the 

innate and the adaptive immunity. After a virus has successfully passed through the first 

mechanic barriers of defense the invader faces a new cellular environment. In this early 

stage, leukocytes of the innate immune system come in contact with the pathogens and 

start an immediate response to inhibit further spreading of the invaders31. Additionally, 

these and other white blood cells start a cascade of recruiting more immune cells to 

amplify the immune reaction. In the late phase of infection, cells of the adaptive immune 

system get attracted to the place of attack that eventually leads to a directed response 

via selection and amplifications of specific antibody producing lymphocytes32.  

Innate immunity and all its complexity has evolved over millions of years in many 

organisms33,34. This part of the immune system is considered as the older form of 

defense compared to the adaptive immune system and is conserved from primitive 

multicellular species over plants, fungi and insects to all vertebrates. The overall function 

of the innate immune system is the orchestration of responses to non-self and danger 

signals of invasive microbes and tissue injuries.  
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Figure 1.3.1 The type I interferon (IFN-I) response during RNA virus infection 

(1) Released viral RNAs activate pattern recognition receptors (2) in the cytoplasm 
(RIG-I, MDA5, PKR) or in the endosomal compartments (TLR3, TLR7, TLR8). The 
phosphorylation of PKR inhibits overall translation (2), whereas the others bind and 
activate specific adapter proteins (TRIF, MyD88, MAVS) to transmit the information. The 
activated signaling cascade leads to the activation of transcription factors (3), which 
translocate into the nucleus to bind the IFNB1 promoter at distinct PRD domains. 
Expressed IFN-β (4) is released and binds in an autocrine and paracrine fashion to 
type I IFN receptors (IFNAR1, IFNAR2). Subsequent intracellular phosphorylation of 
JAKs lead to the formation and translocation of the ISGF3 complex (IRF9, STAT1, 
STAT2) into the nucleus to drive interferon stimulated gene expression by binding to 
ISRE promoter sites. Figure created with BioRender. 

 

 

 

 



17 
 

Mechanical and chemical barriers constitute first defense mechanisms to ward off most 

microbes35. This includes physical components like the skin, mucus or saliva as well as 

soluble recognition molecules such as clotting factors, natural antibodies and the 

complement system36. Another part are the cellular components, consisting of 

phagocytic cells as for instance macrophages, antigen presenting cells like dendritic 

cells (DCs) and cells that eliminate damaged or infected cells such as natural killer cells. 

Additionally, many other non-immune cells belong to the innate immune system such as 

epithelial cells, which act as a physical barrier in different organs like the lung and 

usually face pathogens first37,38. Intriguingly, these cells are also capable of chemokine 

and cytokine production and the processing of other danger signals39,40.  

The innate immune system has to respond quickly to invading pathogens which possess 

superior replication times and rapid distribution properties in order to adequately defend 

the host organism. This complexity of fast responses against thousands of different 

pathogens is possible because of a highly sophisticated network of receptors. 

 Pattern recognition receptors and adaptors 

Evolution has given rise to a plethora of species, each endowed with specific traits to 

serve their own survival strategies and lifestyles. In the case of pathogens, our body 

leverages some of these diverse traits to distinguish between self and non-self 

molecules in order to defend the body by an induced immune response41. The 

recognition of these so-called pathogen-associated molecular patterns (PAMPs) occurs 

at the extracellular or intracellular space by specific pattern recognition receptors 

(PRRs). Extracellular PRRs are localized at the cell membrane and recognize for 

example lipopolysaccharides of the outer membrane of gram-negative bacteria or fungal 

cell wall components such as β-glucans or chitin42,43. On the other hand, intracellular 

PRRs find their targets like viral nucleic acids inside the cell in the cytoplasm or distinct 

vesicles like endosomes44–46. Dependent on their structural homology, protein domains 

as well as their specific targets most PRRs can be classified into 5 families (Table 1.1)41.  
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Table 1.1 Families of pattern-recognition receptors 

Family Members Domains Sites of 

action 

Toll-like receptors (TLR) TLR 1-10 LRR, TIR Cell surface, 

endosomes 

C-type lectin receptors 

(CLR) 

Dectin-1, etc.  

 

C-type lectin Cell surface 

Nucleotide-binding 

domain, leucine-rich 

repeat (LRR)-containing 

(or NOD-like) receptors 

(NLR) 

NOD1-2, NLRC3-5, 

NLRP1-9 and 11-14, 

NAIP1, 2, 5, 6 

Nucleotide 

binding, LRR 

Cytoplasm, 

endosomal 

membrane 

RIG-I-like receptors 

(RLR) 

RIG-I, MDA5, LGP2 DExD/H 

helicase, 

CARD 

Cytoplasm 

AIM2-like receptors 

(ALR) 

AIM2, IFI16 PYRIN, HIN-

200 

Cytoplasm, 

nucleus 

 

The hallmark of PRR activation is the production of interferons (IFNs) and 

proinflammatory cytokines, which directly hamper pathogenic progression and activate 

and/or attract other cells in a paracrine manner (Figure 1.3.1)47. Additionally, 

constitutively expressed antiviral proteins are activated and lead to an immediate 

pathogenic inhibition by diverse processes. Other responses comprise the activation of 

phagocytosis, autophagy, cell death and cytokine processing48,49.  

In the majority of cases, the binding of a pathogenic ligand to its corresponding PRR 

results in the attachment of adaptor proteins to the PRR. Most adaptor proteins contain 

several protein domains that allow the binding to the PRR and proteins downstream in 

the signaling cascade at the same time. Furthermore, adaptors integrate signals of not 

only one PRR but several and thus, display an important hub in the coordinated 

interferon response. Their classification into distinct groups depends on the respective 

protein domain that allows PRR interaction as well as on the signaling domain enabling 

the binding to downstream proteins (Table 1.2)41. 
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Table 1.2 Adaptor proteins of PRRs 

Adaptor 

proteins 

PRR 

interaction 

Signaling 

domain 

Sites of action 

TIRAP/MyD88 TIR Death Cell surface, 

endosomes 

TRAM/TRIF TIR TRAF-binding, 

RHIM 

Cell surface, 

endosomes 

MAVS  CARD Proline-rich 

region, TRAF-

binding 

Mitochondrial and 

peroxisomal membrane 

ASC PYRIN CARD Cytoplasm, 

mitochondria 

 

Different pathogenic threats presuppose a dynamic and versatile orchestration of PRR 

signaling that specifically inhibits only the invader with minimal or appropriate 

self-inflicted damage. In case of RNA viruses, the human innate immune system uses 

specific PRRs of the group of TLRs and RLRs. Additionally, proteins of other families 

exhibit anti-viral functions as well and support the actions against the viral threat. 

 Viral RNA-induced TLR signaling cascades 

First traces of Toll-like receptors (TLRs) were initially discovered in 1985. Initially 

described as a gene involved in embryonic development of Drosophila melanogaster by 

the lab of Christiane Nüsslein-Volhard, Eric Wieschaus and colleagues, TLR4`s ability to 

function as an antibacterial protein was fully elucidated in 199850,51. Charles Janeway 

and Ruslan Medzhitov showed that a human orthologue of the fruit fly gene was able to 

induce an immune response by the activation of certain genes. To date, 10 genes have 

been described in the human genome that encode for TLRs42.  

TLRs are single-pass membrane receptors that are expressed on many different cells as 

for instance circulating immune surveillance cells like macrophages, dendritic cells and 

T- and B-cells as well as non-immune cells like epithelial or endothelial cells or 

fibroblasts.  
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Whereas TLR1, TLR2, TLR4, TLR5, TLR6 and TLR10 are localized on the cell 

membrane and detect PAMPs in the extracellular space, TLR3, TLR7, TLR8 and TLR9 

are located to the membrane of intracellular vesicles for the detection of foreign nucleic 

acids52,53. When activated by binding to their ligands most TLRs form homodimers or 

heterodimers and some TLRs translocate from their initial site of action like the 

membrane to other locations such as endosomes54,55. 

In the case of TLR3 activation by double-stranded RNA or its synthetic analogue 

polyriboinosinic:polyribocytidylic acid (poly(I:C)), the adaptor protein Toll/IL-1 receptor 

(TIR) domain-containing adaptor-inducing interferon-β (TRIF) binds to a TLR3 

homodimer56,57. This recruitment gives rise to three different downstream signaling 

pathways58.  

First, the interaction of TLR3 and TRIF leads to the activation of tumor necrosis factor 

(TNF) receptor-associated factor 3 (TRAF3) and TRAF6. This triggers the following 

interaction of TRAF3 with NF-κB-activating kinase-associated protein 1 (NAP1), TRAF 

family member-associated NF-κB activator (TANK)-binding kinase 1 (TBK1) and inhibitor 

of kB (IκB) kinase-related kinase-ε (IKK- ε). Eventually, this leads to the phosphorylation 

and thus, activation of the transcription factors IFN-regulatory factor 3/7 (IRF3 and 

IRF7). Afterwards, the homodimer IRF3/IRF3 and/or heterodimer IRF3/IRF7 translocate 

into the nucleus to mainly drive the transcription of IFNB159.  

The second signaling cascade involves the induction of two different downstream 

transcription factors. After the binding of TRIF to TLR3, TRAF6 and receptor-interacting 

protein 1 (RIP-1) engage and bind to transforming growth factor-β (TGF-β) -activated 

kinase 1 (TAK1)60,61. Subsequently, TAK1 autophosphorylation leads to the activation of 

the IκB kinase complex as well as the phosphorylation of mitogen-activated protein 

kinases (MAPKs)62. The former consists of the scaffold protein NF-κB essential modifier 

(NEMO) and the two kinases IKK-α and IKK-β. Ultimately, the IκB complex gives rise to 

the activation of the NF-κB transcription factor and its translocation to the nucleus to 

drive the expression of proinflammatory cytokines. The MAPK signaling transduction 

finally leads to the activator protein 1 (AP1)-mediated stimulation of chemokines59. 

Given the fact that dsRNA is either the form of genetic material or synthesized as an 

intermediate during virus replication it was postulated to be the major PAMP recognized 

by PRRs. However, advances in technology in the RNA field enabled the identification of 
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TLR7 and TLR8 as PRRs that primarily recognize ssRNA63. The expression of TLR7 

and TLR8 is mainly restricted to a different subset of immune cells like plasmacytoid 

dendritic cells (pDCs) and B-cells or monocytes, myeloid DCs and macrophages, 

respectively. In contrast to TLR3, which exclusively binds to TRIF, TLR7/8 recruit the 

adapter protein myeloid differentiation primary response 88 (MyD88) after ligand binding 

and homodimerization. Subsequently, a complex consisting of MyD88, Interleukin-1 

receptor-associated kinase 1 (IRAK1), IRAK4 and TRAF6 forms and dependent on the 

cell type induces the activation of NF-κB and AP-1, and/or IRF7 to finally drive TNFα and 

type I IFN expression, respectively63. 

The major PAMP recognition sites of TLR3, TLR7 and TLR8 comprise the endosomal 

space while the cytoplasmic compartment is monitored by receptor proteins of other 

families. 

 Viral RNA-induced RLR signaling cascades 

The cytoplasmic space is the major location for viral nucleic acid release as well as viral 

synthesis and replication. Thus, several RNA sensing PAMPs monitor the cytoplasm for 

foreign RNA moieties. One family are RLRs encompassing three members; namely 

retinoic acid-inducible gene-I (RIG-I), melanoma differentiation-associated protein 5 

(MDA5) and laboratory of genetics and physiology 2 (LGP2)64. All three proteins belong 

to the family of DEAD/H-box helicases each harboring 9 conserved protein motifs, 

including motif II with the amino acid sequence of aspartate-glutamate-alanine-

aspartate/histidine (DEAD/DEAH), also known as the Walker B domain65. Together, the 

upstream localized characteristic motif called Walker A domain and the Walker B 

domain function in adenosine triphosphate (ATP) binding and hydrolysis, respectively, to 

enable energy-driven processes.  

Structurally, RIG-I, MDA5 and LGP2 possess similar protein domains with a central 

helicase core consisting of two helicase domains (Hel1/2) as well as a C-terminal 

repressor domain (RD) involved in ATP hydrolysis ligand binding, respectively. However, 

only RIG-I and MDA5 harbor an N-terminal caspase activation and recruitment domain 

(CARD) which enables protein-protein interactions66. On one hand, LGP2 was believed 

to be non-functional in signal transduction because of the missing CARD, but on the 

other hand several studies implied a regulatory role of LGP2 on RIG-I by direct binding 

via its RD67,68.  
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The main ligands that lead to RIG-I or MDA5 activation are short and long dsRNA 

fragments, respectively, with a triphosphate (ppp) at the 5`end. However, it was shown 

that short 5`-pp dsRNA is also sufficient to activate RIG-I69–72. Both, 5`-ppp and 5`-pp 

dsRNAs are leveraged by many different viruses like influenza A and B (IAV, IBV), 

measles virus (MV), Newcastle disease virus, Ebola Virus (EBOV) and reoviruses, 

respectively. Additionally, the synthetic viral dsRNA analogue poly (I:C) is able to bind 

and activate RIG-I and MDA5 in a length-dependent manner of the nucleic acid chain73. 

In the ligand-free state of RIG-I the RD domain represses the CARD and helicase 

domains by folding back and binding to it in order to prevent RIG-I from uncontrolled 

activation in a stress-free environment74. The attachment of dsRNA to the RD releases 

this steric hindrance and opens the CARD for protein-protein interaction and the 

helicase domain for ATP hydrolysis. In contrast, MDA5 is constitutively phosphorylated 

and binding to its ligand induces desphosphorylation for its activation. Subsequently, the 

translocation of RIG-I and MDA5 along the dsRNA promotes their homo-oligomerization 

via CARD-CARD interactions leading to a filamentous complex, which facilitates the 

CARD-mediated interactions with mitochondrial antiviral signaling proteins (MAVSs)75–78. 

At this point, the complex which is located at the mitochondrial membrane serves as a 

scaffold for the binding of several proteins resulting in the dichotomy of the signaling 

pathway. On one hand, binding of TRAF2/6 activates the IKK complex that eventually 

leads to NF-κB activation79,80. On the other hand, interaction with TRAF3 promotes a 

complex consisting of TANK, IKKγ, IKKε and TBK1 to induce IRF3 and IRF7 

phosphorylation and dimerization. Both, IRF3/7 and NF-κB translocate to the nucleus 

and coordinate the IFN and pro-inflammatory gene expression81,82. 

 Interferon regulatory factors (IRFs)  

The family of IRFs comprises 9 different members from which IRF1, IRF2, IRF3, IRF5, 

IRF7 and IRF9 have been directly implicated in anti-viral responses83. All these proteins 

share a well-conserved N-terminal amino acid sequence including 5 consecutive 

tryptophan repeats in its DNA binding domain (DBD)84. Crystal structure and promoter 

analyzes revealed that the DBD forms a helix-turn-helix domain and binds to a 

consensus DNA sequence which is common for all IRF family members referred to as 

IRF binding element (IRF-E)85,86. However, the consensus sequence slightly differs 

between the IRF family members and thus, each IRF can lead to a subtle change in 
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gene expression patterns with different outcomes for the relevant cellular processes. For 

instance, the binding of IRF3 to an IRF-E depends on an 8-nucleotide sequence and the 

substitution of any nucleotide renders the binding site unrecognizable87,88. In contrast, 

IRF7 has a broader IRF-E recognition spectrum and can still interact even if the IRF-E 

has up to 3 nucleotide changes in the consensus sequence. Additionally, most IRFs with 

the exception of IRF1 and IRF2 harbor an IRF association domain (IAD) that allows 

binding to different IRFs mediating homo- or heterodimerization89–92.  

Among all IRFs the two highly homologous proteins IRF3 and IRF7 gained most 

attention because of their key regulatory roles in type I IFN expression in virus infected 

cells. Even though IRF3 and IRF7 share similar structures both highly differ in their 

expression pattern. IRF3 is constitutively expressed and localizes to the cytoplasm in a 

latent form93. Upon viral infection IRF3 undergoes phosphorylation, which in turn leads 

to the formation of a homo- or heterodimer with IRF3 or IRF7 and drives type I IFN gene 

expression after translocation into the nucleus94. In contrast, IRF7 has a low basal 

expression level, which strongly increases after the induction of the type I IFN-mediated 

signaling as for instance IFNB1 induction95. Similar to IRF3, IRF7 phosphorylation leads 

to the formation of a homo- or heterodimer with IRF3 to drive type I IFN gene 

expression. The variation of type I IFN gene expression depends on the different binding 

affinities of IRF3 and IRF7 to their promoters. For example, IRF3 is very potent in the 

induction of IFNB1 whereas IRF7 induces both IFNB1 and several genes for IFN-α96,97. 

Furthermore, due to the susceptibility to ubiquitin-dependent degradation, and thereby 

it’s very short half-life time of roughly 1 hour, IRF7 may represent a key player in the 

transient orchestration of type I IFN gene induction and feedback loop control to prevent 

uncontrolled overshooting95.  

Apart from the stimulation of type I IFNs, IRF3 and IRF7 are capable of binding to 

promoters of some ISGs and directly affect their expression98. 

 Nuclear factor kappa-light-chain-enhancer of activated B-cells (NF-κB) 

The NF-κB family of transcription factors plays a pivotal role in diverse cellular 

processes such as cell survival, proliferation or the orchestration of stress responses to 

a plethora of stimuli99. In the case of innate immunity, NF-κB leads to the activation of 

type I IFNs and is critical for the appropriate regulation of cell death by inducing 

anti-apoptotic factors100. All NF-κB proteins, namely NF-κB1, NF-κB2, RelA, RelB and 
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c-Rel, harbor an N-terminal Rel-homology domain (RHD) which comprises a DBD, a 

nuclear localization site (NLS) as well as a domain necessary for protein-protein 

interactions101–104. To bind the DNA consensus sequence referred to as kB site the 

NF-κB proteins form homo- or heterodimers, however, only RelA, RelB and c-Rel 

possess a transactivation domain to initiate transcription105. In contrast, NF-κB1 and 

NF-κB2 are translated as precursors, p105 and p100, which undergo posttranslational 

processing to form p50 and p52, respectively, and miss a transactivation domain106–108. 

Owing to the missing transactivation domain, NF-κB1 and NF-κB2 homodimers are 

believed to bind to kB sites and compete with the other dimers to repress transcription 

initiation.  

In a stress free environment NF-κB proteins are sequestered by the IkB proteins IκBα, 

IκBβ, IκBγ, IκBε, IκBζ, Bcl-3, and the precursors p105 and p100, which block the NLS to 

prevent NF-κB relocation into the nucleus109,110. Upon stress, as for instance viral stress, 

IkB proteins are phosphorylated by the IKK complex consisting of IKKα, IKKβ and IKKγ 

that leads to ubiquitination and subsequent degradation of the inhibitors111. As a 

consequence, the NF-κB proteins translocate to the nucleus and bind kB sites on the 

DNA to drive transcription of for instance IFNB1112. 

 Interferons and the IFN-β enhanceosome 

In 1957, an unknown factor was described as a positive regulator of immunity which 

“interferes” with viral replication113. Nowadays, several of these factors, referred to as 

interferons (IFNs), have been described and classified into type I, II and III IFNs 

dependent on their homology, actions and signaling pathways114. In humans, type I IFNs 

are expressed by almost every cell type and comprise the proteins IFN-α, IFN-β, 

IFN-ε, IFN-κ and IFN-ω which are all located in a cluster on chromosome 9. However, 

IFN-α has 13 subtypes each expressed from a different IFNA gene, whereas the others 

exist as single copy genes115–118. Once expressed and released, type I IFNs bind in a 

paracrine and autocrine fashion to the receptors IFN-α/β receptor 1 (IFNAR1) and 

IFNAR2 to activate an anti-viral signaling cascade119–121. In contrast, IFN-γ is the only 

member of type II IFNs and its expression is restricted to immune cells such as T-cells 

and natural killer cells. In addition, IFN-γ induction is interleukin-12 (IL12) dependent and 

it binds to the IFN-γ receptors 1 (IFNGR1) and IFNGR2 to stimulated downstream 

signaling122–124. The last group comprises IFN-λ1, IFN-λ2, IFN-λ3 and IFN-λ4 referred to 
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as type III IFNs, which were more recently discovered compared to type I IFNs. Even 

though both classes are expressed in almost all cells and play a role in anti-viral 

immunity, type III IFNs differ in their receptor signaling by binding to IL10R2 and 

IFNLR1125. 

The expression of type I IFNs is mainly controlled at the transcriptional level and the 

enhancer of the IFN-β gene is one of the best characterized higher eukaryotic 

cis-regulatory elements. Under normal conditions, the IFNB1 transcription is sterically 

blocked by nucleosomes, which prevent the assembly of the pre-initiation complex at its 

promoter126. Upon viral infection, IFNB1 gene expression is a highly coordinated process 

induced by the enhanceosome consisting of the transcription factors AP-1, IRF3/7 and 

NF-kB as well as a scaffolding protein high mobility group AT-hook 1 (HMGA1)127. Once 

activated, protein complexes of the aforementioned transcription factors bind to four 

positive regulatory domains (PRD I-IV) at the position -102 to -47 upstream of the 

transcription start site in the IFNB1 enhancer. Crystal structure analyzes showed that 

AP-1 together in a complex with two IRF3s cover PRD III-IV, whereas NF-kB in 

combination with IRF3 and IRF7 bind to PRD I-II128–130. While necessary for the proper 

assembly of the enhanceosome, HMAD1 is dispensable for its later function97. Only the 

combined action of all transcription factors results in the displacement of the 

nucleosomes that eventually leads to the uncovering of the TATA-box and recruitment of 

the other transcription factors to activate RNA polymerase II dependent transcription126. 

Missing of a single component of the enhanceosome abrogates IFNB1 transcription, 

which highlights the importance of each of these proteins. Interestingly, the role of IRF7 

in the enhanceosome is less clear since its low basal expression levels hint to a role 

later in viral infections. 

 The type I IFN-induced JAK-STAT pathway 

The expression of type I IFNs and its binding to the IFNARs at the cell membrane give 

rise to the activation of the Janus kinase- signal transducer and activator of transcription 

(JAK-STAT) signaling cascade131. In humans, there are four members including JAK1, 

JAK2, JAK3 and tyrosine kinase 2 (TYK2) which all feature 7 specific homology regions 

including a receptor binding domain as well as a kinase domain132–134. Upon ligand 

binding to IFN receptors associated JAKs undergo conformational changes which lead 

to their auto- or transphosphorylation135. In turn, phosphorylated receptors allow the 
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binding of the STAT family members STAT1, STAT2, STAT3, STAT4, STAT5A, 

STAT5B and STAT6 to JAKs that results in their phosphorylation136–142. Eventually, 

homo- and heterodimers are formed that translocate into the nucleus to drive anti-viral 

gene expression. In the case of IFNAR activation by type I IFNs, STAT1 and STAT2 

interact with IRF9 and form the interferon stimulated gene factor 3 (ISGF3) complex143–

145. Binding of ISGF3 to specific regulatory sequences in the genome referred to as 

interferon stimulated response elements (ISREs) drives the expression of hundreds of 

interferon stimulated genes (ISGs)146,147. Additionally, STAT1 and STAT4 homodimers 

are induced upon type I IFN signaling as well. All signaling cascades certainly result in a 

combined response to interfere with and counteract viral replication and spread.  

Since the autoactivation of the JAK-STAT pathway is a common feature of autoimmune 

diseases, the tight regulation after stress induction is indispensable. Therefore, several 

negative feedback loops exist such as phosphorylation-mediated inhibition of JAKs, 

decrease of IFNAR proteins at the cell surface and competition between different STATs 

each with their own binding spectrum and strength. Another control mechanism is the 

ISGF3 dependent expression of suppressor of cytokine signaling (SOCS) proteins, 

which can directly bind phosphorylated receptors and inhibit STAT recruitment as well 

as lead to E3-uibiquitin dependent degradation of STATs148–150. 

 Interferon-stimulated genes (ISGs) 

The final step of IFN signaling is the sophisticated orchestration of ISG expression and 

modulation during viral stress as well as their regulation after stress relief. Profound 

investigations utilizing distinct doses of IFNs and varying treatment times in different cell 

types revealed 50-1000 upregulated genes considered ISGs151,152. Comparisons of 

micro array data showed that roughly 200 ISGs are commonly expressed in most cell 

types upon IFN induction, however, the characterization of bona fide ISGs remains 

elusive due to the lack of knock out studies and other molecular analyzes153,154.  

Considering the fact that the viral life cycle can be divided into different steps, many 

ISGs fulfil diverse functions in a temporal and spatial manner to hamper viral 

attachment, entry, localization, replication and particle formation. Additionally, whereas 

the expression of most ISGs is induced after IFN signaling several ISGs are 

constitutively expressed at low levels to act early in the anti-viral response147. In this 



27 
 

regard, the appropriate amount of latent ISGs is highly important to prevent autoimmune 

signaling which critically impairs cellular homeostasis. 

Upon viral nucleic acid entry, the foreign RNA is detected by PRRs and additionally by 

the several present ISGs to directly disturb viral expansion. One main cytosolic ISG that 

binds viral RNA is the protein kinase R (PKR)155.  

PKR In the early infection phase many RNA viruses rely almost completely on the host 

translation machinery to drive the expression of their own RNA. Thus, one major 

counteraction of host cells is the translational shutdown of all RNAs to prevent further 

viral expression. A rapid response to this is accomplished by the protein product of the 

gene EIF2AK2 namely PKR, which is able to directly bind viral dsRNA or poly (I:C) via 

its N-terminal binding domain156. This triggers the autophosphorylation of PKR and in 

turn, induces the phosphorylation of the eukaryotic translation initiation factor 2 subunit 1 

(eIF2α)157–159. The eukaryotic translation initiation complex consists of several proteins 

and the phosphorylation of eIF2α leads to the complete abolishment of ribosomal 

cap-dependent translation160. Concomitantly, the preferential initiation of 

cap-independent translation takes place to specifically express vital proteins that 

promote the anti-viral response161. In addition to its direct action on translation, PKR is 

implicated in other pathways including the activation of c-Jun N-terminal kinase (JNK), 

p38 mitogen-activated protein kinase (MAPK), STAT1 and STAT3 as well as the tumor 

suppressor p53162,163. Moreover, there is evidence that PKR also indirectly activates 

NF-κB, which is capable of inducing type I IFN signaling164,165. The role of type I IFN 

induction was further validated by PKR knock down studies which revealed a regulatory 

role in transcription of IFNB1 and IFN-β production166–169. Intriguingly, the increased 

transcription of IFNB1 is not necessarily accompanied by enhanced translation and 

protein production of IFN-β, which was shown in PKR deficient cells upon 

encephalomyocarditis virus (ECMV) or Semliki Forest virus (SFV) infections170. This 

implied a post-transcriptional role of PKR on IFNB1 transcripts itself rather than the 

regulation of the IFNB1 transcription. Furthermore, the production of IFN-α/β PKR is 

independent of the phosphorylation of eIF2α indicating a bipartite role in type I IFN 

signaling and translation170. Controversially, the discovery of RIG-I and MDA5 as the 

major cytoplasmic PRRs complicated the picture of PKR-dependent type I IFN signaling. 

In this context, knock out mice studies demonstrated a crucial role for RIG-I and MDA5 
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in the response to several viruses such as influenza virus or picornavirus, 

respectively171.  

OAS Early viral RNA detection induces gene expression of many ISGs including the 

oligoadenylate synthetase (OAS) family members OAS1, OAS2, OAS3 and OAS-like 

(OASL)172–176. Besides its induction via type I IFNs, OAS transcription is IRF dependent, 

which directly binds to OAS promoters in its dimerized form and leads to its early 

expression in the anti-viral response177,178. All OAS proteins consist of an N-terminal and 

C-terminal domain connected by a linker region and all share parts necessary for ATP 

binding as well as for viral dsRNA detection179. With the exception of OASL, which 

exhibits substantial divergence in the N-terminal domain, all OAS proteins possess 

enzymatic activity. Binding to viral dsRNA leads to the allosteric activation of OASs, 

which results in the connection of a donor (ATP) molecule and an acceptor ATP180. The 

consecutive addition of ATP to the growing ATP chain results in 2`-5` oligoadenylates 

(2-5A), which serve as ligands for the latent form of ribonuclease L (RNase L)173,181–183. 

Upon binding of 2-5A, RNase L dimerizes in order to execute overall RNA degradation 

including viral RNA as well as cellular RNA and thus, inhibits RNA translation and 

protein synthesis184. Furthermore, OASL is incapable of RNase L activation due to its 

missing active site, however, its upregulation during IFN signaling implies an active role 

as an ISG185. In line with this, OASL sensitizes virally infected cells by enhancing the 

sensitivity of RIG-I activation in the absence of TRIM25186. Ultimately, RNase L induced 

RNA degradation gives rise to a positive feedback loop inducing further type I IFN 

signaling by activating other RNA sensing PRRs.  

IFIT Other rapidly induced proteins are from the IFN-induced protein with 

tetratricopeptide repeats (IFIT) family187. In humans, this family is composed of IFIT1, 

IFIT2, IFIT3 and IFIT5 and all have a specific number of tetratricopeptide repeat 

domains in common, which are necessary for protein-protein interactions188–194. Even 

though all IFITs ostensibly lack enzymatic activity there is clear evidence of their action 

in type I IFN signaling upon viral RNA sensing. Under normal conditions, their 

expression levels are minor or shut off completely, however, type I IFNs and IRFs lead 

to their induction195,196.  Several studies described a broad range of anti-viral activity of 

the IFIT family including general translation inhibition, recognition and sequestration of 
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uncapped 5`-ppp RNA and mRNA lacking a 5`cap 2`-O methylation at position N1 as 

well as direct binding to viral proteins for their inhibition197–200.  

RSAD2 Viral infection studies revealed Radical S-Adenosyl Methionine Domain-

Containing Protein 2 (RSAD2) as another gene that inhibits viral infection147. Upon viral 

RNA sensing, RSAD2 expression is strongly induced by type I IFN and alternatively by 

IRF3201–206. Induction of the anti-viral activity depends on its N-terminal amphipathic 

domain and numerous knock out and overexpression studies described a broad 

spectrum of the underlying mechanisms as for example the inhibition of lipid rafts 

necessary for viral budding207–209.  

PRRs Important PRRs such as RIG-I, MDA5 or PKR are described as ISGs and their 

expression is additionally induced by type I INFs210–213. This induces a positive feedback 

loop to amplify the initial signaling cascade in an autocrine manner as well as in a 

paracrine fashion for the priming of cells in close proximity. 

 The distinction of self and non-self (ADAR1) 

The plethora of functions of PRRs and ISGs include the sensing of a diversity of PAMPs. 

This includes obvious properties of pathogenic molecules such as β-glucans of bacteria 

or chitin of fungi which are absent and dispensable in human cells. In contrast, RNA 

molecules are of fundamental necessity for cellular function and life and thus, it comes 

as no surprise that cells have evolved another strategy to detect foreign nucleic acids214. 

There are three basic criteria in vertebrates to distinguish self from non-self-nucleic 

acids. First, the concentration of nucleic acids as defined by nucleic acid synthesis, 

degradation or availability influenced by shielding factors like proteins. Second, the 

localization of nucleic acids as for instance the absence of RNA in the endosomal 

compartment215,216. Third, the presence of pathogenic nucleic acid structures 

non-existing in the host such as sequence motifs, specific structures or modifications like 

5`-ppp cap or 5`-cap-0 structures of RNA70,73,217–219.  

In cellular conditions, the combined orchestration and monitoring of all aspects leads to 

a defined immune response in cases of non-self-signal detection. Interestingly, there is 

emerging evidence of endogenous RNAs that possess similar features to viral RNA. The 

existence and transcription of retrotransposons in the genome results in viral-like dsRNA 

moieties, however, the cells circumvent autoimmunity220. One possible process is the 

editing of RNAs as seen in mammals by the two proteins apolipoprotein B mRNA editing 
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enzyme catalytic subunit (APOBEC) and adenosine deaminase acting on RNA 1 

(ADAR1)221. The former enzymatically catalyzes the deamination of cytosine to uracil, 

whereas the latter deaminates adenosine to inosine (A to I editing)222–225. The 

nucleoside inosine is detected as guanosine by the translation machinery, which can 

lead to substitutions in the amino acid code226. Moreover, the A to I editing results in the 

destabilization of complementary strands of dsRNA structures, which is critical in the 

maintenance of self-tolerance. In this context, it has been shown that ADAR1 prevents 

translational shutdown during type I IFN signaling and additionally, autoactivation of 

PKR by endogenous RNA elements227.  

Interestingly, a full knock out of the DEAH-box helicase DHX36 in human embryonic 

kidney (HEK) cells shows a similar phenotype indicated by the autophosphorylation of 

PKR without a viral trigger. It was hypothesized that secondary structures, referred to as 

G-quadruplexes, within mature mRNAs lead to their stabilization and accumulation and 

hence, induce uncontrolled activation of PRRs by endogenous dysregulated RNAs228. 

1.4 G-quadruplexes 

The central dogma of a linear transmission of genetic information from DNA to RNA and 

eventually to protein was challenged by the existence of several processes as for 

instance reverse transcription or RNA replication. First flourishing in obscurity and later 

on coming to light, RNA emerged as a new bioactive molecule as shown in a myriad of 

publications. The existence of micro RNA (miRNA) or long non-coding RNAs (lncRNAs) 

as regulators of expression underlined these observations, however, the structural 

properties of RNA possess similar regulatory features and still remain unclear.  

RNA stably forms secondary structures as for instance loops, helices, bulges, junctions, 

pseudoknots or combinations of these. Interestingly, the existence of several 

non-canonical DNA structures, among them a structure referred to as G-quadruplex 

(dG4) was followed by the discovery of such G4s in RNA (rG4s).  

In general, on DNA and RNA, guanine-rich sequences can assemble into G4 

structures229. Hoogsteen hydrogen bonding of four guanines assist the formation of a 

planar G-quartet and π-stacking of at least two G-quartets results in the assembly of a 

mature G4230,231. The stacked G-quartets are connected by variable loops resulting in 

diverse G4 conformations on DNA such as parallel, anti-parallel or hybrid G4s, while the 

charged hydroxyl group of the sugar in RNA favors the parallel G4 conformation232. The 
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steric repulsion of negative charges in the center of the G4 are stabilized by mono- or 

bivalent cations as in the physiological context by potassium (K+) or sodium (Na+)233–235. 

High-throughput studies confirmed previous in silico analyzes of canonical G4s 

represented by the consensus sequence Gx-N1-7-Gx-N1-7-Gx-N1-7-Gx, where x is 3-6 and 

N denotes any nucleotide, and revealed more than 700.000 potential dG4s sites within 

the genome236–238. Interestingly, in cellulo chromatin immunoprecipitation (ChIP) 

experiments with a G4 specific antibody called BG4 showed only 10.000 potential dG4 

sites indicating a temporal formation of G4s239,240.  

 

 

Figure 1.4.1 Cellular functions of RNA G quadruplexes (rG4s) 

The formation of rG4s positively or negatively influence translation by serving as a 
protein loading platform or by blocking ribosomal entry, respectively. The exact 
mechanism during transcription termination is unclear, whereas the formation of rG4s in 
TERC decrease telomerase activity. The folding of rG4s in pre-mRNA influences splicing 
as well as polyadenylation. Generally, rG4s enable the targeting of mRNAs and miRNAs 
by proteins. Figure created with BioRender. 
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On the RNA level, reverse transcription stalling experiments combined with next 

generation sequencing methods identified 13.000 putative rG4 structures within the 

transcriptome and several investigations highlighted their importance in diverse 

biological processes241. In contrast to dG4s, which are highly evolutionary conserved 

among species ranging from bacteria, yeast, plants and mammals, rG4s are almost 

depleted in bacteria242. Interestingly, the genomic localization of dG4s is strongly 

increased in regulatory regions such as promoters or telomeres pointing again to a 

positive evolutionary pressure243. The presence of rG4s in 5` untranslated regions 

(5`UTRs), splicing sites, coding sequences or 3`UTRs gives evidence for their 

implications in almost all biological processes of the RNA`s life journey including 

transcription, splicing, translation and degradation244–248. 

The formation of G4s and their regulatory roles are evident, however, uncontrolled G4 

folding gives rise to for example replication fork stalling, genomic instability, telomere 

malfunction or transcription block, which eventually leads to critical cellular damage. It 

comes as no surprise that several diseases such as autoimmunity or cancer are 

accompanied by G4 dysregulation249.  

Owing to the highly thermostable conformations of G4s, which can outcompete 

canonical DNA or RNA structures, the need of a regulatory cellular machinery is 

indispensable. 

1.5 The DEAH-box helicase DHX36 

Helicases are described as modulators of nucleic acids and are classified into 6 

superfamilies (SFs) dependent on the absence (SF1-SF2) or appearance of a ring like 

protein structure (SF3-SF6)250. Most helicases belong to SF2, which form the largest 

group and are characterized by the presence of 9 highly conserved protein motifs 

necessary for ATP binding and hydrolysis, molecular rearrangements as well as nucleic 

acid binding251. Further subdivisions include proteins referred to as DEAD/DEAH-box 

helicases252. 

The human DEAH-box helicase DHX36 is encoded on chromosome 3 in the genome 

and expressed in at least two different isoforms in HeLa cells. The full length isoform 1 

(DHX36iso1) is made of 1010 amino acids with the size of 114,76 kDa and 

predominantly localizes to the nucleus, whereas isoform 2 misses the amino acids 

517-530 and remains mainly in the cytoplasm253,254. However, DHX36iso1 exhibits a 
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strong accumulation in the cytoplasmic space in HEK cells and thus, indicates cell type 

specific localization differences228. 

Similar discrepancies are observed in the functions of DHX36. Firstly, described as an 

RNA helicase associated with AU-rich elements (RHAU) and secondly indicated as a G4 

resolvase 1 (G4R1) clearly show the versatility of this protein and its involvement in 

various cellular processes encompassing replication, transcription, splicing and 

translation as well as immunity253,255. 

1.5.1 The structure of DHX36 

Several structure specific motifs and domains of DHX36 render it a multifaceted protein 

with diverse functions.  

 

Figure 1.5.1 Schematic structure of DHX36 

Individual domains (Glycine-rich element (Gly), DHX36-specific motif (DSM), helicase 
domains RecA1 and RecA2, degenerate-winged-helix (WH), ratchetlike (RL), 
oligonucleotide and oligosaccharide-binding-fold-like (OB) subdomains (OI and OII), C-
terminal extension (CTE)) are depicted in different colors. Drawn lines indicate binding 
sites for G4 structures or ssDNA. The walker B domain including the DEIH motif of 
DHX36 is located in RecA2 II (not displayed). DHX36 isoform1 is composed of 1010 
amino acids (aa), whereas DXH36 isoform2 misses a 14 aa sequence (not displayed). 
Numbers indicate positions of domains in the full length polypeptide. 

 

At the N-terminus two domains, a glycine-rich element followed by a DHX36 specific 

motif (DSM) are in close proximity254,256,257. The glycine-rich element plays a role in the 

stress granule localization whereas the DSM is necessary, but not sufficient for the 

binding to specific secondary nucleic acid structures on DNA and RNA referred to as 

DNA G-quadruplexes (dG4s) or RNA G4s (rG4s)258–260. Subsequently, two central RecA 

domains, RecA1 and RecA2, form the core and include the walker B domain with an 

amino acid sequence substitution from alanine to isoleucine; aspartate-glutamate-

isoleucine-histidine (DEAHDEIH)261. Both RecA domains are involved in the binding 

and hydrolysis of ATP to fulfil energy-driven processes like nucleic acid unwinding. The 
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C-terminal end is composed of 4 motifs namely degenerate-winged-helix (WH), ratchet-

like (RL), and two oligonucleotide and oligosaccharide-binding-fold-like (OB) 

subdomains (OI and OII) followed by a C-terminal extension (CTE)257,262. Implications for 

single-stranded nucleic acid binding were described for the former 3 domains, whereas 

only the subdomain OI showed an involvement in G4 binding255,263,264. Nevertheless, the 

CTE functions remain elusive and underlying studies are missing. 

1.5.2 G-quadruplex unwinding by DHX36 

The helicase DHX36 showed strong binding to dG4 and rG4 in vitro with picomolar (pM) 

affinities of 77 pM and 39 pM, respectively260. In accordance with this, the ability of dG4 

and rG4 unwinding of DHX36 is vastly superior compared to other DNA or RNA 

structures like duplexes, 5´ overhang duplexes, 3´ overhang duplexes or Y-form 

duplexes255,265.  

The crystal structure and resolution studies of DHX36 indicate slightly different 

mechanisms of dG4 and rG4 unwinding257. On DNA, DHX36 requires binding to a 

parallel dG4 structure as well as a single stranded tail of 8-9 nucleotides, which induces 

steric translocations of the RecA and OB subdomains. The subsequent 

ATP-independent execution of a repetitive tug and release leads to the unhinging and 

resetting of one guanine from the dG4263. This partial unfolding and refolding process 

can continue for many cycles and is sufficient for the initiation of complementary strand 

annealing. Noteworthy, there are ATP-dependent as well as ATP-independent 

mechanisms described for dG4 unwinding of DHX36, which can be explained by the 

versatile nature of each dG4 structure used in the different studies. 

On RNA, the binding of a monomeric DHX36 molecule to the rG4 leads to its disruption 

in an ATP-independent fashion. Subsequent refolding of the rG4 is an energy-driven 

process resulting in ATP to ADP conversion and occurs in similar successive repetitions 

like on DNA level266. Taking place in the cellular environment, binding of DHX36 to a rG4 

results in a steady dynamic modulation of the rG4 until it encounters for instance a 

ribosome, which leads to the dislocation of DHX36 to leave the rG4 resolved. 

1.5.3 The maintenance of homeostasis by DHX36 

The ability of DHX36 to regulate overall G4 formation implicates its importance in the 

maintenance of cellular homeostasis. On DNA level, the uncontrolled formation of dG4s 
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is implicated in the internal arrest of DNA polymerase II (Pol-II), which negatively 

impacts genome stability by a topoisomerase 2-dependent mechanism267–269. 

Furthermore, the modulation of dG4s at promoters or coding regions affects gene 

transcription in various manners, however, the underlying mechanisms are not 

completely understood. dG4s formation in promoters can either sterically block 

transcription or support transcription by providing a loading platform for other proteins 

and transcription factors269. Additionally, whether transcription is positively or negatively 

influenced depends on the dG4 formation on the sense or antisense strand. The location 

of the dG4 in the antisense strand of DNA can lead to transcription stalling by blocking 

RNA Pol-II, whereas dG4 formation in the sense strand is believed to disrupt annealing 

of the two ssDNA strands, hence supporting transcription rendering the template strand 

accessible for RNA Pol-II. In line with this, mouse model experiments showed that a 

conditional knock out of DHX36 is lethal270. Additionally, tissue-specific depletion in the 

hematopoietic system results in several developmental defects as for instance 

differentiation problems at the proerythroblast stage or causes hemolytic anemia. 

Furthermore, ablation in germ cells is accompanied by diminished spermatogonial 

differentiation271. Nevertheless, the specific role of DHX36-dependent dG4 dysregulation 

in the observed phenotypes remains elusive and evidence is missing.  

In contrast, DHX36 deletion in the cardiac system results in defective heart development 

and growth retardation, which was directly dependent on the rG4 formed in the 5`UTR of 

the Nkx2-5 mRNA272. Similarly, the interaction of DHX36 with the rG4 in the 3`UTR of 

the TP53 pre-mRNA upon UV-damage maintains correct 3`end-processing leading to 

steady protein expression273. Based on telomere studies, DHX36 is implicated in 

5` located rG4 resolution of the human telomerase RNA component (hTERC) to facilitate 

telomerase holoenzyme functions256,259,274,275. This was validated by the observation of 

shortened telomeres upon small interference RNA (siRNA) knock down of DHX36 in 

HEK cells276.  

The rG4 interactions of DHX36 were further analyzes by two independent studies that 

demonstrated the global impact of DHX36 on mature mRNAs228,277. In HEK cells, a 

combined approach of 4-thiouridine (4SU)-assisted photoactivatable-ribonucleoside-

enhanced crosslinking and immunoprecipitation (PAR CLIP) and ribosome profiling 

revealed ~20.000 binding sites of DHX36 on RNA of which 4500 sites were located in 
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the exons of different mRNAs. Intriguingly, in situ analyzes showed an overlap of the 

DHX36 binding sites with putative rG4 forming sequences as well as a set of AU-rich 

elements. Furthermore, comparison of the PAR CLIP results with RNA-seq data of 

DHX36 knock out cells revealed an rG4-dependent reduction of translation of DHX36 

mRNA targets. The observation of stress granule formation (SG) in DHX36 knock out 

cells as well as the detection of autophosphorylation of the anti-viral protein PKR implies 

that the accumulation of translation incompetent rG4 harboring mRNAs can lead to 

autoimmune dysfunctions228. Interestingly, DHX36 overexpression is generally observed 

in many cancer types again pointing to a global function in maintaining cellular 

homeostasis278. 

1.5.4 Innate immunity regulation by DHX36 

The detection of viral nucleic acids by PRRs is a major function during innate immunity. 

While the non-self character of viral nucleic acids plays an important role in recognition, 

different viruses possess evolutionary conserved dG4 and/or rG4 structures in their 

genome indicating a possible role in their life cycle279,280. Interestingly, another G4 

binding protein referred to as nucleolin interacts with an rG4 in the genome of the 

hepatitis C virus (HCV) and suppresses its replication281. Even though a direct 

implication of DHX36 with viral G4s is missing, a role in viral regulation is postulated due 

to its interaction with the several Influenza A genome or human immunodeficiency virus 

(HIV) segments as well as viral proteins282–284.  

On the other hand, several studies showed a direct role of DHX36 in viral nucleic acid 

induced innate immunity. A common consequence of viral infections is the accumulation 

of anti-viral stress granules (avSG), which constitute a critical step in the immune 

response285. avSG emerge from liquid-liquid phase separation and store mRNAs and 

diverse proteins286,287. Their specific role is still elusive, however, it has been shown that 

subsequent stress relief leads to the graduate disassembly of avSG and the release of 

their components, thus render avSG a temporal and spatial storage for proteins and 

mRNA. Interestingly, DHX36 locates via its N-terminus to SG upon stress and its loss 

attenuates avSG formation254. In addition, a constitutive physical interaction of DHX36 

with RIG-I as well as a complex formation of DHX36, RIG-I and PKR upon viral infection 

was reported288. However, the direct binding of DHX36 to PKR remained uncertain. In 

the context of PRRs, DHX36 was described to associates with viral RNA, though the 
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experimental setup cannot exclude RIG-I bridging of DHX36 to the viral RNA, which was 

also detected. In line with this, another study reported DHX36 indirectly connects with 

poly (I:C) in a complex composed of DDX1, DDX21, DHX36 and TRIF, in which DDX1 is 

the direct binder of poly (I:C)289.  

After viral infection endogenous DHX36 expression is upregulated and overexpression 

approaches indicate a repressive role in viral replication290. In line with this, a decrease 

in IFNB1 expression as well as diminished IRF3 dimerization was observed after 

infection with Newcastle disease virus (NDV) or poly (I:C) in tamoxifen-induced DHX36 

knock out mouse embryonic fibroblasts (MEFs)288. However, the treatment with a RIG-I 

specific ligand showed no significant differences and even gave rise to increased IFNB1 

transcripts in DHX36 knock out MEFs. Additionally, the NDV replication remained 

unchanged up to 12 hours after infection in siRNA induced DHX36 knock down HEK 

cells. These effects depend on the ATPase function of DHX36, which facilitates PKR 

phosphorylation upon viral infection.  

All these observations clearly demonstrate a specific role of DHX36 in innate immunity, 

however, the precise mechanism of DHX36 remains still elusive and many data show 

contradictory results. Moreover, viral studies on real DHX36 knock out cells are missing, 

since former experimental setups only used tamoxifen-induced deletion or 

RNAi-mediated knock down of DHX36. 
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Figure 1.5.2 Innate immunity regulation by DHX36 

(1) In myeloid dendritic cells, virus injected RNA binds intracellularly to a (2) complex 
consisting of DHX36, DDX21, and DDX1, in which the latter binds directly to the nucleic 
acids and DDX21 bridges the interaction of DHX36 and DDX1. (4) All three proteins bind 
to TRIF to stimulate the expression of interferons (5). DXH36 is also in complex with 
RIG-I and PKR and all three proteins bind to viral RNA in mouse embryonic fibroblasts. 
(3) DHX36 enhances PKR phosphorylation to inhibit viral infection. (6) In HeLa cells, the 
proteins of this complex localize to stress granules and loss of DHX36 leads to reduced 
stress granule (SG) formation in virus infection. Moreover, DHX36 depletion in human 
embryonic kidney cells leads to induction of SG formation without a viral trigger, most 
likely induced by the accumulation of RNA G-quadruplexes (G4s) harboring mRNAs. (7) 
In this regard, DHX36 binds to RNA G4s on mRNAs in a global fashion and destabilize 
those to render the mRNA accessible for the translation machinery. Furthermore, 
DHX36 is the major helicase, which unwinds G4 on (7) RNA and (8) DNA in HeLa cell 
lysates. Figure created with BioRender. 
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1.6 Aim of the study 

Uncertain times and fear of the unknown drives us further and further. Beyond basic 

research, this study was a small contribution to face and fight global viral threats yet to 

come. Despite this, the overall aim of this thesis is to shed light on the proposed main 

functions of the DEAH-box helicase DHX36 in anti-viral immune responses. 

To address this question, transcriptome-wide studies coupled with biochemical analyzes 

of differently regulated mRNAs in DHX36 knock out cells with and without viral stress 

were pinpointed to a set of genes. Based on these results, implications in the regulation 

of the interferon I response was further examined in order to identify the specific 

signaling cascade of DHX36 as well as interaction partners. Finally, the dependence of 

DHX36 on general cellular metabolism and viral replication was confirmed with 

additional experimental data. 

In order to accomplish these aims, next-generation sequencing of the transcriptome was 

performed in DHX36 knock out cells. Viral stress treatments were performed to further 

validate the obtained results by the analyzes of mRNA and protein accumulations. 

Additionally, loss of function and overexpression experiments were conducted with a 

special focus on the identified interferon stimulated gene sets. Finally, potential models 

were based on protein-protein interactions of DHX36 as well as CRISPR-Cas9 mediated 

double knock out studies to identify epistatic mechanisms. 
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2. Material and methods 

2.1 Bacteria cell culture 

 Cultivation of bacteria 

All used or generated E. coli strains were grown on LB agar plates at 37°C in a bacterial 

incubator. Liquid growth cultures were inoculated from a single-grown colony and in 5 

mL of liquid media incubated at 37°C and 200 rpm agitation overnight (~16 hours). 

If necessary, solid and liquid bacterial growth media were supplemented with the 

appropriate amounts of antibiotics compatible to resistances of each bacteria strain (100 

µg ml-1 ampicillin, 50 µg ml-1 kanamycin, 30 µg ml-1 chloramphenicol). The OD600 was 

measured using a spectrophotometer. 

 Cryo-conservation of bacteria 

Bacteria stocks were prepared from a fresh overnight culture (liquid) by mixing 800 µl 

bacterial culture with 50% sterile glycerol for cryo-conservation. Snap-freezing was 

performed in liquid nitrogen and stocks were afterwards stored at -80°C. 

 Preparation of chemical-competent E. coli 

A single colony of E. coli DH5α was inoculated in LB liquid media and grown overnight at 

37°C and 200 rpm agitation. On the next morning 250 mL SOB media were inoculated 

with 2 mL of the overnight culture and grown at 18°C and 180 rpm agitation until the 

culture reached OD600 = 0.6 The bacterial suspension culture was chilled on ice for 10 

min and afterwards centrifuged at 4°C and 2000 rpm for 10 min. The bacteria pellet was 

resuspended in 80 mL ice-cold TB buffer, incubated for 10 min on ice and again 

centrifuged at 4°C and 2000 rpm for 10 min. The pellet was carefully resuspended in 20 

mL fresh ice-cold TB buffer by agitation. DMSO (f.c. 7%) was added and the suspension 

was incubated in ice for 10 min. Finally, the cells were aliquoted (100 µL), snap-frozen in 

liquid nitrogen and stored at -80°C. 

 Transformation of plasmid DNA in bacteria 

An amount of 50 μL chemical-competent E. coli DH5 α cells was thawed on ice. The 

bacterial suspension was supplemented with 1 to 10 ng of cold plasmid DNA and 

afterwards incubated for 30 min on ice. A heat shock was performed at 42°C for 50 sec 

and were put back immediately on ice for 5 min. A volume of 450 μL of pre-warmed 

SOC medium was added to the suspension and incubated for 1 h at 37°C and 500 rpm 
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agitation in a heat block. After collecting the bacteria by centrifugation for 1 min at 

8000 xg the pellet was resuspended in 150 μL SOC medium. The bacterial suspension 

was spread on a respective selective LB agar plate (100 µg ml-1 ampicillin, 50 µg ml-1 

kanamycin, or 30 µg ml-1 chloramphenicol) and incubated at 37°C over night. 

2.2 Eukaryotic cell culture 

 Cultivation of adherent eukaryotic cells 

Adherent HEK293 cells were cultured in DMEM medium supplemented with 10% FBS 

(v/v) and 1% Penicillin/Streptomycin (v/v) in sterile cell culture petri dishes in a cell 

incubator at 37°C and 5% CO2. Media for “wildtype” cells were additionally 

supplemented with 100 µg ml-1 Zeocin and 10 µg ml-1 Blasticidin. Selection media for 

stable transfected cells contained 100 µg ml-1 Hygromycin B instead of Zeocin.  

Cells were passaged regularly after reaching 70% of confluence. Passaging was 

performed by washing the cells with pre-warmed sterile PBS. Afterwards, the cells were 

incubated with a Trypsin-EDTA solution and incubated for 5 to 8 min at 37°C with 5% 

CO2. The detachment reaction was stopped by adding the respective DMEM medium. 

After counting the cell amount by using a hemocytometer the cells were seeded in a new 

cell culture petri dish and incubated further at 37°C and 5% CO2. After maximal 15 

passages the cells were discarded and a new aliquot of fresh cells was thawed. 

 Cryo-conservation of eukaryotic cells 

Long term storage of eukaryotic cells was achieved by cryo-conservation. A cell 

suspension was prepared as in 6.2.2.1. The collected cell pellet was dissolved in 

freezing media (standard DMEM medium additionally supplemented with 10% FBS and 

10% DMSO) to achieve a cell density of 3*106 cells/mL. Each vial was filled with 1 mL of 

cell suspension and frozen in a cell freezing container at -80°C enabling a steady 

decrease in temperature. After 3 days at -80°C the cryo vials were transferred to a -

150°C freezer for long term storage. 

 Thawing of cryo-conserved eukaryotic cells 

Frozen cryo-conserved eukaryotic cell stocks were thawed in a water bath at 37°C and 

transferred to a 15 mL reaction tube filled with pre-warmed standard DMEM medium. 

The cell suspension was centrifuged for 3 min at 200 xg and the supernatant was 

discarded. The cell pellet was resuspended in 5 mL standard DMEM medium and 
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transferred to a 10 cm cell culture petri dish filled with 10 mL standard DMEM medium. 

The cells were incubated at 37°C and 5% CO2. 

 Generation of stable eukaryotic cell lines 

All stable HEK293 cell lines were generated by Dr. Markus Sauer and colleagues (Sauer 

et al., 2019). In short, HEK Flip-In™ T-REx™ 293 cells were grown in DMEM medium 

until ~40-50% confluency. 9 µg of the pFRT plasmid with the integrated gene of interest 

and 1 µg of the helper plasmid pOG44 (Flp recombinase) were diluted in 440 µL sterile 

ddH2O. An amount of 50 µL sterile 2.5 M CaCl2 solution was added to the plasmid 

mixture. In the meanwhile, the cells in the petri dish were treated with 40 µM (f.c.) 

chloroquine for 5 min. Afterwards, 500 µL 2x HBS buffer were dropwise added to the 

plasmid solution and carefully mixed after each drop. After a 5 min incubation step at RT 

the mixture was added to the cells in the petri dish and incubated for 5 h at 37°C and 5% 

CO2. Next, the medium was exchanged with standard DMEM medium and the cells 

were further incubated for 2,5 days at 37°C and 5% CO2. Collection of transfected 

clones was achieved by adding DMEM selection medium supplemented with 

hygromycin and blasticidin until single clone colonies were possible for further 

expansion. 

 Stress treatments of eukaryotic cells 

Transient transfection of HEK293 or HeLa cells was performed according to the 

LipofectaminTM 2000 transfection reagent protocol from Thermo Fisher Scientific. For 

transfections in a single well of a 6-well plate 48 µL of Opti-MEM medium were mixed 

with 2 µL Poly I:C (HMW) of a 1 µg/µL stock solution (f.c. 1 µg/mL) in a reaction tube. A 

second reaction tube was filled with 46 µL Opti-MEM medium and 4 µL 

LipofectaminTM 2000 (twice the amount of the µg of the used nucleic acid) were added. 

Afterwards, the Poly I:C containing solution was added dropwise to the reaction tube 

containing LipofectaminTM 2000. The mixture was incubated for 5 min at RT and 

subsequently, 100 µL of the solution were added dropwise to the well of the 6-well plate 

containing 2 mL of normal growth medium and the cells.  

The RIG-I ligand IVT4 (in-vitro transcript 4) was transfected the same way like Poly I:C 

but with a f.c. of 100 ng/mL medium and the appropriate amount of LipofectaminTM 2000.  
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The chemical compound INFα was added directly to the medium of the cells in a 

concentration of 10.000 U/mL. 

 CRISPR/Cas9-mediated gene knockout in eukaryotic cells 

The stable knockout of DHX36 in HEK Flip-In™ T-REx™ 293 cells was performed by Dr. 

Stefan Juranek (Sauer et al., 2019). In short, 4x 105 Flp-In T-REx HEK293 cells were 

grown over night in a 6-well plate. On the next morning, 100 pmol DHX36 crRNA and 

100 pmol tracrRNA-ATTO 550 complementary to the crRNA were solved together in 

Nuclease-Free Duplex Buffer. After incubation at 95°C for 5 min the reaction was cooled 

at RT for 15 min. 125 µl Opti-MEM mixed with 7.5 µl CRISPRMAX Transfection Reagent 

and 15 pmol annealed RNA was mixed with 15 pmol Cas9 protein and 5 µl 

Cas9+reagent (IDT) in Opti-MEM. Both solutions were incubated for 5 min at RT. The 

RNA mix was carefully added to the Transfection Reagent solution and afterwards 

transferred dropwise to the HEK Flip-In™ T-REx™ 293 cells in the 6-well plate. 

Selection of positive transfected cells was achieved by single cell flow cytometry in a 96-

well plate. The DHX36 knock out was validated by western blot and on DNA 

sequencing. 

 Lentiviral production for CRISPR/Cas9 

An amount of 3.8 x106 293 LentiX cells were cultured in DMEM medium supplemented 

with 10% FBS (v/v) and 1% Penicillin/Streptomycin (v/v) in sterile cell culture 10 cm petri 

dishes in a cell incubator at 37°C and 5% CO2. After one day and 5 h before 

transfection, the medium was exchanged to normal DMEM with 10% FBS and 1% PS 

and additional 25 µM chloroquine. The vector plasmid (pLenti/pRRL) with integrated 

guide RNA, 2 µg packaging vector (psPAX2/dr81.9) and 1 µg of the viral envelop vector 

(pMD2G/VSVG) were combined in 1 mL Opti-MEM at room temperature. 

21 µL Polyethylenimine 25 kDa (PEI) were added to the transfection mix (3:1 ratio of PEI 

to total DNA) and incubated for 15 min at room temperature. Afterwards, the transfection 

mix was added drop-wise to the cells. On the next morning, the medium was exchanged 

to normal DMEM with 10% FBS and 1% PS. The supernatant was harvested and filter 

through a 0.45 µm syringe and kept at -80°C for long term storage. 
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 Light microscopy 

Microscopic images were taken after indicated time points of treatments (see always the 

specific treatments) using an EVOS FL cell imaging system. 

 Growth analysis of adherent eukaryotic cells 

The growth rate of the different HEK cell lines under Poly I:C conditions was analyzed by 

counting over a time period of 10 days. The starting cell number for all cell lines was 0.1 

x106 in a single well of a 6-well plate in technical triplicates. Cell number analysis was 

calculated by counting with a Bürker hemocytometer. 

 MTT proliferation assay 

Cell proliferation of different HEK cell lines after Poly I:C treatment was analyzed by a 

commercial MTT-based proliferation approach. HEK Flip-In™ T-REx™ 293 “wildtype” 

cells and HEK Flip-In™ T-REx™ 293 DHX36 KO cells were seeded 0.7 x104 or 1 x104, 

respectively, in triplicates in a 96-well plate. After the Poly I:C treatments the medium 

was discarded and 100 µL of a 0.5 mg/mL MTT solution was carefully added to the cells. 

The cells were incubated for 4 h at 37°C and 5% CO2. Afterwards, 100 µL DMSO was 

added to each well and incubated for 1 h at RT and 100 rpm in the dark. The solution 

was thoroughly mixed with a pipette and the absorbance was measured at 570 nm with 

a Tecan Infinite®200 plate reader. 

 FACS (Fluorescence-activated cell sorting) 

Trypsinized single eukaryotic cells (in FACS tubes) were washed two times with 2 mL 

cold PBS (centrifugation at 500 xg for 3 min) and collected in 100 µL Fixable Viability 

Dye eFluor 780 (diluted 1:1000 in 1xPBS buffer) in a concentration of 500.000 cells/mL. 

After brief vortexing the cells suspension was incubated for 30 min at 4°C in the dark. 

Subsequently, the cells were washed two times with 2 mL cold PBS (centrifugation at 

500 xg for 3 min). The cells were resuspended in 1 mL cold PBS and 1 drop of Hoechst 

33342 Ready Flow Reagent was added and incubated for 60 min at 37°C while shaking 

at 200 rpm in the dark. Afterwards, the cells were washed two times with 2 mL PBS and 

the cells were finally collected in 400 µL PBS. After filtration through a filter paper the 

cells were ready for analysis with the BD FACSCantoTM II Cell Analyzer. All experiments 

were later on further analyzed using the FlowJo software (FlowJo LLC). 
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2.3 DNA biochemistry 

 Preparation of plasmid DNA 

Isolation of DNA plasmids from bacteria was performed with the innuPREP Plasmid Mini 

Kit (Analytik Jena) and according to the supplier`s instructions. 

 Polymerase Chain Reaction (PCR) 

PCRs were performed by preparing a mix out of all reagents listed in the table below. 

For analytical PCRs the homemade Taq polymerase was used. PCRs for cloning were 

performed with the commercial ExTaq polymerase.  

Reagent Homemade Taq ExTaq 

10x PCR buffer for homemade Taq 1x - / - 

10x ExTaq Buffer - / - 1x 

dNTP mix 200 µM 200 µM 

Each primer 0.5 µM 0.5 µM 

Template DNA 10 – 50 ng 10 – 50 ng 

Homemade Taq 1 µl - / - 

ExTaq - / - 1 U 

ddH2O To 50 µl To 50 µl 

 

After combining all reagents, the PCR reaction tube was placed in a PCR cycler with the 

conditions shown in the table below. 

Step Time Temperature Cycle 

Initial denaturation 5 min 95°C 1x 

Denaturation 20 s 95°C 

30x - 36x Annealing 15 s 53 - 58°C* 

Elongation 1 min/kb 72°C 

Final elongation 5 min 72°C 1x 

    

* depending on melting temperature of primer sets  
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 Agarose gel electrophoresis 

Agarose powder (1 - 2%) was melted in 1x TAE buffer in a microwave and after 5 min of 

cooling in agitation 0,01% ethidium bromide was added to the gel solution and 

distributed by further stirring. The solution was poured into a gel tray and dried for 30 

min at RT. The solidified gel was set up in an electrophoresis chamber filled with 1x TAE 

buffer and the DNA or RNA samples were loaded. Under standard conditions the 

voltage was set to 120 V for 120 min at RT. Detection of the nucleic acid signals was 

performed with a ChemiDOC XRS+ Imaging System. 

 Purification of DNA from agarose gels and PCR reactions 

Plasmid and PCR fragment isolations from agarose gels were performed using the 

innuPREP Gel Extraction Kit (Analytik Jena) and innuPREP PCRpure Kit (Analytik 

Jena), respectively, according to the supplier`s instructions. 

 Restriction digest of DNA 

Restriction enzymes were purchased from Thermo Fisher Scientific and used according 

to the supplier´s instructions. Restriction digestions were carried out for 2 - 3 hours at 

37°C and afterwards analyzed by gel electrophoresis. 

 DNA ligation 

Nucleic acid fragments from plasmid as well as PCR fragment digestions were ligated 

with the T4 DNA ligase in a molar ratio of 1:5 and with a total amount of 200 ng of total 

nucleic acid. The ligation was performed over night at 16°C. 

 Single-colony Polymerase Chain Reaction (scPCR) 

Screening of positive transformed bacteria that carried the right plasmid was performed 

by PCR. Plasmids were isolated (see 6.2.3.1), digested with different restriction 

enzymes and afterwards analyzed by gel electrophoresis with following sequencing.  
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Reagent Amount 

10x PCR buffer for homemade Taq 1x 

dNTP mix 200 µM 

Each primer 0.5 µM 

Template  Single colony 

Homemade Taq 0.5 µl 

ddH2O To 20 µl 

 

The PCR cycler conditions are listed in the table below. 

Step Time Temperature Cycle 

Initial denaturation 10 min 95°C 1x 

Denaturation 20 s 95°C 

30x Annealing 15 s 53 - 58°C* 

Elongation 1 min/kb 72°C 

Final elongation 5 min 72°C 1x 

    

* depends on primer set  

 

 DNA sequencing 

Isolated plasmids from bacteria or eukaryotic DNA were sequenced by the Eurofins 

company. The samples were sent as pre-mixed in reaction tubes according to the 

companies’ instructions. The sequencing results were analyzed with the Serial Cloner 

software. 

2.4 Protein biochemistry 

 Protein isolation from eukaryotic cells 

Eukaryotic cells were collected in a 1.5 mL tube after trypsinization (see 6.2.2.1). The 

cells were centrifuged at 200 xg for 5 min at RT and afterwards washed with cold PBS. 

After another centrifugation at 200 xg for 5 min at 4°C the cells were resuspended in 

NP40 lysis buffer and incubated for 15 min on ice. Subsequently, the cell suspension 

was centrifuged at 14.000 xg for 15 min at 4°C. At the end, the supernatant was 
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transferred to a new 1.5 mL tube and the protein concentration was measured by the 

Bradford assay. 

 Bradford assay 

Protein concentrations were determined by the Bradford assay by combining 998 µL 

1x Bradford solution with 2 µL of protein lysate. The solution was incubated for 5 min at 

RT in the dark and the absorbance at 595 nm was measured in a photometer. 

 Co-immunoprecipitation (Co-IP) 

HEK293 DHX36 overexpression cells were treated with tetracycline overnight to induce 

the DHX36-FLAG protein. The cells were harvested on the next morning at 80-90% 

confluency. For this, the cells were washed 3 times with 5 mL cold 1x PBS and 

harvested with a cell scraper and transferred to a 1.5 mL tube. After centrifugation at 

4°C with 200 rpm for 5 min the supernatant was discarded and the cell pellet was 

resuspended in 500 µL cold NP40 lysis buffer. The solution was incubated for 15 min on 

ice and afterwards centrifuged at 4°C with 14.000 xg for 15 min. The supernatant was 

transferred to a 2 mL tube and 50 µL were taken for the input sample and mixed with 10 

µL 6x SDS loading buffer. The input was boiled for 5 min at 95°C and then stored at -

20°C. The remaining 450 µL sample was filled up to 950 µL with NP40 lysis buffer and 

50 µL αFLAG magnetic beads (washed once with NP40 lysis buffer on a magnetic rack) 

were added. The sample was incubated at 4°C on a head over tail rotator overnight. On 

the next day, the beads were washed 5 times on a magnetic rack with cold NP40 lysis 

buffer and subsequent 5 min rotation on a nutator on ice. After the last washing step, the 

remaining NP40 lysis buffer was discarded and the beads were resuspended in 35 µL 1x 

SDS loading dye and boiled for 10 min at 95°C. Subsequently, the beads were removed 

with the magnetic rack and the sample was transferred to a new reaction tube and was 

stored at -20°C for further analysis. 

 SDS-polyacrylamide gel electrophoresis (SDS-PAGE) 

Protein separation was achieved by denaturating discontinuous sodium dodecyl 

sulphate polyacrylamide (PAA) gel electrophoresis (SDS-PAGE). Proteins were 

separated by size using a 12% SDS-PAA separating and a 4% SDS-PAA stacking gel 

containing 0.1% SDS and that were both polymerized by addition of 1:100 ammonium 

persulfate (APS) and 1:1000 tetramethylethylendiamin (TEMED). The isolated protein 
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samples were mixed with a 6x SDS protein loading dye (f.c. 1x SDS protein loading dye) 

and 20 µL of the protein solution was loaded to each well of the SDS gel with a total 

concentration of 20 µg of proteins per well. The SDS-PAGE chambers (Biorad) were 

assembled and the gel was run for 2 h at 80-120 V in 1x SDS running buffer. 

 Western blot 

After protein separation by SDS-PAGE (see 6.2.4.4) the gel was transferred to the 

blotting chamber. All used items were soaked in blotting buffer and were placed in the 

blotting chamber in the following order (from bottom to top): Whatman paper, 

nitrocellulose membrane, the gel, Whatman paper. Remaining bubbles were removed by 

carful rolling with a small glass rod over the top Whatman paper. Semi-dry blotting for 

1 h with 2 mA per cm2 of the gel size (5x8 cm  80 mA per gel) was performed. 

Afterwards, the membrane was transferred to 1x TBS-T containing 5% milk and 

incubated for 1 h at RT while rotating. The membrane was briefly washed with 1x TBS-T 

and transferred to a 50 mL tube containing 1x TBS-T with 2% milk and with the 

corresponding first antibody. The first antibody incubation was performed over night at 

4°C on a rotator.  

On the next morning, the first antibody solution was discarded and the membrane was 

washed three times for 10 min with 1x TBS-T. Subsequently, the membrane was 

incubated for 2 h at RT in a 50 mL tube with 1x TBS-T with 2% milk and with the 

corresponding secondary antibody. The membrane was afterwards washed three times 

with 1x TBS-T and the transferred to a plastic sheet. The membrane was incubated with 

300 µL PierceTM ECL Western Blotting Substrates (1:1 ratio) and the reaction was 

detected with the Molecular Imager ChemiDOC XRS Imaging System. Detection times 

were calculated automatically by the device. Protein intensities were further analyzed 

and calculated with ImageJ (Fiji). 

2.5 RNA biochemistry 

 RNA purification from human cells 

Cells were harvested by adding 500 μL TRIzol reagent to a single 6-well. After breaking 

of the cells by stirring the solution was transferred to a 1.5 mL reaction tube and 100 μL 

chloroform were added. The solution was vortexed for 10 seconds and afterwards 

incubated for 10 min at room temperature. Subsequently, the phase separation was 
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achieved by centrifugation at 14.000 xg for 15 min at 4°C. The aqueous phase (contains 

the RNA) was transferred to a new 1.5 mL reaction tube and 1 Volume of ice-cold 

isopropanol was added for RNA precipitation. The solution was incubated for 30 min on 

ice and then centrifuged at 14.000 xg for 30 min at 4°C. The supernatant was discarded 

and the RNA pellet was vigorously washed with 70% ethanol. After centrifugation at 

14.000 x g for 5 min at 4°C the supernatant was discarded and the remaining ethanol 

was spun down by a brief centrifugation at 14.000 xg at 4°C. The remaining ethanol was 

removed by carful pipetting and the pellet was dried for 5 min at room temperature. 

Finally, the dried pellet was resolved in 30 – 50 μL RNase free ddH2O. The RNA 

concentration was determined with a Nanodrop. 

 Reverse transcription (cDNA synthesis) 

The SuperScript™ III Reverse Transcriptase kit was used according to the supplier´s 

instructions. In brief, 500 ng of isolated RNA (see 6.2.5.1) was diluted in 4 μL of ddH2O 

and 0.5 μL Oligo d(T) primer and 0.5 μL dNTPs (each 2.5 mmol). The solution was 

incubated at 65°C for 5 min and then placed on ice for 1 min. Afterwards, a mastermix of 

2 μL 5x First Strand buffer, 0.5 μL DTT and 0.5 μL SuperScript Reverse Transcriptase III 

was added to the RNA solution and incubated at 50°C for 50 min. The reverse 

transcription was terminated with a subsequent heat inactivation at 85°C for 5 min. 

 Quantitative Polymerase Chain Reaction (qPCR) 

The collected cDNA (see 6.2.5.2) was diluted in 190 µL ddH2O. For a single qPCR 

reaction an amount of 3 µL of the cDNA was mixed with 6 µL IQ SYBR Green 2x 

Mastermix and 3 µL primer mix (1 µM forward and reverse primer). The subsequent 

qPCR was carried out in triplicates in a 96-well plate on a CFX96 RealTime System.  

 Step Time Temperature Cycle 

Initial denaturation 3 min 95°C 1x 

Denaturation 15 s 95°C 

40x Annealing 15 s 57.5°C 

Elongation 15 s 72°C 
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2.6 Others 

 RNA-sequencing 

For RNA-sequencing, complementary DNA preparation of the resulting RNA was done 

with the NEBnext Ultra Directional RNA Library Prep Kit for Illumina. Enrichment of the 

cDNA was performed using indexed primers of the NEBNext Multiplex Oligos for 

Illumina and sequencing was performed on a HiSeq 2500 platform. Sequencing reads 

were aligned to the hg19 human genome using Tophat 2291. Cufflinks was used to 

quantify reads on the UCSC hg19 annotation set differential expression was determined 

by Cuffdiff291. 

 Fluorescence staining of stress granules (G3BP) 

Sterile coverslips were coated with a 100 µg ml-1 poly-D lysine solution for 1 h at 37°C. 

HEK293 “WT” and DHX36 KO cells were seeded in a density of 500.000 cells and 

700.000 cells per well in a 6-well plate, respectively. The cells were grown until 60% 

confluency and then transfected with 1 µg/mL Poly I:C (see 6.2.2.5). After incubation at 

37°C for the indicated time points, the cells were briefly washed 2 times with 1x PBS and 

then fixed in a 4% formaldehyde (PFA) solution diluted in 1x PBS for 10 min. Afterwards, 

the cells were washed once with 1x PBS and then permeabilized in 1x PBS 

supplemented with 1% BSA and 0,2% Triton X-100 for 30 min at 4°C. Afterwards, the 

cells were washed 2 times with cold 1x PBS. The coverslips were subsequently 

transferred to a 24-well plate and 200 µL of a f.c. 5 µg/mL αG3BP antibody solution 

diluted in 1x PBS with 2% milk was added. The samples were incubated at 4°C 

overnight. The next morning, the samples were washed 3 times for 5 min at 100 rpm at 

RT.  Afterwards, the samples were incubated with 200 µL of a 1:1000 dilution of the Anti-

Mouse Alexa Fluor 488 secondary antibody in 1x PBS with 2% milk for 2 h at RT. 

Finally, the coverslips were washed 3 times with 1x PBS and mounted with 10 µL 

Fluoroshield containing DAPI on a glass slide. The samples were analyzed by using a 

Leica fluorescence microscope. 
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3. Results 

Previous studies described the role of the DEAH-box helicase DHX36 in anti-viral stress 

responses particularly in type I interferon (IFN) signaling. However, differences in the 

observations of in cellulo RNA recognition as well as several different protein-protein 

interactions gives rise to conflicting information about the real DHX36 function. 

Therefore, a system-wide analysis of DHX36 followed by in-depth biochemical 

approaches with regard to viral infections is indispensable for the full comprehension of 

its functions in type I IFN signaling. 

For that reason, my PhD thesis is structured in 3 different sections: First, the analysis of 

consequences of the loss and overexpression of DHX36 on viral responses. Second, the 

investigation of DHX36 on cellular metabolism as well as viral replication and third, the 

understanding of molecular mechanisms of DXH36 in the type I IFN signaling cascade. 

3.1 DHX36 is necessary for the maintenance of cellular homeostasis by 

inhibiting an uncontrolled type I interferon response 

Our previous studies showed an accumulation of stress granules (SG) upon the loss of 

DHX36 as well as the phosphorylation of the viral RNA sensor PKR228. The human 

clustered regularly interspaced short palindromic repeats associated 9 (CRISPR/Cas9) 

generated DHX36 knockout (KO) human embryonic kidney (HEK) cells (Flp-In™ System 

of Thermo Fisher Scientific) were used to validate the former results228. In the following 

chapters the HEK Flp-In™ cells will referred to as wild type (WT) cells and HEK Flp-In™ 

DHX36 KO cells solely as DHX36 KO cells. Additionally, all discussed experiments in 

this thesis were performed in at least 3 biological replicates. Immunofluorescence 

staining of the SG localizing protein Ras GTPase-activating protein-binding protein 1 

(G3BP1) was performed to visualize SG formation and the amount of SG-positive cells 

were counted using Image J (Figure 3.1.1 A). A significant increase in the detection of 

SG-positive cells of 6% in DHX36 KO cells compared to WT cells was observed (Figure 

3.1.1 B). Furthermore, the phosphorylation of PKR is an indicator of its activation usually 

after sensing viral RNA. For this reason, proteins of untreated WT and DHX36 KO cells 

were extracted and further processed by immunoblotting (western blot). The detection 

was accomplished by the use of a specific antibody against the phosphorylated version 

of PKR. No phosphorylation of PKR was observed in WT cells, whereas the DXH36 KO 
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cells showed a slight increase in PKR phosphorylation (Figure 3.1.1 C). Both 

experiments confirmed the results of our initial study. The observed phenotypes of 

increased SG formation and enhanced PKR phosphorylation was speculated to be a 

result of accumulating endogenous RNA, harboring G-quadruplexes (rG4s) eliciting an 

uncontrolled immune response228. To test the hypothesis, RNA isolation of WT and 

DHX36 KO cells was performed and further processed by next generation sequencing 

(RNA-seq) to identify changes in transcription. As aforementioned, the phosphorylation 

of PKR takes place after foreign RNA sensing, which determined the focus on type I IFN 

induced signals including genes of the JAK-STAT signaling pathway and ISGs (Figure 

3.1.1 D). A slight increase of the IFN-α /β receptors IFNAR1/2, as well as the 

downstream acting genes JAK1/2, was observed in the DHX36 KO cells comparted to 

WT cells. Moreover, two genes implicated in IFN signaling, STAT2/5b, as well as several 

JAK-STAT inhibitors SOCS2/5/6 were highly upregulated in DHX36 KO cells. On the 

other hand, several genes were below the detection threshold in the RNA-seq analysis, 

especially ISGs (Figure 2 A). For this reason, reverse transcription quantitative 

polymerase chain reaction (RT-qPCR; short qPCR) was performed for in-depth analysis 

and confirmation of the RNA-seq results. All the subsequent displayed qPCR results in 

this thesis were initially normalized to the house keeping gene RNU6 (for all following 

data not explicitly mentioned). Under normal conditions, the basal expression levels of 

IRF7 are low and strongly induced after type I IFN signaling and thus, display a good 

indicator of cellular viral stress95. Indeed, the DHX36 KO cells exhibit increased IRF7 

transcript levels compared to WT cells (Figure 3.1.1 E). Further analyzes of early 

(IFNB1) as well as late expressed genes (IFIT1, RSAD2 and ADAR1) induced by viral 

RNA sensing showed a similar pattern with a significant 2-fold increase in transcripts for 

DHX36 KO cells compared to WT cells (Figure 3.1.1 F-J).  DDX58 (RIG-I) levels 

displayed a slight upregulation, yet not significant. To exclude a differential uptake of 

nucleic acids, induced by the DHX36 mutation, a plasmid transfection was conducted 

expressing green fluorescent protein (GFP) under a constitutively expressed promoter. 

As expected, there was no significant difference in the amount of GFP positive cells 

(Supplementary Figure 1 A). 

Taken together, these results confirm the initial hypothesis of an induced type I 

interferon response without a viral trigger upon the loss of DHX36. 
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Figure 3.1.1 The knockout of DHX36 induces anti-viral stress conditions 

A) Immunofluorescence staining of SG localizing protein G3BP1 in WT and DHX36 KO 
cells. DAPI was used as a DNA/nucleus marker. B) Quantifications of G3PB1 positive 
cells in WT and DHX36 KO cells. C) Immunoblot (western blot) analysis of WT and 
DHX36 KO cells using antibodies against phosphorylated PKR and α-tubulin after 
protein size separation by SDS-PAGE. D) RNA-seq analysis of the JAK-STAT pathway 
comparing transcript levels of WT and DHX36 KO cells. Differences of gene transcript 
levels are indicated as log2 fold changes of reads per kilobase of transcript per million 
mapped reads (RPKM). E) - J) Transcript quantifications by RT-qPCR of the indicated 
genes in untreated conditions comparing WT and DHX36 KO cells normalized to mRNA 
levels of RNU6. Significances were determined by Students t-test (n≥3). Significance 
levels: *p < 0.05, **p < 0.01, ***p < 0.001, ns = not significant. Error bars represent 
standard deviations of at least 3 biological replicates. 
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3.2 Loss of DHX36 results in increased type I IFN signaling 

The observation of increased type I IFN signaling genes indicates a primed state of cells 

in the absence of DHX36 (Figure 3.2.1 A-J). To test this assumption, WT and DHX36 

KO cells were treated with the RNA nucleic acid analogue poly (I:C) for 12 h and 24 h 

mediated by Lipofectamin 2000 transfection. Subsequently, RNA isolation and RNA-seq 

analysis with a focus on the JAK-STAT pathway and ISGs revealed a strong increase in 

transcript levels of most of the investigated genes after 12 h administration of poly (I:C) 

with a peak at 24 h post treatment (Figure 3.2.1 A). To further strengthen the RNA-seq 

data, a timeline of poly (I:C) treatment with the indicated time points was performed in 

WT and DHX36 KO cells and isolated RNA was analyzed by qPCR. Fold changes to WT 

untreated levels for the 4 target genes IFNB1 and DDX58 as well as IFIT1 and RSAD2 

covering early and late IFN pathway genes, respectively, showed a clear phenotype. 

The transcript levels of IFNB1 started to increase after 6h post poly (I:C) incubation and 

peaked after 24 h (Figure 3.2.1 B). Interestingly, DHX36 KO cells display a 2.5-fold 

increase compared to WT cells. Similarly, DDX58 transcription was already observed 

after 3 h poly (I:C) treatment. However, the peaks of transcript levels at 6 h and 12 h 

differed between WT and DHX36 KO cells, respectively (Figure 3.2.1 C). Moreover, an 

almost 4-fold change after 12 h treatment was observed for the DHX36 KO cells in 

comparison to WT cells. A decrease in transcription of DDX58 was observed in the 

DHX36 KO cells from 12 h to 24 h, whereas the DDX58 levels almost remained at a 

steady state from 12 h to 24 h in WT cells. In case of IFIT1 and RSAD2, the transcription 

slightly increased from 3 h to 12 h after poly (I:C) treatment and was highest at 24 h in 

WT and DHX36 KO cells (Figure 3.2.1 C-D). In line with the previous results, the 

expression levels of both genes showed a 5-fold increase in the DHX36 KO cells in 

relation to WT cells.  
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Figure 3.2.1 Loss of DHX36 increases type I IFN signaling upon a viral trigger 

A) RNA-seq analysis of the JAK-STAT pathway and interferon stimulated genes (ISGs) 
of WT and DHX36 KO cells after 0 h, 12 h and 24 h treatment with poly (I:C). 
Differences of gene transcript levels are shown as log2 fold changes of RPKM values. 
White blocks indicate low expression levels excluded by a cut off set at RPKM = 5. 
B) - E) Transcript quantifications by RT-qPCR of the indicated genes after different time 
points of poly (I:C) treatment comparing WT and DHX36 KO cells. Gene transcripts are 
displayed after normalization to mRNA levels of RNU6. Fold changes were calculated to 
WT untreated conditions. F) Immunoblot analysis of WT and DHX36 KO cells upon 
poly (I:C) treatment using antibodies against RIG-I, IFIT1 and α-tubulin after size 
separation via SDS-PAG. G-H) Protein signal intensities were quantified by measuring 
the densitometry using ImageJ and were normalized to the α-tubulin signal. Fold 
changes are displayed in comparison to WT untreated levels. Significances were 
determined by Students t-test (n≥3). Significance levels: *p < 0.05, **p < 0.01, and 
***p < 0.001. Error bars represent standard deviations of at least 3 biological replicates. 
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DHX36 plays an important role in the stability and translation of mRNAs and loss of this 

helicase leads to the accumulation of translationally incompetent mRNAs228. To address 

the question whether increased mRNA levels of type I IFN genes eventually lead to 

elevated protein outputs, proteins of WT and DHX36 KO cells after poly (I:C) treatment 

were extracted and analyzed by immunoblotting. Detection of the proteins was 

accomplished by the use of specific primary antibodies and the corresponding 

fluorescently labelled secondary antibodies. Afterwards, the protein levels of RIG-I and 

IFIT1 were normalized to the housekeeping gene α-Tubulin. At a steady state, both 

proteins show minor protein levels below the detection limit, however, a high induction 

was observed after 24 h after poly (I:C) treatment (Figure 3.2.1 F). Moreover, the results 

clearly showed a significant 3 to 4-fold increase for IFIT1 and RIG-I, respectively, in 

DHX36 KO cells relatively to WT cells (Figure 3.2.1 G-H).  

These results confirmed the hypothesis of an anti-viral primed cell state of cells upon the 

loss of DHX36 as well as an increased type I IFN response upon a viral trigger. 

3.3 DHX36 negatively regulates type I IFN signaling 

The collected data strongly suggests a negative regulation of type I IFN signaling by 

DHX36. To test this assumption, a timeline of WT cells treated with poly (I:C) for the 

indicated time point was performed to check for the transcription of DHX36. Isolated 

RNA samples were reverse transcribed into complementary DNA (cDNA), analyzed by 

qPCR and the results are displayed after normalization to untreated WT cells. Already 

after 1 h a slight decrease of DHX36 transcript levels was observed, which further 

reduced at 3 h and 6 h post treatment (Figure 3.3.1 A). At 12 h of poly (I:C) treatment, 

the transcript levels raised and returned to a similar level as detected in untreated 

conditions. In order to strengthen these results, protein lysates were generated for the 

same conditions and analyzed by immunoblotting using a DHX36 monoclonal antibody. 

Interestingly, the protein expression of DHX36 differed in a temporal manner compared 

to the qPCR results. Here, DHX36 protein levels remained unchanged until 6 h after the 

application of poly (I:C). Only after 24 h, a significantly strong decline was observed 

comparable to a complete vanishing of DHX36 protein levels as seen in DHX36 KO cells 

(Figure 3.3.1 B-C).  
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Figure 3.3.1 DHX36 regulation upon viral stimulation negatively regulates type I 
IFN signaling 

A) Transcript quantifications by RT-qPCR of DHX36 during a time course of poly (I:C) 
treatment in WT cells. DHX36 transcripts are displayed after normalization to mRNA 
levels of RNU6. Fold changes were calculated to WT untreated conditions. B) 
Immunoblot analysis of WT and DHX36 KO cells upon poly (I:C) treatment using 
antibodies against DHX36 and α-tubulin after size separation via SDS-PAG. C) Protein 
signal intensities were quantified by measuring the densitometry using ImageJ and were 
normalized to the α-tubulin signal. Fold changes are displayed in comparison to WT 
untreated levels. D) - F) Transcript quantifications by RT-qPCR of the indicated genes 
after ectopic integration of DHX36isoform1 into DXH36 KO cells (RE = rescue) and WT 
cells (OE = overexpression) following poly (I:C) treatment for 24 h. Signals were 
normalized to RNU6 and fold changes were calculated to WT cells after 24 h poly (I:C) 
treatment. Significances were determined by Students t-test (n≥3). Significance levels: 
*p < 0.05, **p < 0.01, ***p < 0.001, ns = not significant. Error bars represent standard 
deviations of at least 3 biological replicates. 
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Since the strong downregulation in expression of DHX36 after a viral trigger resembles 

the cellular conditions upon loss of DHX36, the question was whether this decline of 

DHX36 is necessary to induce a type I IFN response. To this end, HEK (Flp-In™ System 

of Thermo Fisher Scientific) cells with a stable ectopic integration of N-terminally 

FLAG/HA tagged DHX36 isoform1 (DHX36iso1) at the Flip In site were deployed 

(referred to as DHX36 OE hereafter). Moreover, the same reporter construct was 

applied to the DHX36 KO cells in order to rescue the observed phenotypes of enhanced 

ISG levels and thus, exclude any off-target effects caused by the CRISPR/Cas9 evoked 

genetic mutation (referred to as DHX36 RE hereafter). The temporal transgenic 

expression of the DHX36 OE cells was induced by the application of tetracycline for 

16 h. Afterwards, all conditions were treated for 24 h with poly (I:C) and RNA samples 

were taken, reverse transcribed and finally analyzed by qPCR. The results were 

normalized to WT conditions after 24 h of treatment. In case of all analyzed genes, 

DDX58, IFIT1 and RSAD2, the DHX36 RE showed no significant differences to the 

transcript levels of the WT cells (Figure 3.3.1 D-E). The comparison of DHX36 KO to 

DHX36 RE cells confirmed the previous observed phenotype of increased levels of all 3 

examined genes. Intriguingly, the DHX36 overexpression cell line showed the opposite 

effect with a significant decrease of roughly 2-fold of all tested ISGs after 24 h poly (I:C) 

treatment (Figure 3.3.1 D-E). 

Taken together, the downregulation of DHX36 protein levels upon poly (I:C) treatment as 

well as the observed decrease in ISG transcripts after preventing this downregulation 

point to a negative regulation of type I IFN signaling by DHX36. 

3.4 The ablation of DHX36 augments stress tolerance and viral resistance 

Increased levels of ISGs as observed in the DHX36 KO cells suggest an augmented 

resistance to viral stress (Figure 3.1-3.2). In order to check this hypothesis, WT cells and 

DHX36 KO cells were treated for 24 h with poly (I:C) and analyzed by light microscopy 

for phenotypic alterations. Generally, the loss of DHX36 leads to a reduction in 

duplication time of cells as well as formation of cell clusters (Figure 3.4.1 A)228. After 

administration of poly (I:C) the WT cells detached from the surface of the dish and 

remained in the supernatant in a spherical form resembling dead cells. In contrast, the 

DHX36 KO cells remained mainly attached to the surface after the 24 h treatment with 

poly (I:C). To test whether the detached cells undergo cell death after poly (I:C) 



60 
 

treatment, fluorescence activated cell sorting (FACS) with specific dyes to distinguish 

live from dead cells was performed. Unexpectedly, no increase in cell death was 

observed after the poly (I:C) administration in the cases of WT cells and DHX36 KO cells 

indicating the spherical detached cells remain live for the time of treatment 

(Figure 3.4.1 B). Furthermore, the clear phenotype of the DHX36 KO cells in light 

microscopy could hint to an increased fitness of the cells. To test this hypothesis, a 

colorimetric assay referred to as MTT for assessing the cell metabolic activity was 

conducted in untreated and 24 h poly (I:C) treated conditions. In this case, the poly (I:C) 

treatments were normalized to the regarding cell conditions, either WT or DHX36 KO, to 

exclude observed changes caused by the cellular growth defects in the DHX36 KO cells. 

The addition of poly (I:C) reduced the WT cells metabolic activity by 50%, whereas the 

DHX36 KO cells showed only a 30% reduction in metabolism (Figure 3.4.1 C).  
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Figure 3.4.1 Loss of DHX36 gives rise to enhanced anti-viral responses and 
increased cell metabolism 

A) Microscopic analysis of the WT and DHX36 KO cell phenotypes upon poly (I:C) 
treatment. B) Cell death after the application of poly (I:C) was determined by the dye 
eFluor 780 incorporating only into dead cells via FACS. Percentages of three times 
100.000 positive cells are presented of WT and DHX36 KO cells. C) The cell metabolic 
rate was analyzed by MTT assay. Normalization of the 24 h poly (I:C) treated samples to 
the respective untreated conditions are displayed for WT and DHX36 KO cells. 
D) Differences of luciferase activity that is concomitantly connected with yellow fever 
virus replicon replication was analyzed by measuring the absorption. Fold changes of 
luciferase levels of WT and DHX36 KO levels normalized to the treatment after 4 h are 
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displayed. E) Immunofluorescence staining of G3BP1 in WT and DHX36 KO cells after 
poly (I:C) treatments for the indicated time points. DAPI was used as a DNA/nucleus 
marker. F) Quantifications of G3PB1 positive cells in WT and DHX36 KO cells. 
Significances were determined by Students t-test (n≥3). Significance levels: *p < 0.05, 
**p < 0.01, ***p < 0.001, ns = not significant. Error bars represent standard deviations of 
at least 3 biological replicates. 
 

The previous data show an augmented stress tolerance under artificial viral infection 

conditions using the RNA analogue poly (I:C) (Figure 3.4.1 A-C). To further challenge 

the aforementioned hypothesis, a viral replicon of the yellow fever virus (YFV) was used 

to investigate differences in viral replication. This replicon harbors all viral proteins 

necessary for replication, however, is incapable of the production of viral particles 

caused by the lack of structural core proteins. Additionally, a Renilla luciferase is located 

upstream of the viral genes and is used as a fluorescent read out for the amount of 

replicon inside of the cells analyzed by absorption after cell lysis. The YFV replicon was 

transfected to WT and DHX36 KO cells by electroporation and samples were taken on 3 

consecutive days. The measured absorption of all WT and KO DHX36 cells were 

normalized to WT or DHX36 KO cells samples taken at 4 h after transfection, 

respectively. In both cases, a strong increase in Renilla luciferase activity was observed 

after 24 h post treatment with a subsequent decrease after 48 h and 72 h 

(Figure 3.4.1 D). Intriguingly, the DHX36 KO cells exhibit a significant 2-fold reduction in 

the Renilla luciferase signal intensity 24 h after the transfection. However, this difference 

was undetectable afterwards.  

In general, viral stress responses are accompanied by the prerequisite formation of 

avSGs representing a platform for the interaction of proteins and RNAs of the host285. 

The observation of increased type I IFN signaling and improved viral resistance in 

DXH36 KO cells suggests changes in avSG formation as well. For this reason, a 

timeline of WT and DHX36 KO cells under poly (I:C) conditions was performed and 

analyzed by immunofluorescence using the SG localizing protein G3BP1. As expected, 

from 1 h to 6 h after poly (I:C) treatment the WT cells showed a strong increase in the 

accumulation of SG and reach a plateau with no observation of a decrease after 12 h or 

24 h (Figure 3.4.1 E). As previously shown, the DHX36 KO exhibits more SG positive 

cells than the WT cells without stress. Even though the DHX36 KO cells were able to 

form SG after poly (I:C) application, a significant reduction compared to WT cells was 
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observed for all tested time points during the application of the compound 

(Figure 3.4.1 F).  

Taken together and despite of reduced SG formation, the data of increased metabolism 

after poly (I:C) treatment and diminished viral replication of the YFV replicon clearly point 

to an augmented viral resistance upon the loss of DHX36. 

3.5 DHX36 acts early in type I IFN signaling 

Previous studies examined the potential pathways in which DHX36 executes its function 

with regard to anti-viral responses288,289. In order to investigate the underlying signaling 

cascade of DHX36 which leads to the observed phenotype described in this thesis, 

several compounds were used that activate the type I IFN pathway at different stages 

and by different proteins. INF-α was deployed as a ligand for the cell surface receptors 

IFNAR1/2 to activate downstream the JAK/STAT pathway and hence, stimulate the 

expression of ISGs. Additionally, a more specific 5`-triphosphorylated short hairpin 

dsRNA ligand (3p-shRNA) was applied that solely activates RIG-I and its signaling 

cascade including type I IFN expression, as well as subsequent ISG expression induced 

by the IFNs. The IFN-α was directly applied to the supernatant, whereas the 3p-shRNA 

ligand and the control poly (I:C) were transfected by using Lipofectamine 2000. Both, 

WT and DHX36 KO cells were treated for 24 h with the 3 different compounds and RNA 

samples were taken. After cDNA synthesis and qPCR analysis for the 3 genes DDX58, 

IFIT1, and RSAD2 all data was normalized to the WT cells conditions for the respective 

treatment after 24 h. All analyzed genes showed the formerly described phenotype of 

enhanced transcript levels after the application of poly (I:C) in DHX36 KO cells 

compared to WT cells (Figure 3.5.1 A-C). Interestingly, the treatment with INF-α caused 

similar levels of DDX58 or IFIT1 in WT and DHX36 KO cells or even less levels in the 

case of RSAD2 (Figure 3.5.1 C). A different observation was made after adding 

3p-shRNA for the stimulation of RIG-I. The transcript levels of DDX58 in the DHX36 KO 

cells were comparable to the levels after INF-α treatment and showed no increase in 

relation to WT cells (Figure 3.5.1 A). On the other hand, IFIT1 and RSAD2 showed 

elevated transcript levels in DHX36 KO cells in comparison to the INF-α treated samples 

(Figure 3.5.1 B-C). However, the levels of IFIT1 and RSAD2 were significantly lower 

than the poly (I:C) levels. 
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Figure 3.5.1 DHX36 acts early during anti-viral stress responses 

A) – C) Analysis of the signaling cascade of DHX36 by the application of poly (I:C), 
INF-α, and 3p-shRNA for the stimulation of all PPRs, IFNAR1/2, and RIG-I, respectively. 
Transcript quantifications by RT-qPCR of the indicated ISGs after each 24 h treatments 
with the displayed compounds in WT and DXH36 KO cells are shown. All transcripts 
results are presented after normalization to mRNA levels of RNU6. Fold changes of 
each condition were calculated to the respective WT samples after the treatment. D) 
Immunoblot analysis of WT and DHX36 KO cells upon a timeline of poly (I:C) treatments 
using antibodies against phosphorylated PKR and α-tubulin after size separation via 
SDS-PAG. E) Protein signal intensities were quantified by measuring the densitometry 
using ImageJ and were normalized to the α-tubulin signal. Fold changes are displayed in 
comparison to WT untreated levels. Significances were determined by Students t-test 
(n≥3). Significance levels: *p < 0.05, **p < 0.01, ***p < 0.001, ns = not significant. Error 
bars represent standard deviations of at least 3 biological replicates. 
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The fact that the application of the RIG-I ligand resulted in only slightly increased ISG 

levels in the DHX36 KO cells and never reached the peaks observed upon poly (I:C) 

treatment led to the hypothesis that DHX36 fulfils its function at other steps. In line with 

this, the observed phenotype of constitutive PKR phosphorylation points to an 

implication of PKR in the DHX36 KO caused phenotype (Figure 3.1.1 C). To further 

examine if PKR is indeed involved in the signaling pathway of DHX36, a timeline of poly 

(I:C) treated cells was conducted and protein lysates were analyzed. The specific 

antibody against the phosphorylated version of PKR was used for the detection of its 

activation and signal intensities were normalized to the housekeeping gene α-Tubulin. 

The immune detection confirmed the constitutive phosphorylation in DHX36 KO cells 

without a viral trigger. Strikingly, the application of poly (I:C) for 1 to 3 h caused a 

massive phosphorylation in the DHX36 KO cells in comparison to WT cells and stayed 

high up to 24 h after the treatment (Figure 3.5.1 D). In contrast, the PKR phosphorylation 

in WT cells peaked at 6 h and showed a tendency of reduction after 24 h, even though 

not significantly (Figure 3.5.1 E).  

These results strongly indicate that DHX36 functions already early in the type I IFN 

signaling pathways and is involved in the appropriate regulation of the viral RNA sensor 

PKR. 

3.6 DHX36 negatively regulates PKR-induced type I IFN signaling 

The observation of enhanced phosphorylation of PKR upon a viral trigger in the absence 

of DHX36 was a clear indicator for a negative regulatory function of DHX36 on PKR 

(Figure 3.5.1 D-E). To rule out if the phenotype of increased ISG levels in poly (I:C) 

treated DHX36 KO cells depends on PKR as well, a CRISPR/Cas9 mediated PKR 

knockout was performed in WT and the DHX36 KO background. After viral transduction 

with the CRISPR/Cas9 plasmid containing a guide RNA designed against the PKR 

coding sequence, cells were single cell sorted by dilution and selected by antibiotic 

resistance. The absence of PKR in the DHX36 KO background was confirmed by 

immunoblotting using an antibody against PKR (hereafter referred to as DHX36/PKR 

KO) (Figure 3.6.1 A). Unfortunately, a single PKR knockout in WT cells was not 

successful. First, the growth phenotype of all 3 different genetic conditions was analyzed 

by light microscopy after 24 h poly (I:C) treatment. WT cells as well as the DHX36/PKR 

KO showed typical cell growth in a stress-free environment, whereas the DHX36 KO 
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displayed its typical growth retardation featured by clustering of cells (Figure 3.6.1 B). 

When poly (I:C) was applied for 24 h, the WT cells and DHX36/PKR KO cells showed 

again a similar phenotype with detached spherical cells in the supernatant. In contrast, 

the DHX36 KO cells stayed mostly adherent on the culture dish surface after 24 h poly 

(I:C) treatment (Figure 2 B). To further test the PKR dependency on the DHX36 KO 

evoked phenotype with regard to ISG expression, RNA samples of 24 h poly (I:C) 

treated WT, DHX36 KO, and DHX36/PKR KO cells were collected, reverse transcribed 

into cDNA and utilized for qPCR. The data is depicted as relative expression levels to 

the house keeping gene RNU6. A strong induction of DDX58, RSAD2, ADAR1 and IFIT1 

after the application of poly (I:C) was observed for all 3 genetic conditions validating the 

previously described phenotype of increased levels in the DHX36 KO cells compared to 

WT cells. Interestingly, transcript levels of all tested genes in the DHX36/PKR KO 

background were similar to WT cell levels after the poly (I:C) treatment 

(Figure 3.6.1 C-F). This observation was validated by the fact that also immunoblotting 

under the same conditions showed the same trend on protein levels for IFIT1 

(Figure 3.6.1 G). In addition to this, the levels of IFIT1 in the DHX36/PKR KO cells were 

even more decreased compared to the WT cells after 24 h poly (I:C) treatment 

(Figure 3.6.1 H). Additionally, the transcript levels of ADAR1 in untreated conditions 

were restored to normal WT levels after the deletion of both DHX36 and PKR 

(Figure 3.6.1 E).  

The collected data gives evidence that PKR is epistatic to DHX36, which leads to a 

negative regulation of PKR-induced type I IFN signaling by DHX36. Moreover, PKR acts 

as a positive regulator of ISG expression. 
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Figure 3.6.1 Negative regulation of type I IFN signaling by DHX36 depends on PKR 

A) Immunoblot verification of CRISPR/Cas9-mediated DHX36 KO and DHX36/PKR 
double KO cells using antibodies against endogenous DHX36, PKR, and α-tubulin after 
size separation via SDS-PAG. B) Analysis of WT, DHX36 and DHX36/PKR KO cells via 
light microscopy after the treatment with poly (I:C) for 24 h. C) - F) Transcript 
quantifications by RT-qPCR of the indicated ISG genes after 24 h poly (I:C) treatment 
comparing WT, DHX36 KO, and DHX36/PKR KO cells. Gene transcripts were 
normalized to mRNA levels of RNU6. G) Immunoblot analysis of WT, DHX36 KO, and 
DHX36/PKR KO cells upon 24 h poly (I:C) using antibodies against phosphorylated 
IFIT1 and α-tubulin after size separation via SDS-PAG. H) Protein signal intensities were 
quantified by measuring the densitometry using ImageJ and were normalized to the α-
tubulin signal. Fold changes are shown relative to WT levels after 24 h poly (I:C) 
application. Significances were determined by Students t-test (n≥3). Significance levels: 
*p < 0.05, **p < 0.01, ***p < 0.001, ns = not significant. Error bars represent standard 
deviations of at least 3 biological replicates 
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3.7 The primed cell status upon the loss of DHX36 is independent of PKR 

The rescue of the ISG levels after the ablation of PKR in the DHX36 KO cells suggests a 

reduction in the previously observed constitutive stressed and primed status of the cells 

as well (Figure 3.1-3.2, 3.6). To test this assumption, the same RNA/cDNA samples 

were analyzed by qPCR and tested for genes that are indicators of an ongoing type I 

IFN transfection. Both analyzed genes, IFNB1 and IRF7, showed an increase of 

transcript levels in the DHX36 KO cells compared to WT cells in untreated conditions. In 

contrast to the previously examined ISGs, the levels of IFNB1 and IRF7 remained high 

in the DHX36/PKR KO cells (Figure 3.7.1 A-B). The same trend was observed in the 

24 h poly (I:C) treated samples, showing similar levels in the DHX36 KO and 

DHX36/PKR KO cells that are significantly higher than in WT cells (Figure 3.7.1 A-B).  

This interesting observation indicates an ongoing strong type I IFN response in the 

absence of DHX36, which could not be rescued by the loss of PKR as compared to the 

levels of ISGs. To further check this hypothesis, the RIG-I pathway that is also triggered 

by poly (I:C) was analyzed. Protein lysates previously collected from untreated and 

poly (I:C) stimulated samples were examined by immunoblotting, using a specific 

antibody that detects only the phosphorylated version of IRF3, which is an indicator of its 

activation downstream of for instance RIG-I. In untreated conditions, no phosphorylated 

IRF3 was detected in all tested genetic backgrounds (Figure 3.7.1 C). After 6 h of 

poly (I:C) treatment, the WT cells showed an increase of IRF3 phosphorylation that 

subsequently decreased by roughly 30% after 24 h poly (I:C) (Figure 3.7.1 D). On the 

other hand, the DHX36 KO cells exhibited a stronger IRF3 phosphorylation after 6 h of 

treatment, which remained at similar levels after 24 h. Intriguingly, the DHX36/PKR 

mutant displayed highly increased phosphorylation levels of IRF3 after 6 and 24 h of 

poly (I:C) treatment resembling the DHX36 KO phenotype (Figure 3.7.1 C-D). 

The observed increased levels of type I IFN response genes and the elevated 

phosphorylation of IRF3 after poly (I:C) treatments upon the loss of DHX36 alone or in 

combination with PKR indicates a separate function of DHX36 with regard to the priming 

effect and the type I IFN response (Figure 3.1-3.2, 3.6-3.7). 
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Figure 3.7.1 The double deletion of DHX36 and PKR is insufficient to reverse the 
primed status of the DHX36 KO cells 

A) - B) Transcript quantifications by RT-qPCR of IFNB1 and IRF7 after 24 h poly (I:C) 
treatment comparing WT, DHX36 KO, and DHX36/PKR KO cells. Gene transcripts are 
displayed as relative expression to RNU6. C) Immunoblot analysis of WT, DHX36 KO, 
and DHX36/PKR KO cells upon 6 h and 24 h poly (I:C) using antibodies against 
phosphorylated IRF3 and α-tubulin after size separation via SDS-PAG. D) Protein signal 
intensities were quantified by calculating the densitometry using ImageJ and were 
normalized to the α-tubulin signal. Fold changes are shown relative to the α-tubulin 
signal. Significances were determined by Students t-test (n≥3). Significance levels: 
*p < 0.05, **p < 0.01, ***p < 0.001, ns = not significant. Error bars represent standard 
deviations of at least 3 biological replicates. 

 

3.8 DHX36 interacts with PKR and ADAR1 in an RNA-dependent manner 

The identification of PKR as the prime cause of the observed phenotype of increased 

levels of ISGs seen upon the loss of DHX36 suggests a more intimate interaction of both 
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proteins. In order to analyze possible protein interaction partners of DHX36, mass 

spectrometry method was applied. Since HEK cells are generally deprived of TLRs or 

only express them on a low basal level, the pFRT vector containing DHX36iso1 was 

stably integrated into HeLa (Flp-In™ System of Thermo Fisher Scientific) cells to 

encompass more possible interaction partners of DHX36 with regard to PRRs in the 

analysis. The expression of N-terminally FLAG tagged DHX36iso1 was induced by the 

application of tetracycline for 16 h. Additionally, untreated as well as poly (I:C) treated 

samples were collected in triplicates. After protein isolation and protein complex 

immunoprecipitation (Co-IP) using anti-FLAG magnetic beads, the samples were sent 

for mass spectrometry analysis. As a negative control, WT cells incubated with 

anti-FLAG beads was deployed to exclude possible leaky expressions of the pFRT 

construct that uses the strong cytomegalovirus promoter for protein expression. The 

data is depicted as a volcano plot showing differences in DHX36 binding of untreated 

and the poly (I:C) treated samples after excluding false negative hits found in the WT 

negative control samples. Dotted lines indicate significant changes in differences of 

untreated and poly (I:C) treatments as well as significances. Protein names are only 

indicated for DHX36 interaction candidates depicted for further analysis or in case of 

general relevance. In untreated conditions only DHX36 was found, whereas several 

formerly identified DHX36 interaction partners were detected including DHX9, ILF3, and 

DDX21 after the addition of poly (I:C) for 6 h253,289. Interestingly, also ADAR1 was found 

in the mass spectrometry data after the poly (I:C) treatment (Figure 3.8.1 A).  

Since the previous evidence of DHX36-dependent negative PKR regulation and ADAR1 

interaction with DHX36 suggest a possible protein complex of these proteins to execute 

their function. This hypothesis was tested by reconfirming the mass spectrometry data 

via Co-IP in untreated and poly (I:C) treated conditions in the initial HEK OE cell line. 

N-terminal FLAG tagged DHX36iso1 expression was induced by adding tetracycline and 

poly (I:C) was transfected using Lipofectamine 2000. Importantly, all tested proteins are 

capable of binding to nucleic acids, more precise to endogenous and exogenous RNA. 

To test whether the protein interactions are of physical nature or dependent on RNA, an 

RNase A treatment was performed. To exclude any unspecific binding, the HEK OE cell 

line was used without prior induction of the transgene in the absence of tetracycline. 

After collecting protein lysates and anti-FLAG IP, the samples were separated by 
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SDS-PAGE and proteins were detected by immunoblotting using specific antibodies 

against ADAR1, FLAG, PKR, and α-Tubulin. The input samples of ADAR1, PKR, and α-

tubulin showed clear bands at the respective sizes and all proteins showed similar signal 

intensities in untreated or poly (I:C) treated samples (Figure 3.8.1 B). On the other hand, 

the signal of the FLAG tagged DHX36iso1 in the input was less intense, however, 

detectable in the tetracycline induced samples and absent without induction. By 

contrast, a distinct and strong signal was observed after the IP for the FLAG detection at 

the size of DHX36iso1 only in the tetracycline induced samples. This signal remained 

unchanged regardless of the poly (I:C) or RNase A treatment. Intriguingly, both proteins, 

ADAR1 and PKR were detected in the IP independent of the poly (I:C) treatment 

(Figure 3.8.1 B). Moreover, the application of RNase A completely abolished the PKR 

signal in untreated and poly (I:C) treated conditions. Similarly, the ADAR1 detection after 

RNase A treatment was clearly diminished.  

The RNA-dependent interaction of DHX36 with PKR and ADAR1 suggests that the 

nucleic acid unwinding function of DHX36 could play a role in its function as well. In 

order to analyze this hypothesis, the DHX36 KO cells were complemented with a 

catalytic dead version of DHX36 (referred to as DHX36 CD), which is still capable of 

binding to nucleic acids, however, loses the function of ATP-dependent nucleic acid 

unwinding. This was accomplished by a single base mutation in the catalytic walker B 

domain, which gave rise to an amino acid substitution from aspartic acid to alanine. 

Subsequently, WT, DHX36 KO, DHX36 RE and DHX36 CD cells were treated with 

poly (I:C) for 24 h and RNA samples were taken and reverse transcribed into cDNA. 

qPCR analysis was performed for the 3 ISGs DDX58, IFIT1, and RSAD2. Fold changes 

are shown compared to WT cells treated with poly (I:C) for 24 h. The DHX36 KO cells 

exhibited the previously described increase of transcript levels in all 3 tested genes. In 

line with this, the DHX36 RE cells showed a complete rescue with transcript levels of 

DDX58, IFIT1, and RSAD2 similar to WT cell conditions. In contrast, the levels of 

DDX58 and RSAD2 were significantly upregulated in the DXH36 CD cells in comparison 

to the DHX36 RE cells (Figure 3.8.1 C-E). Likewise, the levels of IFIT1 showed a similar 

trend, yet not in a significant manner (Figure 3.8.1 D).  
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Figure 3.8.1 An RNA-dependent interaction of DHX36 with PKR and ADAR1 

A) Mass spectrometry analysis after protein complex immunoprecipitation in untreated 
and 6 h poly (I:C) treated conditions in HeLa cells expressing the transgenic N-terminally 
FLAG tagged DHX36iso1. Depicted data is shown as difference between untreated and 
poly (I:C) treated samples after excluding false positive hits. Indicated significances are 
displayed as log10 fold changes. B)  Immunoblot of HEK DHX36 OE cells untreated or 
6 h poly (I:C) treated analyzed by protein complex immunoprecipitation with anti-FLAG 
magnetic beads and subsequent SDS-PAGE. Antibodies against ADAR1, FLAG, PKR, 
and α-tubulin were used for protein visualization in input and IP samples. C) –
 E) Transcript quantifications by RT-qPCR of the indicated ISG genes after 24 h 
poly (I:C) treatment comparing WT, DHX36 KO, DHX36 RE, and DHX36 CD cells. Gene 
transcripts were normalized to mRNA levels of RNU6. Fold changes were calculated 
relatively to WT levels after 24 h poly (I:C) treatments. Significances were determined by 
Students t-test (n≥3). Significance levels: *p < 0.05, **p < 0.01, ***p < 0.001, ns = not 
significant. Error bars represent standard deviations of at least 3 biological replicates. 
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These results clearly demonstrate an RNA-dependent interaction of DHX36 with 

proteins of the type I IFN pathway, specifically PKR and ADAR1. Moreover, the 

observed phenotype of an increased amount of ISGs upon the loss of DHX36 is solely 

dependent on the helicase catalytic domain of DHX36. 

3.9 Increased type I IFN response is mediated by DHX36 rather than by rG4s 

The observation that the catalytic domain of DHX36 is necessary for its inhibitory 

function suggested two scenarios. First, the domain functions as mediator for direct 

target protein repression as for instance PKR inhibition or second, it mediates rG4 

resolution. To pinpoint the latter hypothesis, WT cells were treated for 24 h with the 

synthetic compound carboxypyridostatin (cPDS) to specifically stabilize rG4s and RNA 

samples were taken and reverse transcribed into cDNA. qPCR analysis was performed 

for the 3 ISGs DDX58, IFIT1, and RSAD2. Fold changes are shown compared to WT 

untreated cells. The transcript levels of DDX58 and IFIT1 were similar after cPDS 

treatment compared to unchallenged conditions (Figure 3.9.1 A-B). On the other hand, 

the amount of RSAD2 transcripts increased (Figure 3.9.1 C). To further investigate the 

possibility of rG4s functions during viral infections, the WT and DHX36 KO cells were 

incubated for 6 h with cPDS and afterwards treated with poly (I:C) for 24 h. RNA 

samples were taken and analyzed by qPCR for the transcripts of DDX58, IFIT1, and 

RSAD2. In all cases, the administration of cPDS to WT or DHX36 KO cells caused no 

changes in transcript levels after poly (I:C) treatment (Figure 3.9.1 D-E).  

These results point to a DHX36 specific role in type I IFN signaling rather than a 

rG4-mediated function. 
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Figure 3.9.1 Increased type I IFN signaling is DHX36 mediated rather than rG4 

A-C) Transcript quantifications by RT-qPCR of the indicated ISG genes after 24 h cPDS 
treatment of WT cells. Gene transcripts were normalized to mRNA levels of RNU6. Fold 
changes were calculated relative to WT levels. D-F) RT-qPCR analysis of the ISG genes 
after cPDS administration and additional poly (I:C) treatment for 24 h for WT and DHX36 
KO cells. Gene transcripts were normalized to mRNA levels of RNU6 and fold changes 
were calculated relatively to WT levels after 24 h poly (I:C) treatment. Significances were 
determined by Students t-test (n≥3). Significance levels: *p < 0.05, **p < 0.01, 
***p < 0.001, ns = not significant. Error bars represent standard deviations of at least 3 
biological replicates. 
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4. Discussion 

Viral outbreaks and infections have been keeping the world in suspense. In order to face 

upcoming viral threats, the complete comprehension of the underlying molecular 

mechanisms is indispensable. The first line of defense against viruses is the innate 

immune system, especially the regulation of interferons (IFN) and their signaling 

cascades. This includes the appropriate detection of non-self characteristics such as 

viral RNA modifications referred to as pathogen associated molecular pattern (PAMPs) 

by intracellular pattern recognition receptors (PRRs). Even though interferon signaling 

has been studied over decades plenty of unsolved contradictions still exist and a clear 

view remains obscure. While the actual IFNs are mostly classified by their actions and 

downstream signaling, the investigation of viral RNA detection by PRRs continues and 

reveals a more elusive situation.  

Initial studies proposed a specific function for PKR as a possible PRR, because of its 

ability to bind to dsRNA and inhibit translation to stop viral protein production as well as 

its capability to promote IFNB1 expression157,158,169,160,161,163–168. However, the discovery 

of RLRs showed that RIG-I and MDA5 are the major cytoplasmic receptors for dsRNA to 

drive type I IFN expression. Moreover, many other ribonucleic acid binding proteins with 

anti-viral activity have been discovered, especially helicases. Despite the RLRs, which 

all belong to the DExD/H-box helicases, other family members have been described to 

function as PRRs or play a specific role in the type I IFN response65,292. Among them is 

the DEAH-box helicase DHX36, which is implicated in diverse cellular mechanism 

encompassing regulation of cellular homeostasis, resolution of secondary nucleic acid 

structures as well as control of anti-viral signaling228,253,255,277,288,289. Even though the 

structure and action of DHX36 during G4-quadruplex (G4) unwinding is evidently clear, 

the role in viral RNA induced type I IFN signaling is less understood and many different 

functions of DXH36 are described. Additionally, a complete knockout study of DHX36 

with regard to type I IFN signaling in human cells is missing. 

I speculated that a complete loss of DHX36 influences the type I IFN signaling in several 

ways. Either by unspecific activation of PRRs caused by the accumulation of 

endogenous mRNA harboring RNA G4 (rG4) structures or by direct regulations of PRRs 

and thus, the involvement in their signaling cascades. 
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My thesis provides a system-wide analysis of transcriptomic changes upon the loss of 

DHX36 with regard to type I interferon signaling in human embryonic kidney cells 

(HEKs). Intriguingly, the ablation of DHX36 was accompanied by the accumulation of 

stress granules (SGs) and a constitutive autophosphorylation of PKR without viral 

triggers (Figure 1)228. In line with this, an increase of type I IFN genes as well as 

interferon stimulated genes (ISGs) was observed (Figure 3.1.1). These findings led to 

the hypothesis that DHX36 is involved in the negative regulation of type I IFNs and 

ISGs. To test whether the increase of type I IFNs and ISGs also lead to an enhanced 

anti-viral response the DHX36 KO cells were challenged with the viral RNA surrogate 

compound poly (I:C). This treatment gave rise to an upregulation of ISGs on transcript 

and protein levels in DHX36 KO cells compared to WT cells (Figure 3.2.1). To further 

confirm the negative regulatory role of DHX36 in the type I IFN response, a DXH36 

overexpression experiment was conducted, which reversed the phenotype and 

decreased the amount of ISGs (Figure 3.3.1). These data support the idea of a negative 

regulation of type I IFNs and ISGs by DHX36. Furthermore, the observation of increased 

PKR phosphorylation in DHX36 KO cells after the poly (I:C) treatment indicated that this 

could be the reason for the increased levels of type I IFNs and ISGs. To address this 

question, DHX36/PKR double-knockouts were generated and challenged with poly (I:C). 

The observation of diminished ISG levels after the double mutation of DHX36 and PKR 

showed that this phenotype completely depends on PKR (Figure 3.6.1). However, the 

primed state of increased IFNB1 and IRF7 levels still remained and thus, points to a 

dichotomy in PKR as well as DHX36 functions (Figure 3.7.1). This was in line with 

increased IRF3 phosphorylation levels observed in DHX36 KO and DHX36/PKR KO 

cells. The observation of the PKR dependency of the DHX36 KO phenotype indicated 

possible interaction of both proteins. To test this hypothesis a mass spectrometry 

analysis of DXH36 was conducted and subsequent CoIP experiments to confirm the 

results. An RNA-dependent interaction of DHX36 with PKR as well as the PKR inhibitory 

protein ADAR1 was observed and indicate actions of these proteins in close proximity 

(Figure 3.8.1). Finally, to check whether the increase of type I IFNs and ISGs was the 

direct result of the loss of DHX36 or indirect by elevated levels of rG4 the rG4 stabilizing 

compound cPDS was applied. The results point to an independent role of rG4s in this 

DHX36 induced phenotype (Figure 3.9.1).  
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In the following chapters, the newly obtained data will be compared to previous results 

and discussed in a scientific context to the published literature. To this end, this section 

is structured in several chapters, each focusing on a specific topic. 

4.1 Loss of DXH36 leads to an increased type I IFN signature 

One of the key findings of this project was the increase of type I IFNs and ISGs induced 

by the loss of DHX36 with and without a viral trigger. Several previous reports also 

indicated a role of DHX36 in type I IFN signaling, however, investigated its role mainly 

after a viral trigger induced by a virus or a synthetic compound. One study focused on 

mouse embryonic fibroblasts (MEFs) and utilized a Cre/loxP system, in which the loss of 

DHX36 was induced by the application of tamoxifen for 72 h. The data showed no 

detection of IFN-β levels in the supernatant after 72 h tamoxifen treatment and the 

IFNB1 mRNA levels visibly remained unchanged288. Moreover, other cytokines like 

interleukin 6 (IL6), IL8, or tumor necrosis factor alpha (TNF) remained at WT levels after 

siRNA-mediated knockdown of DHX36 in MARC145 kidney cells isolated from 

monkeys290. 

In contrast, my analysis of a complete DHX36 knockout in HEK cells clearly showed a 

slight, however, significant upregulation of IFNB1 transcript levels compared to WT cells 

(Figure 3.1.1 F). Concurrent with this, several ISGs such as IFIT1, RSAD2, and ADAR1 

as well as many genes of the JAK-STAT pathway as for example JAK1, JAK2, STAT2, 

STAT5b and the cytoplasmic receptors IFNAR1 and IFNAR2 showed increased mRNA 

levels upon the loss of DHX36 (Figure 3.1.1 D-J). Moreover, the upregulation at the 

same time of several JAK-STAT inhibitor proteins such as SOCS in the DHX36 knockout 

HEK cells suggests a feedback loop, in which the cells try to compensate the constant 

activation of the type I IFNs by the JAK-STAT pathway (Figure 3.1.1 D)293–295.  

Interestingly, the knockouts of other DEAD/DEAH-box helicases in bone marrow-derived 

dendritic cells (DCs) such as DDX58 (RIG I) or IFIH1 (MDA5) slightly diminished or 

unaltered IFNB1 transcripts in unstressed conditions, respectively171. In line with this, the 

IFNB1 mRNA levels after a knockdown of DDX46 in human THP1 cells or mouse 

macrophages remained unchanged296. The same was true for a DDX60 knockdown in 

HeLa cells, in which the amount of IFNB1, IFIT1, and CXCL10 transcripts were 

comparable to control treated cells297. In contrast, the siRNA mediated knockdown of the 

helicase DDX5 in mouse peritoneal macrophages showed an upregulation of the IFN-β 
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mRNA, even though not indicated as significant298. Moreover, the same study 

investigated the transcript levels of the ISG Mx1 and the cytokine CXCL10, both with the 

same tendency. 

The second major observation was that this primed phenotype in the HEK DHX36 KO 

cells (Figure 3.1.1) was accompanied by a massive increase of interferons and ISGs 

upon the treatment with the viral RNA analogue poly (I:C) in comparison to WT cells 

(Figure 3.2.1). In detail, the performed timeline of poly (I:C) treatment showed that 

DDX58 transcription started already 1 to 3 h after induction (Figure 3.1.1 C). This 

indicates that its transcription is regulated by other factors besides IFN-β, since IFNB1 

transcription started between 3 and 6 h after poly (I:C) administration ((Figure 3.1.1 B). 

In line with this, starting points of the IFIT1 and RSAD2 transcription between 3 and 6 h 

are indicative of IFN-β independent initiation mechanisms, such as a direct IRF3-

mediated transcription (Figure 3.1.1 D-E). Noteworthy, even though DDX58 transcript 

levels peaked at 6 h after the poly (I:C) treatment, the protein levels were highest after 

24 h, indicating a temporal delay of transcription to translation ((Figure 3.1.1 F). 

Interestingly, the DHX36 ablation gave rise to highest levels of IFIT1 on transcriptional 

as well as on protein level after 24 h poly (I:C) compared to WT conditions, thus differs 

in this regard from DDX58 (Figure 3.1.1 E-F). However, the administration of poly (I:C) 

was verified only until 24 h post treatment, hence, the increase of transcript levels in the 

DHX36 KO cells to WT cells could be as well due to a temporal difference in the 

response. In detail, the primed status with already upregulated IRF7 and IFNB1 levels 

provoked by the DHX36 loss could accelerate the type I IFN response compared to WT 

conditions in the case of foreign RNA recognition95. However, the PKR and IRF3 

phosphorylation during the poly (I:C) treatment in WT cells increased only until 6 h and 

decreased later on (Figure 3.5.1 D and Figure 3.7.1 C). These two facts point to a 

completely accomplished anti-viral response within the first 24 h in HEK WT cells. 

Nevertheless, a prolonged monitoring after the viral trigger for both cellular conditions 

would clarify this issue. In total, these results clearly suggest a negative regulation of 

type I IFN signaling by DHX36, however, stays in contrast to several other studies.  

In this regard, an siRNA mediated downregulation of DHX36 in bone marrow-derived 

DCs led to a reduction in released IFN-α and IFN-β levels upon the administration of 

short and long poly (I:C) compared to WT conditions289. Accordingly, another publication 
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showed that NF-κB levels in DHX36 KO MARC145 cells were markedly reduced after 

poly (I:C) treatment or porcine reproductive and respiratory syndrome virus (PRRSV) 

infection290. In the same study, similar results were observed for transcript levels of IL 6, 

IL 8, and TNF-α after PRRSV attack. Likewise, the results of Yoo et al., 2014 revealed 

decreased transcripts of IFNB1 as well as released IFN-β in the DHX36 KO induced 

MEF cells after influenza A (IAV) virus or Newcastle disease virus (NDV) infection288. 

Since the origin of the used cells in these studies differ with regard to their species and 

cell types, it could cause differences in the type I IFN response, as for instance HEK 

cells are generally deprived of most of the TLR receptors296. In this respect, the protein 

homology of the human and mouse DHX36 amounts to 92% identity, which could lead to 

subtle distinct functions (comparison of similarity by Clustal Omega). Additionally, the 

deployed HEK cells in this thesis originated from the kidney and thus, serving completely 

different functions as compared to bone marrow-derived DCs or MEFs. However, the 

greatest difference is the long-term perceived stress most likely caused by a constant 

DHX36 knockout in the HEK cells used in this thesis. This could have led to the 

observed differences in the anti-viral stress response compared to a knockdown after 

RNA interference or after a temporal induced knockout for 72 h. Especially, a complete 

knockout of DHX36 most likely gives rise to unviable conditions for many cell types, 

because of its implications in many diverse cellular functions as for instance genome 

integrity, transcription, splicing, or translation228,299. Notwithstanding, the gathered data 

of a temporal knockdown compared to a conditional knockout can give important 

information on the same signaling cascades with regard to differences in the 

background, as for instance the long-term stress by a real knockout. In this context, the 

published results of Yoo et al., showed even differences in DHX36 behavior after 

treatment with different stimuli in the same cells. Interestingly, the treatment of poly (I:C) 

and a specific RIG-I ligand showed opposite effects. While the DHX36 ablated cells 

were accompanied by decreased IFNB1 transcripts after poly (I:C) treatment, the RIG-I 

ligand stimulation upregulated IFNB1 mRNA in the temporal tamoxifen induced DHX36 

KO MEF288. This clearly indicates that the specific stimulus can cause differences in the 

overall type I IFN response.  

Even though there are similar results observed for DHX36 in the literature indicating a 

positive effect on the anti-viral response, many other DEAD box helicases are described 
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as negative regulators. For example, the siRNA mediated knockdown of a set of 

helicases showed that DDX42 and DDX46 negatively regulate IFN-β expression after 

different virus infections such as vesicular stomatitis virus (VSV), Sendai virus (SeV), 

and herpes simplex virus (HSV)297. Similar results were shown for the knockdown of 

DDX5, DDX25, and DDX56 in three independent studies. The first study about DDX5 

revealed an increase in IFNB1 expression and release as well as enhanced transcript 

levels of the ISG Mx1 and the cytokine CXCL10 upon VSV and HSV stimulation300. In 

the case of DDX25 or DDX56 knockdown in HEK cells, the expression of IFN-β was 

highly upregulated compared to WT cells after VSV and SeV or after 

encephalomyocarditis virus (EMCV) infection, respectively301,302. These results again 

clearly pointing out the functional versatility of the DEAD/DEAH box helicases, especially 

with regard to the type of virus and the infected cell types. Moreover, it would be 

interesting to see if the loss of one helicase could be rescued by other helicases of the 

family. This goes in line with the observation that the DHX36 depletion in HEK cells in 

this thesis was accompanied by the upregulation of the aforementioned helicases 

DDX42 and DDX25 in RNA-seq data (Figure 6.1.1 C). Both are described as negative 

regulators of the type I IFN pathway such as DHX36 in this thesis, suggesting a 

compensatory role between the different members of the DEAD/DEAH box helicases. 

However, this hypothesis needs further verifications by rescue experiments. 

These different results clearly show the versatility of DEAD/DEAH-box helicases and 

their functions in different species and cell types, especially in the case of DHX36. 

 

4.2 DHX36 is a negative regulator of type I IFN signaling 

The increase of type I IFN genes upon the loss of DHX36 strongly implies a negative 

regulatory role of DHX36 in this regard. To verify this hypothesis, the level of DHX36 

during poly (I:C) administration were analyzed and revealed a downregulation in 

transcription after 3 to 6 h after the treatment (Figure 3.1.1 A). However, the detection of 

the DHX36 protein levels remained at a steady state until 6 h poly (I:C) application and 

started to decrease afterwards and were barely detectable after 24 h (Figure 3.1.1 B-C). 

The transcript levels increased after 12 h back to physiological unstressed conditions 

indicating a temporal delay for transcription and translation as well as a high half-life 

time of the DHX36 protein. Besides this, another publication showed that the binding of 
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DHX36 to specific mRNA targets is rG4-mediated and that a loss of DHX36 leads to an 

accumulation of those translational incompetent mRNAs and increased levels of 

cytoplasmic rG4 levels228. It would be of great interest whether WT cells after 24 h 

poly (I:C) treatment exhibit a similar phenotype compared to DHX36 KO cells caused by 

the strong DHX36 downregulation with regard to the accumulation of mRNA targets of 

DHX36 and if rG4s play a critical role in this context (further discussed in section 4.7). 

Additionally, the same study observed that DHX36 binds a rG4 structure in the coding 

sequence (CDS) of its own mRNA and possibly controls its own translation. Hence, a 

downregulation in DHX36 protein levels observed after poly (I:C) treatment suggests a 

sophisticated feedback loop and implies that, even though the DHX36 mRNA is present, 

it is compromised in translation due to the rG4 formation in its CDS. As a consequence, 

other factors possibly drive the DHX36 translation after the stress is released. 

Accordingly, the conducted overexpression experiments of DHX36 showed that the 

observed downregulation during the type I IFN response is necessary for an appropriate 

expression of different ISGs such as DDX58, IFIT1, and RSAD2 after poly (I:C) 

treatment (Figure 3.1.1 D-F). 

In contrast, Jing et al., 2017 showed that the infection of MARC145 cells from monkey or 

porcine primary pulmonary macrophages (PAMs) with PRRSV slightly induced the 

expression of DHX36 after 24 h by one to two fold290. Furthermore, the overexpression 

of DHX36 in MARC145 gave rise to increased levels of NF-κB levels after poly (I:C) 

treatment. In agreement with this, the upregulation of DHX36 after short and long 

poly (I:C) treatment in 929L mouse fibroblasts was accompanied by increased levels of 

IFN-β289. Another study showed a steady DHX36 expression after poly (I:C) treatment in 

HEK293T cells, which are almost identical to the HEK Flp-InTM T-RexTM 293 cell line 

used in this thesis288. However, this study misses specific information about the used 

poly (I:C). Given the fact that the publication deals with RIG-I activation it is reasonable 

that they deployed short poly (I:C), because of its higher binding to RIG-I and not 

MDA569–72. Under these premises it is reasonable that short and long poly (I:C) type I 

IFN responses differ in the case of DHX36 expression. This would be in line with the 

observation in the same study where the administration of a specific RIG-I ligand caused 

increased levels of IFNB1 mRNA transcripts288. It would be interesting, whether DHX36 

protein levels also differ after the RIG-I ligand treatment. Varying DHX36 expression 
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patterns induced by different stimuli were also demonstrated in ZF4 fibroblasts of 

zebrafish embryos. While the infection with spring viremia of carp virus (SVCV) caused a 

downregulation of DHX36, the treatment with Chum salmon reovirus (CSV) caused the 

opposite303. 

Generally, the DHX36 downregulation described in this thesis and its negative regulatory 

role were confirmed by several different experiments. To further clarify the diverse 

expression of DHX36 observed under different circumstances, the HEK DHX36 KO cells 

could be tested with similar viruses or chemical compounds used in the other studies 

such as short poly (I:C). 

4.3 DHX36, a negative regulator of PKR 

In an effort to identify the potential signaling cascade in which DHX36 plays a regulatory 

role, the DHX36 KO cells were treated with different immunogenic compounds 

(Figure 5). The results showed no significant changes in ISG transcript levels for 

DDX58, IFIT1, and RSAD2 after IFN-α treatment indicating that DHX36 functions are 

upstream of IFNAR1 and IFNAR2 (Figure 3.5.1 A-C). A previous study showed that 

DHX36 and RIG-I stay in a complex to facilitate PKR phosphorylation288. Therefore, the 

DHX36 KO cells were treated with a RIG-I specific ligand. Interestingly, the levels of 

DDX58 were similar to WT transcripts after 24 h RIG-I ligand application. On the other 

hand, an increase of IFTI1 and RSAD2 levels in DHX36 KO cells was observed, 

however, was clearly diminished compared to the poly (I:C) treated samples (Figure 

3.5.1 A-C). This could point to a contribution of DHX36 in RIG-I-dependent type I IFN 

signaling. Another explanation comes from observations of PKR. The loss of DHX36 

was accompanied by a constitutive phosphorylation of PKR under normal conditions and 

a massive increase of its phosphorylation after poly (I:C) treatment compared to WT 

conditions (Figure 3.5.1 D). To identify possible epistatic regulations of both proteins, 

HEK double knockout cells of DHX36 and PKR were generated (Figue 3.6.1 A). The 

DHX36/PKR KO cells showed a complete abolishment of the DHX36 single KO 

phenotype, displaying DDX58, RSAD2, and ADAR1 transcript levels comparable to WT 

cells after 24 h poly (I:C) treatment (Figue 3.6.1 C-E). A similar observation was made 

for IFIT1 transcripts, however, the IFIT1 protein levels were even decreased in the 

DHX36/PKR KO cells in comparison to WT cells after the poly (I:C) administration 

(Figure 3.6.1 F-H). These results imply that PKR is the main contributor for the 
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increased ISG levels upon the loss of DHX36. Moreover, this is in line with observations 

of another study, in which the ablation of PKR in mouse bone marrow-derived DC 

reduced IFN-α and IFN-β levels upon the infection with several RNA viruses such as 

EMCV, Theiler`s murine encephalomyelitis (TMEV), and Semliki Forest virus170. 

Interestingly, even though the PKR knockout in the study reduced the IFN-α and IFN-β 

release, their mRNA levels were still upregulated. This IFN-β mRNA, however, was 

compromised in the poly A tail implicating a role of PKR in the maintenance of IFN-β 

mRNA integrity rather than in its transcription. Moreover, this phenotype was 

independent of eIF2-α phosphorylation, indicating a dichotomy of eIF2-α-dependent 

translation inhibition and IFN-β mRNA control by PKR. Taking this into account, the 

previously described observation of increased IFIT1 and RSAD2 transcript levels after 

specific RIG-I stimulation in this thesis could possibly be a side effect that derived from 

feedback loops. In this scenario, RIG-I activation leads to IFNB1 transcription and the 

higher activation of PKR in the DHX36 KO cells improves its integrity or stability 

compared to WT conditions. This would finally result in the observed slightly enhanced 

IFIT1 and RSAD2 expression. Since the DDX58 levels remained at WT levels after 

RIG-I ligand treatment, the major DDX58 expression inducing compound would not be 

IFN-β-mediated, but rather controlled by other factors such as IRF3. This fits with the 

early upregulation of DDX58 after already 1 h poly (I:C) treatment in which IFNB1 levels 

were still low (Figure 3.2.1 C). However, the DHX36 KO cells exhibited an enhanced 

IRF3 phosphorylation after poly (I:C) treatment compared to WT cells and the IRF3 

phosphorylation remained high in the DHX36/PKR double knockout (Figue 3.7.1 C-D). 

This clearly indicates that other PRRs, such as RIG-I, are most likely under negative 

regulation by DHX36 as well, which drive IRF3 phosphorylation. It would be interesting 

to test IRF3 phosphorylation levels after the administration of the RIG-I ligand in all three 

different cell lines. Consequently, these results give evidence that IRF3 activation alone 

without PKR takes place in HEK cells, but is not sufficient to drive the normal expression 

of ISGs such as DDX58, IFIT1, and RSAD2. Similar results were observed in PKR KO 

mouse fibroblasts, which were still capable of IRF3 and IRF7 phosphorylation and the 

production of IFNB1 mRNA after NDV infection169. Nevertheless, the study missed to 

validate IFN-β release and thus, its functional capacity or later ISG expression in PKR 

null mutants. In contrast, another publication showed that the phosphorylation of IRF3 at 
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the C-terminus was slightly inhibited in PKR KO HeLa cells during ∆E3L vaccinia virus 

treatment compared to WT cells304. Since the antibody used in my thesis specifically 

detects phosphorylated IRF3 at serine position 386 it is possible that the position of IRF3 

phosphorylation and activation depends on the type of virus. To further validate the 

aforementioned hypotheses, double knockouts of DHX36/DDX58 or DHX36/IRF3 and 

their responses to a viral trigger should be investigated.  

Despite the fact that the DHX36/PKR double knockout reversed the levels of DDX58, 

IFIT1, RSAD2, and ADAR1 to a similar or lower level compared to WT cells, the primed 

phenotype of increased IFNB1 and IRF7 transcript levels in untreated conditions was 

still present (Figure 7-8). This indicates that the loss of DHX36 is the major driver of the 

upregulated IFNB1 and IRF7 transcripts and it is independent of PKR (further discussed 

in section 4.6).  

In conclusion, my data gives evidence that DHX36 is a negative regulator of PKR and 

possibly of other PRRs such as RIG-I. Furthermore, PKR plays an important role in the 

regulation of ISG expression. 

4.4 PKR and ADAR1, interaction partners of DHX36 

In order to identify whether DHX36 physically interacts with PKR to fulfil its inhibitory 

function a co-immunoprecipitation with subsequent mass spectrometry analysis was 

performed (Figure 3.8.1 A). Previous studies showed the interaction of RIG-I, PKR, and 

DHX36, however, PKR was absent in my mass spectrometry data under normal 

conditions or after poly (I:C) treatment. These discrepancies could be the cause of very 

stringent washing steps with high salt concentration that could have led to the loss of 

weaker protein interactions. This would be in line with the observation that only DHX36 

was detected in the mass spectrometry data in unstressed conditions after excluding 

false positive hits (data not shown). Interestingly, the PKR inhibitory protein ADAR1 was 

detected after poly (I:C) treatment. A subsequent Co-IP experiment in HEK cells was 

performed to verify the postulated interaction of PKR and ADAR1 (p150 long isoform) 

with DHX36, respectively. In contrast to the mass spectrometry data, the interaction of 

all proteins was detected under normal conditions as well under viral stress (Figure 

3.8.1 B). This implies that those interactions are independent of viral RNA. However, the 

interaction of PKR and ADAR1 with DXH36 disappeared after the treatment with the 

ssRNA digesting enzyme RNase A indicating that the interaction is rather mediated by 
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host cellular ssRNA than of physical nature. The previously mentioned study that 

described RIG-I and PKR interaction with DHX36 missed to investigate this possibility288. 

Moreover, another publication examined the interaction of PKR and ADAR1 in HEK293T 

cells and showed that both proteins interact in an dsRNA-independent manner using the 

digesting enzyme RNase V1
305. On the other hand, several other RNA-dependent 

DHX36 interactions were described, among them the binding of Human antigen R 

(HuR), the protein product of  embryonic lethal and abnormal vision (ELAV)-like protein 

1 (ELAVL1) or interleukin enhancer binding factor 3 (ILF3; other name NFAR1)253. The 

latter was detected in the mass spectrometry data after poly (I:C) treatment (Figure 

3.8.1 A). Furthermore, the DEAD-box helicase DDX21 was found after viral stress in my 

mass spectrometry analysis, which was previously described to stay in a complex with 

DHX36 in myeloid dendritic cells (mDCs), however, also without a viral trigger289. 

Assuming that the interaction of both proteins intensifies under viral stress, the 

interaction could have been too weak for the harsh washing conditions of the 

immunoprecipitation before the mass spectrometry. Noteworthy, the RNase A treatment 

was performed according to other experimental setups in which the RNA-dependent 

interaction of DHX36 with ELAVL1 and ILF3 was investigated253. However, the lack of a 

real positive interaction control for DHX36 is missing.  

Considering the RNA-dependent interaction of DHX36 with PKR and ADAR1 it is 

reasonable to ask whether this complex is necessary for the inhibitory function of 

DHX36. In this regard, another study showed that the interaction of ADAR1 with PKR 

leads to an inhibition of PKR phosphorylation in HEK293T cells305. Moreover, the 

overexpression of ADAR1 was accompanied by an increase in VSV susceptibility in 

MEFs, which was lost upon the loss of PKR. This could explain the phenotype observed 

in the DHX36 KO cells. The increased transcript levels of ADAR1 could be an indicator 

of its inhibitory function to dampen the described PKR phosphorylation upon the DHX36 

ablation in unstressed conditions. Noteworthy, the appearance of a rG4 in the 5` 

untranslated region (UTR) of ADAR1 could affect its mRNA abundancy and stability in 

an DHX36-dependent manner (analyzed by DHX36 PAR CLIP; data not shown). 

However, the enhanced ADAR1 levels abolished in the DHX36/PKR KO, which implies 

that the PKR phosphorylation caused the upregulated transcript levels of ADAR1 rather 

than the rG4 in the 5` UTR. To finally investigate if the complex of DHX36, PKR, and 
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ADAR1 is necessary to keep PKR in an inactive state under normal conditions, pull 

down experiments of PKR in DHX36 KO cells should be performed and checked for the 

loss of ADAR1 interaction.  

Combining these facts, it would be reasonable that both, DHX36 and ADAR1, play an 

essential role in the inhibition of PKR to maintain cellular homeostasis as well as 

orchestrating type I IFN signaling. 

4.5 DHX36: Stress granule functions and anti-viral effects 

The formation of anti-viral stress granules (avSG) is an important prerequisite for an 

appropriate immune response within cells285. It comes to no surprise that several viruses 

counteract this step during infection. Interestingly, a constitutive formation of SGs was 

observed upon the loss of DHX36 (Figure 3.1.1 A-B). In contrast, an siRNA-mediated 

downregulation of DHX36 in HeLa cells was not sufficient to cause any SG formation 

indicating that long term perceived stress induced by the permanent absence of DHX36 

could be a reason for this288. The application of poly (I:C) to the HEK DHX36 KO cells in 

my data, however, showed an attenuated formation of SGs compared to WT cells 

(Figure 3.4.1 E-F). Whether this effect is because of a temporal delay in the SG 

formation caused by the loss of DHX36 or due to other reasons should be investigated 

by a longer time course of viral stress. With regard to this, the SG positive cells in WT 

conditions reached a steady state after 6 to 24 h, which suggests a peak in SG 

formation at these times. Similar observations were published by another group, in 

which the SG formation was highly decreased in DHX36 knockdown HeLa cells after 

NDV infection288. However, the accumulation of NDV N gene RNA was similar in the 

DHX36 knockdown cells compared to WT cells suggesting that the reduced SG 

formation is independent of NDV replication. On the contrary, replication of the yellow 

fever virus (YFV) replicon in DHX36 KO HEK cells was clearly diminished after 24 h post 

application compared to WT conditions (Figure 3.4.1 D). This would be in line with the 

higher ISG response observed after 24 h poly (I:C) treatment in the DHX36 KO cells 

(Figure 3.1-3.2). To test this hypothesis, the ISG response after the YFV replicon 

transfection should be examined in WT and DHX36 KO cells. The observed discrepancy 

could be caused by the experimental setups. Yoo et al., 2014 used a viral strain, 

whereas only a replicon of the YFV was used in this thesis. Moreover, the two viruses 

belong to different families and even though both harbor a ssRNA genome, the NDV is 
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negative-sense and the YFV is positive-sense. Noteworthy, the presence of five in silico 

predicted rG4 sequences in the YFV genome could influence the replication in an 

unknown manner in cells devoid of DHX36.  

Interestingly, the formation of SGs upon the infection with a measles virus (MV) mutant 

in HeLa cells was dependent on PKR, whereas negatively influenced by ADAR1306. 

Furthermore, ADAR1 impaired proper PKR activation and IFN-β induction upon MV 

infection suggesting that both proteins contribute to the dynamic oscillation of SG 

formation during type I IFN signaling. In context to the observed increase of PKR 

phosphorylation upon the loss of DHX36 in the HEK cells, one would expect increased 

SG formation during infection. However, the G3BP1 positive cells were reduced after 

poly (I:C) treatment (Figure 3.4.1 E-F). The concomitant upregulation of ADAR1 in the 

DHX36 KO HEK cells could be a counteract to decrease the SG formation (Figure 

3.1.1. E and Figure 3.6.1 G). It would be interesting to see whether the additional PKR 

knockout in the DHX36 KO HEK cells would reverse the phenotype of increased SG 

formation since the ADAR1 transcript levels are comparable to WT levels again as well 

(Figure 3.6.1 G). Another reason for increased and uncontrolled PKR activation could be 

a change in localization of either PKR or ADAR1 after DHX36 loss, since both proteins 

show specific translocation into SGs upon MS infection307. This would be in line with the 

CoIP data of PKR and ADAR1 RNA-dependent interaction, indicating that these proteins 

are in close proximity in unstressed and stressed conditions. Further investigations 

should be performed, as previously discussed, in order to identify the cause of SG 

formation in DHX36 deficient cells. 

In summary, the reduced SG formation in HEK cells upon the loss of DHX36 as well as 

the DHX36 interaction with PKR and ADAR1 in an RNA-dependent manner indicates a 

positive regulatory role of DHX36 in SG regulation. 

4.6 The role of rG4-dependent DHX36 functions in type I IFN responses 

DHX36 is implicated in diverse cellular processes including the regulation of translation. 

In this regard, the formation rG4 structures in 5` and 3`UTRs or CDS of mature mRNA 

renders them translationally incompetent by blocking the accessibility to the ribosomal 

machinery. In order to regulate these fine-tuning modules of translation, DHX36 resolves 

the rG4s to drive the proper translation of the target mRNAs228. Interestingly, the loss of 

DHX36 in HEK cells was accompanied by the accumulation of the DHX36 mRNA 
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binding targets as well as an enhancement of cytoplasmic G4 structures. As shown in 

my data, another consequence is the increase of IFNB1, IRF7 and the other ISG 

transcripts DDX58, IFIT1, RSAD2, and ADAR1 (Figure 3.1.1 E-J). Whereas IFNB1, 

DDX58, IFIT1, and RSAD2 mRNAs are depleted in rG4 structures, the IRF7 and ADAR1 

transcripts possess an rG4 in the 5`UTR, respectively241. Interestingly, the ADAR1 

transcript was on the top 200 mRNA targets of DHX36 in the PAR CLIP data (data not 

shown), whereas IRF7 was a not bound. Hence, the increased transcript levels of 

ADAR1 in DHX36 KO cells could result from the stabilization of rG4s in in the 5`UTR 

and renders the mRNA more abundant but translationally incompetent. Measuring the 

protein levels by immunoblotting would clarify this question. In this context, ADAR1 is a 

potent binder of RNA polymerase II derived Alu repeat RNA, a class of repetitive SINEs 

(short interspaced elements) retroelements227. Due to its A-to-I editing property, ADAR1 

destabilizes the Alu elements to maintain overall self-tolerance. In the case of ADAR1 

depletion, Alu elements accumulate within the cell and activate the dsRNA recognizing 

PRRs PKR and MDA5, which triggers an uncontrolled immune response. In an effort to 

further describe this phenotype, the MDA5-mediated activation of PKR was 

demonstrated in ADAR1 KO neuronal progenitor cells (NPCs) with additional IFIH 

(MDA5) knockdown227. In contrast, the DHX36/PKR KO clearly rescued the increased 

levels of ISG transcripts after poly (I:C) treatment, however, the priming phenotype still 

remained with enhanced IFNB1 and IRF7 transcripts in unstressed conditions (Figure 

3.7.1 A-B). It could be reasonable that PKR is the major driver of increased ISGs during 

the type I IFN response when DHX36 is absent. On the other hand, MDA5 could play a 

role in the elevated IFNB1 and IRF7 levels by still binding endogenous RNA as for 

instance Alu elements, which activates it and subsequent anti-viral responses308. 

Whether DHX36 is necessary for the proper processing of Alu elements and maybe acts 

in concert with ADAR1 to do so would be interesting to identify. In this line of thoughts, 

the upregulation of ADAR1 in DHX36 KO cells would be a sign of compensation, maybe 

because DHX36 is necessary for correct ADAR1 localization to RNA, which cannot be 

simply explained by increased ADAR1 levels. This would be congruent with the 

RNA-dependent interaction of DHX36 and ADAR1 observed in the CoIP data (Figure 

3.8.1 A-B). As previously mentioned, this could be verified by more CoIP experiments as 

well as PAR CLIP analyzes of ADAR1 in DHX36 KO cells. Furthermore, PAR CLIP 
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analyzes of PKR or MDA5 would shed light on the fact of possible sequence specific 

interactions and whether DXH36 and the mentioned other proteins bind similar 

sequences of RNAs to fulfil their function. It would be interesting to know if rG4s are 

mediators of the assembly of such protein complexes.  

However, the observation that the rG4 stabilizing ligand cPDS in WT cells could not 

induce the phenotype of increased ISGs as seen in the DHX36 KO cells indicates an 

rG4-independent mechanism (Figure 3.9.1). Noteworthy, the presence and the fact that 

DHX36 is a potent rG4 unwinding helicase could negate the subtle changes in ISG 

transcript levels induced by cPDS. Another way to verify this hypothesis could be 

achieved by the use of a G4 disrupting small molecule referred to as 

phenylpyrrolocytosine (PhpC)-based G-clamp analog309. Introducing this compound into 

the DHX36 KO cells would result in the resolution of the accumulated rG4s within the 

mRNAs of the cells and thus, would clarify whether the increased ISG primed phenotype 

is solely based on increased rG4 or due the real loss of DHX36. Furthermore, another 

interesting observation is that the ATP-dependent RNA unwinding catalytic domain of 

DHX36 is necessary for the negative regulation of type I IFN singaling (Figure 3.8.1 

C-E). However, whether this function is needed for rG4 resolution with regard to viral 

stress or the described phosphorylation of PKR by another study is still elusive288. 

In conclusion, the endogenous positive and negative effects of rG4s, their utilization by 

viruses as well as their regulation by DHX36 in type I IFN signaling still remains 

unknown and need further investigation. 

4.7 DHX36, a possible target for cancer therapy 

The implications of DHX36 in diverse processes are versatile and hence, it comes to no 

surprise that the loss of it impacts the overall cellular homeostasis. Changes of the 

general growth and clustering of cells are just two aspects beside the accumulation of 

translationally incompetent rG4 harboring mRNAs as well as constitutive stress with 

increased levels of type I IFNs (Figure 3.1.1, Figure 3.2.1, Figure 3.4.1). Interestingly, 

DHX36 protein levels decrease after viral stress and the overexpression of DHX36 in 

HEK cells showed a reduced response of several ISGs in comparison to WT conditions 

(Figure 3.3.1). These facts suggest that the temporary DHX36 downregulation, even 

though necessary for the proper type I IFN response, is a critical step for the cell, since it 

is accompanied by the impairment of cellular homeostasis. In the light of cancer 
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development, many different kinds of cancer display a constitutive upregulation of 

DHX36 as for instance observed in prostate cancer (The Cancer Genome Atlas; TCGA; 

cbioportal). It would be interesting to understand whether this is solely a correlation of 

other changes or a direct effect to cope with increased cellular mRNA and rG4s. 

Moreover, an upregulation of DHX36 could lead to a more inert anti-viral stress 

response and indirectly influence the overall behavior of cancer cells upon treatments 

with specific ligands or drugs.  

Direct evidences of DHX36 actions with regard to hallmarks of cancer are still elusive, 

however, several interaction partners of DHX36 are known RNA binding proteins (RBPs) 

with implications in cancer disease states253. For instance, HuR is a posttranscriptional 

regulator of mRNAs and overexpressed as well as over-active in several cancer 

settings. It binds to AU-rich elements (AREs) in the 3` UTR of target mRNAs to protect 

them from ARE-mediated accelerated de-adenylation, which confers mRNA stability and 

proper translation310. Interestingly, DHX36 was isolated in association with the ARE of 

urokinase plasminogen activator mRNA (AREuPA) and moreover, interacted with HuR in 

an RNA-dependent manner253. The binding of a catalytic dead variant of DHX36 to 

AREs was confirmed by another study via a global analysis of RNA binding 

sequences228. In this case, the majority of AU-rich binding sites of DHX36 were on 

mRNAs with G-rich binding motifs, which were capable of rG4 formation. It would be 

interesting to know whether HuR and DHX36 play synergistic or antagonistic roles in the 

regulation of mRNA stability and translation311. The same hypothesis is true for AREs 

and rG4s and if the binding of a protein to the nucleic acid sequence or structure 

influences the protein association to the other one. This would be of upmost importance 

for many transcripts bearing translation influencing rG4 structures, especially those that 

regulate disease related genes such as the angiogenic factor VEGFA, the 

proto-oncogene NRAS or the tumor suppressor TP53.  

Another recent publication linked DHX36 to the DNA damage response of glioblastoma 

upon treatments such as radiotherapy or chemotherapy312. In this case, DHX36 binds to 

rG4 structures on mRNA on a global level and mediates their unwinding, which enables 

the association of heterogeneous nuclear ribonucleoproteins H and F (hnRNP H/F). In 

turn, the binding of hnRNP H/F keeps the rG4 structure resolved to facilitate its proper 

translation. The depletion of hnRNP H/F in the chemo- and radio-resistant human 
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glioblastoma cell line LN18 gave rise to an increased phosphorylation of the DNA 

damage marker γ-H2AX after ionizing radiation radiotherapy or temozolomide 

chemotherapy, whereas its overexpression attenuated it. This data was further 

confirmed by the binding of DHX36 and hnRNP H/F to the mRNA of the ubiquitin 

peptidase USP1, which has important functions in DNA damage repair and influenced its 

protein expression. Interestingly, the analysis of low-grade gliomas (LGG) and 

high-grade gliomas (HGG; also glioblastomas) patient tissue samples showed 

differential expression levels of DHX36 and hnRNP H/F. An increase of expression for 

each protein was observed in HGG samples, which have a faster growth and spread into 

normal brain tissues as compared to LGG. This could explain the correlation of 

upregulation of hnRNP H/F or other RBPs such as DHX36 observed in different cancer 

types and thus, makes them potential targets for treatments or early detection of 

diseases. However, bona fide effects or mere correlations need to be excluded. 

4.8 A model for DHX36 functions during viral signaling in HEK cells 

Taking the obtained and presented data of this thesis into consideration and combining it 

with the current state of research, a model of DHX36 for HEK cells and its function in 

type I IFN signaling can be proposed (Figure 4.9.1).  

Healthy cells control transcription and translation in an orchestrated fashion. In this case, 

anti-viral proteins such as RIG-I, PKR, DHX36, and ADAR1 most likely reside in a 

complex mediated by their RNA-binding ability, which was also confirmed by other 

publications254,288,307. The tolerance of PRRs like RIG-I and probably other RLRs as well 

as PKR to endogenous RNA is reduced and inhibited by DHX36 and ADAR1227,307. 

Upon viral infections, the cytoplasmic foreign RNA is sensed by RIG-I and PKR, which 

leads to their activation64,288. In the early stages of infection, virus RNA-mediated 

phosphorylated of PKR drives the overall translational shutdown via eIF2-α activation 

and results in the formation of avSGs162. I propose that within avSG, among other 

general proteins, RIG-I and PKR undergo increased activation after the graduate 

downregulation of their inhibitor DHX36 (Figure 3.3.1). Subsequently, the RIG-I signaling 

cascade results in the phosphorylation of IRF3 and its translocation into the nucleus to 

drive IFNB1 transcription313. While type I IFN signaling continues, PKR is necessary for 

the proper integrity of the 3` poly-A tail of the IFN-β mRNA to facilitate translation170.  
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Figure 4.8.1 A model for DHX36 functions during viral infections in HEK cells 

(1) In unchallenged conditions, RLRs and PKR bind similar endogenous RNA like 
DHX36 and ADAR1, which decrease their self-tolerance and inhibits autoactivation. (2) 
The sensing of viral RNA leads to a graduate downregulation of DHX36, which releases 
RLRs and PKR from its inhibition and activates the downstream signaling cascades 
involving IRF3 phosphorylation, eIF2α-dependent translation inhibition (including SG 
formation), respectively. IFN-β mRNA transcription is induced and its integrity is 
PKR-dependent. The release of IFN-β induces type I IFN receptor-mediated JAK-STAT 
signaling ISG expression to hamper viral reproduction. (3) The loss of DHX36 leads to 
decreased inhibition of PKR and RIG-I and results in reduced self-tolerance to 
endogenous RNA. This induces a slight expression of IFN-β and other ISGs. (4) 
Diminished inhibition of PKR and RIG-I upon viral stress causes an overshoot of the 
signaling cascades without the inhibitory orchestrator DHX36. (6) The additional 
depletion of PKR reverses the increase in type I IFN signaling upon viral infection, 
however, (5) the self-tolerance of other PRRs still activates IFNB1 transcription. Figure 
created with BioRender. 
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Once released, IFN-β activates in an autocrine and paracrine fashion the interferon 

receptors IFNAR1 and IFNAR2, which eventually results in the JAK-STAT activation and 

the expression of ISGs313. In situations of DHX36 depletion, PKR is constitutively active, 

which is accompanied by the upregulation of IFNB1 and downstream factors such as 

IRF7 as well as several ISGs (Figure 3.1.1). This increase of type I IFN signaling genes 

is concomitant with the formation of SGs (Figure 3.1.1). In cases of viral infections, PKR 

and maybe other RLRs are already in a primed state with decreased self-tolerance 

caused by the absence of their inhibitor DHX36. This leads to an overshoot of the 

signaling cascade, maybe by the PKR-mediated increased integrity and stability of the 

IFN-β mRNA (Figure 3.2.1). 

The additional loss of PKR besides DHX36 is still accompanied by increased IFNB1 and 

IRF7 transcripts, whereas the ISG levels upon viral infections are decreased (Figure 

3.6.1 and Figure 3.7.1). Even though still massively abundant upon viral infection, the 

IFN-β mRNA is most likely inactive, because of the absence of PKR and the impaired 

3`poly A tail. This impairs proper type I IFN signaling and results in decreased ISG 

levels, even though other mechanisms are functional such as IRF3 activation (Figure 

3.7.1). 

4.9 Concluding remarks 

To finally conclude my thesis on the whole, I want to shortly address the relevance of 

DHX36 on an overall and broad scope and the remaining open questions. 

The DEAH-box helicase DHX36 play important roles in many different cellular 

processes, among them RNA translation regulation and the topics of this thesis anti-viral 

responses and type I IFN signaling. Albeit the loss of DHX36 is critical for cells, some 

cell-types survive its absence while others most likely not. All observations were made in 

cellulo, whereas a conditional DHX36 knockout mouse model is embryonically lethal and 

tissue-specific ablations result in severe developmental defects in the affected organs. 

These facts underline the importance of DHX36 for the whole organism and its 

indispensable function. 

In this context, several studies show increased levels of DHX36 in many cancer types, 

raising hopes as a potential anti-cancer drug target for this helicase of its rG4 
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modulation functions. On the same line of thoughts, the importance of DHX36 in 

anti-viral responses opens new fields for the development of vaccines against viruses. 

My Data provides precious new insights into the function of DHX36 in HEK cells. While 

showing that DHX36 is a negative regulator of type I IFN signaling, this effect could be 

harnessed for a temporal boost of the signaling cascade to fight viral infections. Specific 

inhibitors of DHX36 could be developed and tested for such effects. Nevertheless, the 

mechanisms of rG4 mediated translation control and its effects in type I IFN signaling 

should be considered.  

Moreover, the consideration of permanent DHX36 overexpression in many cancer types 

could point to another possible application. The immune incompetence of cancer cells 

could be connected to the increase in DHX36 levels and that those cells show less 

type I IFN signaling (Figure 3.3.1). If this is true, DHX36 inhibitors that specifically target 

cancer cells could modulate those cells to render them vulnerable for other treatments. 

However, in order to fully understand the effects on type I IFN signaling by DHX36, the 

missing parts need further investigation. Among them are the contribution of other RLRs 

besides PKR for the observed primed phenotype such as MDA5 or RIG-I and their 

epistatic interactions. A special focus lies on ADAR1 and its ability to regulate 

self-tolerance by the modulation of RNAs. Moreover, the specific role of IFNB1 

transcripts and PKR-dependent ISG expression as well as the contradictory role of SG 

formations. 

In summary, this thesis provides a detailed characterization of DHX36 and its functions 

in type I IFN signaling. The here presented data takes the properties of DHX36 with 

regard to anti-viral responses as well as its features of RNA homeostasis into account 

and thus, provides valuable information for basic and clinical research to better 

understand viral infections or cancer. 
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5. Abstract 

The induction of type I interferons (IFN) is a hallmark of foreign nucleic acids immune 

sensing by the innate immune system. Based on the universal molecular structure of 

DNA and RNA throughout all kingdoms of life, the cell has to distinguish foreign nucleic 

acids from self-nucleic acids to properly respond to infecting pathogens. Thus, the 

orchestration of this crucial process, in which the cell has to balance the tolerance to 

endogenous nucleic acids, is achieved by a sophisticated network of receptor proteins 

as well as their negative and positive regulators.  

A pivotal factor against viral RNA are cytoplasmic localized pattern recognition receptors 

(PRRs) as well as other proteins that detect specific structures of foreign RNA and 

induce a myriad of signaling cascades. The activation of PRRs upon viral RNA 

recognition results in the expression of IFNs and subsequently, the induction of 

interferon stimulated genes (ISGs) to impair viral spread.  

One example of anti-viral proteins is the DEAH-box helicase DHX36. While described in 

several reports, the exact mechanism how and where this protein acts in the type I IFN 

signaling remains still elusive. 

The here-presented doctoral thesis provides a detailed view on the specific function of 

the helicase DHX36 during viral stress in human embryonic kidney cells. The expression 

pattern of DHX36, its interactions to other proteins, as well as epistatic affiliations were 

analyzed. The sensing of viral RNA leads to the downregulation of DHX36 expression, 

which normally stays in an RNA-dependent complex with PKR and ADAR1. The loss of 

DHX36 is accompanied by a slight increase in type I IFN genes and ISGs in 

unchallenged conditions, while a viral trigger massively induces their expression 

compared to WT cells. The positive effect of the DHX36 depletion on increased ISGs is 

congruent with a decrease in yellow fever virus replicon replication and an enhanced cell 

metabolism during viral stress. Furthermore, the increase of ISGs during viral RNA 

recognition completely depends on PKR, while the enhanced type I IFN signaling is 

independent of PKR. I hypothesize that, DHX36 is a negative regulator of PKR and 

maybe other PRRs to control and orchestrate self-tolerance to endogenous RNA and 

correct activation of them during viral RNA detection. 
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6. Supplementary figures 

6.1 Supplementary figures 

 

 

Figure 6.1.1 Supplementary figure 

A) Quantifications of GFP-positive cells in WT and DHX36 KO cells after Lipofectamine 
2000 transfection of a GFP expressing plasmid. B) Transcript quantifications by 
RT-qPCR of the indicated genes comparing WT and DHX36 OE cells after 
overexpression induction via tetracycline treatment. mRNA levels are normalized to 
RNU6 and fold changes are displayed to WT untreated. C) RNA-seq analysis of 
DEAD/H-box helicases comparing transcript levels of WT and DHX36 KO cells. 
Differences of gene transcript levels are indicated as log2 fold changes of reads per 
kilobase of transcript per million mapped reads (RPKM). Significances were determined 
by Students t-test (n≥3). Significance levels: *p < 0.05, **p < 0.01, ***p < 0.001, ns = not 
significant. Error bars represent standard deviations of at least 3 biological replicates. 



97 
 

7. List of figures and tables 

Figure 1.3.1 The type I interferon (IFN-I) response during RNA virus infection .............. 16 

Figure 1.4.1 Cellular functions of RNA G quadruplexes (rG4s) ...................................... 31 

Figure 1.5.1 Schematic structure of DHX36 ................................................................... 33 

Figure 1.5.2 Innate immunity regulation by DHX36 ........................................................ 38 

Figure 3.1.1 The knockout of DHX36 induces anti-viral stress conditions ...................... 54 

Figure 3.2.1 Loss of DHX36 increases type I IFN signaling upon a viral trigger ............ 56 

Figure 3.3.1 DHX36 regulation upon viral stimulation negatively regulates type I IFN 

signaling ......................................................................................................................... 58 

Figure 3.4.1 Loss of DHX36 gives rise to enhanced anti-viral responses and increased 

cell metabolism .............................................................................................................. 61 

Figure 3.5.1 DHX36 acts early during anti-viral stress responses .................................. 64 

Figure 3.6.1 Negative regulation of type I IFN signaling by DHX36 depends on PKR ... 67 

Figure 3.7.1 The double deletion of DHX36 and PKR is insufficient to reverse the primed 

status of the DHX36 KO cells ......................................................................................... 69 

Figure 3.8.1 An RNA-dependent interaction of DHX36 with PKR and ADAR1 .............. 72 

Figure 3.9.1 Increased type I IFN signaling is DHX36 mediated rather than rG4 ........... 74 

Figure 4.9.1 A model for DHX36 functions during viral infections in HEK cells .............. 92 

Figure 6.1.1 Supplementary figure ................................................................................. 96 

 

Table 1.1 Families of pattern-recognition receptors ....................................................... 18 

Table 1.2 Adaptor proteins of PRRs ............................................................................... 19 

Table 8.1 Chemicals ...................................................................................................... 99 

Table 8.2 Commercial systems ...................................................................................... 99 

Table 8.3 Bacterial strains ............................................................................................ 100 

Table 8.4 Eukaryotic cell lines ...................................................................................... 100 

Table 8.5 Antibodies .................................................................................................... 100 

Table 8.6 Plasmids ....................................................................................................... 101 

Table 8.7 qPCR primer ................................................................................................ 101 

Table 8.8 CRISPR/Cas9 guide RNAs .......................................................................... 102 

Table 8.9 Buffers and solutions .................................................................................... 102 



98 
 

Table 8.10 Growth media and antibiotics ..................................................................... 103 

 



99 
 

8. Tables 

Table 8.1 Chemicals 

Chemicals Identifier Supplier 

Carboxypyridostatin trifluoroacetate salt SML1176 Sigma-Aldrich 

Dynabeads Protein G 10003D Thermo Fisher Scientific 

Ethidium bromide solution (1%) 2218.1 Carl Roth GmbH 

Fluoroshield with DAPI F6057-20ML Sigma-Aldrich 

GeneRuler 1kb Plus DNA Ladder SM1331 Thermo Fisher Scientific 

GeneRuler Low Range DNA Ladder SM1192 Thermo Fisher Scientific 

Poly-D-Lysine A-003-M Sigma-Aldrich 

Proteinmarker prestained (11 – 245 kDa) 1123YL500 BioLabs 

Hoechst 33342 Ready FlowTM Reagent R37165 Thermo Fisher Scientific  

Fixable Viability Dye e Fluor 780 65-0865-14 eBioscience 

 

Table 8.2 Commercial systems 

Kit/System Identifier Supplier 

CellTiter 96® Non-Radioactive Cell Proliferation 

Assay (MTT) 

G4000 Promega 

innuPREP Gel Extraction Kit 845-KS-5030250 Analytik Jena 

innuPREP PCRpure Kit 845-KS-5010250 Analytik Jena 

innuPREP Plasmid Mini Kit 845-KS-5041250 Analytik Jena 

IQ SYBR Green 170-8885 BioRad 

Lipofectamine 2000 Transfection Reagent 11668027 Thermo Fisher 

Scientific 

Lipofectamine CRISPRMAX Cas9 Transfection 

Reagent 

CMAX00015 Thermo Fisher 

Scientific 

NuPAGE 4-12% Bis-Tris Protein Gels NP0321BOX Thermo Fisher 

Scientific 

Superscript Reverse Transcriptase III 18080044 Thermo 

QuantiTect Reverse Transcription Kit 205313 Qiagen 
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Table 8.3 Bacterial strains 

Strain Genotype Supplier 

DH5α F- ϕ80lacZΔM15 Δ(lacZYA- argF)U169 deoR recA1 

endA1 hsdR17(rk‐, mk+) phoA supE44 thi‐1 gyrA96 

relA1 λ- 

Thermo Fisher 

Scientific 

DH5α pFRT FlagHA-DHX36-1 Sauer et al.,2019 

DH5α pOG44 Sauer et al.,2019 

 

 

  

Table 8.4 Eukaryotic cell lines 

Cell line  Paternal cell line Description Origin 

T-RexTM-

HEK 293  

 Identifier: R71007 Thermo Fisher 

Scientific 

MSC5 T-RexTM-HEK 293  Inducible expression of FH-DHX36-1 Sauer et al., 2019 

MSC9 T-RexTM-HEK 293  DHX36-gene knock out by 

CRISPR/Cas9 

Sauer et al., 2019 

MSC10 MSC9 Inducible overexpression of FH-

DHX36-1 in DHX36 KO cells 

Sauer et al., 2019 

MSC11 MSC9 Inducible overexpression of FH-

DHX36-1 E335A in DHX36 KO cells 

Sauer et al., 2019 

DH16 T-RexTM-HeLa Inducible expression of FH-DHX36-1 This study 

DH63 MSC9 DHX36/PKR double KO cells This study 

 

Table 8.5 Antibodies 

Western blotting Dilution Identifier Supplier 

Anti-DHX36 1:500 sc-377485 Santa Cruz 

Biotechnology 

Anti-FLAG 1:2000 F1804 Sigma-Aldrich 

Anti-HA 1:2000 MMS-101R Covance 

Anti-PKR/EIF2AK2 1:1000 Ab32052 Abcam 

Anti-PKR/EIF2AK2  
(phospho T446) 

1:1000 ab32036 Abcam 

Anti-ADAR1 1:1000 ab126745 Abcam 

Anti-IRF3 (phosphor S386) 1:1000 ab76493 Abcam 



101 
 

Immunofluorescence Dilution Identifier Supplier 

Anti-G3BP1 1:500 611126 BD Bioscience 

Alexa Fluor 488 goat anti-mouse 
IgG 

1:5000 A11001 Thermo Fisher 

Scientific 

Cyanine 3 goat anti-rabbit IgG 1:5000 A10520 Thermo Fisher 

Scientific 

 

Table 8.6 Plasmids 

Plasmid name Generated by Marker Origin 

pFRT-Flag-HA  Amp Spitzer et al. 2013 

pFRT-FlagHA-DHX36-iso1 Restriction cloning Amp Sauer et al., 2019 

pFRT-FlagHA-DHX36-iso1 E335A Site-directed 

mutagenesis 

Amp Sauer et al., 2019 

pFRT-FlagHA-DHX36-iso2 Site-directed 

mutagenesis 

Amp Sauer et al., 2019 

pFRT-FlagHA-DHX36-iso2 E335A Site-directed 

mutagenesis 

Amp Sauer et al., 2019 

 

Table 8.7 qPCR primer 

Primer name Sequence 

For RNU6 RT GCTTCGGCAGCACATATACTAAAAT 

Rev RNU6 RT CGCTTCACGAATTTGCGTGTCAT 

For PURB RT GCCATCACCGTACCCTTCAAA 

Rev PURB RT CCCTCTGTCGTTCCTGGATTT 

For WAC RT GCCGGAGATCCTTCACCAC 

Rev WAC RT TTTGGCCTTACTGTGACCTGT 

For DHX36 RT CCCACCATCAAATGAGGCAGTG 

Rev DHX36 RT TGTGGCTCAACGGGTAATCGTG 

For DDX58 RT ATATCCGGAAGACCCTGGAC 

Rev DDX58 RT GAGAAAAAGTGTGGCAGCCT 

For IFIT1 RT  TCCACAAGACAGAATAGCCAGAT 

Rev IFIT1 RT  GCTCCAGACTATCCTTGACCTG 

For RSAD2 RT  TGGCTCTCCACCTGAAAAGT 

Rev RSAD2 RT  GCCAAAACATCCTTTGTGCT 
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For ADAR1 RT TCCGTCTCCTGTCCAAAGAAGG 

Rev ADAR1 RT TTCTTGCTGGGAGCACTCACAC 

For IRF7 RT  CCACGCTATACCATCTACCTGG 

Rev IRF7 RT  GCTGCTATCCAGGGAAGACACA 

 

Table 8.8 CRISPR/Cas9 guide RNAs 

Guide RNA name Sequence 

For PKR KO GTACTACTCCCTGCTTCTGA 
 

Table 8.9 Buffers and solutions 

Buffer Composition 

DNA loading dye (6x) 48% (v/v) glycerol, 0.1% (v/v) bromphenol blue, 0.1% (v/v) xylene 

cyanol 

TAE (10x) 40 mM Tris base, 20 mM acetic acid, 1 mM EDTA  

TBE (5x) 445 mM Tris base, 445 mM boric acid, 10 mM Na2EDTA 

SDS loading dye (6x) 300 mM Tris-HCl pH 6.8, 120 mM DTT, 9% (w/v) SDS, 48% (v/v) 

glycerol, 0.1% (v/v) bromphenol blue 

SDS running buffer (10x) 0.25 M Tris base, 1.92 M glycine, 1% (w/v) SDS 

Separating gel buffer (4x) 1.5 M Tris-HCl pH 8.8, 0.4% (w/v) SDS 

Stacking gel buffer (4x) 0.5 M Tris-HCl pH 6.8, 0.4% (w/v) SDS 

TBS-T 10 mM Tris-HCl pH 7.5, 150 mM NaCl, 0.05% (v/v) Tween20 

Western blotting buffer 50 mM Tris base, 50 mM glycine, 20% (v/v) methanol 

SOC 2% (w/v) tryptone, 10 mM NaCl, 0.5% (w/v) yeast extract, 10 mM 

MgSO4, 10 mM MgCl2, 2.5 mM KCl, 2% (w/v) glucose 

NP40 Lysis Buffer 50 mM HEPES pH 7.5, 150 mM KCl, 2 mM Na2EDTA, 0.5% (v/v) 

NP-40 substitute, 1 mM NaF, freshly added: 0.5 mM DTT, 0.2 mM 

PMSF, 1 mM LP, 1 mM AP, 0.1 mM AEBSF 

IP-Wash Buffer 50 mM Tris-HCl pH 7.5, 300 mM NaCl, 0.1% (v/v) NP-40 

substitute, 5 mM Na2EDTA 

Elution Buffer 10 mM Tris-HCl pH 7.5, 150 mM NaCl, 0.1 mg ml-1 FLAG peptide 

PCR Buffer for homemade 

Taq (10x) 

750 mM Tris-HCl pH 8.8, 200 mM (NH4)2SO4, 0.1% (v/v) 

Tween20, 25 mM MgCl2 
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Table 8.10 Growth media and antibiotics 

Solution Identifier Supplier 

DPBS, no calcium, no magnesium Cat#: 14190094 Thermo Fisher Scientific 

DMEM, high glucose Cat#: 41965039 Thermo Fisher Scientific 

Fetal Bovine Serum (FBS) Cat#: 10270106 Thermo Fisher Scientific 

Trypsin-EDTA (0.25%), phenol red Cat#: 25200056 Thermo Fisher Scientific 

Penicillin-Streptomycin (10,000 U/ml) 

(PenStrep) 

Cat#: 15140122 Thermo Fisher Scientific 

Opti-MEM I Reduced Serum Medium Cat#: 31985070 Thermo Fisher Scientific 

Antibiotics Identifier Supplier 

Ampicillin Cat#: K029.5 Carl Roth GmbH 

Blasticidin Cat#: ant-bl-1 Invivogen 

Hygromycin B Cat#: ant-hg-5 Invivogen 

Kanamycin Cat#: T832.3 Carl Roth GmbH 

Tetracycline Cat#: 87128 Sigma-Aldrich 
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