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Abstract

Elucidating the mechanisms which give rise to unique biological functions is a
major goal of human biology. Vast quantities of biological data that have been
amassed can aid us in understanding these mechanisms, such as at the level of
gene expression, protein expression and metabolites, although piecing together
these various components can be an arduous undertaking. Though it may
be difficult to ascertain the interplay of these entities, living organisms are
complex and composed of highly interconnected and interdependent systems,
thus requiring system-wide investigations. To that end, the complex interplay
of biological entities can be modelled in interaction networks on which various
computational approaches can subsequently be applied. In this work, we
augment existing network-based approaches and introduce novel ones towards
the aim of building a more comprehensive picture of the mechanisms that
regulate health and disease. Firstly, we address this goal by building upon
existing techniques for the interpretation of high dimensional data through
its representation as biological pathways. We integrate pathway knowledge
dispersed across heterogeneous resources for a more comprehensive overview
of the current knowledge surrounding a particular biological process under
investigation. We also outline how various aspects of widely-used pathway
analyses contribute to either sound or misinterpretations. Secondly, we
combine a knowledge and data-driven approach in order to contextualize
gene expression data and reveal transcriptional patterns underlying discrete
biological functions across four distinct contexts (i.e., disease, tissue, cell type
and cell line). Thirdly, we introduce novel network-based methodologies for
biomedical applications. These include implementations of network diffusion
algorithms alongside of several multimodal biological networks to operate on,
as well as a pathfinding algorithm for drug discovery. In conclusion, compiling
biological data into networks of interacting molecular entities and biological
constructs enables us to achieve ever-increasing levels of discernment of the
mechanisms that govern health and disease.
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CHAPTER 1

Introduction

It has been long understood that living organisms are complex, composed
of highly connected and interdependent systems working in concert to give
rise to unique biological features and carry out discrete biological functions.
However, system-wide studies tended to remain largely theoretical until recent
decades. Now, state-of-the-art technologies are able to generate data in
quantities that were once inconceivable by traditional approaches and which
have finally made system-level investigations possible. With this vast volume
of biological data, component parts (e.g., nucleic acids, proteins, and lipids)
can be pieced together to elucidate how biological entities interact to carry
out coordinated functions and how a system might fail and cause disease.

Many computational approaches have been developed for the study of
biological data and among them, network-based approaches have become
major ones. For instance, proteins are essential to nearly all cellular and
molecular processes and only rarely do they act in isolation. By sequences of
molecular events, such as the phosphorylation of a protein by another protein
kinase, protein interactions form the scaffold for cellular responses, such as
ensuring cell growth at a normal pace, unlike the abnormal rate in cancer
[1]. By modelling these interactions, such as in protein protein interaction
networks, we can improve our understanding of protein functions and cellular
responses, elucidate disease etiology arising from aberrant functioning, and
discover targets for disease.

This chapter introduces several concepts related to the types, measure-
ments, modelling, storage and analyses of biological data. In particular,
models which represent biological data within the context of their interactions
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and associations are given special focus, as are pathway and network-level
analyses of various types of -omics data in the biomedical domain. The
publications which follow in later chapters detail the challenges in understand-
ing complex biological systems, outline techniques for the interpretation of
biological data and present methods for their investigation.

1.1 Biological data representations

1.1.1 Biological data

Advanced technologies have accelerated the rate at which biological data
is produced. Next generation sequencing (NGS), microarrays, and mass
spectrometry (MS) are among the major technologies used to characterize
and quantify the complete (or partially complete) profiles of distinct classes of
biological entities. With these developments, different stages in the transfer
of genetic information, from DNA to RNA to protein, can now be holistically
and rapidly measured along with other biological data modalities, such as
metabolites [2]. The study of these profiles for a particular investigated
molecular space is referred to as an omics study, providing a global survey of
the state of a certain type of entity at any given point in time.

Omics studies are especially valuable as investigating the complete profiles
of biological entities can help to elucidate normal cellular functioning and
processes that lead to observable phenotypes. Furthermore, perturbations to
a system can be evident in different ways at the molecular level. Investigating
the alterations that are caused by such perturbations can help to decipher
the etiology of disease. One can, for example, characterize the complete
expression profile of a sample in various contexts and/or conditions and
ask how expression varies from one context to another, whether there are
differences between conditions, or how a perturbation, such as by a drug, can
affect a system at large. Currently, several branches in this field investigate
various biological data types, the most common of which are introduced below
[3–6].

• Genomics. The field of genomics was the first of many omics disciplines
to emerge. Focusing on the study of the complete genetic information
of an organism (i.e., its genome), genomic experiments are used to
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Figure 1: Omics disciplines. Omics studies at increasingly complex levels of biological

organization. Image source: taken from [7].

identify associations between genetic variants and diseases as well as
other phenotypes. The genome itself includes coding regions, genes
which make up 1-2% of the entire genome, and non-coding regions,
constituting the remaining 98-99% of DNA. Technologies associated with
genomic data include DNA microarrays as well as NGS, such as whole
genome sequencing (WGS), whole exome sequencing (WES), chromatin
immunoprecipitation followed by sequencing (ChIP-seq) and single cell
DNA sequencing (DNA-Seq). With these technologies, variations in
the genome, such as single nucleotide variants (SNVs), insertions and
deletions (indels), inversions, and copy number variations (CNVs) are
routinely characterized. These data can be denoted by binary values,
indicating that a gene is either wild type or mutated. While the vast
majority of variants are benign, others may influence susceptibility to a
disease or cause disease altogether, signifying the critical importance of
their examination.
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• Epigenomics. While genomics focuses on sequence data, epigenomics
is the study of the epigenome, specifically, all chemical modifications
to the genome that do not change the nucleotide sequence itself. This
particular omics field is intended to investigate epigenetic modifications
that play a key role in gene regulation (e.g., DNA methylation and
histone modifications) as well as other processes. Notably, altered DNA
methylation profiles have been noted in many diseases and can be used
as disease biomarkers, for example in cancers, neuro-developmental dis-
orders, metabolic disorders and autoimmune diseases [8]. Technologies
for epigenomics include NGS (e.g., ChIP-seq) and array-based ones.

• Transcriptomics. Transcriptomics is concerned with the steady-state
level of all mRNA transcripts of each gene. In this case, RNA sequences
(or signals) are quantified and the abundance of RNA transcripts, or
gene expression levels, are measured using technologies such as mi-
croarrys, RNAseq and single cell RNA-Seq (scRNAseq). The complete
set of transcripts in a cell are collectively known as the transcriptome,
including coding and non-coding RNAs, with coding RNA (mRNA)
comprising 1-4% of the transcriptome. It is important to note that
although RNA transcript or gene expression levels are often used as
proxies to infer protein expression levels and gene activity, they may
not accurately reflect either of these [9]. Although bulk RNAseq has
been the predominant technology used to measure average global gene
expression, bulk transcriptomic data can mask heterogeneity in cellular
composition and cell types may also be sampled in varying propor-
tions [10]. To offset these potential confounds and more accurately
characterize the functional repertoire of individual cells, technological
advancements within the past decade have resulted in the exponential
scaling of scRNAseq experiments, now allowing for the parallel profiling
of hundreds of thousands of individual cells in a single study [11] that
can be stored in cell atlases, such as the Human Cell Atlas [12].

• Proteomics. Proteomics focuses on the study of the proteome, the
complete set of proteins expressed in an organism, cell or tissue at a given
point in time. Technologies, such as array-based and MS (although,
primarily the latter) quantify protein abundance. The functions of
many proteins are regulated by post-translational modifications (ex.
phosphorylation, methylation, acetylation). These modifications affect
various biological processes, such as the regulation of gene expression,
signal transduction and DNA repair, and play key roles in various
protein functions, including regulating enzyme activity and cell structure
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maintenance [13]. Due to these modifications and additional factors,
protein abundances can differ from the abundance of RNA transcripts,
leading to some inaccuracies in inferring protein expression levels from
gene expression levels. Compared to genomics and transcriptomics,
proteomics tends to be a far more complex investigation owing to the
large number of possible combinations of amino acids, polypeptide
conformations and post-translational modifications of the resulting,
functional protein. Finally, a single gene can encode for many proteins
(e.g., due to alternative splicing), leading to a discrepancy between the
total number of proteins (which tend to be much greater) than the total
number of genes.

• Metabolomics. Metabolomics is concerned with the study of the
metabolome, all metabolites which are the small molecule substrates and
products of cellular processes in a biological system (e.g., carbohydrates,
lipids, amino acids). Metabolites play a key role in cell functioning,
including signal transduction and energy production. These molecules
(e.g., ATP, acetyl-CoA) can regulate post-translational modifications
(such as those described above) which affect protein activity, while
the interaction of some metabolites with proteins can enable cellular
responses through the initiation of signalling cascades [14]. When
metabolite concentrations are outside of the normal range, these can
be indicative of aberrant states. Analytical techniques associated with
metabolomics include nuclear magnetic resonance (NMR) and MS-based
technologies, which can be used to quantify all measurable metabolites,
including unknown ones [15].

• Other biological data types. Another rapidly expanding field is
microbiomics, the study of microorganism communities (such as those
of bacteria, viruses, fungi and their genes) of a particular system. The
human microbiota alone is estimated to contain 38 trillion bacteria,
alluding to the complexity of the microbiome [16]. The impact of these
microbes on human health are increasingly being discovered, with roles
in cancer, disease susceptibility, infant health, anxiety, mood, cognition,
and pain, amongst other indications [17, 18]. Common techniques
associated with microbiomics include 16S ribosomal (rRNA) sequencing
and shotgun metagenomics sequencing to extract DNA from microbial
samples. Besides discrete biological entities, fields such as radiomics also
exist for the examination of other biological data types, such as medical
images from radiological modalities (e.g., computed tomography (CT),
magnetic resonance (MRI), positron emission tomography (PET)), that
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can be converted into high-dimensional data for quantitative feature
extraction [19].

While omics studies have provided insights that have already been put
into clinical practice, (e.g., the identification of disease biomarkers [20, 21]
and the characterization of disease progression [22]), the disparate study of
omics data modalities can fail to comprehensively capture the complexity
of biological systems, which essentially can occur as interactions of discrete
biological entities across multiple omics layers [23]. This has led to the
emergence of multi-omics experiments, where multiple omics technologies are
combined to generate integrated omics data [3, 24, 25]. Several resources and
platforms which integrate diverse omics data types have become available,
such as ColPortal for methylation, transcriptomic, microbiomic and clinical
data, among other types, for colon cancer patients [26, 27].

1.1.2 Molecular interactions

Individual biological entities, such as those described in the preceding section,
rarely act in isolation to carry out biological functions. Instead, interactions,
referring to the physical or functional association of two biological entities
which cause or result in some biological effect, are the main drivers of cellular
and molecular functions. These interactions can occur between the same
types of entities (e.g., protein-protein interactions), across modalities (e.g.,
protein-metabolite interactions) as well as across biological constructs (e.g.,
gene-phenotype interactions) and can be divided into various classes, some of
which are described below [28–30].

• Protein-protein interactions (PPIs) are stable or transient physical
interactions between proteins which can result in the formation of a
protein complex or a specific, temporary response, respectively. PPIs
can be experimentally obtained via methods such as yeast-2-hybrid
assays, MS-based approaches, or co-immunoprecipitation, while compu-
tational approaches for obtaining PPIs include prediction methods (e.g.,
homology-based interaction inference) or literature text-mining. PPI
interaction resources include STRING [31], BioGrid [32] and APID [33].

• Regulatory interactions refer to the binding of proteins (i.e., tran-
scription factors (TFs)) to certain regions of DNA which enhance or

6



repress the expression of one or more genes and cause a change in their
activity. Various experimental methods can be used to characterize
TF-DNA binding, such as ChIP-seq, while databases which house these
interactions include ReMap [34] and TRUUST [35].

• Metabolic reactions are biochemical interactions that occur between
metabolites and enzymes. These reactions result in the conversion of
metabolites from one form to another, with each step in the conversion
process mediated by specific enzymes, which catalyze these reactions.
Databases of metabolic reactions include KEGG [36], MetaCyc [37],
ENZYME [38] and BRENDA [39].

• Other types of interactions. Other types of molecular interactions
include signalling reactions, where post-translational modifications of
one protein by another initiate a biological signal or transmit a signalling
cascade, and interactions between metabolites and proteins, such as a
drug and its protein target, where the metabolite can cause some alter-
ation to the activity of the protein. However, these protein-metabolite
interactions can be difficult to characterize due to their transient nature
and weak affinities. MS- and NMR- based approaches have nonetheless
been used to systematically map protein-metabolite interactions [40,
41].

Various disease states can occur in the event of disruptions to normal
interaction behaviours. For example, certain mutations in transcription factors
(e.g., gene amplification, gene deletions and point mutations) can modify the
regulatory circuits of a cell and are known to contribute to several diseases
(e.g., cancers, autoimmune disorders, cardiovascular diseases and diabetes)
[42–44]. An example lies with the oncogenic transcription factor, TAL1,
whose binding with GATA3 and RUNX1 form a positive autoregulatory loop,
driving an altered circuitry that likely contributes to the oncogenic human T
cell acute lymphoblastic leukemia program [45].

1.1.3 Interactomes

Sets of molecular interactions can be arranged into what is known as an
interactome, a network of molecular interactions between biological entities.
Generally, the interactome is most often used to refer to sets of PPIs, such as
the human interactome for all PPIs in humans cells. Nonetheless, interactomes
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of entities from other omics layers have also been established, such as the
human protein-DNA interactome (i.e., gene regulatory network) [46], RNA
interactome [47], protein-RNA network [48], as well as the gene-interaction
network of indirect, functional relationships between genes. By generating
these interactomes, it becomes possible to model complete networks of inter-
actions between individual biological entities to facilitate an understanding
of their collective roles in normal and aberrant cellular functions.

1.1.4 Context-specificity of interactions

While the elucidation of molecular interactions and their representation within
interactome networks is a significant step in modelling the complexity and
interplay of entities within a functional, biological system, an important
caveat is that interactions, and by extension, interactomes, tend to be void
of biological context. For instance, in a study by Stacey et al. [49], the
authors found no evidence for the occurrence of anywhere between 19 to 55%
of interactions reported in several literature-curated PPI databases. Thus,
a molecular interaction may only be a snapshot of an event occurring in a
particular cell and/or condition at a given point in time.

Although the cells of an organism contain the same DNA sequence, different
cells can exhibit distinct behaviours and characteristics (e.g., a neuron vs.
a white blood cell). These differences result from the specific binding of
TFs to particular positions on the DNA sequence, resulting in variable levels
of expression of particular genes and the diversity observed across different
cell types. Consequently, this can mean that the conditions in which an
experimental molecular interaction occurred may not be reflective of the
actual interaction occurring within a given context (e.g., cell type or tissue).

1.2 Biological pathways

While the interactomes described in the preceding section comprised sets
of all interacting biological entities, a more knowledge-based approach to
representing biological data is by collating sets of interactions into biological
pathways. These pathways are essentially series of interactions between
physical biological entities (or biological constructs) which result in a particular
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event, such as a cellular change or the formation of a product [50]. Collectively,
pathways carry out some biological process (see Figure 2). For example, a
biological pathway can represent how a signal is transmitted from an external
to an internal environment, a particular carbohydrate is metabolized, DNA
is repaired, or how a pathogen affects a host cell. Types of pathways which
can be modelled include metabolic, signal transduction, gene regulation and
disease pathways.

Not surprisingly, representing biological data in this simplified abstrac-
tion does imply some loss of information, such as spatio-temporal features.
Furthermore, pathway representations can include interactions characterized
in disease states in vitro (e.g., HeLa cancer cell line), which although may
be appropriate for the study of disease pathways, may not be generalizable
to normal states. For example, interactions characterized in immortalized or
tumorigenic fibroblasts in cell signalling pathways can be inherently biased
and ill-suited to represent normal cellular functioning. Despite these short-
comings, pathways are advantaged by their capacity to formalize and abstract
well-established relationships with literature validation, and by their ability
to facilitate a visual and more easily interpretable understanding of complex
processes. They are additionally advantaged by their capability to represent
biological entities and constructs across multiple scales (e.g., from genotype
to phenotype), and encode rich relationship descriptions (e.g., activation,
inhibition, binding/association, phosphorylation) [51].

Deconstructing the mechanisms by which a particular biological function
is executed, not at the level of individual entities, but rather, considering
their interplay as a whole, can serve several advantages. This includes
understanding how individual entities assemble into modules to carry out
discrete functions, as well as disease etiology. For example, this component
mapping can help to identify pathways that are dysregulated by a disease as
well as affected routes along specific pathways in order to reveal potential
therapeutic targets.

1.2.1 Pathway databases

Given the popularity of pathway maps for the representation of biological
data, a particular class of databases have emerged to formalize, collect and
store biological pathways. Several academic and commercial enterprises
have produced pathway databases numbering in the hundreds, reflecting the
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Figure 2: Biological pathway map. Image source: taken from [52].

diversity of biological processes occurring in living organisms [53].

Many of these databases can be distinguished by the domains that they
cover, with some pertaining to a particular species (e.g., EcoCyc [54], Plant
Reactome [55]), or disease (e.g., NeuroMMSig [56], AlzPathway [57], Atlas of
Cancer Signalling Network (ACSN) [58]), while others differ by their content,
such as those focused on signalling (e.g., SIGNOR [59], NetPath [60]) or
metabolic pathways (e.g., MetaCyc [37], BRENDA [39]). Additionally, some
databases can be highly specific (e.g., YTRP [61] for transcriptional regulatory
pathways in Saccharomyces cerevisiae), while others are more comprehensive,
covering hundreds or thousands of pathways across multiple species, such as
KEGG [36], Reactome [62], WikiPathways [63], and PathBank [64].

Besides differences in their content, pathway databases can also be dis-
tinguished by several other factors. For example, pathways across databases
can be described in varying levels of detail such that some biological entities
and/or interactions may be included within a pathway in a particular database,
but excluded in the same pathway in another database [65, 66]. Additionally,
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the average number of pathways in a given database can range from several
hundred (e.g., KEGG), to over a hundred thousand (e.g., PathBank), hinting
at variable definitions of pathway boundaries. The interconnected nature
of biological pathways (as alluded to in Figure 2) also implies arbitrary
definitions of pathway boundaries, which can be variously selected by domain
experts for disparate databases. For instance, one database may define a
particular biological process as a single pathway, while another database may
define several parts of that same biological process as individual functional
modules and separate pathways. One possible solution to standardize pathway
definitions lies with a technique proposed by Belinky et al., [67] that uses
hierarchical clustering and nearest neighbour graph representation to group
similar pathways. Although the approach they use has been intended for
merging pathways, it can also be used as an objective standard to define path-
way boundaries, where boundaries are drawn to minimize redundancy across
associated gene sets. In summary, even well-established, canonical pathways
can differ across databases due to the aforementioned sources of variability,
implying a degree of subjectivity in abstracting pathway knowledge.

1.2.2 Standard formats for interaction data

Pathways are essentially computational data models which describe interac-
tions between heterogeneous biological entities and/or constructs. In order to
transform interaction data into pathways, several languages have been made
available and are variously used by disparate pathway databases. Below, we
provide a brief overview of various formats which have been adopted by the
scientific community.

Among the most commonly used interaction formats are BioPAX and
SBML. Biological Exchange, or BioPAX, is a standard RDF/OWL- based
language that can be used for the representation of various molecular and
genetic interactions, pathways, and gene regulatory networks [68]. BioPAX
is established as a major pathway exchange format for the integration, vi-
sualization and analysis of pathway data. Databases which offer BioPAX
export include Reactome, MetaCyc and WikiPathways. The Systems Biology
Markup Language (SBML) is a standard XML-based language that is used
to represent computational models of system biology [69]. Much like BioPAX,
SBML is also intended as an exchange format and to describe various biologi-
cal processes, such as metabolic and signalling pathways, with a particular
focus on representing biochemical network models. Reactome, BRENDA,
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MetaCyc and PANTHER are among the databases which provide SBML
export.

Apart from the languages mentioned thus far, additional interaction for-
mats that have been widely used include BEL, SBGN, PSI-MI, RDF and SIF.
Similar to the above mentioned languages, Biological Expression Language
(BEL) formalizes biological relationships in a computable form, and also
includes rich, contextual-descriptions of causal and correlative relationships
across biological scales [70]. Systems Biology Graphical Notation (SBGN)
has also been developed as an unambiguous standard for the representation,
storage, visualization and exchange of biological processes [71], while the Pro-
teomics Standards Initiative Molecular Interactions (PSI-MI) [72] exchange
format is especially popular among databases of protein-protein interactions,
such as IntAct [73], BioGRID [74] and MINT [75]. Finally, the triple structure
(i.e., subject, predicate and object) of the Resource Description Framework
(RDF) is also used as a standard model to represent biological relationships
[76], while the Simple Interaction Format (SIF) can be used to generate
networks from lists of molecular interactions.

1.2.3 Enabling interoperability across formats

Although collectively, pathway databases cover a broad scope of information
in varying levels of detail, due to a diversity of formats and the lack of in-
teroperability between them, they tend to be fairly disconnected and only
independently accessible to researchers. In addition, standardized nomen-
clature for pathways are lacking, further hindering pathway interoperability.
Although some efforts have been made to standardize pathway nomencla-
ture, as with the Pathway Ontology for the annotation of genes to pathway
terms for multiple species [77], these have not yet been widely adopted. De-
spite these challenges, several software converters have been developed for
the translation of one language to another (e.g., PathMe (Figure 3) [66],
PAX2GRAPHML [78], PaxTools [79]). Furthermore, meta-data databases,
such as PathwayCommons [80] and ConsensusPathDb [81], have also been
established to consolidate pathway knowledge and interaction data across
several primary resources and represent data in a standardized format. These
integrative approaches can serve to provide a far more holistic view of the
knowledge surrounding a particular process and more accurately represent
literature findings as opposed to the knowledge any singular resource may
accumulate.

12



Figure 3: Pathway overlay. Illustrations of the mTOR signaling pathway in multiple

pathway databases (i.e., KEGG, Reactome and WikiPathways) depicted in the three lowest

layers, and their merged representation depicted in the topmost layer.

1.2.4 Pathway analysis

A prototypical method for the interpretation of high dimensional biological
data has become pathway enrichment analysis, a term which encapsulates a
group of analytical methods that investigate whether a pathway is enriched,
or over-represented, within a list of genes [82]. Typically, these genes are
derived from a high throughput experimental dataset associated with a given
phenotype. These analyses are primarily intended to garner mechanistic
insights on large volumes of biological data by using pathway representations
that can summarize high dimensional information (e.g., thousands of genes)
to a handful of biological processes. A question that is commonly addressed
by a pathway analysis is whether specific sets of genes may be associated
with a given phenotype or biological process.

Despite advances in available pathway enrichment methods, the vast
majority discard topological pathway information. Instead, a pathway is
simplified to a set of genes without any interaction information (i.e., a gene
set), and the gene set is tested against differentially expressed genes from an
experimental dataset that investigates a particular phenotype (e.g., breast
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cancer versus normal) [83]. More specifically, a common pipeline for several
enrichment methods is to first obtain a ranking of genes according to their
degree of differential expression. Each gene set within a collection or from
a pathway database is then tested to determine whether genes in the gene
set are over-represented at the top and/or bottom of the ranked list of genes.
If the genes of the gene set are clustered at either the top and/or bottom
of the ranked list more so than expected by chance, the gene set may be
statistically significant for the particular phenotype under study. If, however,
the genes within the gene set are equally distributed throughout the ranked
list, this suggests that the gene set is unlikely to be interesting or relevant
in some statistically significant way to the investigated phenotype [84, 85].
The results procured from such an analysis can thus shed light on biological
processes that may be affected by a particular condition which may otherwise
go unnoticed if an experimental dataset were to be examined solely at the
gene level rather than the pathway level.

1.3 Network biology

The networks described thus far (e.g., the interactome and biological path-
ways) all fall within the framework of network biology, the abstraction and
mathematical depiction of relationships between biological entities and/or
concepts [86]. The field concerned with the modelling of pairwise relationships
between objects such as these is formally referred to as graph theory. In
the sections that follow, we introduce key definitions and concepts within
graph theory, as well as network-based methods and their applications in
computational network biology.

1.3.1 Graph theory and definitions

A graph can be defined as G = (V, E), where V is a set of vertices that
represent nodes and E is a set of edges that represent connections between
nodes. Standard data structures to represent graphs are through collections
of adjacency lists or through adjacency matrices. Adjacency list-based rep-
resentations are particularly suited for sparse graphs, though an adjacency
matrix representation may be preferred in cases when a graph is dense, or
for efficient lookup of edge connections between specific vertices. There exist
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several classes of graphs which are typically defined by their edge types, as
described in Table 1 [87–89].

Of the types of molecular interactions described in subsection 1.1.2, PPIs
are typically modelled in undirected graphs, representing symmetric binding
relationships, while metabolic reactions, signalling reactions, and regula-
tory interactions are frequently modelled as causal edges in directed graphs.
Edges in an undirected weighted graph can be used to model the strength
of correlated expression of genes in one type of biological network, termed
co-expression networks [90]. Applications of bipartite graphs can include the
representation of enzyme-reaction links, gene-disease links and drug-target
links [91]. Finally, biological applications of hypergraphs can include the
modelling of metabolic reactions, where many substrates are converted into
many products.

1.3.2 Knowledge graphs

While biological pathways represent the series of interactions that occur
between biological entities and/or constructs which carry out some biological
process, yet another abstraction of biological entities and constructs, either
sequential and/or descriptive, is in what is known as a knowledge graph
(KG). Formally, a KG is a directed, labelled graph in which relations have
labels with logical, well-defined meaning and which graphically structure the
knowledge within a particular domain [92, 93]. In the biological domain, KGs
can be further characterized as modelling heterogeneous relationships (e.g.,
activation, inhibition, methylation) across a wide range of biological scales,
including physical entities (e.g., genes, proteins, and metabolites) and higher
order concepts (e.g., biological processes, phenotypes, and diseases). KGs
can be constructed from several resources, such as databases (e.g., KEGG,
DrugBank [94], STRING), ontologies (e.g., GO), through manual curation of
the literature or through text mining [95, 96].

Applications of KGs typically involve reasoning over a KG to study a
particular hypothesis [97]. For instance, several studies have leveraged KGs
for the prediction of drug-drug [98–103], drug-target [104] and drug-side effect
interactions [105, 106], as well as to infer drug-disease associations [107].
Additional applications have included the discovery of antibiotic resistant
E. coli genes through a KG of antibiotic resistance in E. coli [108], patient
diagnoses and treatment recommendations for clinical support, information
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Graph Definition

Undirected A graph G is undirected if a pair of vertices (u, v) ∈ E

are neighbours with no assigned direction (Figure 4a).

Directed A graph G is directed if vertices in edges are ordered. A

directed edge E = (u,v) is considered to have direction

from u to v (Figure 4b).

Weighted A graph G is weighted if each edge has an associated

weight, generally given by a weight function w : E → R.
Bipartite A graph G is a bipartite graph if V can be partitioned

into 2 sets V 1 and V 2 such that for each edge (u,v) in

E, u ∈ V 1 and v ∈ V 2 or v ∈ V 1 and u ∈ V 2.

Complete A complete graph is an undirected graph where every

pair of vertices is connected by a unique edge.

Directed acyclic A directed acyclic graph is a directed graph which does

not contain cycles.

Hypergraph A graph H is a hypergraph if it contains a set of vertices

V and a set of hyperedges E, where a hyperedge can join

an arbitrary number of vertices, unlike a simple edge

which joins exactly two.

Tree A tree is a type of undirected graph where each pair of

vertices is connected by exactly one simple path.

Table 1: Survey of various graph types.

retrieval from medical reports and the prediction of medication prescriptions
via a KG constructed from electronic medical records [109].

1.3.3 Algorithmic usage of knowledge graphs and net-

works

Various network-based methods have broadly been used for biological appli-
cations. In what follows, we describe some major categories of approaches
and algorithms which have been applied in the biomedical domain.

16



Figure 4: Graph representations and network-based methods. Example design

choices of graph representations include (a) undirected and (b) directed graphs. (c) An

undirected graph illustrating the propagation of scores by a label propagation algorithm,

where nodes with high initial scores are coloured. Over a series of iterations (0-5), the scores

are propagated to neighbouring nodes before reaching convergence. (d) A directed graph

depicting a pathfinding task from a source node (labelled green) to a target node (labelled

purple) through all paths between the two nodes. (e) An undirected graph highlighting a

likely topological community structure, in which nodes within a community have a greater

likelihood of being highly connected, while their connections to other groups are more

sparse. (f) An undirected graph in which specific links (dashed lines) denote additional

possible edges which a link prediction algorithm is tasked with predicting. (c) and (d) have

been adapted from [110] and [111], respectively.

• Label propagation. The principle underlying label propagation is
that nodes in close proximity within a network tend to have community
structure and can share common attributes [110]. On account of this
principle, given a partially labelled graph, a label propagation algorithm
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assigns unlabelled nodes within a network with labels, assuming that the
propagation will subsume nodes within a community. Through several
iterations of the algorithm, known labels are propagated or diffused to
neighbouring nodes within the network (see Figure 4c) [112], which,
if unlabelled, are inferred. Biological applications for label propagation
include protein function prediction (e.g., GeneMANIA [113]), disease
module detection (e.g., HotNet2 [114]) and patient stratification (e.g.,
Similarity Network Fusion (SNF) [115]).

• Pathfinding. The task of pathfinding is concerned with exploring paths
between nodes in a graph. Beginning at some start node, algorithms
for pathfinding traverse along relationships through adjacent nodes for
general exploration, or until an explicit destination is reached [116] (see
Figure 4d). This can be achieved by brute force approaches, such
as breadth-first or depth-first search, through heuristics or dynamic
programming. By incorporating information on node distances and
traversal direction, pathfinding algorithms often search for the most
cost-effective path, such as the optimal shortest path. Within a bio-
logical context, shortest path approaches have been used for various
applications in network medicine. For instance, studies have used short-
est path approaches for drug repurposing (i.e., associating an existing
drug to a disease for which the drug was not previously known to
be therapeutic towards) [117–119] under the premise that drugs that
are structurally similar regulate proteins in close proximity within a
PPI network [120]. By contrast, the problem of finding longer paths
between nodes within a network quickly becomes intractable due to an
exponential increase in the number of possible paths as the number of
nodes increase. Nonetheless, longer paths can also be considered by
constraining them via meta-paths or by leveraging experimental omics
data, as in [111].

• Community detection. Community detection aims at identifying
topological community structure within networks [86]. These communi-
ties represent groups of nodes which have a greater likelihood of being
connected to each other than nodes which are in other groups such
that nodes within a group are densely connected, while their connec-
tions to other groups are sparse [121, 122] (Figure 4e). The study of
communities is especially relevant in a biological context given that, i)
biological networks are typically far too large to examine as a whole
and, ii) a common feature of network communities is that they tend to
correlate with specific biological functions [123, 124]. In one applica-
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tion, using unsupervised Markov clustering [125] on an experimentally
derived proteome interaction network, Huttlin et al. [126] identified
1,300 protein communities corresponding to diverse cellular functions
and 442 communities associated with over 2,000 disease annotations,
shedding light on potential candidate disease genes within the network.

• Disease module detection. Disease module identification represents
a major application within network medicine [127]. In one study, the
authors found that disease-relevant genes for 226 of nearly 300 investi-
gated diseases were significantly more likely to appear in communities
or disease modules [128]. Specifically, the examination of modules
within a network have been used to identify potential, novel disease-
relevant genes as those which are neighbours of known disease genes
in a particular disease module. However, topological community de-
tection algorithms are unable to directly define disease modules and
instead require distinct computational approaches, such as incorporat-
ing omics information or first identifying some disease-related genes
through empirical experimentation (e.g., DIAMOnD approach [129])
[86].

• Link prediction. A link prediction task is concerned with the pre-
diction of new links, or the inference of missing ones, between pairs of
nodes within a network based on existing links and node attributes [130]
(Figure 4f). Algorithms for link prediction can be divided into three
broad categories, specifically those which are similarity-based, machine
learning-based, or probabilistic and statistical models. Of the three,
similarity-based algorithms tends to be the most commonly used class
of link prediction algorithms in network biology, assuming that links
between nodes which are similar or close to each other in a network
have a greater likelihood of occurring [86]. Slightly deviating from
the principle underlying this assumption, Kovács and colleagues [131]
employ a similarity-based method that uses both local and global topo-
logical information to establish whether a link may exist between two
unconnected protein nodes. Here, the authors assert that whether two
proteins interact is determined not by whether they are similar enough
to each other, but rather, whether one of them is similar enough to
the other’s established interaction partners. Link prediction approaches
have also been applied for drug discovery, including predicting novel
or missing links between drugs and their targets, specifically proteins,
diseases and other drugs [132].

19



Machine learning in network biology

Machine learning (ML) is a branch of computer science and artificial in-
telligence (AI) concerned with learning patterns within datasets through
a combination of mathematical rules and statistical assumptions [133]. A
common task in ML can be briefly characterized as follows: i) a dataset of
features across samples is processed, ii) based on a prediction task on the
dataset, an ML approach is selected, iii) the model is trained on the known
input data such that, iv) the trained model is primed to make predictions
on new data. While potential applications of ML abound in network biology,
manual labour and domain expertise are required to extract informative
features from networks as inputs for ML models. In response, the field of Net-
work Representation Learning (NRL) emerged, concerned with the automatic
representation of graph structures in a Euclidean space that circumvented the
need for manual feature engineering [134]. Using various NRL approaches,
graphs could be taken as input and different modes of information within the
graph, such as structural and biological information, could be preserved in a
latent space [135].

The intended output of these approaches depends on the research question
being asked, and can be vector representations at the level of nodes, edges or
entire graphs. An example at the node-level entails learning how each node
in a network can be mapped to a low-dimensional space and representing the
nodes as vectors of d numbers (i.e., embeddings), where similar nodes in a
network are close within the embedding space (e.g., similar nodes in the graph
are embedded closer together) [86]. These node embeddings can subsequently
be used for downstream ML/AI tasks, such as node classification to predict
novel functions of protein nodes in a network. Analogously, edge embeddings
generate low-dimensional vectors of edges within a network and can be used
as feature inputs for tasks including the prediction of novel interactions in
biological networks (Figure 4f). Finally, entire-graph embeddings can also
be learnt for applications such as drug discovery by embedding graphs that
represent entire molecules, and classifying these molecules to identify potential
disease candidates [136]. An example of a graph embedding at the level of
nodes and edges is illustrated in (Figure 5).

Methods which automatically learn to project graph structure into low
dimensional embeddings can include those suitable for homogeneous networks,
such as matrix factorization-based (e.g., Laplacian eigenmaps [137]), random
walk-based (e.g., node2vec [138]) or deep learning-based (e.g., Graph Convo-
lutional Networks [139]), and those suitable for heterogeneous networks (e.g.,
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Figure 5: Node and edge embeddings. Given a KG as an input, learnt embeddings

of nodes and edges within the KG can be used as feature inputs for various downstream

ML/AI tasks, such as node classification, link prediction and node clustering.

KGs), such as semantic matching models (e.g., HolE [140]), translational
distance models (e.g., TransE [141]) and meta-path based methods (e.g.,
metapath2vec [142]) [96, 143]. Biological applications of network embeddings
have variously included the prediction of protein functions [144], drug re-
purposing candidates [145], gene-disease associations [146] and drug-targets
[147], as well as the identification of pathways that mediate drug response
[148] and the identification of polypharmacology side effects [106]. Similarly,
language models in natural language processing (NLP) can be used to project
words into embeddings [149]. For instance, in Balabin et al. (2022), the
authors demonstrated how KG and text embeddings (i.e., word sequences
transformed into vectors) can be combined for more robust predictions on
multiple multi-class classification tasks in biological applications, such as,
predicting the disease context within which a particular relation occurs [150].

1.4 Organization and aims of this thesis

The abundance of biological data that has so far been generated is as valuable
to gaining biological insights as are the techniques used to interpret, contextu-
alize and recognize meaningful patterns within it. A major technique to do so
lies in modelling relationships between measured entities and biological con-
cepts using networks, as in the field of network biology. In this work, we focus
on network representations for the interpretation and contextualization of
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high dimensional biological data, as well as demonstrate how domain-specific
networks and knowledge graphs can be operationalized for algorithmic utility
for various biomedical applications. Specifically, the work in this dissertation
serves to address the three major objectives outlined below, each of which is
the subject of the following chapters of this thesis.

i. Shed light on existing challenges in the interpretation of high dimen-
sional biomedical data and provide solutions to mitigate these challenges
(Chapter 2).

ii. Contextualize transcriptional patterns to reveal complex regulatory cir-
cuits that underlie discrete biological functions (Chapter 3).

iii. Develop network-based algorithms for various biological applications,
including prioritizing drugs for a given indication and disease module
identification (Chapter 4).

In Chapter 2, we first present a comprehensive review of the current literature
on pathway analysis methods that leverage biological pathway knowledge (as
per Section 2.1). Specifically, we introduce and detail the factors that impact
the results of pathway analysis and the interpretation of these results, and
summarize the findings of major comparative studies that have benchmarked
these factors. Of these major factors, in Section 2.2, we particularly focus
on the choice of pathway database and design a series of experiments to
evaluate the impact of this critical factor on the results of pathway enrichment
analysis. In this work, we observed that different databases can indeed yield
disparate results on enrichment analysis and even when the same pathway
is represented in different databases, alternative pathway definitions can
result in its significant enrichment or lack thereof. Finally, in concluding this
chapter, we introduce DecoPath (as per Section 2.3), a web application which
demonstrates how the integration of many pathway resources can consolidate
knowledge surrounding known interactions and be an asset in a pathway
analysis. DecoPath serves to facilitate the interpretation of disparate results,
and illuminate findings from consolidated results for pathway analysis.

Then, in Chapter 3 we present two publications which introduce a specific
class of biological networks in which nodes (genes) are connected depending
on the strength of their correlations. This chapter emphasize the importance
of considering specific contexts into account for the interpretation of biological
data, namely disease context (as per Section 3.1) and additional contexts,
including, cell types, tissues, and cell lines (as per Section 3.2).
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Finally, in Chapter 4, we conclude with two publications that adopt
methods from graph theory for biological applications. Specifically, these
include MultiPaths (as per Section 4.1) and drug2ways (as per Section 4.2).
While MultiPaths focuses on label propagation algorithms for multi-modal
biological networks, drug2ways is an advanced algorithm that has been
developed for pathfinding-based drug discovery and repurposing in knowledge
graphs and complex networks.

These chapters are subsequently followed by a discussion of the themes
presented, challenges faced herein, and possible future directions, serving as a
general conclusion of this thesis.
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CHAPTER 2

Interpreting the results of pathway enrichment

analysis

One of the primary avenues researchers have for the interpretation of high
dimensional biological data is pathway enrichment analysis to investigate the
involvement of particular sets of genes in a given phenotype. In this chapter, we
introduce a series of publications which reveal common challenges associated
with interpreting the results of these analyses and establish techniques to
mitigate these challenges.

2.1 On the influence of several factors on path-

way enrichment analysis

This section presents the following publication (see Appendix A.1):

Sarah Mubeen, Alpha Tom Kodamullil, Martin Hofmann Apitius and
Daniel Domingo Fernández (2022). On the influence of several factors
on pathway enrichment analysis. Briefings in Bioinformatics, 23:3.
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Summary

Among the techniques available for the interpretation of biological data,
pathway enrichment analysis has emerged as one of the more prominent.
The popularity of this type of analysis can be attributed to a more natural
approach in which biological data is interpreted within a system-level context,
guided by literature- and/or expert- based knowledge. Given its widespread
popularity, several hundreds of enrichment methods and pathway databases
have been developed, yet paradoxically, gold standards have noticeably been
lacking.

Nonetheless, the lack of universal, gold standards is not surprising given the
variability conferred by the variety of possible configurations, modular aspects
and interchangeable factors possible when conducting a pathway analysis. For
instance, an experimental dataset can possess different characteristics (e.g.,
varying number of samples or varying degrees of differential expression among
entities from different experimental groups), choosing one pathway database
or gene set collection over another can result in differing pathway definitions
and gene set sizes, and a wide range of enrichment methods (e.g., topology
versus non-topology -based) and configurations (e.g., different gene (i.e., local)
and gene set-level (i.e., global) statistics) are possible. Consequently, these
methods and databases have been investigated in a number of benchmark
studies alongside of various other factors to study the impact they produce
on the results of enrichment analysis.

The publication, On the influence of several factors on pathway enrichment
analysis provides a comprehensive review of the literature on key factors of
pathway analysis and summarizes the results of studies which have evaluated
the influence of these factors. Solutions to mitigate the effect of these factors
and identify possible future benchmarks are also made.

The study finds that in many instances, the results of enrichment analysis
can be ascribed to various factors beyond the intended goal of investigation.
We have reviewed numerous studies which have demonstrated how alterna-
tive experimental designs of such an analysis can lead to different results.
In doing so, we have provided a comprehensive overview of which aspects
a researcher should be cognizant of in conducting an enrichment analysis
and how these can impact results. We have especially focused on a dozen
studies, representing all major comparative studies performed to date which
have collectively benchmarked nearly fifty enrichment methods and/or their
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variants. Summarizing the findings of these studies, we have found severe
inconsistencies across the performance of methods. In some extreme cases,
different methods can go so far as to yield either all gene sets or no gene sets
as significantly enriched on the same dataset and database, highlighting the
importance of the careful consideration of these factors. Nonetheless, despite
the inconsistencies noted, we were able to observe trends across studies with
respect to the performance of methods on several metrics, such as specificity,
sensitivity and prioritization. This revealed some methods do rank higher
than others on a particular metric, although none was found to outperform
all others across all metrics.

We have also critically reviewed several other major factors that can
influence pathway enrichment analysis, including variations in modular aspects
of a typical enrichment analysis, gene set size, and gene set/pathway database
choice, once again finding these to be highly consequential to the overall results.
The choice of reference pathway database is especially significant, given that
the results of an enrichment analysis are determined by the pathways or gene
sets included in the collection. Nonetheless, the choice itself can at times
be arbitrary, selected due to popularity, ease of usage and prior experience.
However, the influence of this factor can be mitigated by integrating multiple
resources into the analysis instead of relying upon a single one for more
comprehensive and less variable results, as we demonstrate in the section that
follows. Finally, we have provided possible solutions to mitigate the outlined
factors, proposed possible future benchmarks, and made recommendations
for researchers to make well-informed decisions when conducting a pathway
analysis.
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2.2 The impact of pathway database choice

on statistical enrichment analysis and pre-

dictive modeling.

This section presents the following publication (see Appendix A.2):

Sarah Mubeen, Charles Tapley Hoyt, André Gemünd, Martin Hof-
mann Apitius, Holger Fröhlich, and Daniel Domingo Fernández. (2019).
The Impact of Pathway Database Choice on Statistical Enrichment
Analysis and Predictive Modeling. Frontiers in Genetics, 10:1203.

Summary

As outlined in the previous section (2.1), there are several factors that influ-
ence the results of pathway enrichment analysis, including the enrichment
method and database choice. While over a dozen benchmark studies have
been conducted to explore the influence of enrichment methods, the choice
of pathway database has received far less attention. In the publication, The
Impact of Pathway Database Choice on Statistical Enrichment Analysis and
Predictive Modeling, we evaluate the effect of database choice on several path-
way enrichment methods and statistical modeling techniques by comparing
the results obtained by three major pathway databases, as well as a merged
representation of the three.

In this work, we first highlighted the rationales researchers often use to
select a particular database for the analysis and interpretation of omics data,
noting that these are often subjective, such as database popularity or previous
experience. In some cases, tools may cater to a specific pathway format,
and implicitly restrict an analysis to a particular database. Consequently,
some databases are vastly over-represented in the literature than others,
though hundreds of pathway resources are available [53]. Here, we focused
on three major pathway databases (i.e., KEGG [36], Reactome [62] and
WikiPathways [63]), given that all three are highly-cited, open-sourced and
well-established. We also retrieved content from these primary databases from
the integrative resource, MSigDB [151], to observe any effects that could be
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attributed to outdated pathways stored in this meta-database. Furthermore,
we generated MPath, an integrative resource containing the set union of
KEGG, Reactome and WikiPathways, in which genesets and interactions of
any pathway found in all three databases were merged. Mappings between
pathways from the databases were established and retrieved from ComPath
[65]. We hypothesized that if a pathway from one database is significantly
enriched in an analysis, its equivalent representation in another database
should presumably be significantly enriched as well. Thus, we aimed to
systematically compare the results yielded by one resource over another.

We designed a series of experiments employing RNA-seq gene expression
data from The Cancer Genome Atlas (TCGA) [152] for breast, kidney, liver,
prostate and ovarian cancer. We subsequently designed a benchmarking
schema using multiple enrichment methods to empirically test the use of one
database over another on results. We chose methods that represented each
of three generations of pathway enrichment methods, including (i) Fisher’s
exact test [153] for over-representation analysis (ORA), (ii) GSEA [84] as
a functional class scoring (FCS) method and, (iii) SPIA [154] as a pathway
topology (PT)-based method, as well as ssGSEA [155], a single-sample FCS
enrichment method. Finally, we benchmarked the performance of different
pathway resources with regard to multiple machine learning tasks, specifically,
the prediction of tumor vs. normal samples, tumor subtypes and overall
survival.

We found that choosing one database over another has tremendous in-
fluence on the results of enrichment analysis, given their minimum overlap
in terms of equivalent pathways [66]. We observed that different databases
can yield disparate results on enrichment analysis and statistical modeling,
even when the same pathway is represented in different databases, albeit with
slightly altered gene sets and/or pathway topologies. For instance, we found
that a pathway in one database may be significantly enriched for a particular
dataset, but its equivalent representation in another database may not be.
Similarly, a pathway could be over-expressed in results for an analysis con-
ducted on one database, and under-expressed in results for another. Finally,
we found that integrative resources which combine databases or relying upon
multiple databases as opposed to a single one can be key to finding both
biologically meaningful and consistent results. Ultimately, this benchmark
study represents the first major attempt to shed light on the importance
of database selection on pathway analysis and take a step towards more
meaningful results.
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2.3 DecoPath: a web application for decoding

pathway enrichment analysis

This section presents the following publication (see Appendix A.3):

Sarah Mubeen, Vinay Srinivas Bharadhwaj, Alpha Tom Kodamullil,
Yojana Gadiya, Martin Hofmann Apitius and Daniel Domingo Fernández
(2021). DecoPath: A Web Application for Decoding Pathway Enrich-
ment Analysis. NAR Genomics and Bioinformatics, 3(3): lqab087.

Summary

In the publication described in Section 2.1, we reviewed the major factors
that the results of an enrichment analysis can hinge upon. We found that
while several major comparative studies on various aspects of enrichment
analysis have been conducted, such as the enrichment method, an oft-neglected
yet crucial factor has remained the choice of pathway database. Then, in
the work described in the preceding section (2.2), we identified significant
effects on enrichment results owing to this factor. Until this publication, a
comprehensive benchmark with objective evaluations on the impact of this
factor was lacking, although some database selection guidelines could be
found.

The findings from our previous benchmark study prompted us to develop
a platform which allows users to easily identify differences in the results
of enrichment analysis arising from the use of different resources. In the
publication, DecoPath: A Web Application for Decoding Pathway Enrichment
Analysis, we describe a novel web application, DecoPath, that can be used
to identify exactly where differences lie when using one pathway database
over another by comparing the results generated across databases. DecoPath
allows researchers to conduct enrichment analysis using multiple enrichment
methods and individual pathway databases as well as a merged representation.
Built-in features, such as interactive visualizations, assist users in interpreting
and gauging the reproducibility of their results.

Using the DecoPath ecosystem, researchers can run an enrichment analysis
using the over representation analysis (ORA) or gene set enrichment analysis
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(GSEA) ([84]) methods. Alternatively, researchers can upload the results
of an analysis that have been performed on similar enrichment methods.
DecoPath includes four major pathway databases (KEGG [36], PathBank
[64], Reactome [62] and WikiPathways [63]) for pathway gene sets for which
pathway mappings have already been established such that any equivalent
pathway across the databases is noted as such. Once users have run an
analysis to obtain results or alternatively, uploaded the results of an analysis,
these results can be explored through custom visualizations from large-scale
down to fine granular levels.

For a global overview of pathway analysis results, we created a path-
way hierarchy in which pathways are organized into major categories (e.g.,
metabolism, immune system, signalling and disease pathways). The hierarchy
itself is a directed acyclic graph with a maximum depth of four and contains
pathways with either is part of or equivalent to relations types. In total, the
hierarchy comprises of 644 pathways from the KEGG [36], PathBank [64],
Reactome [62] and WikiPathways [63] databases. The pathway hierarchy
can be viewed in the interactive hierarchical view visualization of equivalent
pathways across databases. Here, researchers can visualize and explore nested
pathways across multiple databases that either are or are not interesting to
the phenotype under investigation.

At an intermediate level, individual pathways which are equivalent across
database can be assessed to reveal the degree of consensus and/or discrepancies
of the results of enrichment analysis across databases at the pathway level
in the consensus page visualization. This visualization displays both the
normalized enrichment score and whether the pathway is significantly enriched
according to a user-defined significance cut-off for GSEA and exclusively the
latter for ORA. In some cases, we found that an equivalent pathway across
databases was significant in one database but not in another. Users can explore
why that may be the case by conducting a gene-level analysis in parallel. At
this deepest level of analysis, the contribution of individual genes within a
given pathway can be studied to further facilitate the interpretation of results.
This interactive visualization illustrates the overlap of genes for equivalent
pathways to identify which genes are responsible for any contradictions
observed in the results of enrichment analysis.

In conclusion, choosing one database over another can impact the results of
enrichment analysis. By comparing the results obtained with multiple pathway
databases, researchers acquire a broader, more comprehensive overview of
the phenotype under study than if one were to rely upon a single database.
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By investigating differences at the level of individual genes, one can also
observe how alternative pathway definitions can determine whether or not a
pathway is considered significantly enriched. Furthermore, such a gene-level
analysis can also help to identify heavily annotated genes that contribute
to non-specific enrichment results. One possible solution to the problem
of non-specific results lies in drawing pathway boundaries such that these
boundaries reduce redundancy across gene sets. In the following chapter,
we introduce other modes of biological networks derived from data that can
help guide functional network definitions instead of relying upon arbitrary
pathway declarations.

Authors’ contributions

Sarah Mubeen implemented the web application and analyzed the data
with help from Vinay Srinivas Bharadhwaj and Daniel Domingo Fernández.
Yojana Gadiya, Sarah Mubeen, and Daniel Domingo Fernández curated the
pathway mappings. Sarah Mubeen and Daniel Domingo Fernández wrote the
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CHAPTER 3

Revealing context-specific expression patterns

through integrated biological networks

In this chapter, we present two publications which collectively investigate
the expression patterns of genes across several contexts and conditions by
leveraging various types of biological networks.

3.1 Towards a global investigation of tran-

scriptomic signatures through co-expression

networks and pathway knowledge for the

identification of disease mechanisms

This section presents the following publication (see Appendix A.4):

Rebeca Queiroz Figueiredo, Tamara Raschka, Alpha Tom Kodamullil,
Martin Hofmann Apitius, Sarah Mubeen† and Daniel Domingo Fernández†

(2021). Towards a global investigation of transcriptomic signatures
through co-expression networks and pathway knowledge for the identifi-
cation of disease mechanisms. Nucleic acid research, 49(14): 7939–7953.

† Joint last authors
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Summary

In this section and the one that follows, we introduce a specific class of
biological networks in which nodes are connected depending on the strength
of their correlations. These networks, termed gene co-expression networks,
are often used for the analysis of experimental datasets as they allow for the
simultaneous analysis of thousands of genes and facilitate the deciphering of
gene expression patterns across multiple conditions.

In the publication, Towards a global investigation of transcriptomic sig-
natures through co-expression networks and pathway knowledge for the iden-
tification of disease mechanisms, we identified nearly 4,500 disease-specific
transcriptomic datasets from ArrayExpress which were filtered to retain
datasets for patient-level data as well as control samples. Datasets which in-
vestigated the same or similar disease were grouped together under a common
label. This resulted in the categorization of 38,621 samples from 469 datasets
to 63 distinct diseases and one control group. Following batch correction to
remove dataset specific effects and mapping of probes to genes, for patients
samples for datasets categorized into each of the 63 diseases and their control
samples, the transcriptomic data was then used to construct co-expression
networks which represented the strongest gene-gene correlations in each of
the different diseases and the normal group. These networks could be broadly
grouped into ten distinct disease categories, including diseases of the cardio-
vascular, immune, gastrointestinal, respiratory, reproductive, nervous and
musculoskeletal systems, as well as cancers, cognitive disorders, infectious
diseases and others. Concurrently, we generated a human protein-protein
interactome network containing nearly 200,000 interactions between approxi-
mately 8,600 protein-coding genes. Protein-protein interactions (PPIs) in this
network were gathered from several resources, including multiple pathway
databases.

The systematic nature of this work allowed us to investigate global expres-
sion patterns in hundreds of experimental datasets in a joint, knowledge- and
data- driven manner. By constructing disease-specific co-expression networks
from transcriptomic datasets and using a PPI network as a template, we were
able to contextualize co-expression patterns that emerged across conditions.
We conducted three different analyses of the co-expression networks, specifi-
cally at the node, edge and pathway levels, each of which was complemented
by a parallel investigation of a PPI network. Firstly, we identified unique and
common proteins across diseases in a node-level analysis and evaluated their

34



consistency against nodes from the PPI network as a proxy for their coverage
in the scientific literature. In addition, we performed two subsequent analyses
assuming that when a given pathway is relevant to a disease, the genes in
the pathway will also tend to be strongly correlated in the disease-specific
co-expression networks. Secondly, in an edge-level analysis, we studied the
presence of common disease-specific correlations within the PPI network.
Thirdly, in a pathway-level analysis, we explored the consensus and/or dis-
agreements between connections in the disease specific co-expression networks
and known PPIs in biological pathways.

Finally, having identified disease networks with a high similarity to specific
pathways, we conducted a case study where we focused on a particular disease
(i.e., schizophrenia) and an associated pathway (long-term potentiation (LTP)).
We superimposed the co-expression network for schizophrenia with the LTP
pathway, finding several edges in common. We also found that the vast
majority of proteins in the LTP pathway were correlated in the co-expression
network, illustrating that correlated proteins did tend towards involvement
in the same biological process.

In conclusion, through this work, we demonstrate that when gene co-
expression networks are superimposed with a protein protein interaction
(PPI) network and pathway knowledge, one can connect the transcriptome
with the proteome and contextualize gene co-expression patterns with prior,
literature-based knowledge. Using a combined knowledge- and data- driven
approach, we show how insights can be gained on common and unique
mechanisms that underlie disease pathophysiology.

Authors’ contributions

Daniel Domingo Fernández and Sarah Mubeen designed and supervised the
study. Tamara Raschka implemented the pipeline to download, process
and categorize the gene expression datasets. Rebeca Queiroz Figueiredo
and Tamara Raschka generated the co-expression networks for each group.
Sarah Mubeen and Daniel Domingo Fernández generated the interactome
network. Rebeca Queiroz Figueiredo performed the analyses. Rebeca Queiroz
Figueiredo, Tamara Raschka, Sarah Mubeen and Daniel Domingo Fernández
interpreted the results. Rebeca Queiroz Figueiredo, Tamara Raschka, Sarah
Mubeen and Daniel Domingo Fernández wrote the manuscript. Martin
Hofmann Apitius conceived the original idea.
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3.2 Elucidating gene expression patterns across

multiple biological contexts through a large-

scale investigation of transcriptomic datasets

This section presents the following publication (see Appendix A.5):

Rebeca Queiroz Figueiredo, Sara Dı́az del Ser, Tamara Raschka, Martin
Hofmann Apitius, Alpha Tom Kodamullil, Sarah Mubeen† and Daniel
Domingo Fernández† (2022). Elucidating gene expression patterns
across multiple biological contexts through a large-scale investigation of
transcriptomic datasets. BMC Bioinformatics, 23(1).

† Joint last authors

Summary

Gene expression profiling enables the measurement of transcripts which are
relevant to a certain condition or context, such as a cell. Patterns of genes
expressed at the transcript level can be graphically organized into gene co-
expression networks, where genes with correlated expression activity are
connected. This sort of modelling is done under the premise that sets of genes
involved in a specific biological process have similar patterns of expression.

In the previous section, we described a systematic approach for the study
of disease-specific experimental datasets, identifying disease mechanisms
through the integration of co-expression networks and pathway knowledge.
Gene expression patterns are also observable in various other contexts, such
as those responsible for normal physiology. Indeed, context-specific expression
is often responsible for the diversity of functions and characterizations of
cell types and tissues, each with their unique specializations. For instance,
previous studies [156–158] have analyzed gene expression patters at the cell
and tissue level, finding significant cell and tissue type-specific expression
signatures which aid in understanding human biology.
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In the publication, Elucidating gene expression patterns across multiple bi-
ological contexts through a large-scale investigation of transcriptomic datasets
we expanded the scope of our analysis to include multiple additional contexts
beyond diseases, namely, cell types, tissues, and cell lines. Our work demon-
strates a hybrid approach for the analysis of experimental data to discern
which signatures of co-expression networks may be of particular significance
to a certain cell or condition and which are constant across them.

Together with the preceding publication, we have presented a large-scale
investigation of gene expression patterns across multiple biological contexts.
While the previous section focused on characterizing transcriptomic signatures
pertaining to disease-specific co-expression networks, the work done here was
concerned with multiple contexts within a normal physiological state. In
order to develop an overview of context-specific patterns that give rise to
distinct biological processes, we collected over 600 experimental datasets and
categorized them into nearly 100 sub-categories in one of the three studied
contexts: cell types, tissues and cell lines. Examples of tissue types included as
sub-categories were blood, kidney, liver, brain, lung and breast. Examples of
cell types included dendritic cells, neurons, hepatocytes, stem cells, peripheral
blood mononuclear cells, as well as its more specific cell types including
monocytes, T cells, and lymphocytes. Finally, cell lines included those from
breast cancer (e.g., MCF7 and SKBR3 cells), cervical cancer (HeLa cells),
lung cancer (A549 and NCI-H1299 cells) and liver cancer (Huh7 and Hep G2
cells) amongst others.

Following the same procedure as the one presented in the preceding section
(3.1), we retained only the strongest pairwise correlations between genes and
constructed co-expression networks on which, analogous to section (3.1), we
conducted a series of analyses at the node, pathway and network levels.

By once again leveraging a human protein-protein interaction network as
a referential template, node level analyses identified nodes which were most
common across contexts and their sub-categories and those which were already
described in the literature. Pathway and network based analyses relied upon
the PPI network to map observed correlations within the experimental data
to pathway knowledge embedded in the PPI network. In the network-based
analyses, we observed that the strongest correlations tended to correspond
with PPIs more than expected by chance. We thus envision researchers
can generate novel hypotheses of additional interactions in the PPI network
from the gene-gene correlations present in the co-expression networks. In a
similar manner, we also posit that the systematic overlay of pathways, context-
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specific PPIs and co-expression networks generated for different contexts can
help to re-define pathways by incorporating transcriptomic measurements.
Another major findings of this work was that we were able to highlight that
co-expression networks for bulk tissue can be inadequate in characterizing
underlying cellular composition, emphasizing the importance of single-cell
studies. Finally, in order to explore the networks generated in this work, we
have made our findings freely available in a web application, along with data
and scripts.

Authors’ contributions

Daniel Domingo Fernández and Sarah Mubeen conceived and designed the
study. Rebeca Queiroz Figueiredo and Tamara Raschka processed the tran-
scriptomic datasets. Rebeca Queiroz Figueiredo implemented the methodology
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Fernández. Sara Dı́az del Ser implemented the web application. Rebeca
Queiroz Figueiredo, Sarah Mubeen, and Daniel Domingo Fernández wrote the
manuscript. Alpha Tom Kodamullil and Martin Hofmann Apitius reviewed
the manuscript.
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CHAPTER 4

Network-based algorithms for biological

applications

The representation and organization of biological data in a network form can
not only be far more intuitive for visual understanding, it can also facilitate
the use of network-based methods for applications in computational network
biology. In this chapter, we present network-based algorithms which leverage
the relationships encoded within biological networks for various biomedical
applications, such as drug discovery and gene function prediction.

4.1 MultiPaths: a Python framework for ana-

lyzing multi-layer biological networks us-

ing diffusion algorithms

This section presents the following publication (see Appendix A.6):

Josep Maŕın Llaó, Sarah Mubeen, Alexandre Perera Lluna, Martin Hof-
mann Apitius, Sergio Picart Armada, and Daniel Domingo Fernández.
(2021). MultiPaths: a Python framework for analyzing multi-layer
biological networks using diffusion algorithms. Bioinformatics, 37(1):
137-139.
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Summary

Biological networks, such as pathways and biomedical knowledge graphs, serve
as powerful paradigms to integrate and explain omics data. This is especially
the case when these graphs are operationalized for algorithmic utility for
various applications in biomedicine, leveraging algorithms used in domains as
diverse as social networks, communication networks and networks of neural
connections within the brain, amongst others. One particular algorithm, label
propagation or network diffusion, is especially distinguished by its capacity
to account for global network structure, finding uses in various biological
applications, as described earlier in Section 1.3.3.

This algorithm relies upon the principle that genes within close proximity
in a network tend to share common characteristics, such as their involvement in
a particular biological process [110]. Under this assumption, network diffusion
uses biological networks as powerful yet simplistic computational models for
abstracting molecular interactions and associations. When the nodes of the
network are superimposed with some prior knowledge or abstract label, a
diffusion algorithm can diffuse or propagate a signal to neighbouring nodes,
which can be inferred if they are unlabelled. Though numerous algorithms for
diffusion exist, software to enable researchers to implement these algorithms
are limited by the number of diffusion algorithms and biological databases
they provide. In order to address these limitations, we have developed a
framework to conduct network diffusion on biological networks.

The publication, MultiPaths: a Python framework for analyzing multi-
layer biological networks using diffusion algorithms, presents MultiPaths, an
ecosystem consisting of two Python packages for the analysis of biological
networks. The first of the two packages, DiffuPy, implements several diffusion
algorithms which are applicable to any generic network. Scoring schemes for
propagating a label vector on a network are determined by a graph kernel
which defines how the propagation behaves and spreads, how the input labels
are codified and possible subsequent statistical normalization. The selection
of one kernel or the use of one codification schema over another can lead to
differences in results. Thus, DiffuPy provides a collection of five graph kernels,
including the regularized Laplacian kernel, a matrix representation of a graph
commonly used for diffusion [110]. Additionally, different diffusion methods
can differ in how they codify positive (e.g., up-regulated entity), negative
(e.g., down-regulated entity) and unlabelled (e.g., unmeasured entity) entities.
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The second package offered by MultiPaths, DiffuPath, connects these
algorithms to several multi-modal biological networks, thus, facilitating their
utility in the scientific community. Specifically, the generic label propagation
algorithms from DiffuPy can be applied to several biological networks we
have made available in DiffuPath. These include biological networks encoded
in various formats, including Simple Interaction Format (SIF) and Biological
Expression Language (BEL) [70]. We provide three pathway databases (i.e.,
(KEGG [36], Reactome [62] and WikiPathways [63]) as well biological networks
from several additional databases. These include disease-disease associations
[128], DrugBank [94] for drug-target interactions, HSDN [159] for associations
between diseases and symptoms, miRTarBase [160] for Interactions between
miRNA and their targets, SIDER [161] for associations between drugs and
side effects and Gene Ontology [95] for a hierarchy of tens of thousands of
biological processes. Moreover, we created predefined collections so users
can download pre-calculated kernels for sets of networks that represent inte-
grated biological databases. These include an integrated representation of
the three pathway databases, encompassing -omics modalities and biologi-
cal processes/pathways [66], the merged representation and DrugBank [94],
encompassing -omics modalities and biological processes/pathways with a
strong focus on drug/chemical interactions and the merged representation and
MirTarBase [160], encompassing -omics modalities and biological processes/
pathways enriched with miRNAs.

Finally, this work has outlined several case scenarios conducted on multiple
pathway networks, including the merged network representation, using multi-
omics datasets. Specifically, we found that the merged multimodal network
resulted in greater coverage of entities when compared to a network from
any single resource, leading to improved performance metrics for diffusion
algorithms in correctly identifying genes, metabolites and miRNAs. The
results of these case scenarios highlight the following: i) the capacity of
networks to accommodate heterogeneous data modalities, and ii) larger and
more comprehensive networks generated from the combination of multiple
resources yield better results compared with networks derived from individual
ones.

Authors’ contributions

Josep Maŕın Llaó implemented the methodology with assistance from Daniel
Domingo Fernández and Sarah Mubeen. Sarah Mubeen created the networks

41



and network collections. Daniel Domingo Fernández, Josep Maŕın Llaó, Sergio
Picart Armada and Sarah Mubeen performed the formal analyses. Sarah
Mubeen, Daniel Domingo Fernández, Sergio Picart Armada and Josep Maŕın
Llaó wrote the manuscript. Daniel Domingo Fernández conceived, designed
and supervised the study.

4.2 Drug2ways: reasoning over causal paths

in biological networks for drug discovery

This section presents the following publication (see Appendix A.7):

Daniel Rivas Barragan, Sarah Mubeen, Francesc Guim Bernat, Martin
Hofmann Apitius, and Daniel Domingo Fernández (2020). Drug2ways:
Reasoning over causal paths in biological networks for drug discovery.
PLOS Computational Biology, 16(12): e1008464.

Summary

In the previous section, we introduced a class of algorithms which simulate the
flow or diffusion of information through a partially labelled network to make
inferences on unlabelled nodes for numerous applications, such as protein
function prediction and drug target characterization. Diffusion algorithms
heavily rely on the premise of network proximity, taking into account direct
as well as distant neighbours. These algorithms are particularly powerful
as they consider all possible paths between nodes within a network. Given
the efficacy of this approach, in this section, we explored the prospect of
leveraging the ensemble of paths between nodes for the especially challenging
task of drug discovery, where both the high cost and attrition rate of the
traditional approach to drug development impede the approval of novel as
well as existing drugs for indications.

Oftentimes, given the small-world property of most biological networks
and the computational complexity associated with exploring distant paths,
pathfinding approaches in network-based drug discovery tend to be limited to
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calculating cost-effective paths, such as shortest paths, between a drug and
disease or disease phenotype. As outlined in Section 1.3.3, recent approaches
in biomedicine have tended to focus on these shortest paths within a network,
or drug discovery within discrete neighbourhoods of disease module sub-
graphs [162]. However, therapeutic targets of a drug may not necessarily be
located exclusively within close proximity to nodes which are relevant to a
disease concept (e.g., disease-relevant gene). Rather, the ensemble of paths
between a drug target and disease-relevant node may determine whether a
drug could potentially be therapeutic for a disease.

In the publication Drug2ways: Reasoning over causal paths in biological
networks for drug discovery, we introduce drug2ways, which, to our knowl-
edge, is the first algorithm to traverse through all possible paths between
pairs of nodes within a network for applications in drug discovery and drug
repurposing.

Leveraging multi-modal causal networks, the drug2ways algorithm tra-
verses along all causal paths between drug and disease nodes below a maximum
length. A maximum length constraint was applied on the paths as exceedingly
long paths and cycles can make the problem of calculating all paths intractable.
We next defined the cumulative effect of a given drug on a disease-relevant
node as the product of the effect of each individual intermediate node. The
effect could be +1 or -1 depending on whether an entity activated or inhibited
its neighbouring entity along the directed, causal path. Finally, drug-disease
pairs whose ensemble of paths resulted in the reversal of the disease phenotype
are then proposed as potential candidates. For instance, if the cumulative
effect of a drug on a disease-relevant node was that of inhibition as a greater
proportion of paths between the nodes below a given length were inhibitory,
then the drug would be proposed by the algorithm as as potential therapeutic
candidate for the disease and promising for further investigation.

To demonstrate drug2ways, we applied the algorithm on two distinct
causal networks containing directed relationships between drugs, proteins,
diseases and phenotypes. By obtaining a list of drug-disease pairs in clinical
trials and mapping these to pairs within the two networks, we sought to
validate our approach by testing drug2ways’ ability to recover drug-disease
pairs investigated in clinical trials among the top-ranked pairs proposed by the
algorithm. The drug-disease pairs prioritized by drug2ways contained a large
proportion of clinically investigated pairs and significantly outperformed both
baseline and permuted networks, demonstrating the utility of the algorithm
for applications in drug discovery and repurposing. Moreover, we presented
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case scenarios in which the algorithm was also used to propose drug candidates
that could simultaneously be used to optimize multiple targets (i.e., one drug
with several disease and/or phenotypic targets), as well as drug candidates
that could be used together in combination therapies. Finally, drug2ways
is efficiently implemented in Python and freely available to the scientific
community as a software package.

Authors’ contributions

Daniel Rivas Barragan and Daniel Domingo Fernández implemented the
methodology. Sarah Mubeen and Daniel Domingo Fernández generated the
knowledge graphs for validation. Sarah Mubeen, Daniel Domingo Fernández,
and Daniel Rivas Barragan performed the formal analyses. Sarah Mubeen,
Daniel Domingo Fernández and Daniel Rivas Barragan wrote the manuscript.
Daniel Domingo Fernández conceived, designed and supervised the study.
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CHAPTER 5

Conclusion and outlook

In recent years, advanced technologies have led to the accumulation of vast
quantities of biological data, in turn culminating in the paradoxical challenge of
trying to ascertain how exactly each of these individual measured components
fit together. By itself, this data is far too complex to interpret and meaningful
patterns are essentially hidden from plain view. Moreover, many entities are
engaged in complex interactions across biological scales that are overlooked
in single omic experiments.

This dissertation has endeavoured to build a comprehensive picture of
the mechanisms underlying normal and aberrant biological functioning by
focusing on networks of interacting molecules across scales as the fundamental
unit of study in lieu of individual molecules. Firstly, this has entailed bringing
to light problems associated with pathway analysis for the interpretation of
biological data and providing solutions to tackle these problems (Chapter
2). Moreover, we have integrated interaction data dispersed across heteroge-
neous resources towards building more complete biological networks which
we use in several applications presented in this dissertation. Secondly, we
have complemented the analysis of gene expression data with protein-protein
interaction networks as a potential avenue to generate hypotheses of novel,
context-specific links and to re-define pathway boundaries by leveraging
transcriptomic measurements (Chapter 3). Thirdly, we operationalize biolog-
ical networks for label propagation algorithms and for a novel pathfinding
algorithm we have implemented for biomedical applications (Chapter 4).

The publications presented in Chapter 2 were primarily concerned with
pathway analysis techniques that leverage pathway knowledge for the inter-
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pretation of high throughput data. Here, we demonstrated that despite the
value of pathway enrichment analysis, various avenues to conduct such an
experiment can lead to substantial variability in results. This variability can
stem from various factors, such as interchangeable modular components, the
choice of pathway database or gene set collection, as well as distinct features
of different experimental datasets. These and other factors were the subject
of the review presented in Section 2.1. We especially focused on, i) supporting
researchers in designing an experimental setup for this oft-used analysis which
best reflects the research question at hand and, ii) advising researchers to
bear in mind that modifications to the analysis can lead to varying results and
interpretations, some of which may be inconsequential at best, and misleading
at worst.

Then, in Section 2.2 and 2.3, we identified and tackled the problem of
one major factor that contributes to variable results in pathway enrichment
analysis, specifically, pathway database choice. In a benchmark study, we
illustrated the critical importance of the careful consideration of this factor,
demonstrating how different databases can yield disparate results. We also
took a major step in consolidating several pathway databases such that re-
searchers can simultaneously conduct multiple pathway analyses with different
gene set collections and evaluate how results compare using the DecoPath
web application we developed. Finally, we built an ontology which maps
several pathway databases together, making it possible to investigate how
alternative definitions of the same pathway can lead to differing results.

While the association of genes and pathways to a phenotype is a valuable
insight, this sort of analysis serves as just one component of a much broader
investigation of experimental data. In Chapter 3, we presented two publica-
tions aimed at contextualizing transcriptional patterns through a large-scale
investigation of context-specific datasets. By charting gene expression pat-
terns, we aimed at better understanding the pathophysiological mechanisms
that lead to diseases or elucidate patterns which vary across different contexts.
Specifically, publications presented in Sections 3.1 and 3.2 have explored four
biological contexts: i) diseases, ii) tissues, iii) cell types, and iv) cell lines.

Across each of these contexts, we sought to divulge which patterns are
uniquely characteristic to a given context, and which are recurrent across them.
Furthermore, we sought to determine the degree to which edges in context-
specific gene co-expression networks overlapped with known interactions in
pathway and interaction databases. This was a challenging task given the
constraints in overlaying these two disparate network types, and given that
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up to 55% of protein interactions in PPI databases can be context-specific
or transient [49]. Nonetheless, we were still able to highlight pathways
that were highly similar to relevant context-specific networks. Finally, by
deconstructing the patterns of each independent network, we endeavoured
to shed light on biases and confounds which can occur due to overlapping
contexts in experimental datasets, such as different compositions of cell types
in tissues or diseases.

Finally, in Chapter 4, we demonstrated how abstracting biological data
as networks can make them amenable to network-based algorithms to ask
questions such as, which genes with as of yet unknown or obscure functions
could be associated with a given biological process, or which active modules
or communities might be relevant to a particular disease. In Section 4.1, we
introduced MultiPaths, a Python framework which provides implementations
of several network diffusion algorithms for the analysis of multimodal biological
networks. In line with the work presented in Section 2.2, case scenarios
conducted in this publication revealed that larger and more comprehensive
networks generated by consolidating multiple heterogeneous resources can be
more robust for analyses than individual ones.

Next, in Section 4.2, we presented drug2ways, a novel pathfinding algo-
rithm which explores all paths between pairs of nodes in multimodal networks
for drug discovery. Here, we hypothesized that a network-based approach
which considers the ensemble of paths between drug and disease-relevant
nodes within a network is more intuitive and biologically meaningful than
similar pathfinding approaches for drug discovery that leverage network prox-
imity methods (e.g., shortest paths). Using drug-disease pairs in clinical trials,
we were able to validate our approach, finding that the top drug-disease pairs
prioritized by drug2ways included a large proportion of clinically investigated
ones.

As biological networks have become more and more widely used to orga-
nize and formalize biological data, their infrastructure to enable algorithmic
utility has also become more robust. Nonetheless, the inherent complexity of
biological systems, the transient and context-specific nature of interactions,
obstacles with regards to data availability and interoperability, and a static
overview that is intended to explain what is fundamentally a dynamic system,
are all major limitations which remain to be addressed.
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5.1 Future outlook

We foresee several future directions for the work that has been presented in this
dissertation. One of the most pressing matters in relying upon pathways and
networks for biological insights and biomedical applications is grappling with
what is largely an incomplete picture of multimodal biomolecular interactions.
These gaps in knowledge hold ramifications for our ability to piece together
the mechanisms governing the biological processes we seek to investigate.
Thus, first and foremost, we envisage the elucidation of more complete
interactomes, in parallel to greater interoperability across heterogeneous
resources which house their interactions. Nonetheless, recent advances in
network biology are progressively seeing the development of more holistic,
detailed and multi-modal networks constructed from heterogeneous resources,
such as the PrimeKG to support precision medicine [163]. We anticipate
future work will also expand and increasingly rely upon mappings across
pathway databases, while the mappings we have created (see Section 2.3) can
lay the foundation for a larger and more inclusive pathway ontology.

Within the context of this work, the addition of further pathway databases
and mappings can facilitate pathway analysis by enabling a much broader
coverage of pathway knowledge. More complete interactomes can also increase
the capabilities of network-based algorithms to generate better predictions
given that gaps in knowledge limit our abilities to accurately model biological
mechanisms. Similarly, knowledge of all biomolecular interactions is crucial
for applications which benefit from complementing knowledge and data-
driven approaches, for example overlaying multi-omic measurements with
pathway knowledge or interaction networks for drug discovery. However,
methodologies that integrate high dimensional data can be noisy and complex
(e.g., a genomics experiment can generate over 1 terabyte (TB) of data in a
single run [164]). Moreover, techniques that model such data, can be fraught
with challenges that occur from seemingly finding meaningful patterns in
the data, but which are instead confounding factors and basal levels of gene
expression.

Despite these challenges, future work focused on more granular investiga-
tions of co-expression data, such as single cell experiments, and the expansion
to other contexts (e.g., species), can further help to differentiate between
recurring and unique patterns. Additional lines of work that are crucial to
understanding cellular functioning are considerations for not only individual
cells, but also their local neighbourhood context. In particular, this can entail
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analyzing cell-cell interactions using the techniques presented in Chapter 3
that leverage PPI networks, pathway knowledge and data-driven co-expression
networks, specifically from single-cell datasets. By taking gene expression
measurements of secreted extracellular proteins and their membrane-bound
receptor proteins, and overlaying these with PPI networks, sub-graphs of their
local neighbourhoods that model intercellular signalling can be generated,
especially for applications in medicinal biology. Finally, incorporating tempo-
ral dimensions using longitudinal data [165] and quantitative and dynamic
modelling [166] represent some of the next major frontiers in network biology.
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Appendix

A.1 On the influence of several factors on

pathway enrichment analysis

Reprinted with permission from “Mubeen S., Kodamullil A.T., Hofmann-
Apitius M., and Domingo-Fernández D. (2022). On the influence of several
factors on pathway enrichment analysis Briefings in Bioinformatics, 23(3)”.
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Abstract

Pathway enrichment analysis has become a widely used knowledge-based approach for the interpretation of biomedical data. Its
popularity has led to an explosion of both enrichment methods and pathway databases. While the elegance of pathway enrichment
lies in its simplicity, multiple factors can impact the results of such an analysis, which may not be accounted for. Researchers may
fail to give influential aspects their due, resorting instead to popular methods and gene set collections, or default settings. Despite
ongoing efforts to establish set guidelines, meaningful results are still hampered by a lack of consensus or gold standards around
how enrichment analysis should be conducted. Nonetheless, such concerns have prompted a series of benchmark studies specifically
focused on evaluating the influence of various factors on pathway enrichment results. In this review, we organize and summarize
the findings of these benchmarks to provide a comprehensive overview on the influence of these factors. Our work covers a broad
spectrum of factors, spanning from methodological assumptions to those related to prior biological knowledge, such as pathway
definitions and database choice. In doing so, we aim to shed light on how these aspects can lead to insignificant, uninteresting or
even contradictory results. Finally, we conclude the review by proposing future benchmarks as well as solutions to overcome some of
the challenges, which originate from the outlined factors.

Keywords: pathway enrichment, gene set analysis, pathway database, omics data, benchmark, gene set collection

Introduction
Pathway enrichment analysis has become one of the
foremost methods for the interpretation of biological
data as it facilitates the reduction of high-dimensional
information to just a handful of biological processes
underlying specific phenotypes. Over the last decade,
the popularity of pathway enrichment analysis has led
to the development of numerous different methods
that can be categorized into three generations: (i)
over-representation analysis (ORA), (ii) functional class
scoring (FCS) and (ii) pathway topology (PT)-based, each
of which adds an increasing layer of complexity to the
analysis [1]. ORA, the first of the three, refers to a class
of methods designed to identify gene sets that share
a larger number of genes in common with a list of
differentially expressed genes (DEGs) than would be
expected by chance. Given a list of DEGs, a gene set
and their complements, a statistical test is conducted

to assess whether DEGs are over-represented in the
gene set. Though simple to conduct, ORA methods
rely upon arbitrary, and at times harsh, cutoffs to
determine what constitutes a DEG. To remedy this
problem, FCS methods test whether genes of a gene
set have coordinated activity with the phenotype under
study by using metrics to assign differential expression
scores to each gene in the experiment. Genes are then
ranked by their scores, which are subsequently used
to calculate gene set scores and determine gene sets
that are interesting in some statistically significant way.
Finally, PT-based approaches build upon the latter class
of methods and are characterized as additionally taking
PT information into account, rather than solely relying
upon gene sets, which lack interaction information. Thus,
a formal distinction can be made between gene sets
and pathways. Specifically, a gene set refers to a set of
unranked genes which can be variously grouped, such
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as by their membership within a biological pathway or
chromosomal position, while a pathway refers to a set of
genes as well as any pairwise interactions between them.
While the simplicity and accessibility of enrichment
methods have been the main drivers to their widespread
adoption by the community, the broad pool of methods
at hand and the lack of gold standards pose a challenge
in evaluating the variability of enrichment results.
Consequently, several guidelines have been published in
recent years on recommendations for the experimental
design of an enrichment analysis [2–4].

An analogous but more philosophical debate in the
community pertains to the choice of pathway or gene
set database. Its selection is arguably one of the most
decisive factors influencing the results of enrichment
analyses as it determines the possible gene sets that can
be enriched (i.e. genes within a gene set are enriched in an
examined list of genes). The number of public databases
has continued to grow in the past years in parallel with
novel enrichment methods. However, the list of the most
widely used databases has not changed in the last decade
as enrichment analyses are predominantly conducted
exclusively on one of the following three databases:
KEGG [5], Reactome [6] and Gene Ontology (GO) [7]. While
this selected group of databases comes with several
advantages (e.g. large coverage of biological processes
and regular updates), definitions of what constitutes
a given pathway or gene set may be arbitrarily drawn
across databases.

At present, users are offered a wide spectrum of
enrichment methods and databases when performing
enrichment analyses. This poses a challenge when
considering the numerous factors that play a role
in results of enrichment analysis, which can lead to
insignificant, irrelevant or even contradictory results.
Thus, in recent years, several benchmark studies have
been conducted to evaluate the effects of various aspects
of pathway analysis for practical guidelines.

In this work, we review the findings of major bench-
marks conducted on different factors that influence the
results of pathway enrichment analysis (Figure 1). The
goal of our paper is to both inform the broader commu-
nity of researchers using pathway enrichment analysis
of these factors and to summarize the findings of all
the most recent benchmarks. Finally, we also discuss
possible solutions to address these factors as well as
other factors that have not yet been investigated but can
be benchmarked in the future.

Comparative studies on enrichment
methods
Given the popularity of pathway enrichment analysis,
at least 70 different methods have been developed as
well as hundreds of variants [8, 9] (see Xie et al. [10]
for an exhaustive survey of methods and benchmarks).
The implementations of these methods can differ based
on a number of factors, such as the gene-level statistic

(e.g. t-test statistic and fold change), the gene set–level
statistic (e.g. Kolmogorov–Smirnov (KS) statistic [11] and
Wilcoxon rank sum test [12]), the formulation of the
null and alternative hypotheses and the significance
estimate. Many of the most commonly employed
pathway enrichment methods have been compared in
several major benchmarks and reviews. In this section,
we outline the findings of 12 comprehensive comparative
studies on enrichment methods (Table 1; for more
details, see Supplementary Tables 1–3 available online
at https://academic.oup.com/bib).

Metrics for method evaluation
A particular challenge in the design of comparative stud-
ies on enrichment methods is that in the absence of a
comprehensive understanding of the complex biologi-
cal processes involved across experimental conditions,
results are often not verifiable beyond retrospective eval-
uations. That is to say, without a gold standard with
which to compare the results produced by any given
method, conclusive assessments are often difficult to
make. Nonetheless, several techniques to compare meth-
ods are widely used, while benchmark datasets have also
been proposed. Specifically, datasets used by benchmark
studies reviewed herein have largely been real, exper-
imental datasets investigating a particular phenotype
(i.e. the object of study in the experiment). Following
Tarca et al. [23], several studies [2, 3, 9, 13, 25] have
selected evaluation datasets as those which correspond
to a pathway or gene set from the chosen database (e.g.
dataset investigating the breast cancer versus normal
phenotype and the breast cancer pathway). Others [14,
16, 24] have focused on measuring consistency across
methods by selecting various datasets that study the
same phenotype. Finally, comparative studies [3, 13, 14,
18, 22] have also employed simulated datasets to bench-
mark methods as various features of the data can be
tuned and the method can be studied under these known
features of the data. In line with Tarca et al. [23], the
majority of studies have evaluated the performance of an
enrichment method on these datasets based on at least
one of the following metrics: prioritization, specificity or
sensitivity.

Prioritization is evaluated based on whether a target
gene set that has been identified a priori as showing high
relevance to a phenotype associated with the dataset
under investigation is ranked near the top (e.g. the breast
cancer pathway is expected to hold the topmost rank-
ing for a dataset measuring transcriptomic differences
between the breast cancer versus normal phenotypes).
Specificity refers to the proportion of gene sets that
are correctly identified by a method as true negatives;
thus, methods with a high specificity will generate fewer
false positives. Finally, of all the gene sets detected as
significant by a given method, sensitivity measures the
proportion of gene sets that are actually relevant to the
phenotype associated with the dataset under study (i.e.
true positives).
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Figure 1. Illustration of major factors that influence the results of pathway enrichment analysis discussed in this review. The height and color of the
bars are symbolic and do not correlate with importance. The two networks depicted above represent two biological pathways mapped to gene expression
data (matrix below).

Of the various comparative studies done to date,
the above-mentioned metrics have been among the
most commonly used for the empirical evaluation of
enrichment methods. Nonetheless, the metrics used
and the methods benchmarked by an individual study
can vary greatly, with the most popular methods, not
surprisingly, studied the most frequently. Yet despite
the numerous benchmark studies conducted thus far,
a comprehensive and standardized assessment of the
many enrichment methods available has yet to be
performed. Moreover, of the benchmark studies that
have attempted such an assessment, no specific method
has been shown to yield consistent results across all
evaluated settings. Nevertheless, trends do emerge
regarding the individual performance of a method on a
given metric (Supplementary Tables 4–6 available online

at https://academic.oup.com/bib). Thus, in the following,
we report the trends observed across comparative
studies for methods that consistently show superior
performance on metrics in two or more studies without
showing a poor performance on that same metric.

With regard to sensitivity, MRGSE [26], GlobalTest [27]
and PLAGE [28] ranked highly in studies by Tarca et al.
[23] and Zyla et al. [25] (Supplementary Table 4 available
online at https://academic.oup.com/bib). However, high
sensitivity may also imply a lower specificity. This was
indeed observed for MRGSE and PLAGE, both of which
reported a larger than expected number of false positives
in at least one study, though also a good performance
in prioritization (Supplementary Table 6 available online
at https://academic.oup.com/bib). This is not surprising
given that both methods have also been shown to report
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Table 1. Comparative studies evaluating differences across enrichment methods

No. Review Methods tested Datasets Database (# of gene sets/pathways) Types of evaluated methods

1 [13] 7 36 KEGG (116) Topology- and non-topology-based methods
2 [2] 10 75 KEGG (323) and GO (4631) ORA and FCS methods
3 [3] 7 118 KEGG (232) Topology-based methods
4 [14] 6 20 KEGG (86) Topology- and non-topology-based methods
5 [15] 9 3 KEGG (114) Topology-based methods
6 [16] 13 6 GO gene set collection extracted from

MSigDB [17] v6.1 (5917)
Widely used pathway enrichment methods

7 [18] 8 3 MSigDB v5.0 (10,295) Widely used pathway enrichment methods
8 [9] 10 86 KEGG; 150 pathways for all methods

except 130 for PathNet [19] and 186 for
CePa [20, 21]

Topology- and non-topology-based methods

9 [22] 11 1 C2 collection from MSigDB v4.0 (4722) Methods differing based on null hypothesis
10 [23] 16 42 KEGG (259) and Metacore™ (88) ORA and FCS methods
11 [24] 5 6 KEGG (192) ORA and FCS methods
12 [25] 7 38 KEGG (189) ORA and FCS methods

In the third column, we report the number of enrichment methods compared in each study (see Supplementary Tables 2 and 3, available online at
https://academic.oup.com/bib, for details on the methods tested). Here, we would like to note that we differentiate between methods and tools/web applications
based on Geistlinger et al. [2]. In the fourth column, we report the number of datasets each study performed comparisons on, all of which were experimental
datasets except in [3, 13, 14, 18, 22], which included both experimental and simulated datasets. Finally, the fifth column reports the pathway databases used in
each study while the number of pathways is shown between parentheses.

a majority of gene sets as significant [24, 25]. Similarly,
classical statistical tests, including the KS test and the
Wilcoxon rank sum test, were highly sensitive in Bay-
erlová et al. [13] and Nguyen et al. [9], though results
were inconsistent regarding their specificity. Notably, of
the above-mentioned methods, GlobalTest was the only
investigated method to consistently demonstrate high
sensitivity as well as high specificity in studies by Tarca
et al. [23] and Zyla et al. [25].

In assessments of specificity, SPIA [29] and CAM-
ERA [30] have shown high specificity in at least two
studies (Supplementary Table 5 available online at
https://academic.oup.com/bib), though results have
been mixed or poor with regard to sensitivity and
target pathway prioritization. Furthermore, GSA [31],
PADOG [32] and PathNet showed good results with
regard to prioritization (Supplementary Table 6 available
online at https://academic.oup.com/bib) but mixed
results for sensitivity and specificity. Finally, across all
studies, GSEA [33] and ORA (or a variant) were the
most investigated enrichment methods, with 8 of 12
comparative studies assessing either one or both of
these methods (Supplementary Table 3 available online
at https://academic.oup.com/bib). Here, we observed
that, although they were the most commonly used
methods for enrichment analysis, results regarding their
sensitivity, specificity and prioritization were altogether
inconsistent (Supplementary Tables 4–6 available online
at https://academic.oup.com/bib).

Hypothesis testing and significance assessment
Much of the focus of comparative analyses on gene set
analysis methods has been on the implications of alter-
native definitions of the null hypothesis. In their seminal
work, Goeman and Bühlmann [34] characterized meth-
ods by the null hypothesis assumed in the statistical test.
Enrichment methods, they assert, can be categorized as

being competitive methods if they test the competitive
null hypothesis [i.e. those which assume that genes in a
gene set are not differentially expressed with respect to
their complement (typically the rest of the genes in the
experiment)] or self-contained methods if they test the
self-contained null hypothesis (i.e. those which assume
that genes in a gene set are not differentially expressed
across phenotypes). Choosing one category of methods
over another can confer several advantages, which we
explicate through a brief review of studies that have
assessed the performance of methods, which differ based
on this distinction.

Rahmatallah et al. [22] recapitulated earlier work [35–
37], generally noting that the power of self-contained
methods was greater than that of competitive ones
(Table 1; Supplementary Tables 2 and 3 available online
at https://academic.oup.com/bib). Self-contained meth-
ods were also more robust to sample size and het-
erogeneity, with these methods showing the highest
sensitivity among all the ones they evaluated, even as
the sample sizes decreased [22] (Supplementary Table 7
available online at https://academic.oup.com/bib). Specif-
ically, they found that ROAST [38] and SAM-GS [39]
yielded the best performance on this metric.

Geistlinger et al. [2] noted that the proportions of
gene sets reported as significant by methods differed
based on the type of null hypothesis tested. Out of 10
investigated methods (Supplementary Table 3 available
online at https://academic.oup.com/bib), they found
that the majority of self-contained ones, including
GlobalTest, detected a larger fraction of gene sets as
significant. In Zyla et al. [25], the self-contained methods
GlobalTest and PLAGE also reported the largest number
of gene sets as significant among all benchmarked
methods (Supplementary Table 3 available online at
https://academic.oup.com/bib). In contrast to these
findings, Wu and Lin [37] found that GlobalTest reported
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fewer gene sets as significantly enriched in comparison
with competitive methods.

Furthermore, Geistlinger et al. [2] found that self-
contained methods, particularly GlobalTest and SAM-
GS, were especially sensitive to gene set size, with
a propensity toward detecting larger gene sets as
significant (Supplementary Table 8 available online
at https://academic.oup.com/bib). For example, even
when random gene sets were assembled, GlobalTest
and SAM-GS identified all gene sets with over 50
genes as significant. However, Maleki et al. [16] noted
that GlobalTest was among the methods more likely
to identify gene sets of smaller sizes as significant
(Table 1; Supplementary Table 3 available online at
https://academic.oup.com/bib), albeit, in this case, the
upper bound for genes in a given gene set was nearly
2000, while in Geistlinger et al. [2], it was 500.

These contradictory findings are a prime example of
the challenges associated with benchmarking methods
for gene set analysis. Such glaring variability in results
yielded by the same method investigated in different
studies may be due to several factors, such as gene
set size or differing proportions of DEGs in the studied
datasets. For instance, GlobalTest tends to perform sub-
optimally when only a few genes in a given gene set are
differentially expressed and the majority of genes are
not, and it conversely tends to be better suited for when
there are many genes with small changes in differential
expression in a gene set [37, 40]. We further discuss the
impact of gene set size on results in a subsequent section
as well as in Supplementary Text 1 (available online at
https://academic.oup.com/bib).

If opting to select a competitive method instead,
one must consider that testing the competitive null
hypothesis often inherently implies the intended asso-
ciation not only between the phenotype and the genes
within a given gene set but also between the phenotype
and the genes in the complement of the set [40]. That
said, competitive methods can be appropriate when
the goal is to test for excessive amounts of differential
expression among genes in a gene set. For instance, the
popular ORA method was noted as suitable when there
are large levels of differential expression [2]. However,
ORA also tends to prioritize larger gene sets, assigning
them lower P-values [16, 23]. Nonetheless, in Geistlinger
et al. [2], ORA and other competitive methods outper-
formed the self-contained ones in ranking phenotype
relevant gene sets near the top (Supplementary Table 9
available online at https://academic.oup.com/bib). In
contrast, although ORA performed favorably on the
prioritization of relevant gene sets in Tarca et al. [23],
no clear discernment could be made with regard to the
performance of competitive and self-contained methods
on this measure (Supplementary Table 6 available online
at https://academic.oup.com/bib). Furthermore, while
self-contained methods tended to identify a larger
proportion of gene sets as significant in Geistlinger et al.
[2], the majority of competitive methods (i.e. SAFE [41],

GSEA, GSA and PADOG) did not identify any significant
gene sets.

Intimately linked to the formulation of the null
hypothesis is the calculation of the P-value [34]. Diver-
gent approaches to assign a P-value to a gene set address
the following question: What is the sampling unit? If
the sampling unit is the gene, for each gene set of a
given size, an equal number of genes are randomly
drawn from all genes under investigation to sample
the null distribution. If, however, the sampling unit
is the subject, the phenotypic labels of subjects are
randomly permuted to sample the null distribution
instead. While methods that test a self-contained null
hypothesis are generally linked with sample permutation
and competitive methods with gene permutation, the
latter group of methods can be modified to make them
self-contained [40].

Sample permutation is often regarded as the preferred
approach to obtain the empirical null distribution as its
setup tends to pertain more naturally to the research
question at hand of whether or not an association exists
between a gene set and a phenotype. In contrast, meth-
ods that calculate significance by gene permutations
suffer from the assumption that genes are independent
and identically distributed (iid). It is well established,
however, that this premise does not hold true in a real
biological context where gene correlations (i.e. the coor-
dinated expression of genes) can be observed and where
sets of genes are known to work in tandem [37]. Thus,
in the case of gene permutations, while significant gene
sets may be reflective of either gene correlations that
arise regardless of experimental condition and/or actual
phenotypic differences, it is the latter that is often far
more interesting, and the former can inflate the number
of false positives [37, 40, 42, 43].

The effects of correlations within gene sets have been
observed in various studies. Tamayo and colleagues [44]
show that these correlations can have major implica-
tions on the results of enrichment analysis by com-
paring the results of GSEA against a simple parametric
approach in 50 datasets. They observed that the paramet-
ric approach, which assumes differential gene expres-
sion scores are both independent and follow a normal
distribution, yields a larger number of significant gene
sets than GSEA, but many of these are speculated to be
false positives. Similarly, in experiments on simulated
data in Maciejewski [40], the author demonstrated that
when gene correlations were present in the gene set
yet there were no DEGs either in the gene set or its
complement, false positive rates for methods that make
the iid assumption (e.g. parametric methods proposed in
Irizarry et al. [45] and competitive methods with gene per-
mutation) were greater than expected. Thus, the authors
of these studies caution that methods that assume gene
independence may report gene sets as significantly asso-
ciated with a phenotype when in fact gene correlations
account for the purported, significant results. However, it
is also worth noting that the influence of correlations can

D
ow

nloaded from
 https://academ

ic.oup.com
/bib/advance-article/doi/10.1093/bib/bbac143/6572658 by guest on 13 M

ay 2022



6 | Mubeen et al.

be somewhat mitigated by reducing redundancies within
gene sets.

In Maciejewski [40], the author observed that among
methods with a sample permutation procedure, Glob-
alTest, GSEA and GSA and its variant achieved higher
power. Furthermore, GSEA, a competitive method with
sample permutation, had higher power than several
other methods tested (i.e. GSA and its variant, PAGE [46],
Wilcoxon rank sum test, Q1 [47] and SAFE), although as
the number of DEGs in a gene set increased, so too did
the power of the other methods.

Nevertheless, sample permutation requires an ade-
quate number of samples as without a sufficiently
large sample size, the calculated P-value may never
achieve significance, in which case, gene permutation
is recommended. For instance, in their comparative
analysis, Maleki et al. [48] found that, across 10 replicate
datasets, GSEA with sample permutation was unable
to detect any gene set as enriched when sample
sizes were small, suggesting a lower bound of 10
samples for this particular method. The robustness of
various methods to changes in sample size is further
discussed in Supplementary Text 2 (available online at
https://academic.oup.com/bib).

Other methods have been proposed that attempt
to address some of the drawbacks associated with
sample and gene permutation approaches by conducting
both sample permutations and gene randomizations
in a method known as restandardization, as with GSA,
through the use of rotations for gene set testing, as with
FRY [49] and ROAST, or via bootstrapping methods, as in
Zahn et al. [50] and Barry et al. [43].

Topology- and non-topology-based methods
Methods for enrichment analysis can also be classified
as those which are topology-based or non-topology-
based. The latter group of methods can be further
sub-classified into the aforementioned ORA and FCS
methods, the so-called first- and second-generation
approaches, respectively [1]. PT- or topology-based
methods fall into the category of third-generation
approaches, intuitively more advanced as, unlike ORA
and FCS methods, they leverage the topological structure
of genes in a pathway. Nonetheless, results from
multiple benchmarks on topology- and non-topology-
based methods are inconclusive as to the superiority
of one group of methods over another, with studies
suggesting topology-based methods have the upper
hand.

In Bayerlová et al. [13], authors noted that whether
a method was topology-based or not was inconse-
quential to performance when original KEGG pathways
(which tend to contain overlapping genes) were used in
experiments (Supplementary Tables 3–6 available online
at https://academic.oup.com/bib). Notably, while CePa
includes pathways from both KEGG and the Pathway
Interaction Database [51], other topology-based methods

evaluated in the study (i.e. PathNet and SPIA) are only
compatible with pathways formatted in a custom-XML
format (i.e. KEGG Markup Language). This result is par-
ticularly striking, considering KEGG contains overlapping
pathways, thus limiting the potential of topology-based
methods by restricting users to pathways formatted
in the manner specified by this database. In contrast,
experiments done using non-overlapping pathways
resulted in topology-based methods outperforming non-
topology-based ones [13]. In line with these findings,
comparative studies by Jaakkola and Elo [14] and Nguyen
et al. [9] similarly suggested that topology-based methods
exhibit an improved performance over non-topology-
based ones under certain conditions, albeit, contrary to
findings by Bayerlová et al. [13], these conclusions were
drawn exclusively using KEGG as the choice of pathway
database.

More particularly, results from Nguyen et al. [9] indicate
that topology-based methods have a slight upper hand
in detecting target pathways as compared to non-
topology-based ones (Supplementary Table 6 available
online at https://academic.oup.com/bib), though results
were mixed regarding the P-values of target pathways.
In Jaakkola and Elo [14], topology-based methods (i.e.
SPIA, CePa and NetGSA [52]) detected a larger number of
significant pathways than non-topology-based ones (i.e.
GSEA, Pathifier [53] and DAVID [54]). However, in a more
challenging dataset where differences across groups
were subtle, nearly all studied methods identified either
no pathways or relatively few pathways as significantly
enriched.

Ihnatova et al. [3] conducted several experiments,
which assessed the influence of various parameters
on topology-based methods [e.g. sensitivity to pathway
and sample size (Supplementary Table 7 available
online at https://academic.oup.com/bib), specificity
(Supplementary Table 5 available online at https://acade
mic.oup.com/bib) and exclusion of topological infor-
mation]. As a proxy to study the latter parameter (i.e.
whether topological information affects results for a
given topological method), the authors evaluated the
influence of single genes on the fraction of pathways that
were considered enriched, assuming that a setup that
fails to take into account PT is one in which individual
genes have an equal impact on results. To that end, they
found that TopologyGSA [55] and Clipper [56] yielded no
difference in performance when topological information
was excluded, while for all other methods, the exclusion
of topological information led to the identification of a
smaller fraction of enriched pathways. In addition, in
assessing whether the ranks/P-values of target pathways
change when topological information is incorporated,
the authors found that both the ranks and P-values
of target pathways decreased for PRS [57] and CePa,
while for all other methods, the inclusion of topological
information resulted in either no change or an increase
in ranks/P-values of target pathways (at times caused by
pathway-specific effects).
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Additional methodological considerations and
consensus approaches
Besides the above-mentioned common measures and
classifications, several comparative studies have used
to draw distinctions between enrichment methods,
the performance of methods on a number of addi-
tional aspects has also been benchmarked. We refer
to the studies that evaluate other aspects, including
accuracy (Supplementary Table 10 available online at
https://academic.oup.com/bib), type I error rate, power,
runtime and assessments of reproducibility across
datasets, among others in Supplementary Table 11
(available online at https://academic.oup.com/bib).
Furthermore, we outline additional methodological
considerations, including the steps used in data pre-
processing and biases, which arise from experiments
(Supplementary Text 3 available online at https://acade
mic.oup.com/bib), the gene- and gene set–level statistics
selected (Supplementary Texts 4 and 5 available online
at https://academic.oup.com/bib), the applicability of
enrichment analysis to various omics dataset types
(Supplementary Text 6 available online at https://academ
ic.oup.com/bib) and the choice of background
(Supplementary Text 7 available online at https://academ
ic.oup.com/bib).

Given the vast variety of enrichment methods, often
with tunable settings, hundreds of methods and variants
are at the disposal of life science researchers. As results
can acutely vary according to the method selected,
such a broad variability has prompted the development
of tools to conduct enrichment analysis in concert.
While the techniques to do so can differ, generally a
consensus is taken across several methods to determine
the final set of pathways that are interesting in some
statistically significant way. Examples to do so include
the R packages EGSEA [58], EnrichmentBrowser [59],
Piano [60] and decoupleR [61] as well as the ML-based
approach, CGPS [62] and the CPA web application [63].
Details on each of these ensemble techniques are
provided in Supplementary Text 8 (available online at
https://academic.oup.com/bib).

Impact of pathway database and gene set
size
While variations of enrichment methods have been
among the most studied factors that influence the
results of an enrichment analysis, there are several other
considerations to be made in the design of an experiment
to ensure biologically meaningful results. In this section,
we introduce studies, including notable benchmarks,
that have investigated the impact of additional factors
on the results of enrichment analysis, such as database
choice and pathway size.

One of the most critical factors the results of an enrich-
ment analysis can hinge upon is the choice of a ref-
erence pathway database(s). It is common practice for
researchers to solely rely upon a single database for
an enrichment analysis, which can be due, in part, to

a researcher’s preferences, the popularity of a partic-
ular database or its ease of usage, among other fac-
tors. Indeed, we observed that the majority of studies
that benchmarked the performance of enrichment meth-
ods (Table 1) were almost always conducted on a single
database, and that too, primarily KEGG.

A first investigation on the importance of selecting
a collection of gene sets was performed by Bateman
et al. [64]. In this study, the authors demonstrated how
the seven standard collections housed within MSigDB
yielded different results when conducting GSEA within
the context of a drug response cancer dataset. Among
other findings, the results of this study indicated that
some collections were able to yield a significantly larger
number of enriched pathways relevant to the studied
phenotype than others. Furthermore, the authors argued
that the choice of gene set collections should not be
made arbitrarily as certain gene sets may be more or less
suitable for a particular dataset than others. In a recent
study on best practices for the popular ORA method on
metabolomics data [65], the authors also found that the
results of pathway analysis substantially differed based
on the choice of pathway database (i.e. KEGG, Reactome
and BioCyc [66]).

Similar conclusions were drawn in our previous work
[67] in which we evaluated whether enrichment results
are in consensus for any given pathway that can be found
across three major pathway databases (i.e. KEGG, Reac-
tome and WikiPathways [68]) and multiple enrichment
methods. Our study revealed the advantages of com-
bining multiple databases by using equivalent pathway
mappings, demonstrating that an integrative resource
can yield more consistent results than an individual one.
Overall, these studies demonstrate the importance of
database choice, a crucial factor given the differences
in coverage across databases [69, 70]. Finally, we would
also like to note the importance of database size as
the total number of pathways present in a database
has an influence when multiple correction methods are
applied.

An additional factor that is related to database choice
is gene set (pathway) size, corresponding to the number
of genes within a gene set for enrichment methods that
do not consider PT, or the number of nodes (genes) and
edges for those that do consider it. The effect of path-
way size has recently been studied in Karp et al. [71]
by comparing the significance of six equivalent pathway
definitions from KEGG and EcoCyc [72]. Given the differ-
ences in the average size of a pathway across the two
databases (i.e. KEGG pathways are significantly larger
than their respective homologs in EcoCyc), the authors
investigated the degree to which size could influence
results, finding that pathway size can have a stronger
effect than the statistical corrections used. Furthermore,
the authors found that KEGG pathways required up to
two times as many significant genes in order to attain
the same P-value as their EcoCyc counterparts.

Notably, size differences between equivalent pathways
have not only been examined for these two databases but
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also across other major resources, such as Reactome, and
WikiPathways. In this work, the authors argue that using
pathway definitions that span across several biological
processes (e.g. signal transduction) can lead to misinter-
pretations as when these pathways are enriched, it is
difficult to construe whether this implicates all or only a
subset of the pathway. These broadly defined pathways
can also be less informative, contributing little in terms
of novelty to the overall understanding of the distinc-
tions between the phenotypes under study. Nonetheless,
smaller pathways can lead to exceedingly long results
and overly strict multiple testing corrections [4].

Possible solutions for mitigating the impact of gene
set size on results are defining the minimum and max-
imum number of genes within a gene set (e.g. between
10 and 500), careful consideration of the enrichment
analysis method selected (see ‘Hypothesis testing and
significance assessment’ section) as well as addressing
redundancies within gene sets, as proposed in [73]. In
their approach, the authors suggest discarding signifi-
cant gene sets that overlap with others in order to ensure
that the enrichment of a particular pathway is not a
result of the overlay.

While database choice and pathway size are two criti-
cal factors to consider, we foresee several approaches to
offset the challenges they create. In the case of database
choice, a study by Maleki et al. [74] proposed two simple
metrics (i.e. permeability and maximum achievable cov-
erage scores) to assess the degree of overlap between a
gene list of relevance and all gene sets within a database.
The goal of these metrics is to provide an intuition of
whether or not the genes of a phenotype under investiga-
tion are well covered by a particular database. Thus, the
authors argue that this approach can reduce database
bias and arbitrary database selection as the two scores
can guide users to rationally decide upon the most appro-
priate database.

Another solution that we propose is that the enrich-
ment results generated from a reference database could
be validated against an additional database using equiva-
lent pathway mappings across them. By leveraging path-
way mappings, one can assess the similarity between the
results obtained from different databases (i.e. reference
and ‘validation’ database) to confirm whether they are in
consensus, or re-evaluate them if they are not. In earlier
work, we leveraged this technique by generating equiva-
lent pathway mappings across four pathway databases
[75]. A web tool (i.e. DecoPath) subsequently enables
users to evaluate similarities and differences at the gene
and pathway level for a given pathway across databases
and enrichment methods. For instance, a particular path-
way in one database can have a slightly different gene
set than the same pathway in another database, which
can ultimately explain why a pathway is detected as
significantly enriched in one database but not in another.

Similarly, pathway mappings can also be employed
to systematically study the impact of pathway size on
results. Here, one could leverage hierarchical mappings

(i.e. pathway A is part of pathway B) from pathway
ontologies to evaluate whether related pathways are
similarly enriched. Although a pathway ontology was
earlier proposed by [76], it has neither been adopted by
nor linked to any major database. Instead, each database
utilizes its own pathway terminology, though some
databases such as Reactome and GO also incorporate
a hierarchical organization within their schema. In
fact, Reactome recently adopted such an approach to
facilitate the interpretation of enrichment analyses
through implementing ReacFoam, a visualization for
navigating through its pathway hierarchy and exploring
the degree of enrichment of pathways at different levels.

The growth of biomedical literature is reflected in
pathway databases as their pathway definitions change
over time. A study by Wadi et al. [77] demonstrated the
impact of outdated pathway definitions in several web-
based tools as well as highlighted that the number of
pathways/biological processes doubled in 7 years (2009–
16) in major resources such as Reactome and GO. Fur-
thermore, it revealed that the majority of the studies
analyzed were conducted using outdated pathway def-
initions, constituting a major issue as the results pre-
sented in such studies could have potentially changed.
We believe this problem can be partially mitigated if
users are alerted by pathway enrichment tools when the
underlying pathway database(s) has not been recently
updated. Furthermore, updating the information from
pathway databases in a tool has been greatly simplified
by the APIs and services offered by major resources
such as Reactome, GO and WikiPathways. Finally, we
encourage researchers to include both the version of the
database(s) used in the analysis as well as the version of
the tool(s) employed.

Impact of additional factors on enrichment
analysis and possible future benchmarks
While the factors mentioned thus far have each been
benchmarked with regard to their impact on pathway
enrichment results, there exist other factors that have
not yet been explored in detail. First, at a more granular
level, individual genes can also have an impact on results.
A study by Ballouz et al. [78] raised the challenges asso-
ciated with annotation bias and redundancies in gene
sets. The annotation of a single gene to many functions
(i.e. multifunctional genes) can potentially confound the
results of a pathway analysis as these genes may result
in a sizeable number of enriched pathways that are
largely irrelevant. For example, several pathways with
multifunctional genes may be considered enriched in the
results, though the enrichment of these pathways could
be due to the presence of multifunctional genes rather
than the relevance of the pathway to the phenotype of
interest. One approach the authors propose to control
this effect is by performing repeated runs of the analysis
while removing the topmost multifunctional genes in the
dataset in order to identify the most robust pathways.
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Furthermore, other ways to reduce the effect of multi-
functional genes can include assigning weights to genes
based on their promiscuity, though this approach might
also have drawbacks.

A second factor that has not yet been investigated,
which is related both to database updates and choice,
is the size of a database measured by the number of
pathways. This factor is not only important due to its
correlation with the coverage of biological processes but
also because the size of the database can influence the
significance of the results when correcting for multiple
testing (see Supplementary Text 9 available online
at https://academic.oup.com/bib). As a consequence,
depending on the size of a database, the same pathway
in one database may or may not be enriched in another
after applying multiple testing correction. This is often
the case when comparing popular databases, such as
KEGG and Reactome, whose number of pathways can
differ by an order of magnitude.

Finally, we would like to note that there are other
interesting factors, which could potentially be analyzed
in the future. First, for topology-based methods, the par-
ticular network structure of some pathways may make
them more susceptible to enrichment than others given
the topological differences identified by [79]. Thus, one
future possible benchmark could investigate the effect
of network sparsity on pathway enrichment, or if hubs
within a network correlate with greater enrichment. Sec-
ond, another factor to evaluate is the degree to which
a bias toward certain indications in pathway knowl-
edge influences results. For example, there is an over-
representation of interactions characterized in widely
studied indication areas, such as cancer [80, 81], and thus,
pathways containing these interactions may appear in
the results of enrichment, while possessing little rele-
vance to the studied phenotype. To investigate this factor,
resources such as BioGrid [82] where protein–protein
interactions are annotated with experimental metadata
can be leveraged since the majority of databases do
not provide information on the provenance supporting
each interaction. Third, only a minute fraction of known
proteins have been experimentally annotated with func-
tional characterizations, while functional annotations
for the vast majority of proteins are either inferred, pre-
sumptive or unknown [83, 84]. Several computational
methods exist for protein function prediction, and while
such methods are routinely benchmarked [85], the effect
of experimental versus predicted functional annotations
of proteins on downstream analyses also warrants fur-
ther study. This is of particular importance to GO enrich-
ment, where numerous algorithms have been developed
to predict GO terms for proteins [86].

Discussion
The last decade has seen an explosion in the usage
of pathway enrichment analysis, spearheaded by both
an abundance in the volume of available data and the

interpretive power of these analyses [10]. Prompted by a
wide range of available enrichment methods and path-
way resources, several comparative studies have evalu-
ated how different factors can influence the results of
such an analysis. Here, we have reviewed the findings
of these studies in order to provide a comprehensive
overview on the impact of these factors. Furthermore, we
have suggested possible approaches to overcome some
of the limitations discussed as well as possibilities for
additional benchmark studies on other, under studied
factors.

In the first section of this review, we have outlined
the results of 12 comparative studies that have investi-
gated differences across pathway enrichment methods.
Many of these studies have specifically focused on the
performance of individual methods on popular metrics
(e.g. prioritization, sensitivity and specificity), keeping in
mind that without gold standards to conclude whether
the results from any given method are biologically sound,
objective evaluations can be difficult to make. Overall,
we have found many inconsistencies in the performance
of methods across metrics as well as across studies.
While there is no consensus across studies on whether
a specific method outperforms others, we have reported
trends we have observed regarding the top-performing
methods for each metric.

Though we note that the performance of the majority
of methods on these and other metrics is inconclusive,
whether a particular method is a reasonable choice for a
certain use case can depend on a number of factors, such
as the goal of the experiment, the dataset in question
or particulars of the gene set collection. Nevertheless,
trade-offs between performances on certain metrics can
be important considerations in the selection of a method.
For example, given a dataset where changes in differen-
tial gene expression between experimental groups are
subtle, a highly sensitive method can increase the like-
lihood of detecting a signal. Thus, a large number of gene
sets that are truly significant can be identified, essen-
tially ruling out nearly all gene sets that are not detected,
albeit at the expense of producing a greater number of
false positives. If, however, changes in differential gene
expression between experimental groups are generally
more pronounced, a method ranked high in specificity
may be preferable to preclude the detection of too many
gene sets, which can complicate interpretation.

We have also examined comparative studies that have
evaluated the differences between distinct categories of
enrichment methods, such as how the null hypothesis
is formulated and the sampling unit is defined, noting
that the selection of one category of methods over
another can have serious repercussions on the fraction
of gene sets that are significant and their ranks. In
addition, a major categorical distinction is drawn
between topology- and non-topology-based methods,
which have been reviewed in several benchmarks. We
have found that, though topology-based approaches
are more advanced, for some methods, the removal
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of topological information yields no differences in
results, for other methods, it can improve results, and
several are constrained in that they only cater to KEGG
pathways (or pathways in an equivalent format). Finally,
we reviewed studies that have assessed the influence
of particular, modular aspects of a typical enrichment
analysis as well as outlined additional aspects one must
be cognizant of that can affect the behavior of a given
method, which ultimately reflects in the overall results of
an analysis.

We have reviewed several other factors apart from
enrichment methods, such as pathway size and database
choice. Notably, the latter can be subjective, with both
researcher preferences and distinct research goals tak-
ing precedence over set guidelines. However, we have
outlined approaches that leverage pathway mappings
to mitigate the effect of these factors. An additional
aspect discussed in this review is the lack of regular
updates to enrichment tools, which reflect updates made
to pathway databases. Fortunately, this issue has, at least,
partially been addressed by the adoption of API services
by major pathway resources. Nevertheless, the amount
of literature published on a daily basis continues to
grow, making the task of maintaining up-to-date path-
way definitions difficult, particularly for public and aca-
demic resources. Thus, we envisage that the path forward
to address this shortfall is to improve interoperability
across databases via mappings [70] or through the use
of common database formats [87].

Finally, we would like to mention possible future
benchmarks beyond the ones we have previously
proposed. First, future benchmarks can benefit from the
existence of a gold standard prioritization approach, for
instance, one that leverages well-established pathway-
disease associations from genetic disorders, similar
to the assessment proposed in [9], which exploits
knockout datasets. Second, given the rise of multi-omics
datasets, we anticipate the development of enrichment
methods that operate on other modalities beyond mRNA
data, such as metabolomics (see Supplementary Text 6
available online at https://academic.oup.com/bib). Last,
we foresee that the insights gained from multi-omics
experiments will also be reflected in pathway definitions
in two ways: (i) the appearance of ‘dynamic pathways’
(i.e. contextualized pathways representing particular
pathway states as opposed to general, static diagrams)
and (ii) a shift from traditional gene sets to sets of
multimodal biological entities.

Conclusion
In conclusion, the effect of various factors on pathway
enrichment analysis is apparent. Numerous studies have
demonstrated how variations in the design of an enrich-
ment analysis can lead to altogether different findings.
At the extremes, comparative studies have shown how
certain experimental setups can detect either all or no

gene sets as interesting in some statistically significant
way. We summarize the key findings of studies reviewed
herein as follows:

Formulation of null hypothesis and significance
assessment
One must be cognizant of how the null hypothesis is
formulated (i.e. competitive or self-contained) as meth-
ods categorized into one or another approach behave
differently in terms of the fraction of gene sets reported
as significant, as well as their sensitivity to gene set size,
sample size and sample heterogeneity. Self-contained
methods also tend to have greater power than compet-
itive methods and careful consideration should be made
taking into account the proportion of genes that are
differentially expressed in the dataset. Similarly, in order
to calculate a P-value for each gene set, one must bear in
mind that disparate approaches can impact the results of
an enrichment analysis, and depending on the approach
taken, introduce false positives.

Pathway and sample size considerations
Certain enrichment methods have been observed to be
more or less robust to pathway and sample size than
certain others. Sensitive methods may detect larger gene
sets as significantly enriched and their sensitivity can be
tied with whether they are competitive or self-contained
methods. Not surprisingly, a method’s performance
tends to deteriorate with decreasing sample size,
although some methods are more robust on this factor
than others.

Topology- versus non-topology-based methods
Topology-based methods are intuitively more advanced
than non-topology-based ones. Incorporation of topolog-
ical information tends to improve the ranks and P-values
of relevant pathways for some topology-based methods,
yet this may not be the case for all. Nonetheless, some
topology-based methods are limited or at least partial to
specific pathway databases.

Choice of gene set collection or pathway database
The selection of one gene set collection over another can
lead to different results. Some collections or databases
may be more suitable than others for a given dataset. The
selection of a database is complicated by variable defini-
tions of pathway boundaries as well as by redundancies
and outdated pathway definitions.

The errors from these steps that propagate through
an enrichment analysis may be inconsequential at best
and misleading at worst. Although there is no singular
method or gene set collection/pathway database, which
is advisable for enrichment analysis over all others, well-
informed choices can be made and solutions to mitigate
the impact of various factors are available. Furthermore,
recently, many ensemble approaches have been devel-
oped so that users can benefit from multiple databases
and/or methods.
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Key Points

• Pathway enrichment analysis is a widely used technique
for the interpretation of biological data

• In recent years, the advent of a multitude of enrich-
ment methods and pathway databases has led to several
benchmarks to study the impact of various factors on the
results of enrichment analysis

• This review outlines key aspects of enrichment analysis
and summarizes results of studies, which have evaluated
their influence

• We propose solutions to mitigate the effect of these
factors and identify possible future benchmarks
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The Impact of Pathway Database 
Choice on Statistical Enrichment 
Analysis and Predictive Modeling
Sarah Mubeen 1,2, Charles Tapley Hoyt 1,2†, André Gemünd 1, Martin Hofmann-Apitius 1,2, 
Holger Fröhlich 2 and Daniel Domingo-Fernández 1,2*

1 Department of Bioinformatics, Fraunhofer Institute for Algorithms and Scientific Computing (SCAI), Sankt Augustin, 
Germany, 2 Bonn-Aachen International Center for IT, Rheinische Friedrich-Wilhelms-Universität Bonn, Bonn, Germany

Pathway-centric approaches are widely used to interpret and contextualize -omics data. 
However, databases contain different representations of the same biological pathway, 
which may lead to different results of statistical enrichment analysis and predictive models 
in the context of precision medicine. We have performed an in-depth benchmarking of 
the impact of pathway database choice on statistical enrichment analysis and predictive 
modeling. We analyzed five cancer datasets using three major pathway databases and 
developed an approach to merge several databases into a single integrative one: MPath. 
Our results show that equivalent pathways from different databases yield disparate results 
in statistical enrichment analysis. Moreover, we observed a significant dataset-dependent 
impact on the performance of machine learning models on different prediction tasks. 
In some cases, MPath significantly improved prediction performance and also reduced 
the variance of prediction performances. Furthermore, MPath yielded more consistent 
and biologically plausible results in statistical enrichment analyses. In summary, this 
benchmarking study demonstrates that pathway database choice can influence the results 
of statistical enrichment analysis and predictive modeling. Therefore, we recommend the 
use of multiple pathway databases or integrative ones.

Keywords: pathway enrichment, benchmarking, databases, machine learning, statistical hypothesis testing

INTRODUCTION
As fundamental interactions within complex biological systems have been discovered in experimental 
biology labs, they have often been assembled into computable pathway representations. Because 
they have proven immensely useful in the analysis and interpretation of -omics data when coupled 
with algorithmic approaches (e.g., gene set enrichment analysis, GSEA), academic and commercial 
groups have generated and maintained a comprehensive set of databases during the last 15 years 
(Bader et al., 2006). Examples include KEGG, Reactome, WikiPathways, NCIPathways, and 
Pathway Commons (Schaefer et al., 2008; Cerami et al., 2011; Kanehisa et al., 2016; Slenter et al., 
2017; Fabregat et al., 2018).

However, these databases tend to differ in the average number of pathways they contain, the 
average number of proteins per pathway, the types of biochemical interactions they incorporate, and 
the subcategories of pathways that they provide (e.g., signal transduction, genetic interaction, and 
metabolic) (Kirouac et al., 2012; Türei et al., 2016). Pathways are often also described at varying levels 
of detail, with diverse data types and with loosely defined boundaries (Domingo-Fernández et al., 
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2018). Nonetheless, most pathway analyses are still conducted 
exclusively by employing a single database, often chosen in part 
by researchers' preferences or previous experiences (e.g., bias 
towards a database previously yielding good results and ease of 
use of a particular database) (Table 1). Notably, the selection of a 
suitable pathway database depends on the actual biological context 
that is investigated, yet KEGG remains severely overrepresented 
in published -omics studies. This raises concerns and motivates 
the consideration of multiple pathway databases or, preferably, an 
integration over several pathways resources.

Several integrative resources have been developed, including 
meta-databases [e.g., Pathway Commons (Cerami et al., 
2011), MSigDB (Liberzon et al., 2015), and ConsensusPathDB 
(Kamburov et al., 2008)] that enable pathway exploration in their 
corresponding web applications and integrative software tools 
[e.g., graphite (Sales et al., 2018), PathMe (Domingo-Fernandez 
et al., 2019), and OmniPath (Türei et al., 2016)] designed to 
enable bioinformatics analyses. By consolidating pathway 
databases, these resources have attempted to summarize major 
reference points in the existing knowledge and demonstrate how 
data contained in one resource can be complemented by data 
contained in others. Thus, through their usage, the biomedical 
community has benefitted from comprehensive overviews of 
pathway landscapes which can then make for more robust 
resources highly suited for analytic usage.

The typical approach to combine pathway information with 
-omics data is via statistical enrichment analysis, also known 
as pathway enrichment. The task of navigating through the 
continuously developing variants of enrichment methods has 
been undertaken by several recent studies which benchmarked 
the performance of these techniques (Bayerlová et al., 2015; 
Ihnatova et al., 2018; Lim et al., 2018) and guide users on the 
choice for their analyses (Fabris et al., 2019; Reimand et al., 2019). 
While Bateman et al. (2014) examined the impact of choice of 
different subsets of MSigDB on GSEA, it remains unclear what 
broader impact an integrative pathway meta-database would have 
for statistical enrichment analysis. Additionally, the overlap of 
pathways within the same integrative database can induce biases 
(Liberzon et al., 2015), specifically when conducting multiple 
testing correction via the popular Benjamini–Hochberg method 
(Benjamini and Hochberg, 1995) that supposes independence of 
statistical tests. This issue is of particular concern for large-scale 
meta-databases such as MSigDB.

The aim of this work is to systematically investigate the influence 
of alternative representations of the same biological pathway 
(e.g., in KEGG, Reactome, and WikiPathways) on the results of 
statistical enrichment analysis via three common methods: the 
hypergeometric test, GSEA, and signaling pathway impact analysis 
(SPIA) (Fisher, 1992; Subramanian et al., 2005; Tarca et al., 2008) 
using five The Cancer Genome Atlas (TCGA) datasets (Weinstein 
et al., 2013). In addition, we also show that pathway activity-
based patient classification and survival analysis via single-sample 
GSEA (ssGSEA; Barbie et al., 2009) can be impacted by the choice 
of pathway resource in some cases. As a solution, we propose 
to integrate different pathway resources via a method where 
semantically analogous pathways across databases (e.g., "Notch 
signaling pathway" in KEGG and "Signaling by NOTCH" pathway 
in Reactome) are combined. This approach exploits the pathway 
mappings and harmonized pathway representations described in 
our previous work (Domingo-Fernández et al., 2018; Domingo-
Fernandez et al., 2019). We demonstrate that when aided by our 
integrative pathway database, it is possible to better capture expected 
disease biology than with individual resources, and to sometimes 
obtain better predictions of clinical endpoints. Our entire analytic 
pipeline is implemented in a reusable Python package (pathway_
forte; see Materials and Methods) to facilitate reproducing the results 
with other databases or datasets in the future.

MATERIAlS AND METhODS
In the first two subsections, we describe the pathway resources 
and the clinical and genomic datasets we used in benchmarking. 
The following sections then outline the statistical enrichment 
analysis and predictive modeling conducted in this study. Finally, 
in the last two subsections, we describe the statistical methods 
and the software implemented to conduct the benchmarking.

Pathway Databases
Selection Criteria
Numerous viable pathway databases have been made available to 
infer biologically relevant pathway activity (Bader et al., 2006). 
In this work, we systematically compared three major ones (i.e., 
KEGG, Reactome, and WikiPathways) as the subset of databases 
to benchmark. The rationale for the inclusion of these databases 
was twofold: firstly, these databases are open-sourced, well-
established, and highly cited in studies investigating pathways 
associated with variable gene expression patterns in different 
sets of conditions (Table 1). Secondly, we expected distinctions 
between these databases to be strong enough to observe variable 
results of enrichment analysis and patient classification, yet 
these databases also contain a reasonable number of equivalent 
pathways such that objective comparisons could be made, as 
outlined in our previous work (Domingo-Fernández et al., 2018).

Data Retrieval and Processing
In order to systematically compare results yielded by different 
databases, we retrieved the contents of KEGG, Reactome, and 
WikiPathways using ComPath (Domingo-Fernández et al., 2018) 

TABlE 1 | Number of publications citing major pathway resources for pathway 
enrichment in PubMed Central (PMC), 2019. To develop an estimate on 
the number of publications using several pathway databases for pathway 
enrichment, SCAIView (http://academia.scaiview.com/academia; indexed on 
01/03/2019) was used to conduct the following query using the PMC corpus: 
“<pathway resource>” AND “pathway enrichment”.

Type Pathway resource Publications

Primary KEgg 27,713
Reactome 3,765
WikiPathways 651

Integrative MSigDB 2,892
ConsensusPathDB 339
Pathway Commons 1,640
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and converted it into the Gene Matrix Transposed (GMT) file 
format. Generated networks encoded in Biological Expression 
Language (BEL; Slater, 2014) were retrieved using PathMe 
(Domingo-Fernández et al., 2019).

To test the potential utility of an integrative pathway resource, 
we used equivalent pathways across the three databases that were 
manually curated in our previous work (Domingo-Fernández 
et al., 2018; see our earlier publication for further details). In 
the following, we call these “pathways analogs” or “equivalent 
pathways” (Figure 1A), while we call a pathway found as 
analogous across all KEGG, Reactome, as well as WikiPathways 
a “super pathway”.

In a second step, we merged equivalent pathways by 
taking the graph union with respect to contained genes and 
interactions (Figures 1B, C). We have also described this 
step in more detail in our earlier work (Domingo-Fernandez 
et al., 2019).

The set union of KEGG, Reactome, and WikiPathways, 
while taking into account pathway equivalence, gave rise to an 
integrative resource to which we refer as MPath (Figure 1D). By 
merging equivalent pathways, MPath contains a fewer number 
of pathways than the sum of all pathways from all primary 
resources. In total, MPath contains 2,896 pathways, of which 238 
are derived from KEGG, 2,119 from Reactome, and 409 from 

FIgURE 1 | Schema illustrating the generation of MPath. The curated pathway mapping catalog is depicted in (A), which links equivalent pathways from different 
resources. Pathways that are shared across two resources are referred to as pathway analogs (i.e., Pathway A in Reactome and Pathway A′ in KEGG) and pathways 
that are shared across all three resources are referred to as "super pathways" (i.e., Pathway A in KEGG, Pathway A′ in Reactome, and Pathway A″ in WikiPathways). 
(B) Using these mappings, gene sets of equivalent pathways from different resources can be combined, ensuring key molecular players from the different resources are 
included. (C) Similarly, network representations of the pathways can be overlaid to generate more comprehensive pathways. (D) Finally, both the combined gene sets 
and networks representations are included in MPath. Note that pathways that are exclusive to a single database are included in MPath unchanged.
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WikiPathways, while another 129 pathways are pathway analogs 
and 26 are super pathways.

We next compared the latest versions of pathway gene 
sets from KEGG, Reactome, WikiPathways, and MPath with 
pathway gene sets from MSigDB, a highly cited integrative 
pathway database containing older versions of the KEGG and 
Reactome gene sets (Liberzon et al., 2015). We downloaded 
KEGG and Reactome gene sets from the curated gene set (C2) 
collection of MSigDB (http://software.broadinstitute.org/gsea/
msigdb/collections.jsp #C2; version6.2; July 2018). Detailed 
statistics on the number of pathways from each resource are 
presented in Table S1.

Clinical and genomic Data
We used five widely used datasets acquired from TCGA 
(Weinstein et al., 2013), a cancer genomics project that has 
catalogued molecular and clinical information for normal and 
tumor samples (Table 2). TCGA data were retrieved through 
the Genomic Data Commons (GDC; https://gdc.cancer.gov) 
portal and cBioportal (https://www.cbioportal.org) on 14-03-
2019. RNA-seq gene expression data subjected to an mRNA 
quantification analysis pipeline for BRCA, KIRC, LIHC, OV, 
and PRAD TCGA datasets were queried, downloaded, and 
prepared from the GDC through the R/Bioconductor package, 
TCGAbiolinks (R version: 3.5.2; TCGAbiolinks version: 2.10.3) 
(Colaprico et al., 2015). The data were preprocessed as follows: 
gene expression was quantified by the number of reads aligned 
to each gene and read counts were measured using HTSeq 
and normalized using fragments per kilobase of transcript per 
million mapped reads upper quartile (FPKM-UQ). HTSeq raw 
read counts also subject to the GDC pipeline were similarly 
queried, downloaded, and prepared with TCGAbiolinks. Read 
count data downloaded for the BRCA, KIRC, LIHC, and PRAD 
datasets were processed to remove identical entries, while 
unique measurements of identical genes were averaged. The 
differential gene expression analysis of cancer versus normal 
samples was performed using the R/Bioconductor package, 
DESeq2 (version 1.22.2). Genes with adjusted p value < 5% were 
considered significantly dysregulated. For all downloaded data, 
gene identifiers were mapped to HGNC gene symbols (Povey 
et al., 2001), where possible. To obtain additional information 
on the survival status and time to death, or censored survival 
times of patients, patient identifiers in the TCGA datasets 
were mapped to their equivalent identifiers in cBioPortal. 
Additionally, cancer subtype classifications or the PRAD and 

BRCA datasets were retrieved from the GDC. We would like to 
note that although there are other cohorts available (e.g., COAD 
and STAD) containing all of these modalities, we did not include 
them in this analysis because of the limited number of samples 
they contain (i.e., less than 300 patients). Detailed statistics of all 
five datasets are presented in Table 2.

Pathway Enrichment Methods
In this subsection, we describe three different classes of 
pathway enrichment methods that we tested: 1) statistical 
overrepresentation analysis (ORA); 2) functional class scoring 
(FCS); and 3) pathway topology (PT)-based enrichment 
(Figure 2) (Khatri et al., 2012; García-Campos et al., 2015; 
Fabris et al., 2019).

Overrepresentation Analysis
We conducted pathway enrichment using genes that exhibited a 
q value <0.05 using a one-sided Fisher's exact test (Fisher, 1992) 
for each of the pathways in all pathway databases. We consider a 
pathway to be significantly enriched if its q value is smaller than 
0.05 after applying multiple hypothesis testing correction with 
the Benjamini–Yekutieli method under dependency (Benjamini 
and Yekutieli, 2001).

Functional Class Scoring Methods
We selected GSEA, one of the most commonly used FCS 
methods (Subramanian et al., 2005). We performed GSEA with 
the Python package, GSEApy (version 0.9.12; https://github.
com/zqfang/gseapy), using normalized RNA-seq expression 
quantifications (FPKM-UQ) obtained for the BRCA, KIRC, 
LIHC, and PRAD datasets containing both normal and tumor 
samples (Table 2). All genes were ranked by their differential 
expression based on their log2 fold changes. Query gene 
sets for GSEA included pathways from KEGG, Reactome, 
WikiPathways, and MPath. GSEA results were filtered to 
include pathway gene sets with p values below 0.05 and a 
minimum gene set size of 10 or a maximum gene size of 3,000. 
Similarly, GSEApy was used to perform ssGSEA (Barbie et al., 
2009) (Table S2) to acquire sample-wise pathway scores using 
FPKM-UQ for BRCA, KIRC, LIHC, OV, and PRAD datasets, 
irrespective of phenotype labels (Barbie et al., 2009). Datasets 
were filtered to only include normalized expression data for 
genes found in the pathway gene sets of KEGG, Reactome, 
WikiPathways, and MPath and then used for ssGSEA. 
Expression data were ranked and sample-wise normalized 
enrichment scores were obtained.

TABlE 2 | Statistics of the five TCGA cancer datasets used in this work.

Cancer type TCgA abbreviation Tumor samples Normal samples Surviving patients Deceased patients

Breast invasive carcinoma BRCA 1,102 113 946 153
Kidney renal clear cell carcinoma KIRC 538 72 365 173
liver hepatocellular carcinoma LIHC 371 50 240 130
Prostate adenocarcinoma PRAD 498 52 498 10
Ovarian cancer OV 374 0 143 229

The statistics correspond to those retrieved from the GDC portal and cBioportal on 14-03-2019. Longitudinal statistics of survival data are presented in Figure S1.
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Pathway Topology-Based Enrichment
To evaluate PT-based methods, we selected the well-known 
and highly cited SPIA method (Tarca et al., 2008) for two main 
reasons: firstly, the guidelines outlined by a comparative study 
on topology-based methods (Ihnatova et al., 2018) recommend 
the use of SPIA for datasets with properties similar to TCGA 
(i.e., possessing two well-defined classes, full expression profiles, 
many samples, and numerous differentially expressed genes). 
Secondly, SPIA has been reported to have a high specificity while 
preserving dependency on topological information (Ihnatova 
et al., 2018). Because the R/Bioconductor's SPIA package only 
contains KEGG pathways, we converted the pathway topologies 
from the three databases used in this work to a custom format in 
a similar fashion as graphite (Sales et al., 2018) (Supplementary 
Text). We declared significance for SPIA-based pathway 
enrichment, if the Bonferroni corrected p value was <5%.

Evaluation Based on Enrichment of Pathway Analogs
To better understand the impact of database choice, we compared 
the raw p value rankings (i.e., before multiple testing correction) 
of pathway analogs across each possible pair of databases (i.e., 
in KEGG and Reactome, Reactome and WikiPathways, and 
WikiPathways and KEGG) and in each statistical enrichment 
analysis (i.e., hypergeometric test, GSEA, and SPIA) with 
the Wilcoxon signed-rank test. It assessed the average rank 
difference of the pathway analogs and reported how significantly 
different the results were for each database pair. Importantly, we 
only tested statistical enrichment of the analogous pathways in 
order to avoid statistical biases due to differences in the size of 
pathway databases.

Machine learning
ssGSEA was conducted to summarize the gene expression profile 
mapping to a particular pathway of interest within a given patient 
sample, hence resulting in a pathway activity profile for each 
patient. We then evaluated the different pathway resources with 
respect to three machine learning tasks:

 1. Prediction of tumor vs. normal
 2. Prediction of known tumor subtype
 3. Prediction of overall survival

Prediction of Tumor vs. Normal
The first task was to train and evaluate binary classifiers to predict 
normal versus tumor sample labels. This task was conducted for 
four of the five TCGA datasets (i.e., BRCA, KIRC, LIHC, and 
PRAD), while OV, which only contains tumor samples, was 
omitted. We performed this classification using a commonly used 
elastic net penalized logistic regression model (Zou and Trevor, 
2005). Prediction performance was evaluated via a 10 times 
repeated 10-fold stratified cross-validation. Importantly, tuning 
of elastic net hyper-parameters (l1, l2 regularization parameters) 
was conducted within the cross-validation loop to avoid over-
optimism (Molinaro et al., 2005).

Prediction of Tumor Subtype
The second task was to train and evaluate multi-label classifiers 
to predict tumor subtypes using sample-wise pathway activity 
scores generated from ssGSEA. This task was only conducted 
for the BRCA and PRAD datasets, similar to the work done by 
Lim et al. (2018), because the remaining three datasets included 

FIgURE 2 | Design of the benchmarking schema. The influence of alternative pathway databases on the results of statistical pathway enrichment (left) and machine 
learning classification tasks (right) are compared.
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in this work lacked subtype information. From the five breast 
cancer subtypes present in the BRCA dataset by the PAM50 
classification method (Sorlie et al., 2001), we included four 
subtypes (i.e., 194 Basal samples, 82 Her2 samples, 567 LumA 
samples, and 207 LumB samples). These four were selected as 
they constitute the agreed-upon intrinsic breast cancer subtypes 
according to the 2015 St. Gallen Consensus Conference (Coates 
et al., 2015) and are also recommended by the ESMO Clinical 
Practice Guidelines (Senkus et al., 2015). For the PRAD 
dataset, evaluated subtypes included 151 ERG samples, 27 
ETV1 samples, 14 ETV4 samples, 38 SPOP samples, and 87 
samples classified as other (Cancer Genome Atlas Research 
Network, 2014). Similar to the approach by Graudenzi et al. 
(2017), support vector machines (SVMs) (Cortes and Vapnik, 
1995) were used for subtype classification by implementing 
a one-versus-one strategy in which a single classifier is fit for 
each pair of class labels. This strategy transforms a multi-
class classification problem into a set of binary classification 
problems. We again used a 10 times repeated 10-fold cross-
validation scheme, and the soft margin parameter of the linear 
SVM was tuned within the cross-validation loop via a grid 
search. We assessed the multi-class classifier performance in 
terms of accuracy, precision, and recall.

Prediction of Overall Survival
The third task was to train and evaluate machine learning models 
to predict overall survival of cancer patients. For this purpose, a 
Cox proportional hazards model with elastic net penalty was used 
(Tibshirani, 1997; Friedman et al., 2010). Prediction performance 
was evaluated on the basis of five TCGA datasets (i.e., BRCA, 
LIHC, KIRC, OV, and PRAD) (Table 2) using the same 10 times 
repeated 10-fold nested cross-validation procedure as described 
before. The performance of the model was assessed by Harrell's 
concordance index (c-index; Harrell et al., 1982), which is an 
extension of the well-known area under receiver operating 
characteristic (ROC) curve for right censored time-to-event 
(here: death) data.

Statistical Assessment of Database Impact on 
Prediction Performance
To understand the degree to which the observed variability of area 
under the ROC curve (AUC) values, accuracies, and c-indices 
could be explained by the actually used pathway resource, 
we conducted a two-way analysis of variance (ANOVA). The 
ANOVA model had the following form:

 performance database dataset database data + + × set  

We then tested the significance of the database factor via 
an F test. In addition, we performed Wilcoxon tests analysis to 
understand specific differences between databases in a dataset-
dependent manner.

Software Implementation
The workflow presented in this article consists of three major 
components: 1) the acquisition and preprocessing of gene set 

and pathway databases; 2) the acquisition and preprocessing 
of experimental datasets; and 3) the re-implementation or 
adaptation of existing analytical pipelines for benchmarking. 
We implemented these components in the pathway_forte 
Python package to facilitate the reproducibility of this work, the 
inclusion of additional gene set and pathway databases, and to 
include additional experimental datasets.

The acquisition of KEGG, MSigDB, Reactome, and 
WikiPathways was mediated by their corresponding Bio2BEL 
Python packages (Hoyt et al., 2019; https://github.com/
bio2bel) in order to provide uniform access to the underlying 
databases and to enable the reproduction of this work as they 
are updated. Each Bio2BEL package uses Python's entry points 
to integrate in the previously mentioned ComPath framework 
in order to support uniform preprocessing and enable the 
integration of further pathway databases in the future, without 
changing any underlying code in the pathway_forte package. 
The network preprocessing defers to PathMe (Domingo-
Fernandez et al., 2019; https://github.com/pathwaymerger). 
Because it is based on PyBEL (Hoyt et al., 2018; https://github.
com/pybel), it is extensible to the growing ecosystem of BEL-
aware software.

While the acquisition and preprocessing of experimental 
datasets is currently limited to a subset of TCGA, it is extensible 
to further cancer-specific and other condition-specific datasets. 
We implemented independent preprocessing pipelines for several 
previously mentioned datasets using extensive manual curation, 
preparation, and processing with the pandas Python package 
(McKinney, 2010; https://github.com/pandas-dev/pandas). Unlike 
the pathway databases, which were amenable to standardization, 
the preprocessing of each new dataset must be bespoke.

The re-implementation and adaptation of existing analytical 
methods for functional enrichment and prediction involved 
wrapping several existing analytical packages (Table S3) in order 
to make their application programming interfaces more user-
friendly and to make the business logic of the benchmarking 
more elegantly reflected in the source code of pathway_forte. 
Each is independent and can be used with any combination of 
pathway database and dataset. Finally, all figures presented in 
this paper and complementary analyses can be generated and 
reproduced with the Jupyter notebooks located at https://github.
com/pathwayforte/results/.

Ultimately, we wrapped each of these components in a 
command line interface (CLI) such that the results presented in 
each section of this work can be generated with a corresponding 
command following the guidelines described by Grüning et al. 
(2019). The scripts for generating the figures in this manuscript 
are not included in the main pathway_forte, but rather in their 
own repository within Jupyter notebooks at https://github.com/
PathwayForte/results.

The source code of the pathway_forte Python package is 
available at https://github.com/PathwayForte/pathway-forte, 
its latest documentation can be found at https://pathwayforte.
readthedocs.io, and its distributions can be found on PyPI at 
https://pypi.org/project/pathway-forte.

The pathway_forte Python package has a tool chain consisting 
of pytest (https://github.com/pytest-dev/pytest) as a testing 
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framework, coverage (https://github.com/nedbat/coveragepy) 
to assess testing coverage, sphinx (https://github.com/sphinx-
doc/sphinx) to build documentation, flake8 (https://github.
com/PyCQA/flake8) to enforce code and documentation 
quality, setuptools (https://github.com/pypa/setuptools) to build 
distributions, pyroma (https://github.com/regebro/pyroma) to 
enforce package metadata standards, and tox (https://github.com/
tox-dev/tox) as a build tool to facilitate the usage of each of these 
tools in a reproducible way. It leverages community and open-
source resources to improve its usability by using Travis-CI (https://
travis-ci.com) as a continuous integration service, monitoring 
testing coverage with Codecov (https://codecov.io), and hosting its 
documentation on Read the Docs (https://readthedocs.org).

hardware
Computations for each of the tasks were performed on a 
symmetric multiprocessing (SMP) node with four Intel Xeon 
Platinum 8160 processors per node with 24 cores/48 threads each 
(96 cores/192 threads per node in total) and 2.1-GHz base/3.7-
GHz Turbo Frequency with 1,536-GB/1.5-TB RAM (DDR4 ECC 
Reg). The network was 100 GBit/s Intel OmniPath, storage was 
2× Intel P4600 1.6-TB U.2 PCIe NVMe for local intermediate 
data and BeeGFS parallel file system for Home directories. Table 
3 provides a qualitative description of the memory and time 
requirements for each task.

RESUlTS
The results of the benchmarking study have been divided into 
two subsections for each of the pathway methods described 
above. We first compared the effects of database selection on 
the results of functional pathway enrichment methods. In the 
following subsection, we benchmarked the performance of the 
pathway resources on the various machine learning classification 
tasks conducted.

Benchmarking the Impact on Enrichment 
Methods
Overrepresentation Analysis
As illustrated by our results, pathway analogs from different 
pathway databases in several cases showed clearly significant 

rank differences (Figure 3). These differences were most 
pronounced between Reactome and WikiPathways. For 
example, while the "Thyroxine Biosynthesis" pathway was 
highly statistically significant (q value <0.01) in the LIHC 
dataset for Reactome, its analogs in WikiPathways (i.e., 
"Thyroxine (Thyroid Hormone) Production") and KEGG 
(i.e., "Thyroid Hormone Synthesis") were not. However, the 
pathway was found to be significantly enriched in MPath. Such 
differences were similarly observed for the "Notch signaling" 
pathway in the PRAD dataset, in which the pathway was 
highly statistically significant (q value <0.01) for Reactome and 
MPath, but showed no statistical significance for KEGG and 
WikiPathways. Similar cases were systematically observed for 
additional pathway analogs and super pathways, demonstrating 
that marked differences in rankings can arise depending on the 
database used.

Gene Set Enrichment Analysis
Similar to ORA, GSEA showed significant differences between 
pathway analogs across databases in several cases (Figure 3). 
These differences were most pronounced between KEGG and 
WikiPathways in the KIRC and LIHC datasets and between 
KEGG and Reactome in the BRCA and PRAD datasets. Since 
GSEA calculates the observed direction of regulation (e.g., over/
underexpressed) of each pathway, we also examined whether 
super pathways or pathway analogs exhibited opposite signs in 
their normalized enrichment scores (NES) (e.g., one pathway 
is overexpressed while its equivalent pair is underexpressed). 
As an illustration, GSEA results of the LIHC dataset revealed 
the contradiction that the "DNA replication" pathway, one of 26 
super pathways, was overexpressed according to Reactome and 
underexpressed according to KEGG and WikiPathways, though 
the pathway was not statistically significant for any of these 
databases. However, the merged "DNA replication" pathway in 
MPath appeared as significantly underexpressed. Similarly, in 
the BRCA dataset, the WikiPathways definition of the "Notch 
signaling" and "Hedgehog signaling" pathways were significantly 
overexpressed, while the KEGG and Reactome definitions were 
insignificantly overexpressed. Interestingly, both the merged 
"Notch signaling" and merged "Hedgehog signaling" pathways 
appeared as significantly underexpressed (q < 0.05) in MPath.

Signaling Pathway Impact Analysis
The final of the three statistical enrichment analyses conducted 
revealed further differences between pathway analogs across 
databases. As expected, differences in the results of analogous 
pathways were exacerbated on topology-based methods 
compared with ORA and GSEA, as these latter methods do 
not consider pathway topology (i.e., incorporation of pathway 
topology introduces one extra level of complexity, leading to 
higher variability) (Figure 3). Beyond a cursory inspection 
of the statistical results, we also investigated the concordance 
of the direction of change of pathway activity (i.e., activation 
or inhibition) for equivalent pathways. We found that for two 
database (i.e., LIHC and KIRC), the direction of change was 
inconsistently reported for the "TGF beta signaling" pathway, 
depending on the database used (i.e., the KEGG representation 

TABlE 3 | A qualitative description of the computational costs of the analyses 
performed.

Task Relative memory 
usage

Timescale

ORA Low Seconds
GSEA Medium Minutes
ssGSEA Very high Hours
Prediction of tumor vs. normal Medium Minutes
Prediction of known tumor subtype Medium Minutes
Prediction of overall survival Medium Hours

Performing ssGSEA required on the scale of 100 GB of RAM for some dataset/database 
combinations, while the other tasks could be run on a modern laptop with no issues.
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was activated and the WikiPathways one inhibited). A similar 
effect was observed in the "Estrogen signaling pathway," 
found to be inhibited in KEGG and activated in WikiPathways 
in the LIHC dataset. The merging of equivalent pathway 
networks resulted in the observation of inhibition for both 
the "TGF beta signaling" and "Estrogen signaling" pathways in  
MPath results.

Benchmarking the Impact on Predictive 
Modeling
Prediction of Tumor vs. Normal
We compared the prediction performance of an elastic net 
penalized logistic regression classifier to discriminate normal 
from cancer samples based on their pathway activity profiles. 
The cross-validated prediction performance was measured 

FIgURE 3 | Left Distribution of raw p values of pathway analogs across databases [top to bottom: overrepresentation analysis (ORA), gene set enrichment analysis 
(GSEA), and signaling pathway impact analysis (SPIA)]. Right Significance of average rank differences of pathway analogs across pairwise database comparisons for 
the given method.
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via the AUC and precision-recall curve (see the corresponding 
Materials and Methods section). The AUC indicated no overall 
significant effect of the choice of pathway database on model 
prediction performance (p = 0.5, ANOVA F test; Figure 4). 
Similarly, the results of the precision-recall curve did not show a 
significant effect of the database selected on the model's predictive 
performance. Finally, these results were not surprising due to the 
relative ease of the classification task (i.e., all AUC values were 
close to 1).

Prediction of Tumor Subtype
We next compared the prediction performances of a multi-
class classifier predicting known tumor subtypes of BRCA 
and PRAD using ssGSEA-based pathway activity profiles. 
Figure 5 demonstrated no overall significant effect of the 
choice of pathway database (p = 0.16, ANOVA F test). We used 
Wilcoxon tests to investigate if each pair of distributions of 
the accuracies based on each database were different, but did 

not achieve statistical significance (q < 0.01) after Benjamini–
Hochberg correction for multiple hypothesis testing. While 
the lack of significance is probably due to the limited amount 
of datasets (only two contained subtype information) and 
measurements, we would like to note that MPath showed 
the best classification metrics (similar to the previous 
classification task).

Prediction of Overall Survival
As a next step, we compared the prediction performance of an 
elastic net penalized Cox regression model for overall survival 
using ssGSEA-based pathway activity profiles derived from 
different resources. As indicated in Figure 6, no overall significant 
effect of the actually used pathway database could be observed 
(p = 0.28, ANOVA F test). A limiting factor of this analysis is the 
fact that overall survival can generally only be predicted slightly 
above chance level (c-indices range between 55% and 60%) 
based on gene expression alone, which is in agreement with the 

FIgURE 4 | Comparison of prediction performance of an elastic net classifier (tumor vs. normal) using single-sample gene set enrichment analysis (ssGSEA)-based 
pathway activity profiles computed from different resources. Each box plot shows the distribution of the area under the ROC curves (AUCs) over 10 repeats of the 
10-fold cross-validation procedure.
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FIgURE 5 | Comparison of prediction performance of an elastic net classifier (BRCA and PRAD subtypes) using single-sample gene set enrichment analysis 
(ssGSEA)-based pathway activity profiles computed from different resources. Each box plot shows the distribution of the area under the ROC curves (AUCs) over 10 
repeats of the 10-fold cross-validation procedure.

FIgURE 6 | Comparison of prediction performance of an elastic net penalized Cox regression model (overall survival) using single-sample gene set enrichment 
analysis (ssGSEA)-based pathway activity profiles computed from different resources. Each box plot shows the distribution of the area under the ROC curves 
(AUCs) over 10 repeats of the 10-fold cross-validation procedure.
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literature (Van Wieringen et al., 2009; Fröhlich, 2014; Mayr and 
Schmid, 2014; Zhang et al., 2018).

DISCUSSION
In this work, we presented a comprehensive comparative study 
of pathway databases based on functional enrichment and 
predictive modeling. We have shown that the choice of pathway 
database can significantly influence the results of statistical 
enrichment, which raises concerns about the typical lack of 
consideration that is given to the choice of pathway resource 
in many gene expression studies. This finding was specifically 
pronounced for SPIA because this method is a topology-based 
enrichment approach and therefore expected to be most sensitive 
to the actual definition of a pathway. At the same time, we 
observed that an integrative pathway resource (MPath) led to 
more biologically consistent results and, in some cases, improved 
prediction performance.

Generating a merged dataset such as MPath is non-trivial. We 
purposely restricted this study to three major pathway databases 
because of the availability of inter-database pathway mappings 
and pathway networks from our previous work which enabled 
conducting objective database comparisons. The incorporation 
of additional pathway databases into MPath would first require 
the curation of pathway mappings prior to conducting the 
benchmarking study, which can be labor-intensive. Furthermore, 
performing the tasks described in this work comes with a high 
computational cost (Table 1).

Our strategy to build MPath is one of many possible 
approaches to integrate pathway knowledge from multiple 
databases. Although alternative meta-databases such as 
Pathway Commons and MSigDB do exist, the novelty of this 
work lies in the usage of mappings and harmonized pathway 
representations for generating a merged dataset. While we 
have presented MPath as one possible integrative approach, 
alternative meta-databases may be used, but would require 
that researchers ensure that the meta-databases' contents are 
continuously updated (Wadi et al., 2016).

Our developed mapping strategy between different 
graph representations of analogous pathways enabled us 
to objectively compare pathway enrichment results that 
otherwise would have been conducted manually and 
subjectively. Furthermore, they allowed us to generate super 
pathways inspired by previous approaches that have shown 
the benefit of merging similar pathway representations 
(Doderer et al., 2012; Vivar et al., 2013; Belinky et al., 2015; 
Stoney et al., 2018; Miller et al., 2019). In this case, this was 
made possible by the fully harmonized gene sets and networks 
generated by our previous work, ComPath and PathMe. A 
detailed description of the ComPath and PathMe publications, 
source code, and extensions to existing analyses (i.e., SPIA) to 
better suit the methods used in this work can be found in the 
Supplementary Text.

One of the limitations of this work is that we restricted 
the analysis to five cancer datasets from TCGA and we did 

not expand it to other conditions besides cancer. The use of 
this disease area was mainly driven by the availability of data 
and the corresponding possibilities to draw statistically valid 
conclusions. However, we acknowledge the fact that data from 
other disease areas may result in different findings. More 
specifically, we believe that a similar benchmarking study 
based on data from disease conditions with an unknown 
pathophysiology (e.g., neurological disorders) may yield even 
more pronounced differences between pathway resources. 
Additionally, further techniques for gene expression-based 
pathway activity scoring could be incorporated, such as 
Pathifier or SAS (Drier et al., 2013; Lim et al., 2016).
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ABSTRACT

The past decades have brought a steady growth of
pathway databases and enrichment methods. How-
ever, the advent of pathway data has not been ac-
companied by an improvement in interoperability
across databases, hampering the use of pathway
knowledge from multiple databases for enrichment
analysis. While integrative databases have attempted
to address this issue, they often do not account
for redundant information across resources. Further-
more, the majority of studies that employ pathway
enrichment analysis still rely upon a single database
or enrichment method, though the use of another
could yield differing results. These shortcomings call
for approaches that investigate the differences and
agreements across databases and methods as their
selection in the design of a pathway analysis can
be a crucial step in ensuring the results of such
an analysis are meaningful. Here we present Deco-
Path, a web application to assist in the interpreta-
tion of the results of pathway enrichment analysis.
DecoPath provides an ecosystem to run enrichment
analysis or directly upload results and facilitate the
interpretation of results with custom visualizations
that highlight the consensus and/or discrepancies at
the pathway- and gene-levels. DecoPath is available
at https://decopath.scai.fraunhofer.de, and its source
code and documentation can be found on GitHub at
https://github.com/DecoPath/DecoPath.

INTRODUCTION

In recent years, high-throughput (HT) technologies have
given rise to a perpetual influx of -omics data, requiring
pragmatic approaches to sift out meaning. One of the most

common applications of HT technologies is gene expression
profiling to simultaneously determine the expression pat-
terns of thousands of genes at the transcription level under
certain conditions (1). While a host of statistical techniques
are available to identify genes that differ in expression de-
pending on a particular condition, gene set or pathway en-
richment analysis methods represent a major class of tools
researchers employ to group lists of genes into defined path-
ways and understand the functional roles of genes for any
given set of conditions (2). To date, almost a hundred dif-
ferent pathway enrichment methods have been proposed,
including the popular over-representation analysis (ORA)
and gene set enrichment analysis (GSEA) (3). Though these
methods may vary based on the overarching categories they
fall into (e.g. topology versus non-topology-based) or the
statistical techniques used, they have widely shown their
ability to deconvolute biological pathways dysregulated in
a given state (4).

Numerous pathway databases have been developed which
aim at representing biological pathways from various van-
tage points (e.g. differing scopes, contexts, boundaries or
pathway types). The existence of several hundreds of these
databases reflects the inherent complexity and variability
of biological processes that occur in living organisms (5).
Further compounding this complexity is the fact that bio-
logical pathways housed in these databases are human con-
structs, delimited based on abstract boundaries defined by
a researcher or the consensus of the community. This im-
plies that a well-studied pathway could contain different bi-
ological entities depending on the boundaries defined by the
databases that store it. These differences across databases
can manifest in variability in the results of pathway enrich-
ment analysis (6,7), in a similar way as methods can impact
results (4,8–10).

Recent approaches to pathway enrichment analysis have
focused on the integration of multiple datasets across differ-
ent platforms to ensure a broader coverage of significantly
enriched pathways (11–13). Other techniques attempt to
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account for potential differences that may arise in the re-
sults of pathway enrichment analysis by combining gene
sets from several pathway databases. For instance, (14) pre-
sented an approach that leverages GSEA to calculate a com-
bined enrichment score for multiple -omics layers using sev-
eral databases. However, performing pathway enrichment
analysis using multiple databases to increase the number of
pathways covered can only partially address the challenges
associated with variability in results. This is because such an
approach falls short of leveraging the substantial overlap
of pathway knowledge across databases which could pro-
vide more comprehensive results (15–17) or shed light on in-
consistencies across pathway databases (18). Furthermore,
combining several databases can result in redundant path-
ways, an issue tackled by the SetRank algorithm which dis-
counts significant gene sets if their significance can be ex-
plained by their overlap with another gene set (19). Finally,
a possible, natural solution to better connect and struc-
ture redundant information across databases lies in lever-
aging pathway ontologies (20) or pathway mappings with
database cross-references (17). By connecting related path-
ways across databases, we can, in turn, investigate the con-
sensus, or lack thereof, of the results of pathway enrichment
analysis between databases or methods as demonstrated by
several recent benchmarks (4,8–10).

Here, we present DecoPath, a web application that pro-
vides a user-friendly and interactive application to com-
pare and interpret the results of pathway enrichment analy-
sis yielded by different pathway databases. To facilitate the
comparison of results across databases and bring to light
possible contradictory results, we present several interac-
tive visualization tools designed to better interpret the re-
sults of pathway enrichment at both the pathway and gene-
level. While these visualizations can generally be used for
any pathway enrichment method, DecoPath also integrates
standard pathway enrichment methods in its pipeline, thus,
enabling users to conduct an entire enrichment analysis
on the web application (from data submission to interpre-
tation). Finally, although DecoPath provides four default
databases, it also allows users to upload gene sets and map-
pings such that analyses can be run on their independently
curated gene sets.

MATERIALS AND METHODS

Implementation

The server-side was implemented in the Python program-
ming language using the Django framework (https://www.
djangoproject.com/). This framework operates using a
Model-View-Controller (MVC) architecture and was inte-
grated with Celery (http://www.celeryproject.org) and Rab-
bitMQ (https://www.rabbitmq.com) for asynchronous task
execution. The front-end of DecoPath comprises several
interactive visualizations implemented using a collection
of powerful Javascript libraries, including jQuery (https://
jquery.com), D3.js (https://d3js.org/) and DataTables (https:
//datatables.net/). Furthermore, DecoPath relies on Boot-
strap 4 (https://getbootstrap.com/) for the main design of
the website. The web application is containerized using
Docker for reproducibility purposes and easy deployment.
We strongly recommend the use of DecoPath on Chrome,

Firefox or Safari browsers and on Mac or Linux operating
systems.

Pathway resources

DecoPath enables users to compare the results of enrich-
ment analysis yielded using various pathway databases.
As mentioned in the Introduction, pathways in different
databases can substantially overlap, such that a pathway in
one database can have counterparts in several others. Lever-
aging equivalent pathway mappings across several widely-
used databases, DecoPath aims at highlighting the consen-
sus, or lack thereof, of enrichment analysis results for each
equivalent pathway. Expanding upon our previous work
(17), we added novel equivalent pathway mappings as well
as mappings for an additional database (i.e. PathBank (21))
(Supplementary Text). Thus, the released version of Deco-
Path provides users with the following pathway databases:
KEGG (22), Reactome (23), WikiPathways (24) and Path-
Bank (Retrieved 3 August 2020). Additionally, as integra-
tive resources can lead to more biologically consistent re-
sults in enrichment analysis (6), a DecoPath-specific gene
set database containing merged gene sets of equivalent path-
ways across the aforementioned databases is also provided,
as described in the following section. Finally, in order to en-
sure that regular updates to these pathway resources are re-
flected in DecoPath, the software is updated with the latest
gene sets annually.

Generating a pathway hierarchy

The consolidation of each of the pathway databases into a
pathway meta-database was conducted in order to generate
a pathway hierarchy. In doing so, equivalent representa-
tions of pathways across KEGG, PathBank, Reactome
and WikiPathways were combined. The pathway hierarchy
contains a total of 644 pathways from these four databases
and can be found at https://github.com/ComPath/compath-
resources/blob/master/mappings/decopath ontology.xlsx
(dated 13 January 2021). The hierarchy comprises eight
major categories: metabolism, immune, signaling, commu-
nication and transport, cell death, disease, DNA repair
and replication, and others. All pathways in the hierar-
chy retained their original identifiers except equivalent
pathways which were merged and given unique names
and identifiers. The pathway hierarchy is a directed acyclic
graph with a maximum depth of 4, in which relation types
between pathways can be either is-part-of or equivalent-to
relations. The curation process to generate the hierarchy is
described in the Supplementary Text. Periodic updates to
the pathway hierarchy are made on an annual basis.

Pathway enrichment methods

DecoPath comprises two of the most widely used path-
way enrichment methods (25–27): over representation anal-
ysis (ORA) and gene set enrichment analysis (GSEA) (3).
ORA aims at identifying pathways (i.e. gene sets) that
are over-represented within a list of genes of interest. A
pathway is considered enriched (over-represented) if the
P-value arising from a one-sided Fisher’s exact test (28)
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is lower than a specified threshold, typically 0.05. As this
test is conducted for each pathway in the database, De-
coPath’s implementation of ORA corrects the P-value by
applying multiple hypothesis testing correction with the
Benjamini–Yekutieli method under dependency (29). The
second method, GSEA, determines whether a pathway or
a gene set significantly differs between two groups. A path-
way is considered significantly regulated in that condition
if genes of that pathway appear in the top or bottom rank-
ing of a list of differentially expressed genes (DEGs) more
than expected by chance. An alternative version of GSEA,
namely GSEA Pre-Ranked (3), is also available if users
wish to run GSEA on a pre-ranked list of genes. DecoPath
uses implementations of GSEA and GSEA Pre-Ranked
from gseapy (https://gseapy.readthedocs.io/en/latest). Addi-
tionally, DecoPath enables conducting differential gene ex-
pression (DGE) analysis between groups through DESeq2
(version 1.22.2). Apart from these methods, DecoPath also
provides the option to include additional pathway enrich-
ment methods into the web application.

Installation

Although we provide a freely available instance of Deco-
Path at https://decopath.scai.fraunhofer.de/, in the case of
large datasets or cases where the compute capacity of the
server may be insufficient depending on the type of anal-
ysis, users can install and use DecoPath in their own sys-
tem. We offer two options to install DecoPath depending
on the needs of the user. The first and easiest method for
those unfamiliar with Django-based web applications is
to install Docker and deploy the Docker container which
will install required components and run the web applica-
tion. Detailed instructions are provided on GitHub (https:
//github.com/decopath/decopath). Alternatively, DecoPath
can be directly deployed following the instructions in the
GitHub repository.

Runtime considerations

Computation time is dependent on the type of analysis, size
of the datasets as well as the device specifications. ORA can
be run on a gene list on a timescale of seconds and requires
the relatively lowest usage of memory. A DGE analysis task
has a timescale of several minutes, while GSEA on a typical
expression dataset with two experimental groups and four
databases can also be done within minutes with a dual-core
Intel Core i5 CPU and 16 GB RAM.

Case scenario

Using each of the available enrichment methods, we demon-
strate a typical workflow in DecoPath with the The Cancer
Genome Atlas Liver Hepatocellular Carcinoma (TCGA-
LIHC) dataset (30). Gene expression data from this dataset
was retrieved from the Genomic Data Commons (GDC;
https://gdc.cancer.gov) portal through the R/Bioconductor
package, TCGAbiolinks (version 2.16.3; (31)) on 4 August
2020. To run GSEA, we employed RNA-Seq expression
data normalized using Fragments Per Kilobase of tran-
script per Million mapped reads upper quartile (FPKM-

Figure 1. DecoPath workflow. Users can upload datasets to run pathway
enrichment analysis or directly upload enrichment results from their own
experiments. Once results have been loaded, DecoPath offers users several
visualizations designed to evaluate pathway consensus at the database, hi-
erarchy and gene set level. Users can also opt to directly upload results
generated from varying enrichment methods across to visualize variations
from these against a set of pathway databases.

UQ). DGE analysis using read counts from the TCGA-
LIHC dataset (retrieved from the GDC; https://gdc.cancer.
gov) was performed between normal and tumor samples to
derive a gene list to conduct ORA. This final list of genes
was restricted to genes that exhibited an adjusted P-value
< 0.05. Specifications of the parameter settings for ORA
and GSEA are listed in Supplementary Table S1.

RESULTS

Here, we describe the DecoPath web application. A typical
workflow of the web application involves the submission of
an experiment, generation of results, and the subsequent ex-
ploration and visualization of these results (Figure 1). In the
following, we provide a detailed description for each of the
steps in the workflow.

Submission form

Once a user has logged into DecoPath, on the Homepage,
the input form allows them to upload their files and select
parameters to run different analyses or upload results from
them (Figure 2). For users opting to run analyses using De-
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Figure 2. DecoPath homepage. Once a user has logged in, on the home-
page, they are provided with the option to either run or submit the results
of a pathway analysis. If a user opts to submit the results of an analysis, they
can upload their data, select the databases they wish to include, choose the
parameter settings for each experiment and optionally perform a concur-
rent DGE analysis. Once the form has been submitted, users are directed
to the Experiments page where they can find visualizations and function-
alities to compare and explore the consensus around different pathway
databases.

coPath, the workflow depends on the analysis they select.
Briefly, GSEA requires the submission of datasets, such as
from RNA-Seq, microarray or ChIP-Seq, accompanied by
a design matrix denoting the class labels (e.g. normal and
tumor) for samples in the dataset. To run ORA, users need
only submit a list of genes of interest. For either method,
users can select which of the four pathway databases they
would like to include in the analysis. By default, genesets
from DecoPath which contain merged equivalent pathways
are also included in the analysis.

These pathway enrichment methods can also be supple-
mented by DGE analysis to generate visualizations and
identify genes that are differentially expressed according to
a fold change cutoff. In order to run DGE analysis, un-
normalized read counts in the form of a matrix of integer
values is required, as is a design matrix, analogous to the
one required for GSEA. For each of these analyses, gene
identifiers should be in the form of HUGO Gene Nomen-
clature Committee (HGNC) symbols. Alternatively, users
can opt to download gene set files for pathway databases in-
cluded in DecoPath, run GSEA, ORA and/or DGE anal-
ysis, and upload the results of the analysis to the website.
By directly uploading the results, users can also analyze the
results of alternative enrichment methods such as Enrich-
Net (32) and Signaling Pathway Impact Analysis (SPIA)
(33) using DecoPath. Detailed descriptions of the input files
can be found in the User Guide and FAQs sections on our
website.

Visualizations and analyses

Once users have submitted their query, they are directed
to the Experiments page where they can view the status
as well as details of their experiments, and explore and vi-
sualize their results (Figure 3). To interpret the results of
enrichment analysis, we implemented multiple, customized
tools intended to provide insights on the consensus across
databases, each of which we detail below.

Exploring the consensus across pathway databases

The first visualization summarizes the consensus results of
pathway enrichment analysis on multiple databases. For
each pathway (row), the table shows the concordance across
databases, reflected in terms of the significance value, specif-
ically for ORA, and both the significance value and di-
rectionality of the normalized enrichment score (NES) for
GSEA (Figure 4). Using this visualization, users can rapidly
identify concordant (i.e. a given pathway is reported as sig-
nificantly enriched in a gene list across all databases) and
contradictory (i.e. a given pathway is reported as signifi-
cantly enriched in a gene list in one or more databases, but
not in the others [or vice versa]) pathways and directly com-
pare their results.

We conducted a case scenario to investigate the results
for ORA and GSEA using four pathway databases on the
TCGA-LIHC dataset. Among the pathways enriched in
ORA which could be found in more than one pathway
database, we found 88 concordant pathways and 41 contra-
dictory ones. Similarly, the results of GSEA revealed 70 con-
cordant and 45 contradictory pathways. Among the con-
tradictory pathways we observed in GSEA, the majority
of contradictions pertained to whether or not the pathway
was significantly enriched, while 12 pathways also differed
in the sign of the NES (i.e. the same pathway was reported
as enriched at the top of a ranked gene list for one database
and at the bottom for another). Additionally, 53 concordant
pathways were common between the results of GSEA and
ORA; however, as expected, differences based on the path-
way enrichment method were observed. Overall, the results
of the LIHC-TCGA dataset for both methods showed that
approximately one-third of equivalent pathways were con-
tradictory across the two methods. Thus, the selection of
databases, as well as the enrichment method, are important
aspects in the experimental design of pathway enrichment
analysis. We have observed that the use of one over another
can yield discordant results, leading to different interpre-
tations of results depending on the database choice. In the
following sections, we illustrate why these results may be dis-
crepant by analyzing the gene sets of a given pathway.

Visualizing consensus through the pathway hierarchy

In the second visualization, users can explore the results of
their analysis within the context of a pathway hierarchy (see
Materials and Methods section). This user-friendly and in-
teractive visualization represents the different levels of the
pathway hierarchy as circles, each of which represent a child
or a parent pathway. In the case of GSEA, pathways that do
not show statistically significant (adjusted P-value <0.05)
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Figure 3. Experiments page. The Experiments page lists details of each of the experiments that were run or uploaded. The status of the experiment is given
in the ‘Status’ column, indicating whether the experiment was successfully run, if it is pending or has failed. Through this page, users can then navigate to
each of the different visualizations to explore the results of their analysis.

Figure 4. Consensus page. The Consensus page visualization shows the consensus of the results of enrichment analysis across databases at the pathway
level. In the case of GSEA, the table displays the NES for a given pathway across each database as well as the NES of the merged gene sets of all equivalent
pathways, the latter of which is indicated in the column ‘DecoPath’.
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differences between groups are colored gray, while statisti-
cally significant ones are colored red or blue based on the
sign of the NES, and shaded by a gradient based on the
magnitude of the NES. In the case of ORA, pathways are
colored gray if they are not significant with an adjusted P-
value < 0.05 and red otherwise. Additionally, the size of the
gene sets for each of the pathways is proportional to the
size of the circles. Furthermore, interactive visualizations
also offer zoom and search functionalities to easily identify
pathways of interest. In summary, with this tool, users can
not only explore the enrichment results through the entire
pathway hierarchy but also intuitively evaluate equivalent
pathways and the size of the pathways, both of which are
known to affect results (6,34).

Continuing the case scenario on the LIHC datasets, this
visualization was used to identify major pathways that were
enriched in both ORA and GSEA (Figure 5). The organiza-
tion of pathways into eight major categories allows users to
intuitively navigate through the hierarchy and identify path-
way groups in which several pathways are enriched. For in-
stance, among all pathways pertaining to metabolism, we
observed that lipid and purine metabolism pathways were
significantly enriched in both GSEA and ORA, indicat-
ing that there was a consensus across both methods and
databases. Among other examples of consensus, we found
cytokine signaling within the immune system pathways as
well as MAP kinase signaling within the signaling path-
ways significantly enriched in all methods and databases.
Finally, contrasting colors of this hierarchical view allow
for the rapid identification of contradictory pathways which
can then be further analyzed at the gene-level, aided by the
following visualization.

Analyzing equivalent pathways at the gene level

The third visualization is an interactive Venn diagram that
shows the overlap for equivalent pathways at the gene-level.
In this visualization, we provide a means to analyze exactly
which genes may explicate the findings of the pathway anal-
ysis. By clicking on the subsets of the Venn diagram, users
can display the genes in each of the gene sets. Thus, users can
pinpoint the specific genes of the pathway that might con-
tribute to the contradictions observed in the results of the
enrichment analysis. If fold changes have additionally been
uploaded of DEGs or DGE analysis has been performed,
users can also view the distribution of fold changes of genes
in the dataset in an accompanying histogram.

To demonstrate this visualization, we explored both a
pathway showing concordant results (i.e. DNA replication
pathway) and another showing contradictory results (pyru-
vate metabolism) from the results of pathway enrichment on
the TCGA-LIHC dataset. In the case of the DNA replica-
tion pathway, the results showed that the KEGG, Reactome
and WikiPathways equivalent representations consistently
reported NES over 2.0, suggesting that the pathway is regu-
lated in the liver cancer dataset. We then explored the over-
lap of the gene sets of the DNA replication pathway from
the three databases, observing that the log2 fold change val-
ues for the vast majority of genes in the pathway were pos-
itive. As GSEA finds the pathways which are nearest to the
top (or bottom) of the ranked list of DEGs, this can account

for the observance of the high NES (Figure 6A). Similarly,
we explored a pathway (i.e. pyruvate metabolism), which
had contradictory results in KEGG, Reactome and Path-
Bank. In this case, these pathway databases disagreed in the
direction of regulation of the NES; while the NES of pyru-
vate metabolism was positive in KEGG and PathBank, the
sign of the NES was negative in Reactome. The consensus
between KEGG and PathBank is not surprising as the gene
sets of the pathway largely overlap (Figure 6B), while only
13 of the 31 genes in the Reactome pathway overlap with the
other two gene sets. By plotting the distribution of the other
18 genes that are uniquely present in the Reactome pathway,
we found that these genes were largely over-expressed, ex-
plaining the observed differences in the NES between them.
Thus, this example illustrates how this tool can be used to
assist in the interpretation of the discrepant results of path-
way enrichment analysis.

DISCUSSION

While the popularity of pathway enrichment analysis for
the interpretation of -omics data has grown over the past
two decades and led to the development of over a hundred
different methods, recent benchmarks have shown that the
selected method can influence results (4,8,9,27). Further-
more, the majority of pathway enrichment analyses tend
to be conducted on a single pathway database, the choice
of which can also impact results of an analysis (6). While
several tools have been implemented to run enrichment
analysis on multiple platforms and methods (see Introduc-
tion), tools that facilitate the direct comparison of results
yielded using different databases or enrichment methods at
the pathway- and gene-levels are lacking. To address this is-
sue, we have presented DecoPath, the first web application
designed to assist in the interpretation of the results of path-
way enrichment methods. DecoPath provides users with a
broad range of built-in tools and visualization to conduct
enrichment analyses and guide them in the interpretation
of the results using multiple pathway databases.

Nonetheless, the presented web application is not without
its limitations. First, while multiple enrichment methods ex-
ist, DecoPath only enables running two of the most popular
pathway enrichment analyses. Similarly, DecoPath exclu-
sively contains four pathway databases given the substan-
tial curation effort required to map and harmonize path-
way databases. To address these limitations, we enable users
to directly upload results from other enrichment methods
or pathway mappings from additional databases. Another
limitation is the computational power of the server required
to run experiments on datasets with a large sample size, or
depending on the type of analysis conducted, may not be
enough. However, since the source code of the web applica-
tion is available (https://github.com/DecoPath/DecoPath)
and DecoPath can be containerized in Docker, users can
deploy the web application as per their needs to run more
computationally demanding analyses.

In the future, we plan to map and integrate additional
databases into DecoPath, as well as more enrichment meth-
ods. Furthermore, we envision the implementation of a con-
sensus algorithm to combine the results obtained across
multiple databases into a single score, in line with ap-
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Figure 5. Circle pack visualization of the pathway hierarchy using different pathway enrichment methods. The figure corresponds to the interactive visual-
izations displaying the results of running ORA (A) and GSEA (B) on the LIHC dataset. In this visualization, results are customized based on the pathway
enrichment method. In the case of Functional Class Scoring (FCS) and Pathway Topology (PT) based methods, the visualization highlights the direction
of the dysregulation for each significantly dysregulated pathway as well as for the adjusted P-value (B). On the other hand, for ORA, the visualization
highlights pathways that are significantly enriched based on an adjusted P-value (A).

Figure 6. Overlap of gene sets for a given pathway. Venn diagrams display the overlap of gene sets for equivalent pathways across user selected databases.
By running DGE analysis, users can also view a histogram of the distribution of log2 fold changes for DEGs in their dataset to identify which genes
are leading to either consistent or contradictory results for their pathway analysis. (A) Venn diagram of the overlap of gene sets for the DNA replication
pathway from KEGG, Reactome and WikiPathways is shown above, while a histogram of log2 fold changes for DEGs from this pathway is shown below (in
this example, the pathway representation from Reactome). (B) Venn diagram of the pyruvate metabolism pathway from KEGG, Reactome and PathBank
and a histogram of log2 fold changes for DEGs for the pyruvate metabolism pathway Reactome are displayed.
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proaches which integrate results obtained by an ensemble of
enrichment methods, such as CGPS (35) and EGSEA (36),
whilst taking into account variables such as gene set size
and the magnitude of the enrichment score and/or P-value.
Finally, we hope that our curation effort lays the ground-
work for a future overarching pathway ontology with cross-
references to databases that could be leveraged and ex-
tended by the pathway community.
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ABSTRACT

We attempt to address a key question in the joint
analysis of transcriptomic data: can we correlate
the patterns we observe in transcriptomic datasets
to known interactions and pathway knowledge to
broaden our understanding of disease pathophys-
iology? We present a systematic approach that
sheds light on the patterns observed in hundreds
of transcriptomic datasets from over sixty indica-
tions by using pathways and molecular interactions
as a template. Our analysis employs transcriptomic
datasets to construct dozens of disease specific co-
expression networks, alongside a human protein-
protein interactome network. Leveraging the inter-
operability between these two network templates,
we explore patterns both common and particular to
these diseases on three different levels. Firstly, at
the node-level, we identify most and least common
proteins across diseases and evaluate their consis-
tency against the interactome as a proxy for their
prevalence in the scientific literature. Secondly, we
overlay both network templates to analyze common
correlations and interactions across diseases at the
edge-level. Thirdly, we explore the similarity between
patterns observed at the disease-level and pathway
knowledge to identify signatures associated with
specific diseases and indication areas. Finally, we
present a case scenario in schizophrenia, where we
show how our approach can be used to investigate
disease pathophysiology.

INTRODUCTION

Despite the exponential growth of biomedical data in the
last decades, we are still far from understanding the func-
tion of every gene in a living organism. Nevertheless, major
technological advancements now enable us to assign specific
biological functions to thousands of protein-coding genes
in the human genome (1). In turn, complex interactions
between groups of genes, proteins and other biomolecules
give rise to the normal functioning of the cell. By acquiring
knowledge of these interactions, we can decipher the molec-
ular mechanisms which cause system-wide failures that can
lead to disease (2). A common modeling approach to repre-
sent these vast sets of interactions is in reconstructing mech-
anisms in the form of networks as intuitive representations
of biology, where nodes denote biological entities and edges
their interactions (3,4).

Numerous standardized formats have been widely
adopted to model biological networks that represent
pathway knowledge dispersed throughout the scientific
literature (5). Pathway models in a variety of formats can
be found housed in databases such as KEGG (6) and
Reactome (7), each with a varied focus and scope. These
databases can be specifically leveraged for hypothesis
generation, the analysis of biomedical data such as with
pathway enrichment (8), or predictive modeling (9). Using
the networks of known molecular interactions, one can also
discern novel genes involved in particular disease states as
functions of network proximity (10). A general trend noted
by Huang and colleagues was the observation that larger
networks tended to outperform smaller ones, an effect also
observed when comparing the performance of integrated
pathway databases to individual ones in enrichment and
predictive modeling tasks (11).
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Although knowledge-driven approaches that leverage
literature-based evidence can be used to gain a mecha-
nistic understanding of disease pathophysiology, these ap-
proaches tend to be augmented when applied in combi-
nation with data-driven ones. In the latter case, transcrip-
tomic profiling offers researchers a systematic and afford-
able method to analyze the expression and activity of genes
and proteins on a large-scale under distinct physiologi-
cal conditions. Through gene expression profiling, patterns
of genes expressed at the transcript level that are rele-
vant to a particular condition can be determined, whilst
considering sets of genes involved in a specific biologi-
cal process tend to exhibit similar patterns of expression
or activity (12). To model these patterns, techniques such
as gene co-expression networks have been developed in
which genes with correlated expression activity are con-
nected. Several methodologies can be used to generate co-
expression networks, such as Weighted Gene Co-expression
Network Analysis (WGCNA) (13), SWItchMiner (SWIM)
(14) and ARACNE (15). Co-expression networks tend to
be represented as undirected weighted graphs, where graph
nodes correspond to genes, and edges between nodes cor-
respond to co-expression relationships (16). The applica-
tions of these networks are diverse, ranging from identifying
functional and disease-specific modules to hub genes (12).
For instance, Chou et al. (17) and Xiang et al. (18) com-
bined independent datasets related to endometrial cancer
and Alzheimer’s disease, respectively, in order to generate
co-expression networks that captured gene expression pat-
terns across multiple disease-specific datasets. Using these
co-expression networks, they were able to identify relevant
genes in the context of these two indications.

Though it is standard practice to perform enrichment
analysis using pathway and gene set databases (e.g. KEGG
and Gene Ontology (19)) on gene lists from co-expression
networks such as those from a particular disease module
(20,21) for mechanistic insights, this approach ignores the
topology of the network as it exclusively relies upon sets of
genes rather than the network structure. In a recent study,
Paci et al. (22) overcame this challenge by showing how dis-
tinct, topological properties of disease networks can emerge
through the identification and mapping of disease-specific
genes of several disease co-expression networks to a human
interactome network of protein-protein interactions. The
SWIM method used by the authors has independently been
applied to elucidate the molecular mechanisms that under-
lie several complex diseases mediated by the identification
of key genes (23–26).

The potential insights that can be gained from the pre-
viously mentioned analyses together with the abundance
of publicly available transcriptomic datasets (27,28) have
prompted the creation of databases that store collections of
co-expression networks, such as COXPRESdb for numer-
ous species (29). By harmonizing and storing thousands of
transcriptomic datasets in the form of co-expression net-
works, these resources capture a variety of ‘snapshots” rep-
resenting gene expression patterns in a diverse set of con-
texts. While transcriptomics datasets have been used to
identify regulatory patterns across a variety of different con-
texts such as specific species or tissues (30), the aim of most
transcriptomics data analyses is to reveal biological pro-

cesses that differentiate a disease patient from a healthy
control. The large amount of datasets available contain an
abundant number of samples, allowing for comprehensive
large-scale analyses on a variety of indications. Further-
more, by bringing together transcriptomic data with known
interactions in pathway resources, we can connect the tran-
scriptome with the proteome by overlaying the patterns
in co-expression networks with the scaffold of biological
knowledge embedded in pathway networks (31). In doing
so, we can gain insights on specific or shared molecular
mechanisms across multiple indications.

In this work, we jointly leverage the patterns of disease-
specific datasets reflected in co-expression networks and
pathway and interaction networks to uncover the mecha-
nisms underlying disease pathophysiology. To do so, we sys-
tematically compared hundreds of transcriptomic datasets
from over 60 diseases with a human protein-protein interac-
tome network to unravel the proteins, subgraphs, and path-
ways that are specific to certain diseases or shared across
multiple. Finally, in a case scenario, we demonstrate how
bringing together a disease-specific co-expression network
with pathway knowledge allows us to better understand the
role of a specific pathway within a disease context.

MATERIAL AND METHODS

In the first subsection, we outline the process of generat-
ing disease-specific co-expression networks from transcrip-
tomic data (Figure 1A–C). Then, we describe the construc-
tion of a human protein-protein interactome network (Fig-
ure 1E and F). Finally, we outline the various analyses con-
ducted (Figure 1D).

Generating co-expression networks from transcriptomic data

Identifying disease-specific datasets in ArrayExpress. We
queried datasets from ArrayExpress (AE) (27) belonging
to the most widely used platform: the Affymetrix Human
Genome U133 Plus 2.0 Array (accession on AE: A-AFFY-
44). By using the same platform for each of the datasets,
we ensured that the datasets were relatively comparable. Ar-
rayExpress was preferred over other databases such as Gene
Expression Omnibus (GEO) (28) as datasets often comprise
of normalized and mapped terms in their metadata that
describe their characteristics (e.g. experimental details, or-
ganism information, etc.). Furthermore, it provides a user-
friendly API through which all the necessary information
was queried. As of 20 July 2020, 4485 datasets generated
from platform A-AFFY-44 have been stored in ArrayEx-
press, resulting in roughly below 200 000 samples. Figure 2
summarizes the filtering steps that we conducted to identify
disease-specific datasets which are also described below.

As the purpose of this work was to analyze disease-
specific datasets, only patient samples and their controls
were eligible for the analysis. Thus, a filtering step was in-
troduced to focus exclusively on patient-level data (Figure 2,
filter A). To filter out irrelevant datasets, we leveraged key-
words present in the metadata such as ‘dose’, ‘compound’
or ‘strain’ (Figure 2, filter B). Furthermore, information
about the disease state of each sample is needed for building
disease-specific networks. Therefore, the metadata columns
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Figure 1. Schematic illustration of the methodology. 279 transcriptomic datasets were acquired from ArrayExpress (A) and grouped into 63 distinct diseases
to generate disease-specific co-expression networks (B). A comprehensive protein-protein interactome network was built (E) from an ensemble of six
pathway and interaction databases (F). A series of analyses were then conducted on the disease-specific co-expression networks (D), specifically: a node-
level analysis (D.i), an edge-level analysis (D.ii), and a pathway-based analysis (D.iii) leveraging pathway knowledge and the interactome network.

were searched for disease keywords like ‘disease’, ‘histol-
ogy’ or ‘status’ (Figure 2, filter C). This resulted in 651
datasets, of which one non-human dataset was removed, to-
taling in 650 datasets with 51 550 samples (Figure 2, filter
D).

Once datasets were filtered to identify those that con-
tained disease-specific information, we then harmonized
the disease terms present in the title and metadata of the
datasets with the help of the Human Disease Ontology
(DOID) (32). Next, the disease terms from patient sam-
ples were mapped to DOID entities using ZOOMA (https:
//www.ebi.ac.uk/spot/zooma), enabling us, in some cases, to
automatically find DOID matches. However, the majority
of the terms did not contain a perfect match to a DOID
entity so ZOOMA proposed the closest match. Based on
this set of proposed DOID entities, we manually evaluated
whether the term had been correctly assigned or if a DOID
entity that could more accurately represent the disease was
available. Through this process, we also identified false pos-
itive terms which had not been successfully filtered in the
previous steps. In these cases, the metadata did not contain
sufficient information, though this information was present
in the dataset title. Thus, using the title information, we re-
moved such false positive terms following manual inspec-
tion.

To maximize the coverage, we conducted a final process-
ing step where we intended to group similar diseases to-
gether under a common label. For that, we leverage the on-
tology network structure and visualize it as a hierarchical
tree with a focus on selected branches (i.e. ‘immune system
disease’, ‘nervous system disease’, and ‘cancer’). Next, we
manually identify close neighbors for terms that have few
samples in order to merge them into a more general term
that still accurately describes the original term. The veracity
of the likeliness of the disease terms in the selected clusters
to be used as a single gene expression set were verified by a
clinician before re-mapping. (Supplementary Text 1).

After this final grouping step, we also filtered datasets
to fulfill the following criteria: i) ensure every disease has
a minimum of 50 samples to increase the stability of the co-
expression network, ii) ensure a minimum of two datasets
per disease, and iii) exclude samples with the ‘cancer’ la-

bel as this term was too broad (Figure 2, filter F). Thus, we
have 38 621 samples from 469 datasets as 63 distinct diseases
and one control group (Supplementary Table S1). To facil-
itate the grouping of control samples, we first harmonized
all samples coming from datasets used to generate the dis-
ease networks that correspond to controls by giving them
a common label (i.e. ‘normal’) (Figure 2, filter G). Apply-
ing the previously described filtering steps resulted in 35 025
samples from 323 datasets that were selected. Finally, not all
datasets comprised the raw data required to generate the co-
expression networks which are solely based on 279 datasets
(20 748 samples) (Figure 2, filter H). The final list of datasets
with their respective disease labels can be seen in Supple-
mentary Table S1 and can be visualized according to their
DOID hierarchy in Supplementary Figure S1.

Scripts to retrieve and process the datasets from Ar-
rayExpress are available at https://github.com/CoXPath/
CoXPath/blob/main/R. We have also provided comprehen-
sive documentation to modify the filtering steps and add
extensions to the scripts.

Generating co-expression networks. For each disease, ex-
pression data could then be used to construct co-expression
networks to represent relationships between genes in dif-
ferent diseases. Therefore, the raw .CEL-files of the expres-
sion datasets were downloaded, pre-processed, and merged.
Here, each individual dataset was first pre-processed with
the RMA function of the oligo package in R, which per-
forms background subtraction and quantile normalization.
After merging the samples from different datasets irrespec-
tive of the sample tissue (as this information was not avail-
able for a large amount of samples), a batch correction via
ComBat (33) was applied to the data to remove the effect
corresponding to individual datasets. Finally, the probes
were mapped to genes. If multiple probes mapped to the
same gene, the most variable probe was kept. In the special
case of the normal network, we would like to note that only
control samples that were present in the disease datasets
were used (Figure 2, filter G).

The actual co-expression datasets were then constructed
with the WGCNA package in R (13). WGCNA has been
shown to be one of the most accurate methods, even in the
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Figure 2. Extracting disease-specific datasets from ArrayExpress. tran-
scriptomic data from nearly 4500 datasets was derived from ArrayExpress.
Several filtering steps (A–H) were applied to only retain disease-specific
datasets for patient samples and controls that fulfilled the criteria outlined
in the section: Identifying disease-specific datasets in ArrayExpress.

case of small sample sizes, as opposed to other methods
such as ARACNE (34). But, in contrast to most common
approaches that construct and analyze modules of the net-
work based on hierarchical clustering, here we relied only
on the topological overlap matrix (TOM). In order to fa-

cilitate the comparability of the networks, for each disease,
we defined its co-expression network as the top 1% highest
similarity in the TOM as it is considered a conservative cut-
off in benchmark studies (35) and enables us to maintain
the same number of edges in each network while the num-
ber of nodes can vary. Nodes having a higher topological
overlap were previously found to be more likely to belong
to the same functional class than nodes having lower topo-
logical overlap (36). Given the platform used in this study
(i.e. Affymetrix Human Genome U133 Plus 2.0 Array), 1%
corresponds to 2 036 667 edges for each co-expression net-
work. This cut-off for connections with the highest topolog-
ical overlap was used because without a stringent cut-off,
we would yield fully connected networks of over 200 mil-
lion edges. However, since most of the genes do not have
such a high topological overlap, the majority of these edges
would not be relevant for our analysis as they would have
a weight close to zero (see Supplementary Text 2 for more
details). Finally, we would like to mention that we refer to
these edges interchangeably as correlations through this pa-
per. Although this is not precise, edges representing a high
topological overlap are also highly correlated as the TOM
value is based on the signed correlation but also takes the
connectedness of nodes into account.

Building a human protein–protein interactome network

To systematically compare disease-specific co-expression
networks against pathway knowledge, we built an integra-
tive network comprising information from a compendium
of well-established databases. This interactome was com-
prised of tens of thousands of human protein–protein inter-
actions from six databases including KEGG (6), Reactome
(7), WikiPathways (37), BioGrid (38), IntAct (39) and Path-
wayCommons (40). We would like to note that the first three
of the six databases were harmonized through PathMe (41).
Additionally, for each of the six databases, only proteins
that belonged to pathways from MPath (11), an integrative
resource that combines multiple databases and merges gene
sets of equivalent pathways, were included in the interac-
tome, thus ensuring that each protein in the network was
minimally assigned to a single pathway. The use of MPath
to annotate proteins to pathways facilitated both the gen-
eration of a larger network and the avoidance of redundant
pathways.

The resulting human interactome has a total of 8601
nodes and 199 535 edges. Not surprisingly, the vast majority
of the nodes in the interactome are protein-coding genes, as
these genes are transcribed into functional proteins with es-
sential roles in the biological processes represented in path-
way databases (Figure 3A). Among the edges of the interac-
tome, association relations are the most prevalent (∼73%),
while causal relations including, increase, decrease, regulate,
and has component relations constitute the remaining re-
lation types (Figure 3B). Apart from the interactome net-
work we generated, we also obtained protein–protein inter-
actions (PPIs) from HIPPIE (42) and STRING (43) to com-
pare the results yielded by our network containing path-
way knowledge with other comprehensive PPI resources.
Unlike the protein–protein interactome, the STRING and
HIPPIE networks were not constrained to only contain pro-
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Figure 3. Node and edge type statistics of the human protein-protein interactome network. (A) Venn diagram indicating the coverage of proteins in
the interactome network with respect to all existing HGNC identifiers as well as protein-coding genes. The interactome contains ∼8600 unique HGNC
identifiers, or 20% of the roughly 42 300 approved HGNC identifiers. In total, 97% of the HGNC identifiers of the interactome are protein-coding genes.
(B) Distribution of relation types in the interactome network. The largest proportion of relation types were associations, comprising nearly 73% of all
∼200 000 edges, while causal relations, specifically decrease, regulate, and increase, made up ∼25% of all relation types with roughly 50 000 edges.

teins which could be annotated to pathways. Thus, both net-
works contained a significantly greater number of proteins
and PPIs (detailed descriptions of these networks can be
found in Supplementary Table S2).

Analyses

Software and data used in network analysis and visualiza-
tion. Network analyses were conducted using the meth-
ods and algorithms implemented in NetworkX (v2.5) (44).
KEGG pathways (6) were downloaded on 3 August 2020
using ComPath (41). Network visualizations were done us-
ing WebGL, D3.js, and Three.js and the python-igraph
package. The processed data and analyses are available at
https://github.com/CoXPath/CoXPath.

Meta-analysis of gene expression data. Differential expres-
sion analysis was performed using the Limma R package
(45) on the merged disease datasets previously described
which contained information on both patient samples and
controls. This step yielded differentially expressed genes
(DEGs) for 46 diseases in total from the original 63. For
all other diseases, no matching control data was available
(Supplementary Table S3). For example, both datasets (E-
GEOD-13141 and E-GEOD-16237) used to build the neu-
roblastoma dataset only consisted of neuroblastoma sam-
ples. DEGs for each disease were then filtered to include
only those with an adjusted P-value < 0.05. DEGs across
the 46 diseases were combined into a consensus by splitting
the up- and down-regulated genes for each disease and tak-
ing the average adjusted P-values and log2 fold changes for
all up- and down-regulated subsets separately.

Quantifying the similarity between disease-specific co-
expression networks and biological pathways. To in-
vestigate the consensus between the patterns present in
each co-expression network and pathway knowledge,

we superimposed each disease-specific co-expression
network against pathways from KEGG and the inter-
actome network using two different methods. Method 1
investigates every pairwise combination of nodes from
the set of proteins P for a given pathway from KEGG
(CP) to find the proportion of edges that exist in the
disease co-expression network D = (P′, ED) between
those node pairs, namely edge overlap (edge overlap =
|{ ∀ eu,v s.t. u, v ∈ CP; u, v ∈ P′ and eu,v ∈ ED}|)
(Equation 1). P′ is the set of proteins in the co-expression
network and E is the set of edges connecting the proteins.

pathway-based similarity (P, D) = edge overlap
|CP| (1)

Equation 1. Similarity between a pathway and disease co-
expression network using method 1.

Similarly, applying a more stringent criterion to
take into account the protein-protein interactome net-
work, using a set of proteins P for a given pathway
from KEGG, method 2 takes the interactome network
I = (U, Ei ) and generates a subgraph S = (V, ES)
containing only those nodes in P with edges in Ei
(with V = {u : eu,v ∈ ES and u, v ∈ P ∩ U} and
ES = {eu,v : u, v ∈ P; u, v ∈ U; eu,v ∈ Ei }). Next,
the proportion of edges on the interactome subgraph S
that are also found in each disease co-expression network
D = (P′, ED) are calculated (Equation 2).

interactome-based similarity (P, D) = |ES ∩ ED|
|ES| (2)

Equation 2. Similarity between a pathway and disease co-
expression network using method 2.

We would like to mention that we exclusively used path-
way definitions (i.e. gene sets) from KEGG which contain
a relatively fewer number of pathways in order to facilitate
the interpretation of the analysis (e.g. Reactome contains
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over 2000 pathways while KEGG has over 300). Nonethe-
less, in method 2, we overlay the KEGG gene sets onto the
interactome network, ensuring that the analysis is not only
restricted to biological interactions in KEGG.

Pathway enrichment analysis. Overrepresentation analysis
(ORA) was conducted employing a one-sided Fisher’s exact
test (46) for each of the pathways in KEGG (downloaded on
12 December 2020). A pathway is considered to be signifi-
cantly enriched if its adjusted P-value is smaller than 0.05
after applying multiple hypothesis testing correction using
the Benjamini–Yekutieli method (47).

RESULTS

In the first subsection, we outline the diseases that fulfilled
the criteria to generate the corresponding co-expression
networks and investigate the characteristics of these net-
works. Then, we analyze the disease-specific co-expression
networks at the node- and edge- levels, respectively, while
later comparing the co-expression networks against path-
way knowledge. Finally, in a case scenario we demonstrate
how a pathway-level analysis in a disease context can be
leveraged to better understand the role of a specific path-
way in a disease context.

Overview of disease-specific co-expression networks

From over 330 datasets that were categorized into distinct
diseases, we systematically constructed 64 co-expression
networks, 63 of which correspond to disease-specific co-
expression networks, and the remaining corresponding to
a control group co-expression network. Figure 4A summa-
rizes the network size of each disease-specific co-expression
network clustered by major disease indication for a total of
ten disease categories and one unspecific group. Body sys-
tem clusters (e.g. gastrointestinal system disease, immune
system disease) were given priority for the classification of
all cancers before considering the ‘other cancer’ group. How
each disease relates to its disease category cluster can be
visualized on the DOID hierarchy in Supplementary Fig-
ure S1. The sarcoma co-expression network had the least
number of nodes of all the networks (i.e. 5450), while the
ductal carcinoma in situ co-expression network had the
highest number of nodes (i.e. 20 163). Generally, the net-
works within each disease category cluster tended to vary
greatly in size. For example, the ‘immune system disease’
category includes networks ranging in size from 5754 to 18
449 nodes. Additionally, the number of co-expression net-
works within a disease cluster varied, with nearly half the
disease groups containing between 6 and 15 networks (i.e.
gastrointestinal system disease, immune system disease, ner-
vous system disease, respiratory system disease, and other
cancer), while all remaining clusters contained less than
five.

We also investigated whether a correlation exists be-
tween the number of samples or datasets used to cre-
ate a co-expression network and the size of the network.
No dependency of network size based on the amount of
samples/datasets used was observed (Supplementary Fig-
ure S2). The total number of datasets ranged from 1 to

27, while the total number of samples was between 9 and
2515. The vast majority of disease co-expression networks
were generated from 1 to 10 datasets and contained be-
tween 9 to 461 samples. We found that the resulting net-
work size for each disease varied within a wide range (i.e. be-
tween ∼6000 and 20 000) and no discernible pattern was
observed.

Investigating global trends of disease-specific co-expression
networks at the node level

Exploring the most and least common proteins of the co-
expression networks. Here, we explored the most and
least common proteins across all 63 disease-specific co-
expression networks generated with the goal of identifying
both disease-specific and commonly occurring proteins. We
first identified the most common proteins as those that oc-
cur in the highest number of disease co-expression networks
(Supplementary Figure S3). We discovered that 96–99% of
the top 1000 to top 100 most common disease proteins, in
intervals of 100, are also found in the normal network, in-
dicating that these proteins are widespread and therefore
not disease-associated proteins. Additionally, we found that
none of the proteins were present in all co-expression net-
works as we were only interested in considering the top 1%
strongest correlations in each network (i.e. the selected cut-
off; see Generating co-expression networks section). On the
other hand, TXLNGY and NCR2 were the most common
proteins, occurring in 60 out of the 63 disease co-expression
networks. Nonetheless, we were able to identify 48 proteins
present in at least 57 of the 63 diseases.

We next assessed the overlap between all proteins of
the interactome and the disease co-expression networks
(Supplementary Figure S4). From this overlap, we inves-
tigated whether proteins in the disease co-expression net-
works could consistently be identified in our interactome
network to infer how well these proteins have been stud-
ied and reported in the literature. We refer to proteins that
could consistently be found across the majority of disease
co-expression networks and were also present in the inter-
actome as the most common proteins of the disease net-
works and the most highly connected proteins of the in-
teractome. Surprisingly, we found that only 30–33.4% of
the most common proteins (with cut-offs between 50 and
54 out of 63) of the disease co-expression networks were
present in the interactome. Similarly, for an approximately
proportional range of these most common disease pro-
teins against the most connected proteins of the interac-
tome (i.e. top 100–400 proteins), little to no overlap was
observed (Supplementary Figure S5). We also found that
the average number of relations for the proteins in the in-
teractome that overlapped with the approximately top 400
most common proteins in the disease networks (∼33 re-
lations) was lower than the average number of relations
overall in the interactome (∼46 relations). This analysis
was also conducted on networks built using the STRING
and HIPPIE PPI resources; relative to the interactome, we
found a much larger overlap between proteins in these net-
works and proteins of the disease co-expression networks
(Supplementary Figures S6 and S7). Within these over-
laps, we observed similarly small overlaps of the most com-
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Figure 4. (A) Overview of the size of each of the co-expression networks clustered by major disease groups. (B) Merged co-expression network clustering
proteins by their association to different disease groups. In A) each of the 63 diseases was grouped into one of ten categories (or a remaining leftover group).
Here, we see the varied sizes of co-expression networks within their corresponding disease clusters. In B) association was determined by selecting the set
of nodes which were present in all of the diseases of a given disease cluster (excluding ‘other’ and ‘other cancer’), and eliminating those nodes which were
also present in all diseases of other clusters. This resulted in unique sets of nodes which were guaranteed to be found in all diseases of the given cluster,
but not in all of another cluster. As expected, we observed an inverse correlation between the number of diseases in a cluster and the size of the associated
node subset. High quality versions are available at https://github.com/CoXPath/CoXPath/tree/main/results/figures.

mon disease proteins and the most connected proteins of
these two networks (Supplementary Figures S8 and S9).
We then evaluated the overlap between all proteins from
KEGG pathways and the disease co-expression networks
(Supplementary Figure S10) and sought to verify whether
the most common proteins in the disease co-expression net-
works could also be found in pathway databases. In doing

so, we identified only a small proportion (i.e. 29–31%) of
these proteins in KEGG (Supplementary Table S4). When
comparisons were made against KEGG pathway annota-
tions, we observed that these few most common proteins
had, on average, a slightly lower number of pathway an-
notations (∼14.8) than the average number of annotations
for all proteins in the pathway database (∼16). Taken to-
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gether, these findings indicate that though these proteins
are the most common across all disease co-expression net-
works, they tend to be underrepresented in the scientific
literature.

Among the proteins in common between the top
400 most highly connected proteins of the interactome
and the most common proteins in the disease co-
expression networks, 13 proteins, including three members
of the cytochrome P450 family of enzymes (i.e. CYP1A2,
CYP2C9 and CYP3A4), a major ribosomal protein
(i.e. RPL18), as well as key regulatory proteins such as
CDK1, PRKCG and PLCB2 were present in the over-
lap (Supplementary Table S4 and Supplementary Figure
S6). Similarly, we define proteins that could be consistently
found across the majority of disease co-expression networks
and were also present in KEGG pathway annotations as
the most common proteins of the disease networks and the
most common KEGG proteins. We examined the overlap
between the top 400 most common disease proteins with
the highest number of KEGG pathway annotations, and
the most common proteins of the disease co-expression net-
works (Supplementary Figure S11). Among the 22 proteins
in common, we found seven members of the human leuko-
cyte antigens (HLA) system of proteins (HLA-B, HLA-
C, HLA-DMA, HLA-DMB, HLA-DQB1, HLA-DRA and
HLA-G), as well as several proteins which were also in the
overlap between the aforementioned most highly connected
proteins of the interactome and most common proteins in
the disease co-expression networks (i.e. CAMK2A, ELK1,
GNAO1 and PLCB2) (Supplementary Table S4 and Sup-
plementary Figure S11).

Finally, we investigated the least common proteins in the
disease co-expression networks and their overlap with those
in the interactome, additional PPI resources and pathway
knowledge (Supplementary Figures S12–S15). Similar to
the most common ones, we found that the majority of the
least commonly occurring proteins in the co-expression net-
works were not present in the interactome nor in KEGG,
suggesting that little is currently known of these proteins.
Among the least commonly occurring proteins that over-
lapped with proteins from both KEGG and the interac-
tome, we observed a significant number of proteins from
the ZNF family (i.e. 42/54 (78%) from KEGG and 12/43
(28%) from the interactome overlap) (Supplementary Ta-
ble S4). This family is one of the largest protein families
and is known to regulate a wide range of biological pro-
cesses, while some of its members have already been asso-
ciated with several disorders (48). Thus, it may be interest-
ing to investigate proteins that are specific to a particular
disease, or a few distinct diseases, in detail. As an example,
we observed that TWIST1, one of the least commonly oc-
curring proteins and a well-known oncogene (49), was ex-
clusively present in only 25 diseases and over 50% of them
were cancers (Supplementary Table S4 and Supplementary
Figure S15).

Meta-analysis on consistently differentially expressed genes
across diseases. Differential gene expression analysis was
performed in order to pinpoint genes which were consis-
tently significantly differentially expressed between patient
and control samples across 46 diseases. While here, we in-

dependently conducted the meta-analysis to identify pat-
terns of dysregulation among DEGs that are specific to
or shared across diseases, in the case scenario we demon-
strate how DEGs can be overlaid with disease-specific co-
expression networks and the interactome to elucidate mech-
anisms that DEGs may be involved in. The average of all
genes in these diseases that were up-regulated as well as
the average of all genes that were down-regulated were in-
dependently calculated. Figure 5 jointly reports the com-
parison of the negative log10 adjusted P-values versus log2
fold changes of all independently averaged up- and down-
regulated DEGs in the 46 diseases. We found that nearly
all genes were, to some degree, up-regulated in one or more
diseases and down-regulated in at least one other, while only
CCDC43, JADE3, RPL22L1, SOCS1 and TOR3A were ex-
clusively up- and CAVIN2 and ZSCAN18 down-regulated
across all diseases they were present in. In all, nearly 20 000
unique genes were significantly differentially expressed (ad-
justed P-value < 0.01), with ∼17 600 up-regulated DEGs
and ∼15 600 down-regulated ones.

We then applied a |log2 fold change| threshold of 1.75 to
identify significantly (adjusted P-value < 0.01) differentially
expressed genes with the most extreme average log2 fold
change values. This threshold was selected as it yielded a
reasonable number of DEGs to investigate (i.e. 60), whereas
more commonly used thresholds, such as |log2 fold change|
> 1.5, yielded over 200. Among the genes that were found
to be significantly differentially expressed at the extremes,
34 were the most up-regulated and 26 were the most down-
regulated (Supplementary Table S5).

These genes were then compared to the top 500 most and
least common disease proteins. Of the genes that were the
most up-regulated, CDK1 was also among the top 500 most
common disease proteins, while CRNDE, DEPTOR, and
RASD1 were among the 500 least common. Similarly, for
genes that were the most down-regulated, only S100A8 was
among the top 500 most common disease proteins while
no genes overlapped with the 500 least common disease
proteins. Additionally, we found that four of the most up-
regulated genes belonged to the collagen group of protein
(i.e. COL11A1, COL1A1, COL1A2 and COL3A1), while
some protein families (i.e. S100 protein family, SLC, and
SYNP) could be found both in the most up- and down-
regulated genes.

Of the most significantly highly up- and down-regulated
genes (i.e. adjusted P-value < 0.01; |log2 fold change| >
1.75), we examined their expression changes in each of
the individual diseases they were involved in. Interestingly,
we found a group of genes (i.e. AMPD1, BEX5, DEP-
TOR, IGF1, JCHAIN, MARC2, MTUS1 and NDFIP2)
that were highly up-regulated in only two of nearly 20
diseases they were in (i.e. myeloid neoplasm and multiple
myeloma, grouped in the other cancers cluster), and down-
regulated in nearly all of the remaining. Thus, although
these genes were down-regulated in the vast majority of
diseases they were involved in, they still appeared among
the most significantly highly up-regulated genes since they
are significantly up-regulated in the two aforementioned
cancers. This trend has been documented for DEPTOR,
with low expression of the gene observed in most can-
cers, yet high overexpression seen in a group of multiple
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Figure 5. Consensus for consistently differentially expressed genes. Genes for 46 diseases were split into two subsets: those that were up-regulated and
those that were down-regulated in that disease. The average consensus was taken for all up- and down-regulated subsets separately and is shown here.
Nearly all genes could be found in both the up-regulated and down-regulated consensus as most genes are up-regulated in at least one disease as well as
down-regulated in at least one other disease. In total, 19 666 unique genes were significantly up- or down-regulated (i.e. adjusted P-value < 0.01; above
red line). Of the significantly differentially expressed genes, 17 643 genes were up-regulated and 15 634 genes were down-regulated. The most significantly
differentially expressed genes were defined as additionally having a |log2 fold change| > 1.75, resulting in 26 most down-regulated genes (dark blue) and 34
most up-regulated genes (dark orange).

myelomas (50). Similarly, among the genes highly down-
regulated, we identified a subset of genes (i.e. ASH1L-AS1,
CXCL8, DUSP4, EPC1, PANK2, PCIF1, PHLDA1 and
PMAIP1) that were only highly down-regulated in periph-
eral T-cell lymphoma, whilst being up-regulated in nearly
all of the remaining diseases they were in (i.e. 17 diseases
on average). This pattern has been identified with the over-
expression of DUSP4, a tumor suppressor, in certain can-
cer types (51), whereas the loss of its expression caused by
epigenetic dysregulation has been observed in at least one
type of lymphoma (52) Finally, the meta-analysis revealed
that one gene with significantly highly down-regulated,
SLC8A1, was only significantly down-regulated in a group
of nervous system diseases (i.e. medulloblastoma, pediatric
supratentorial ependymoma, malignant glioma, astrocy-
toma, and to a lesser degree, Alzheimer’s disease), not al-
together surprising as the SLC8 gene family of sodium-
calcium exchangers, which includes SLC8A1, have been
shown to play important regulatory roles in the control of
central nervous system functions (53). In contrast, SLC8A1
was only identified as significantly up-regulated in multiple
myeloma.

Investigating global trends of disease-specific co-expression
networks at the edge level

In this subsection, we explored the most commonly occur-
ring edges among the co-expression networks from all dis-
eases and compared them against the normal co-expression
network and the interactome. We hypothesized that the
edges most common across disease networks involve the
dysregulation of key proteins such as transcription factors,
common edges present across several diseases as well as
in the normal co-expression network correspond to non-
specific interactions, and common edges which could also
be identified in the interactome represent known molecular
interactions.

We first assessed whether there were any edges specific to
particular disease networks, identifying 57 774 118 unique
edges in total (i.e. 45% of all edges). This was to be ex-
pected, as we exclusively focused on the 1% strongest cor-
relations from the initial hundreds of millions of possible
edges, which led to most of the edges in our resulting co-
expression networks to be specific to a single disease. Al-
though this unique, disease-specific set of edges are worth
exploring, due to the considerably large number of edges
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in the co-expression networks, we restricted our analysis to
the most common edges in the co-expression networks. We
found that 21 edges were in more than 70% of the diseases
(44/63) and 202 in more than 50% of the diseases (32/63).
Interestingly, of those 21 edges that were in 70% of the dis-
eases, we observed that 6 of the 13 proteins which are en-
coded by genes in the Y chromosome appeared in 5 edges
each (i.e. RPS4Y1, USP9Y, DDX3Y, KDM5D, EIF1AY
and TXLNGY). Additionally, we found that nearly half of
these 21 edges involved a protein of the Metallothionein
family (i.e. MT1H, MT2A, MT1HL1, MT1X and MT1G),
involved in the regulation of transcription factors and in
cancers (54).

The most common edges in the disease co-expression net-
works were then compared to the normal co-expression net-
work to identify correlations between the two, assuming
that proteins involved in these edges would have basal levels
of expression and that they may not be relevant to a disease-
specific context. We perform a range of comparisons on the
most common edges by focusing on only the top 1000 to the
top 10 000, in intervals of 1000. In order to maintain a bal-
ance in these comparisons, given the high number of edges
in the normal network, we subset the edges of the normal
network to an equal number of edges that is currently be-
ing compared. To do so, we sort the edges of the normal
co-expression network by strongest correlations (i.e. highest
absolute value of weight) and select subsets of edges from
the top of the list for comparison. When the most common
edges in the disease co-expression networks were compared
to a proportionate range of edges with the strongest correla-
tions in the normal network (i.e. from 1000 to 10 000 edges),
we found that between 19% and 17% of the edges consis-
tently overlapped, respectively. Focusing on these ∼19% of
edges that were shared between the normal and most com-
mon disease networks, we were then interested in investigat-
ing whether these edges could also be found in the interac-
tome, STRING network, and HIPPIE network. In the in-
teractome, we found an overlap of only 8%, with this num-
ber decreasing to 4% as the number of edges being com-
pared in disease against normal co-expression networks in-
creased (i.e. between the top 1,000 and 10,000 most com-
mon edges). With STRING, its overlap with edges shared
between the disease and normal networks was 30%, increas-
ing to 45%, and in HIPPIE, the overlap was consistently
8%. These findings are expected because the overlap is pro-
portional to network size (i.e. the STRING network has
20 times more edges than the interactome while HIPPIE
has twice as many). Additionally, from these 8% to 4% of
edges which overlapped with the interactome, we looked at
the top 10 most connected proteins, consistently identifying
the same proteins as the number of edges in the compari-
son increased. Furthermore, we found that the direct over-
lap between the top 1000 most common edges of the dis-
ease networks with the interactome was only 4%, 57% with
the STRING network, and 6% with the HIPPIE network;
while the overlap between just the top 1000 most common
edges of the disease networks which were not among the top
edges of the normal network with the interactome was 2%,
with the STRING network 54%, and with the HIPPIE net-
work 5%. Because this latter group of edges represents the
top edges of the disease co-expression networks (but not of

the normal) which overlap with the interactome and other
PPI networks, they may also warrant further investigation
as they are more likely to consistently appear across diseases
than in normal networks.

Overlaying co-expression networks with pathway knowledge
supports the identification of disease associated pathways

In this subsection, we systematically overlayed pathway
knowledge with disease co-expression networks to re-
veal the consensus and/or differences between the latter
group of networks and well-established protein-protein in-
teractions in pathway databases. Given that strongly co-
expressed genes can be used as a proxy for functional simi-
larity (22), it can be inferred that genes that are co-expressed
could also be involved in the same pathway. In other words,
we assume that if a given pathway is relevant to a disease,
the proteins in the pathway would be strongly correlated in
the disease co-expression network. Thus, following this as-
sumption, we were interested in identifying the pathways as-
sociated with each of the investigated diseases. Using path-
ways from KEGG, we applied two methods which, i) map
pathway knowledge to disease co-expression networks and
ii) map pathway knowledge to the interactome, and the
mapped portion of the interactome to disease co-expression
networks (see Methods).

As expected, we noted that the results of both methods
were nearly identical, indicating that pathway proteins were
readily mappable to the interactome. Nonetheless, we found
that the second method resulted in generally higher simi-
larity values as it only considered edges that were identifi-
able in the interactome, rather than edges resulting from all
possible combinations of pathway proteins (Supplementary
Figure S16). Overall, clearly noticeable patterns were dis-
cernible, with groups of pathways showing variable levels
of similarity in specific diseases and disease clusters (Figure
6).

In particular, we observed multiple diseases/disease clus-
ters with higher similarity values for pathways relevant to
the given disease/cluster. Among these clusters, a large
group of pathways showed a high degree of similarity to
cognitive disorders (Figure 6; teal), including pathways
for long-term potentiation, multiple neurotransmitter sys-
tems (i.e. serotonergic synapse, glutamatergic synapse, and
dopaminergic synapse), long-term depression, alcoholism,
and pathways for addictions (i.e. nicotine addiction, am-
phetamine addiction, morphine addiction, and cocaine ad-
diction) (Supplementary Table S6). Not surprisingly, the
pathway for long-term depression showed the highest sim-
ilarity with the co-expression network for mental depres-
sion. Furthermore, the gastrointestinal system disease clus-
ter (Figure 6; blue) contained co-expression networks with
the highest level of similarity with several pathways, e.g. the
pathways responsible for renal cell carcinoma, colorectal
cancer, pathogenic Escherichia coli infection, intestinal im-
mune network for IgA production, and inflammatory bowel
disease (Supplementary Table S7). Additionally, a broad
group of pathways showed the highest similarity values for
the two reproductive system diseases (i.e. endometriosis and
ovarian cancer) (Figure 6; purple) over all other diseases
and disease clusters (Supplementary Table S8). Interest-

D
ow

nloaded from
 https://academ

ic.oup.com
/nar/article/49/14/7939/6312732 by guest on 23 M

arch 2022



Nucleic Acids Research, 2021, Vol. 49, No. 14 7949

Figure 6. Mapping disease-specific expression patterns with pathway knowledge via network similarity. The heatmap illustrates the consensus similarity
between KEGG pathways and disease co-expression networks. Similarity was defined as the percent of neighbors existing in a disease co-expression
network out of all possible pairs of proteins from KEGG pathways (i.e. pathway-disease similarity), with lighter values corresponding to a lower similarity
and darker values corresponding to higher similarity. The values (given as the percent of neighbors found) were standardized to a feature range from
0–1 for each pathway and pathways with similar values were grouped together. To ease the identification of patterns of pathway fingerprints across similar
diseases, diseases were grouped by the previously defined clusters (Figure 4). A high quality version of this figure is available at https://github.com/CoXPath/
CoXPath/tree/main/results/figures.

ingly, we found that several cancers, including gastrointesti-
nal stromal tumor, lung cancer, head and neck squamous
cell carcinoma, neuroendocrine tumor, hepatitis C, breast
cancer, and ductal carcinoma in situ shared a common pat-
tern of similar pathways (Supplementary Table S9). Among
the diseases, dermatomyositis was particularly distinguish-
able above all others, displaying notably higher similarity to
several pathways (Supplementary Table S10).

Altogether, we have demonstrated how by overlapping
pathway knowledge to disease-specific co-expression net-
works, we can identify pathways associated with a partic-
ular disease. Additionally, we have also shown how this
approach can be used to cluster diseases by the pathways
they have in common, pointing to sets of potentially shared
mechanisms across diseases.

Case scenario: in-depth investigation of the long-term poten-
tiation pathway in the context of schizophrenia

In the previous section, we identified disease-associated
pathways by calculating similarity between pathway knowl-
edge and disease co-expression networks. To understand the
mechanisms that underlie the similarity of a pathway to a
given disease, in a case scenario, we next investigated the
long-term potentiation (LTP) pathway which had yielded
high similarity to the schizophrenia co-expression network.
An association between this pathway and schizophrenia has
already been reported in the literature, with evidence indi-
cating impairment of LTP in the disorder (55,56).

The LTP pathway is categorized as a nervous system
pathway in KEGG, with 35 edges between a set of 25
proteins/protein complexes (Figure 7). As 19 of the nodes
are protein complexes containing multiple proteins, the
pathway covers a total of 67 unique proteins. By overlay-
ing the co-expression network for schizophrenia with this
pathway, we identified four major edges in common, all of
which were well-established interactions within this partic-
ular pathway and formed a subgraph. These edges were
among the most essential of the LTP pathway; interac-
tions between protein kinase A and the NMDA receptor,
Ca2+/calmodulin-dependent protein kinase II (CAMKII)

and calmodulin, and the subsequent activation of AM-
PAR (57) and metabotropic glutamate receptors (58) by
CAMKII play key roles in determining the strength of
synaptic transmission and ultimately the expression of LTP
(59).

Interestingly, by overlaying the schizophrenia co-
expression network with the LTP pathway, we found 53
unique correlations between proteins of the LTP pathway,
indicating that the vast majority of proteins in this pathway
were correlated in the co-expression network (Figure 7;
grey edge), and demonstrating that indeed, proteins that
are correlated in a given co-expression network can also
be involved in the same biological process (31). 19 of these
correlations were between calcium voltage channel com-
plexes or calmodulin, which both have roles in the initial
activation of the pathway, and other proteins (e.g. gluta-
mate receptors). Similarly, there were approximately 20
correlations between all glutamate receptors present in the
pathway and other proteins. The remaining correlations
involved Erk/MAP kinase and cAMP, which ultimately
regulate EP300 and CREBBP (which form the CREB
binding protein complex) as well as ATF4. ATF4 is a
transcription factor with multiple regulatory functions
and whose polymorphisms have been associated with
schizophrenia in male patients (60).

Lastly, we attempted to pinpoint candidate downstream
pathways of LTP in the context of schizophrenia by investi-
gating the edges of ATF4 given its role as a key regulator of
the LTP pathway (61). As ATF4 is strongly correlated with
70 other proteins in the co-expression networks, we con-
ducted a pathway enrichment analysis as a proxy to reveal
pathway crosstalks mediated by this protein (see Methods).
This analysis pinpointed four pathways from which three
were involved in protein and RNA processing (i.e. ubiqui-
tin mediated proteolysis, RNA transport, spliceosome), bi-
ological processes which have been linked with schizophre-
nia (62,63), while the fourth pathway, cell cycle, has also
been associated with the disease (64,65) (Supplementary Ta-
ble S11). These findings indicate that there may be crosstalk
between these pathways that could be explored in the
future.
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Figure 7. Long-term potentiation (LTP) pathway in the context of schizophrenia. The figure depicts the overlap of the LTP pathway with the schizophrenia
co-expression network in addition to the normal co-expression network. Protein-protein interactions and associations between proteins and/or protein
complexes are displayed as colored edges, while black edges denote membership of proteins to protein complexes. Edges that were common to both the LTP
pathway, the disease co-expression network and/or the normal co-expression network are bolded, while grey edges denote correlations exclusively from
the schizophrenia co-expression network. Differential gene expression analysis was performed and genes that were up- and down-regulated are colored
orange and blue, respectively, with those that were significantly differentially expressed (i.e. adj. P value < 0.05) given less transparency. Protein complex
nodes are then additionally colored if all members are in agreement with the direction of regulation. The code to generate this figure for any combination
of disease co-expression network and pathway can be found at https://github.com/CoXPath/CoXPath/blob/main/analysis/3.5 analysis.ipynb.
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DISCUSSION

Here, we have presented a systematic network-based ap-
proach that builds a bridge between disease signatures and
pathway knowledge to better understand human patho-
physiology. Our analysis has enabled us to globally evaluate
the consensus between disease-specific transcriptomic data
and an integrative human interactome network. Leverag-
ing hundreds of transcriptomic datasets from over 60 ma-
jor indications, we have explored the expression patterns
observed in their corresponding co-expression networks at
three different scales (i.e. at the node, edge and pathway
levels). At each of these scales, we have investigated which
proteins, subgraphs, and pathways could be associated with
both disease-specific and shared mechanisms. Finally, we
have presented a case scenario where we demonstrated how
our approach can be used to investigate the role of a specific
pathway in a disease-specific context.

There exist several limitations to this study. Firstly, we
sought to improve the quality of the data by systemati-
cally integrating transcriptomic datasets from the same dis-
ease group, however, in doing so, we assumed that these
datasets were equivalent. Although we attempted to address
this assumption by enforcing a conservative inclusion and
exclusion criteria as well as extensively curating the meta-
data associated with each dataset to group datasets into
distinct diseases, disease heterogeneity for patients cannot
be ignored. Secondly, we restricted this study to the most
used platform in ArrayExpress in order to avoid possible
effects caused by the array type, thus limiting the number
of datasets that could potentially be used. Thirdly, since the
cut-off chosen to generate the co-expression networks influ-
ences the resulting network (36), we exclusively focused on
the 1% strongest correlations. While this cut-off was well-
suited for our large-scale approach, in the future, less re-
strictive cut-offs could be used to generate co-expression
networks as well as other methods. For instance, Pardo-
Diaz et al. (66) recently presented a novel method that adds
directionality into the co-expression network. Finally, while
we constructed a human interactome network from multi-
ple pathway and interaction databases, the majority of pro-
teins from the co-expression networks could not be mapped
to the network, highlighting the incompleteness of the cur-
rent interactome.

Although we have demonstrated a proof-of-concept of
our methodology across hundreds of datasets and in over
sixty indications, we were only able to scratch the surface
of the possible analyses that could be conducted with the
resources generated within the context of this work. Thus,
we have made the datasets and scripts generated in this
study public to allow other researchers to conduct addi-
tional analyses on them. In the following, we outline sev-
eral future applications and extensions of this work. Firstly,
while we employed data from microarray technologies, the
presented analysis could be expanded and/or validated by
incorporating datasets generated from other platforms and
technologies (e.g. RNASeq) or deposited in other databases
such as GEO (28) which, in turn, can facilitate the discov-
ery of novel genes as well as allow us to add new indica-
tions and validate the current mechanisms identified in our
analysis, respectively. However, conducting such an analy-

sis would require extensive harmonization efforts at both
the data and metadata level given the differences across
chips and technologies, and the lack of structured meta-
data present in transcriptomic experiments. Secondly, the
disease-specific co-expression networks generated in this
work could be compared against well-established databases
such as DisGeNet (67) and OMIM (68) to propose novel
gene-disease associations that can be integrated into these
resources. Thirdly, other advanced network analysis meth-
ods could be conducted to analyze specific network mo-
tifs in the future. Fourthly, with prior enrichment of the
presented networks with drug-target information, network-
based drug discovery methods can be applied to identify
candidate drugs and druggable pathways for the particular
disease condition(s) (69–72). Finally, another potential line
of research would be to apply our methodology on datasets
generated from a variety of cell lines to identify cell-specific
transcriptional patterns.
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Abstract 

Distinct gene expression patterns within cells are foundational for the diversity of 
functions and unique characteristics observed in specific contexts, such as human 
tissues and cell types. Though some biological processes commonly occur across 
contexts, by harnessing the vast amounts of available gene expression data, we can 
decipher the processes that are unique to a specific context. Therefore, with the goal of 
developing a portrait of context‑specific patterns to better elucidate how they govern 
distinct biological processes, this work presents a large‑scale exploration of transcrip‑
tomic signatures across three different contexts (i.e., tissues, cell types, and cell lines) 
by leveraging over 600 gene expression datasets categorized into 98 subcontexts. 
The strongest pairwise correlations between genes from these subcontexts are used 
for the construction of co‑expression networks. Using a network‑based approach, we 
then pinpoint patterns that are unique and common across these subcontexts. First, 
we focused on patterns at the level of individual nodes and evaluated their functional 
roles using a human protein–protein interactome as a referential network. Next, within 
each context, we systematically overlaid the co‑expression networks to identify specific 
and shared correlations as well as relations already described in scientific literature. 
Additionally, in a pathway‑level analysis, we overlaid node and edge sets from co‑
expression networks against pathway knowledge to identify biological processes that 
are related to specific subcontexts or groups of them. Finally, we have released our data 
and scripts at https:// zenodo. org/ record/ 58317 86 and https:// github. com/ ContN eXt/, 
respectively and developed ContNeXt (https:// contn ext. scai. fraun hofer. de/), a web 
application to explore the networks generated in this work.
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Introduction
While gene expression profiling has markedly improved our understanding of the molec-
ular underpinnings of biological processes, the knowledge we acquire from a particu-
lar study performed within a given context may not generalize to another. For instance, 
accumulating evidence shows that average gene expression varies extensively across cell 
lines or tissues of the same organism [38, 43] as well as across species [32]. Context-
specificity has also been noted when investigating the reproducibility of protein–protein 
interactions (PPIs) across conditions in literature-curated PPI databases in Stacey et al. 
[39], finding no evidence for the occurrence of anywhere from 19 to 55% of interactions 
reported in these databases. These findings, however, are not altogether surprising given 
that PPI databases often store interactions that occur across various experimental condi-
tions and contexts which may fail to be observed if either of these were to vary. Crucially, 
it is often these context-specific differences which are responsible for the variability of 
functions and unique characteristics of diverse cell types and tissues and their investiga-
tion is thus fundamental in understanding human biology.

Gene expression patterns that are specific to certain cell types or tissues can help us 
to better understand normal human physiology (e.g., which biological processes occur 
in specific cell types or tissues) as well as development biology (e.g., which genes are 
expressed in specific cell types or tissues at various developmental stages), and several 
studies have investigated differences in these two contexts. Specifically, Pierson et  al. 
[30] and Dobrin et al. [5] analyzed gene expression patterns at the tissue-level, revealing 
function-specific patterns and subnetworks associated with obesity. Similarly, McKenzie 
et al. [24] analyzed co-expression changes in different cell types of the brain, discover-
ing significant cell type-specific expression signatures, while also finding well-known cell 
type marker genes among the most enriched genes across cell types.

Another relevant context is cell line information, as these are widely used for the study 
of biological processes. In particular, cancer cell lines, such as HeLa, are frequently 
employed, having had many interactions characterized on them and representing the 
foremost models for the study of cancer biology as well as numerous other disease and 
normal conditions. Nonetheless, even cell lines classified to the same tissue can exhibit 
significant differences in gene expression [19]. For example, a study by Yu et  al. [46] 
found that certain cell lines may not resemble the primary cells from which they origi-
nated. The discrepancies in regulation patterns across specific cell lines deem it neces-
sary to employ tools such as the CellExpress system (developed by Lee et al. [19] which 
enables the analysis of over 4000 cancer cell lines for differences in gene expression lev-
els) and resources such as the TCGA-110-CL cell line panel [46] to identify which cell 
lines are more suitable for a given study.

Biological networks of different types can be used to represent patterns characteris-
tic to a particular context. These context-specific networks can be categorized based on 
whether they are directly derived from knowledge or data. Rachlin et al. [31] and Stacey 
et  al. [39] are two illustrations of knowledge-driven approaches where authors gener-
ated context-specific PPI networks by leveraging information about biological processes 
from GO (The Gene Ontology Consortium et  al. [41]) and co-occurrence literature, 
respectively. Similarly, the analysis of transcriptomic data through the construction of 
gene co-expression networks (Langfelder et al. [18]) can also serve to better understand 
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context-specific patterns within datasets [28]. Finally, hybrid approaches, as demon-
strated by Kitsak et al. [16], have leveraged gene expression data from 64 different tissues 
and mapped genes expressed in specific tissues to a protein–protein interactome, reveal-
ing that these disease context-specific genes tend to be located in close proximity within 
the interactome. It is important to note that while transcriptomic experiments are often 
used as a proxy to reflect protein expression, the correlation between the two is often 
below 0.5 on average [26, 40]. Nevertheless, correlations between genes whose mRNA is 
differentially expressed and their protein products have been shown to be significantly 
higher than genes whose mRNA is not differentially expressed, lending support to the 
use of differential mRNA expression to infer changes at the protein level [17].

One of the challenges in conducting these hybrid approaches (i.e., approaches that 
combine data- and knowledge- derived networks) is the limited availability of context-
specific resources on a large-scale (e.g., hundreds of experiments conducted within the 
same or similar conditions or context-specific interactomes). While there are several co-
expression databases dedicated to storing context-specific information, such as species 
[27] and [20], the vast majority of transcriptomic datasets are not annotated with con-
text information and thus, cannot be systematically leveraged to conduct contextualized 
analyses on a large-scale. Nonetheless, the Gemma system [21] has been made available 
to provide thousands of curated datasets,thus, more easily enabling data reuse and sec-
ondary analyses.

In this work, we apply a network-based approach to investigate transcriptomic pat-
terns observed in a variety of subcontexts classified under three major biological con-
texts (i.e., tissues, cell types, and cell lines) by leveraging over 600 gene expression 
datasets (Fig. 1A). To do so, we first construct co-expression networks that capture the 
strongest gene expression correlations observed in each subcontext (Fig.  1B). Subse-
quently, a series of network-based analyses are conducted to enable the exploration of 
the similarities and differences across co-expression networks and provide insights on 
gene co-expression patterns across contexts (Fig. 1C). Furthermore, we study the con-
sensus between patterns identified in the co-expression network and a human protein–
protein interactome as well as pathways knowledge. Finally, we present ContNeXt, a web 
application we have developed to enable researchers to explore and reuse our work.

Methodology
Gene expression datasets

We identified publicly available transcriptomic datasets from each of the three contexts 
evaluated (i.e., tissues, cell types, and cell lines) using Gemma, a manually curated data-
base containing metadata for over 10,000 datasets [21, 48] (Fig.  1A). This metadata is 
programmatically accessible through Gemma’s API (https:// gemma. msl. ubc. ca/ resou 
rces/ resta pidocs) and is annotated using different ontologies. Specifically, for each of the 
three contexts of interest, the following ontologies were used: (i) UBERON for tissues 
[25], (ii) Cell Ontology (CL) for cell types [4], and (iii) Cell Line Ontology (CLO) for cell 
lines [34].

Leveraging the metadata from Gemma, we were able to classify the samples from each 
dataset to their corresponding context(s). To guarantee the quality of the annotations, 
we conducted an additional manual curation step where we confirmed that the Gemma 
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sample annotations matched an ontology term for the given context present in the meta-
data, if available. Additionally, we filtered out samples that were not control or reference 
samples as our work focuses on comparing a normal physiological state in a variety of 
contexts. Finally, Gemma also includes annotations on dataset quality and samples that 
were annotated as unusable were excluded from our study.

After the initial annotation and curation steps, we implemented scripts for the down-
loading and processing of datasets found in Gene Expression Omnibus (GEO) [6]. While 
GEO incorporates several platforms, each measures different transcripts and requires a 

Fig. 1 Conceptualization of the presented study. A Over 600 context‑specific transcriptomic datasets are 
collected and classified into 98 subcontexts (e.g., heart, astrocyte, and HeLa cell) under 3 major contexts 
(i.e., tissues, cell types, and cell lines), leveraging the Gemma database [21, 48] B Co‑expression networks 
comprising the most strongly correlated edges observed in each subcontext are generated. C Network 
analyses provide insights on both common and unique patterns across the multiple contexts studied
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dedicated pipeline, and merging data from several platforms is a complicated task which 
can introduce biases from probe sequences, arrays, or laboratory effects. Furthermore, 
conducting analyses combining raw data from multiple platforms can also introduce 
biases [33]. Thus, our work focuses on the most commonly used platform for humans, 
the Affymetrix GeneChip Human Genome U133 Plus 2.0 Array platform (accession on 
GEO: GPL570). Out of 10,388 datasets in Gemma as of 22/04/2021, 9778 were filtered 
out while 610 remained for any one of the three contexts. In total, the tissue context was 
divided into 46 subcontexts, while the cell line and cell type contexts each contained 22 
and 30 subcontexts, respectively (see Additional file 1: Tables S1–S3).

Generating co‑expression networks from gene expression data

Co-expression networks were constructed using the WGCNA package in R (Langfelder 
et al. [18]). We followed the same procedure outlined in our previous work [9] to define 
the co-expression networks (Fig.  1B). This procedure focuses on the 1% highest simi-
larity in the topological overlap matrix (TOM) to define the co-expression network for 
each subcontext; thus, facilitating the comparison of networks of the same size using a 
conservative cut-off in benchmark studies [29]. Given the platform used in this study, 
the most similar 1% in the TOM corresponds to 2,036,667 edges. We would like to note 
that the 1% cut-off is required as otherwise the networks would be fully connected, while 
we intend to focus only on the edges representing the most relevant transcriptomic pat-
terns observed within each context. As edges representing a high topological overlap are 
also highly correlated in the TOM, we interchangeably refer to these edges as correla-
tions for simplicity. Although this is not precise, the TOM value is based on the signed 
correlation but also takes the connectedness of nodes into account.

To run WGCNA, we used the raw expression data in the form of.CEL-files. Each data-
set was individually pre-processed with the RMA function of the oligo R package to con-
duct background subtraction and quantile normalization. Next, we merged all samples 
from different datasets that belong to the same subcontext and applied batch correction 
using ComBat [14]. Regarding the mapping of the probes to genes, if there were multiple 
probes mapping to the same gene, we kept the most variable probe.

Protein—protein interaction network

We built a human protein–protein interactome as described in our previous work [9] 
as a knowledge template to compare against the co-expression networks generated. The 
interactome comprises interactions from well-established databases, including KEGG 
[15] and Reactome [13]. This network aims at representing the set of interactions that 
can occur in a physiological context, though it is worth mentioning that each of these 
interactions may not necessarily be occurring in a particular context at any given time.

Analyses

Controllability analysis

One of the more advanced techniques in analyzing networks is examining its controllabil-
ity. We employed an algorithm developed by Liu et al. [22] which explores control theory 
to study the controllability of a directed network and thus identify driver nodes (i.e., the set 
of nodes that can offer control over the whole network) in order to classify each node and 
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edge in a network as indispensable, dispensable, or neutral. Ideally, minimizing the number 
of driver nodes offers adequate control over the network regarding the given biological sys-
tem’s dynamics. Using this algorithm, both nodes and edges can be classified as indispensa-
ble, dispensable, or neutral if their removal creates the need to increase, decrease, or cause 
no change in the number of driver nodes, respectively, so that controllability is maintained.

Pairwise co‑expression network similarity

To evaluate similarity across co-expression networks, we calculated the overlap of edges 
across each pair of co-expression networks within a given context. Since all co-expression 
networks have the same number of edges, the number of shared edges between networks is 
readily comparable without the need to normalize values.

Similarity between co‑expression networks and the interactome

We assessed the similarity of each co-expression network to the human interactome by cal-
culating the number of shared edges. Here, it is important to note that edge directional-
ity is ignored in the interactome since co-expression networks are inherently undirected. 
Furthermore, we evaluated the significance of the overlap by comparing the interactome to 
1000 permuted co-expression networks. Permuted versions of the co-expression networks 
were created using the XSwap algorithm [12] (source code available at https:// github. com/ 
hetio/ xswap), which ensures that the permuted versions preserve the structure of the origi-
nal network (i.e., all edges are shuffled while maintaining the degree of each node).

Pathway—co‑expression network similarity

To investigate the correspondence of transcriptomic signatures from co-expression net-
works with pathway knowledge, each of the context-specific co-expression networks were 
overlaid with pathways from KEGG [15]. The KEGG database was exclusively employed as 
it contains a feasible number of pathways for analysis (i.e., less than 350). For each gene set 
of a given pathway P from KEGG, we calculate every pairwise combination of nodes ( Cn

) in P to determine the fraction of node combination pairs in Cn that exist as an edge in a 
given co-expression network N =

(
n′,EN

)
 where n’ is the set of nodes in the co-expression 

network and EN is the set of edges which connect the nodes n’. We term this the edge over-
lap, where edge overlap =

∣

∣

{

∀eu,vs.t.(u, v) ∈ Cn ∧ u, v ∈ n′ ∧ eu,v ∈ EN
}∣

∣ . The proportion 
of Cn that is in the edge overlap is the pathway-network similarity (Eq. 1). Using the path-
way-network similarity, we create a similarity matrix with each network of a given context 
against every pathway from KEGG. This matrix is subsequently used to create a heatmap 
and hierarchical clustering of the co-expression networks is performed using Euclidean dis-
tances of their similarities to pathways.

Similarity between a pathway and co-expression network.

Implementation

Scripts to retrieve and process the datasets as well as to deploy the web application 
are available at https:// github. com/ ContN eXt. We have also provided comprehensive 

(1)pathway− network similarity (P,N ) =
edge overlap

|Cn|
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documentation to modify the filtering steps and add extensions to the scripts. For net-
work analysis and visualizations, we used the Python NetworkX library [11] (https:// 
netwo rkx. github. io/), and Matplotlib, and seaborn, respectively. The processed data used 
in this work is available at Zenodo at https:// zenodo. org/ record/ 58317 86.

Results
In “Overview of co-expression networks and interactome” section, we provide an over-
view of the co-expression and PPI networks, while in "Analyses at the protein-level", 
"Analyses at the network-level" and "Mapping co-expression networks to pathway knowl-
edge" sections, we outline each of the analyses conducted, specifically at the protein-, 
network-, and pathway- levels (Fig. 2). Finally, “ContNeXt—a web application to explore 
gene expression patterns across contexts” section presents ContNeXt, a web application 
developed to explore the results of this work.

Overview of co‑expression networks and interactome

From 364, 222, and 103 (at times overlapping) datasets that were categorized into 46 
distinct tissues, 30 distinct cell types, 22 distinct cell lines, respectively, we systematically 
constructed co-expression networks corresponding to each of these contexts. The exact 
breakdown of the number of datasets and samples for each subcontext can be found in 
Additional file 1: Tables S1–S3. Figure 3 summarizes the size of each corresponding co-
expression network. We find that across different contexts, the collected data, which 
depends on the study objectives, is biased towards certain groups of related subcontexts. 
For instance, in the tissue context, a large number of subcontexts belong to tissues of the 
nervous system, while in the cell type context, the majority of subcontexts are related 
to the immune system. This bias can especially be seen in the cell line context, where 
nearly all cell lines are derived from cancer cells. Finally, we investigated the correlation 
between the number of samples or datasets used to generate the co-expression networks 
and the size of the networks as a potential source of bias. We found no such dependency 

Fig. 2 Overview of analyses conducted across all subcontexts in three different contexts (i.e., tissues, cell 
lines, and cell types). At the protein‑level, patterns surrounding each single node are investigated ("Analyses 
at the protein‑level" section). The network‑level analysis focuses on the relations between nodes (or node 
pairs) ("Analyses at the network‑level" section) and the pathway‑level analysis leverages defined node and 
edge sets to gain insights on context‑specific co‑expression networks ("Mapping co‑expression networks to 
pathway knowledge" section) 
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between the number of samples or datasets and the network size (Additional file 2: Fig. 
S1).

The human interactome we employed (see Methods “Protein—protein interaction 
network” section), generated in our earlier work [9], contains 8601 nodes and 199,535 
edges. These numbers place our interactome on the same scale as other, recently pub-
lished human interactomes [23], Vinayagam et al. [42]. Nonetheless the size of the inter-
actome, with regard to the number of nodes (proteins), is less than half of the largest 
co-expression network. This was to be expected, as the majority of proteins measured 
in transcriptomic experiments have not yet been investigated in the literature and lit-
tle is known of their functionality. Nodes of the interactome can be visualized in the 
web application (see “ContNeXt—a web application to explore gene expression patterns 
across contexts” section) along with their neighbors, betweenness centrality, degree cen-
trality, controllability classification, and information on whether the node is a house-
keeping gene.

In order to discern unique features of context-specific co-expression networks which 
could be of biological significance, we first sought to identify genes known to arise from 
generic processes whose patterns are more likely to be stable and unaffected by any 
given context or condition. In particular, we investigated the presence of these, so called, 
housekeeping genes in each of the co-expression networks, noting that these genes are 
indicative of shared biology given their role in cell maintenance, and therefore, exhibit 
constant expression levels across all cells and conditions (Eisenberg and Levanon [7]). 
Thus, by better understanding which genes have critical roles in basic cell maintenance, 

Fig. 3 Distribution of network size for each of the three contexts. Distributions of network size are given as 
the number of nodes in each subcontext. In the tissue context, the cortex of cerebral lobe network had the 
fewest number of nodes (i.e., 6514), while the placenta network had the largest number of nodes (i.e., 20,171) 
across not only all networks of the tissue context, but also across all other contexts. In the cell type context, 
the fibroblast network had the least number of nodes (i.e., 7767), while the stem cell network had the highest 
number of nodes (i.e., 20,158). In the cell line context, the HepG2 cell line network had the least number 
of nodes (i.e., 6460), while the Huv‑ec‑c cell line network had the largest number of nodes (i.e., 18,758). 
Generally, the networks within each context tended to vary greatly in size. For example, the tissue context 
includes networks ranging in size from 6514 to 20,171 nodes
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we could better direct our focus in determining genes of interest. The housekeeping 
genes dataset made available from Eisenberg and Levanon [7] consisted of 3804 genes 
(Additional file 1: Table S4), 1723 of which were present in the interactome (20% of the 
overall interactome).

To analyze the structural properties of the interactome, we employed an algorithm 
(see Method) that has been applied to identify the importance of nodes and edges in 
biological networks (Additional file 2: Text S1). The results of the controllability analy-
sis indicate that the interactome has 1233 driver nodes with which the network can be 
controlled. Overall, 74.6% of the nodes were classified as neutral, 16.17% dispensable, 
and 9.2% indispensable. A list of the full classifications can be seen in Additional file 1: 
Table S5, with the indispensable nodes listed in Additional file 1: Table S6, and a sum-
mary of these nodes can be seen in Table 1. We observed that the indispensable nodes 
were highly connected, as expected, had the highest average betweenness centrality, 
and a significant portion (i.e., ~ 25%) were housekeeping genes. By comparison, neutral 
nodes were found to have half as many connections and an average betweenness central-
ity 10 times lower than indispensable nodes. However, the proportion of neutral nodes 
that were housekeeping genes were comparable to that of the indispensable nodes. By 
contrast, differences between the dispensable and indispensable nodes were far more 
pronounced; the average degree of dispensable nodes was only ~ 6, compared to ~ 107 
for indispensable nodes, while the average betweenness centrality was more than 1000 
times lower. Additionally, only ~ 8% of dispensable nodes were housekeeping genes, 
compared to roughly a quarter for both indispensable and neutral nodes.

Analyses at the protein‑level

We begin by exploring general trends for all co-expression networks of each context 
at the protein-level by focusing on the most and least common proteins (i.e., present 
in all or exactly one network within a context). We first used the results of the previ-
ously-mentioned controllability analysis of the interactome as well as housekeeping 

Table 1 Regarding the interactome controllability, 6417 of the total nodes (74.6%) were classified 
as neutral; i.e., removing them will have no effect on the number of driver nodes in the network, 
representing the largest proportion of nodes in the interactome. 1391 (16.17% of the interactome) 
nodes were dispensable, meaning their removal would decrease the number of driver nodes in 
the network. Lastly, 793 nodes (9.2% of the interactome) were determined to be indispensable, 
which caused an increase in the need for driver nodes at their removal. In all three categories (i.e., 
betweenness centrality, degree, and housekeeping gene proportion), indispensable nodes had the 
highest value, followed by neutral, and dispensable with the lowest values

The indispensable nodes are listed in Additional file 1: Table S6. Betweenness centrality scores were scaled between 0 and 1 
to facilitate comparability

Total 
number

Scaled 
betweenness 
centrality 
mean

Scaled 
betweenness 
centrality 
median

Scaled 
betweenness 
centrality 
mode

Degree 
mean

Degree 
median

Degree 
mode

Proportion 
housekeeping 
gene (%)

Indis‑
pensa‑
ble

793 0.024519 0.006825 0.002642 107.08 60 29 24.59

Dispen‑
sable

1391 0.000019 0.00000 0.00000 6.44 4 1 7.84

Neutral 6417 0.004090 0.001101 0.00000 47.56 31 13 22.11
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genes and overlapped them with the most and least common proteins in each context, 
shown in Additional file 1: Table S7. As summarized in Table 2, of the most common 
nodes (i.e., proteins that could be found in each network within a given context), we 
found that the cell type context had the largest number of proteins across all networks 
(301 proteins), while the tissue network had the fewest (22 proteins). Among the most 
common nodes, the ratio of housekeeping genes was greater than the proportion of 
housekeeping genes present in the interactome (i.e., 20%), comprising nearly 50% of 
the most common nodes in each of the contexts.

Overlap of co‑expression networks with the interactome

While only considering the proteins present in the interactome as well as at least one 
co-expression network, we conducted an in-depth investigation of whether proteins 
in the co-expression networks of a given context could consistently be identified in 
the human interactome network. We first noted trends at the protein-level by com-
paring the most and least common proteins across co-expression networks within a 
context against the most and least connected proteins of the interactome. As the co-
expression network and interactome sizes vastly differed, we studied this overlap con-
sidering the top or bottom most proteins in proportions roughly equivalent in size. 
We selected various cut-offs for each context, corresponding to the number of co-
expression networks (see Additional file 2: Text S2 for details on the cut-offs for each 
context). This ensured the inclusion of either the maximal or minimal possible over-
lap of the common proteins of the co-expression networks and connected proteins of 
the interactome, depending on whether our investigation focused on the most com-
monly or most uniquely occurring proteins, respectively. A detailed list of the result-
ing overlaps can be seen in Additional file 1: Table S8.

Table 2 Most and least common proteins per context. The most and least common proteins of the 
co‑expression networks (i.e., in all or exactly one network within a context) were overlapped with 
proteins given distinct classifications from the controllability analysis of the interactome as well as 
with housekeeping genes. 22 proteins were identified as the most common proteins, that is, found 
in all 46 co‑expression networks of the tissue context. Of the 30 co‑expression networks of the cell 
type context, 301 proteins were found in all of them, while among 22 co‑expression networks in 
the cell line context, 185 proteins were identified in each network By comparison, no proteins were 
found to be unique to a single co‑expression network in the tissue context, while only one was 
found in the cell type context belonging to the stem cell co‑expression network. On the other hand, 
106 least common proteins were found in the cell line context, only one of which is a housekeeping 
gene and none of which are indispensable

A full list of the proteins found in all or in a single network per context can be seen in Additional file 1: Table S7

Tissue context Cell type context Cell line context

Proteins in all 
co‑expression 
networks

22 2 indispensable
11 housekeeping

301 21 indispensable
180 housekeeping

185 15 indispensable
81 housekeeping

Proteins unique to 
one co‑expression 
network

0 0 indispensable
0 housekeeping

1 0 indispensable
0 housekeeping

106 0 indispensable
1 housekeeping
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Most common proteins

First, we focus on the most common proteins. Among the most commonly occurring 
proteins in the tissue context that overlapped with proteins from the interactome, a 
number of proteins belonged to the MAPK protein family (Additional file 1: Table S8). 
Proteins in this family are instrumental in transduction of extracellular signals to cellular 
responses and complex cellular processes such as apoptosis, development, differentia-
tion, proliferation, and transformation [47]. While only the larger two comparisons in 
the tissue context (Additional file 2: Fig. S2; lower two diagrams) resulted in an overlap, 
a significant portion of these overlapping proteins were also indispensable, or house-
keeping. Within the large overlaps between the common cell type proteins and most 
connected interactome proteins (Additional file 2: Fig. S3), a larger proportion of house-
keeping genes was found than in any of the contexts studied, with more than half of 
each overlap being a housekeeping gene (i.e., 50–67%), and more of the proteins are also 
indispensable.

In cell lines, we observed a substantial overlap of most common proteins that are also 
found in the interactome overall, including when using the strictest cut-offs, however, 
significantly less were found to be indispensable or housekeeping than in the tissue and 
cell type contexts (Additional file 2: Fig. S4). We select a proportional set from each con-
text (400 of the most common proteins per context) to compare their overlaps with the 
interactome (Additional file 1: Table S9A). The overlaps all had a similar number of pro-
teins in them, between 30 and 37 proteins. Across contexts, there was a similar propor-
tion of the overlap which are indispensable nodes of the interactome (~ 32% in tissues, 
40% in cell types, and ~ 43% in cell lines). On the other hand, the proportion of house-
keeping genes varied more, with 43% of the proteins from the cell line overlap, while 
tissues and cell types both had more than 60%. Overall, housekeeping genes seem to be 
best represented in the co-expression networks. We observed a number of proteins in 
all of the context’s overlaps belonging to the Ribosomal protein (RP) family (Additional 
file 1: Table S9A), from both small and large subunits. RPs are essential in protein syn-
thesis [45]. The tissue overlap had one from large and one from small subunit, the cell 
type overlap had four from large and one from small subunit, and the cell line overlap 
had one small subunit RP. We also found that the average number of relations for the 
proteins in the interactome that overlapped with the approximately top 400 most com-
mon proteins in the tissue and cell line networks (~ 73 and ~ 72 relations, respectively), 
was much higher than the average number of relations overall in the interactome (~ 46 
relations). This suggests that the common tissue- and cell line-wide proteins across the 
co-expression networks are better represented in the scientific literature. In the cell type 
networks, this average was less high, ~ 60 relations, but still more than overall in the 
interactome.

Least common proteins

Next, we investigated the least common proteins in the co-expression networks and 
their overlap with the least connected proteins in the interactome. This time, the tissue 
context presented a more consistent overlap while increasing the protein pool, but still a 
minimal overlap (Additional file 2: Fig. S5). The overlap with the interactome and the cell 
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type context was about the same as in the tissue context (Additional file 2: Fig. S6). In the 
cell line context, we found a small, steadily increasing overlap with each interval com-
parison, which was not the case in the most common proteins (Additional file 2: Fig. S7). 
The overlap with the interactome in the larger comparisons was roughly the same as in 
every other context. The minimal overlaps suggest that little is currently known of these 
proteins. Additionally, we also selected proportional sets of the 400 least common pro-
teins in each context, also occurring the interactome overall against the 400 least con-
nected nodes of the interactome (Additional file 1: Table S9B). The sizes of the overlap 
didn’t vary as much as in the most common and connected comparison, with each con-
text having around 30 proteins in the overlap. As expected, with these overlaps, either 
one or no proteins are also indispensable or housekeeping. We observe an overwhelm-
ing number of proteins belonging to the ZNF protein family in each of the overlaps (i.e., 
10/34 (29%) in tissues, 11/33 (33%) in cell types, and 4/27 (15%) in cell lines) (Additional 
file 1: Table S9B). While ZNFs are widely found in the organism, they play critical roles 
in specific tissues, and in the development of many diseases [2].

Analyses at the network‑level

We first focused on analyzing edges of the co-expression networks, including the unique 
and most commonly occurring edges within contexts. Additionally, we leveraged prior 
knowledge from a referential human interactome and studied the correspondence of 
edges from this network against the strongest pairwise correlations of the co-expression 
networks. Subsequently, we validated these findings by conducting an equivalent com-
parison against randomly generated versions of the co-expression networks. Finally, we 
conducted a similarity analysis on the network edges within each context.

Unique and most commonly occurring edges

We first assessed whether there were any edges specific to particular tissue networks, 
identifying 45,963,343 unique edges in total (i.e., 49% of all edges). We also identified 
34,584,720 unique edges in the cell type context (i.e., 57% of all edges) and 31,941,789 
unique edges in the cell line context (i.e., 71% of all edges). These proportions are similar 
to findings by Stacey et al. [39] who found that over half of edges in several PPI databases 
are context-specific. Figure 4 illustrates the frequency of unique and common edges in 
all networks within a context. We find that edges which are common to at least 25% of 
networks within a context are rare (i.e., between 0.07 and 0.16%), while those which are 
in at least 75% of networks are nearly negligible (i.e., 33 edges in total for tissues, 9 for 
cell types, and 4 for cell lines). As only the 1% strongest correlations were selected for 
each network, it was foreseen that a large number of edges in our resulting co-expres-
sion networks would be specific to a single subcontext. Although these unique edges are 
interesting to explore for a given subcontext (green portions in Fig. 4), given the sheer 
volume of unique edges, their investigation was outside of the scope of this work.

We hypothesize that these common edges correspond to basal correlations that are 
not specific as they appear in the majority of networks within one or more contexts. 
Thus, we analyze the most frequently occurring edges in each of the three contexts. 
Unsurprisingly, the two housekeeping genes of the tubulin alpha families (i.e., TUBA1C 
and TUBA1B) are nearly always found to be connected to each other (in 83 out of 98 
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networks), regardless of context. Additionally, IFITM2 and IFITM3, proteins of the 
interferon-induced transmembrane family, which play a key role in immune system 
functions, are also often seen connected to each other in 84 out of 98 networks. Mem-
bers of the human leukocyte antigens (HLA) protein family are also often intercon-
nected across the cell type and cell line contexts. This is in line with Crow et al. [3] who 
found that certain gene modules are predictably found across biological conditions, such 
as those of the immune response. In our previous paper [9], we found that of the most 
common edges among 63 major diseases, members of the Metallothionein (MT) family 
of proteins, were in nearly half of these edges. Similarly, here again we observed that a 
large number of MT proteins share neighbors across networks in every context.

Of the most common edges throughout all contexts (see Additional file  2: Text S3), 
none were indispensable within the interactome. When widening our search to the top 
100,000, we found only seven, three, and one edge in the tissue, cell type, and cell line 
contexts to be indispensable in the interactome, respectively. Next, these most common 
edges found in the majority of networks of a given context were compared to the interac-
tome network to identify concordance between the two. We performed a range of com-
parisons on the most common edges by focusing only on the top 1000 to 10,000 edges, 
in increments of 1000. Then, the most common edges in each co-expression network 
were compared to the interactome. Overall, we found little overlap in the most common 
edges. In the tissue context, we found an overlap of only 5% in the top 1000 most com-
mon edges against the interactome, with this overlap decreasing to 4% when considering 

Fig. 4 Frequency of edge occurrence across networks within a context. Proportions of edges are given as 
those that are unique, or common to varying degrees, in networks within the A tissue, B cell type, and C cell 
line context. From the total set of edges that occur across all networks within each context, the fraction of 
edges that are unique (i.e., appear in at most one network within a given context) are shown in green. From 
this total set of edges, the fraction of those which appear in at least 25% of networks within a given context 
are magnified in a consecutively smaller pie chart (i.e., predominantly in red). Similarly, those which appear in 
at least 50% of networks within a given context are magnified and illustrated in a pie chart predominantly in 
blue. Finally, of this latter group of edges, the fraction of edges that are most common (i.e., appear in at least 
75% of all networks within a given context) are highlighted in purple
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the top 10,000 most common edges. In comparison these proportions ranged from ~ 7 to 
3% in the cell type context between the top 1000 and 10,000 most common edges, and 
4% to 2% in the cell line context.

The strongest correlations tend to correspond with protein–protein interactions more 

than expected by chance

In this section, we investigate whether the strongest correlations present in the co-
expression networks correspond to PPIs more often than what would be expected by 
chance. For this purpose, we permuted each co-expression network for each context 
1000 times while maintaining the original graph structure (see Methods). We next com-
pared the overlap of edges between these permuted co-expression networks with the 
human interactome (the results of the first 100 permutations can be seen in Additional 
file 1: Table S10). Our results show that, on average, the original co-expression networks 
have 1.55 times as many edges in common with the human interactome as compared to 
the permuted networks, which exhibited a comparatively low variability in their over-
lap within a subcontext. Across all contexts, the maximum difference in overlap was for 
the ovary subcontext, where the original ovary co-expression network had 3.3 times as 
many edges in common with the interactome as compared to the permuted versions. 
In comparison, the saliva co-expression network showed the smallest difference in edge 
overlap between the original and permuted co-expression networks, with the overlap of 
the interactome with the original co-expression network having only 1.01 times as many 
edges as the permuted versions on average. Thus, we find that co-expression patterns 
correspond with PPIs more than expected by chance.

Edge‑based similarity across co‑expression networks

Next, we investigated edge similarity across networks within a given context. By compar-
ing the co-expression networks to each other rather than just the interactome, we could 
identify the networks that were most similar edgewise. In the tissue context, two pairs of 
networks displayed the highest degree of similarity, namely the brain and the cortex of 
the cerebral lobe, and the colon and the rectum (Fig. 5A). This finding was not surpris-
ing given that these pairs of tissues are anatomically related (i.e., both are of the brain or 
the colorectum). The cell line context had a few standout pairs of networks which had 
the highest degree of similarity (Fig. 5B). Specifically, the highest similarity was between 
two different human breast cancer cell lines: MDA-MB-231 and MCF7. Additionally, the 
MCF7 cell line again had a high similarity with a human colon cancer cell line, HCT 116. 
On the other hand, in the cell type context, rather than specific pairs showing the high-
est similarity with each other, a few selected subcontexts had a high similarity with most 
of the other networks overall (Fig. 5C). In particular, the peripheral blood mononuclear 
cell network showed high similarity with its more specific cell type networks, including 
monocytes, T cells, and lymphocytes. Overall, these results lend support to how net-
work similarity can reflect similarity across related cell types, tissues, or cell lines.

Mapping co‑expression networks to pathway knowledge

Lastly, we attempted to establish patterns across co-expression networks at a pathway-
level by overlaying pathway knowledge with the co-expression networks. If a given 
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Fig. 5 Pairwise co‑expression network similarity across contexts. For each pair of co‑expression networks 
within a given context, edge overlap was calculated as a measure of similarity between networks for the A 
tissue, B cell line, and C cell type contexts. A high quality version of the figure is  available at https:// github. 
com/ ContN eXt/ scrip ts/ blob/ main/ figur es/ figur e5. pdf
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pathway is related to a specific network (e.g., fatty acid metabolism pathway and the 
liver co-expression network), we would expect that the proteins in the pathway would be 
strongly correlated in the co-expression network. Furthermore, we assume that, given a 
set of highly co-expressed genes of which a majority are involved in a particular pathway, 
the remaining genes may be functionally relevant to the pathway as well. We therefore 
seek to identify the pathways associated with networks from each of the investigated 
contexts. Using the KEGG database [15], we mapped pathway knowledge to co-expres-
sion networks according to Eq. 1 (see Methods).

We found several groups of tissues that had high similarities with pathways related to 
the given tissues (Fig.  6). For instance, the two tissue networks corresponding to cor-
tex of cerebral lobe and brain shared a large group of pathways exhibiting a high degree 
of similarity, including nine synaptic pathways (Fig.  6; green oval) (Additional file  1: 
Table S11). Furthermore, the three networks for liver, cortex of kidney, and kidney also 
had the highest level of similarity with numerous pathways, including eight involving the 
regulation of fatty acids as well as 11 involving amino acid metabolism and degradation 
(Fig. 6; red oval) (Additional file 1: Table S12). Not surprisingly, the adipose tissue net-
work also showed the highest similarity with adipose-related pathways, such as adipocy-
tokine signaling pathway and regulation of lipolysis in adipocytes pathway.

In the cell type context, while no groups of network shared distinct pathways among 
them, we found three cell types having distinct groups of pathways with very high simi-
larity unique to a single network. For example, a number of pathways showed a high 
degree of similarity to the neutrophil co-expression network (Additional file 2: Fig. S8; 
red oval), namely, 11 that regulate the immune response (Additional file 1: Table S13). 
Additionally, the co-expression network for hepatocytes, the primary cell type of the 
liver, had the highest level of similarity with many pathways (Additional file 2: Fig. S8; 
yellow oval), including six involving basic liver function as well as many metabolic path-
ways, particularly 10 pertaining to amino acids metabolism and seven for other specific 
molecules (Additional file 1: Table S14). Lastly, we found an additional group of path-
ways that were exclusively similar to one network, namely the neuron (Additional file 2: 
Fig. S8; green oval). Specifically, this included five pathways related to neurotransmit-
ter systems, long-term depression, and pathways related to addiction (Additional file 1: 
Table S15).

Fig. 6 Similarity between tissue‑specific co‑expression networks and KEGG pathways. The similarity between 
a particular pathway and a co‑expression network is defined as the percentage of pairwise combinations 
of proteins of a given KEGG pathway that can be found in a co‑expression network as edges. Light blue 
corresponds to a lower similarity, while dark blue corresponds to a high similarity. A high quality version of 
this figure is  available at https:// github. com/ ContN eXt/ scrip ts/ blob/ main/ figur es/ figur e6_ highq uality. pdf 
and can also be visualized in the web application
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Analogous to the cell type context, while related groups of networks from the cell line 
context were not found to be similar to related groups of pathways (Additional file  2: 
Fig. S9), several individual cell lines were observed to be highly similar to a group of 
pathways. However, these pathways were not necessarily unique to the cell line, show-
ing some similarity with other cell lines as well. Interestingly, we found a large group 
of pathways (i.e., 70 in total) with consistently high similarity with nearly all cell lines, 
with the exception of the THP-1 cell line (Additional file  2: Fig. S9; green rectangle). 
These include 24 different signaling pathways and 16 different cancer pathways (Addi-
tional file 1: Table S16). Notably, we found a group of pathways that were distinctly simi-
lar to two cell lines (i.e., A549 and TK6). Specifically, 14 pathways showed a high degree 
of similarity to the A549 cell line co-expression network (Additional file 2: Fig. S9; yel-
low oval). This cell line originated from adenocarcinomic human alveolar basal epithelial 
cells from lung cancer and is used as a model for drug metabolism [10]. Of these 14 
pathways that, on average, showed the highest similarity to this cell line relative to the 
others, eight were pathways involving metabolism and three were pathways related to 
compound biosynthesis (Additional file  1: Table  S17). Similarly, we identified a group 
of pathways which showed a higher similarity to the TK6 cell line, originating from a 
human B lymphoblastoid cell [36], over all other cell lines (Additional file 2: Fig. S9; red 
oval), including five signaling pathways (Additional file 1: Table S18).

ContNeXt—a web application to explore gene expression patterns across contexts

To provide access to the co-expression networks and analyses presented in this work, 
we have developed ContNeXt, a web application that facilitates the large-scale explora-
tion and analysis of transcriptomic patterns across multiple contexts. The main page of 
the web application allows users to search co-expression patterns for a given node in a 
particular context or browse and query specific nodes in a certain subcontext (Fig. 7A). 
With interactive network visualizations, users can explore these patterns and employ 
functionalities such as filtering or search boxes (Fig.  7B). Similarly, the heatmaps pre-
sented in this work can be interactively explored through the web application (Fig. 7C). 
Finally, both the processed data and networks can be downloaded directly from the web 
application.

Discussion
We have presented a large-scale network-based approach that aims at revealing common 
and specific biological processes and mechanisms across contexts by identifying tran-
scriptional patterns that are unique to various cell types, tissues, and cell lines, as well as 
patterns which are consistent across them. In order to do so, we constructed co-expres-
sion networks to capture the strongest correlations observed in 98 specific subcontexts 
belonging to these three biological contexts (i.e., tissues, cell types, and cell lines) and 
conducted a series of analyses at the protein, network, and pathway levels. Finally, we 
developed a web application to enable users to query and display these networks and 
ultimately, explore shared and distinct co-expression patterns for multiple contexts.

We believe that one strength of our work is its robustness, as we have systematically 
leveraged hundreds of curated datasets, thereby ensuring a diverse sample of experi-
ments conducted in similar settings whilst applying a common preprocessing and 
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Fig. 7 ContNeXt web application. A Main page. Users can query for specific genes or directly explore 
the networks of a given context. B Network page. Users can explore and navigate through the neighbors 
of a specific gene for each network. C Heatmap visualization. Heatmaps presented in this work can 
be interactively viewed to investigate pairwise co‑expression network ‑based similarity as well as 
pathway‑ co‑expression network ‑based similarity
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analysis pipeline. However, although we applied a conservative inclusion/exclusion 
criteria, we cannot assume that every dataset in the same (sub)context is equivalent 
and thus, some of the patterns identified may be dataset-specific. To account for this 
factor and reduce noise and variability across datasets, we focused on the 1% strong-
est correlations, keeping in mind that the choice of cut-off can influence the result-
ing co-expression network [44], and also constrained our analysis to subcontexts with 
a large number of samples. Still, independently of this minimum criteria, there are 
differences in the number of datasets per subcontext that could lead to variability 
for specific subcontexts with a small sample size. Another limitation is that we have 
exclusively relied on the platform with a large number of datasets in the Gemma data-
base. Similarly, we also employed Gemma’s context annotations to classify the data-
sets. While it is technically possible to include more platforms in our analysis as well 
as annotate datasets from other databases, each additional platform would require its 
own independent processing pipeline and a significant curation effort. Furthermore, 
in the cell line context, it is important to note that the majority of cell lines origi-
nate from widely used immortal cancer cell lines, which might differ from the normal 
human cells used for the cell type and tissue contexts. Finally, we would like to remark 
on two other limitations of our analysis. Firstly, while we employed a large and high-
quality version of the protein–protein human interactome, some parts of the graphs 
are more dense than others as some proteins are under-studied [35]. Secondly, some 
of the analyses are influenced by the size of the co-expression networks (Fig. 3), as the 
fewer nodes a network has, the more dense it is due to the larger amount of connec-
tions between its nodes.

Lastly, we would like to mention some of the prospects we foresee for future work. 
Firstly, by further incorporating single-cell experiment datasets, we can potentially iden-
tify more granular patterns. Additional single-cell RNA-seq datasets can be included 
in our work to verify whether the observed tissue-specific transcriptional patterns are 
indeed characteristic to specific tissues, or are influenced by their cellular composition, 
as observed by Farahbod and Pavlidis [8]. While this large-scale exercise is not feasible at 
the moment due to the lack of available data of this kind, we expect that it could be con-
ducted in future. Secondly, disease-specific gene expression datasets can be exploited to 
compare disease-specific signatures with the ones observed in a related normal tissue 
or cell type in order to identify the biological processes and pathways that are dysregu-
lated in the disease context. Thirdly, as demonstrated by Azevedo et al. [1] and Sealfon 
et  al. [37], machine learning models could be trained on the generated co-expression 
networks to classify signatures coming from new samples into a particular context given 
its specific characteristics.
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Abstract

Summary: High-throughput screening yields vast amounts of biological data which can be highly challenging to in-
terpret. In response, knowledge-driven approaches emerged as possible solutions to analyze large datasets by lever-
aging prior knowledge of biomolecular interactions represented in the form of biological networks. Nonetheless,
given their size and complexity, their manual investigation quickly becomes impractical. Thus, computational
approaches, such as diffusion algorithms, are often employed to interpret and contextualize the results of high-
throughput experiments. Here, we present MultiPaths, a framework consisting of two independent Python packages
for network analysis. While the first package, DiffuPy, comprises numerous commonly used diffusion algorithms ap-
plicable to any generic network, the second, DiffuPath, enables the application of these algorithms on multi-layer
biological networks. To facilitate its usability, the framework includes a command line interface, reproducible exam-
ples and documentation. To demonstrate the framework, we conducted several diffusion experiments on three inde-
pendent multi-omics datasets over disparate networks generated from pathway databases, thus, highlighting the
ability of multi-layer networks to integrate multiple modalities. Finally, the results of these experiments demonstrate
how the generation of harmonized networks from disparate databases can improve predictive performance with re-
spect to individual resources.

Availability and implementation: DiffuPy and DiffuPath are publicly available under the Apache License 2.0 at
https://github.com/multipaths.

Contact: sergi.picart@upc.edu or daniel.domingo.fernandez@scai.fraunhofer.de

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Emergent properties of biological processes primarily arise from
complex interactions linking physical entities which, in turn, can
build up complex biological networks, such as metabolic, signaling
and regulatory. The use of these networks has become commonplace
for a variety of analytic tasks, yet integrated networks have been
shown to be more robust resources for analytic usage (Huang et al.,
2018). Thus, several frameworks, such as Bio2RDF (Belleau et al.,
2008), have been proposed to facilitate the integration of these net-
works from heterogeneous sources.

Numerous methods for network analysis derived from graph the-
ory have been adapted for a broad range of applications in the bio-
medical domain including target prioritization, gene prediction and
patient stratification (Barabási et al., 2011; Pai et al., 2019).
Amongst these methods, network propagation or diffusion, in par-
ticular, comprises a broad family of algorithms that infer node labels
based on the sharing of labels through network connections (Cowen
et al., 2017).

Though a wide variety of algorithms exist, user-friendly software
that can enable researchers to implement and compare several meth-
ods are lacking. Not only does this impede their adoption and
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reproducibility but it also compels researchers to re-implement the
algorithms for their particular needs. While recently, the R packages
diffuStats and RANKS (Picart-Armada et al., 2018; Valentini et al.,
2016) have addressed this issue, a framework that offers a pipeline
to build harmonized networks from biological databases along with
an array of ready-to-use diffusion algorithms has yet to be
established.

Here, we present MultiPaths, a Python framework for the ana-
lysis of multi-omics data by classical and statistically normalized dif-
fusion algorithms on harmonized networks from custom or
predefined selections of biological databases. We demonstrate how
MultiPaths enables contextualizing multi-omics experiments by pre-
senting an application scenario on multiple datasets containing tran-
scriptomics, metabolomics and miRNomics data.

2 Implementation

The MultiPaths framework contains two independent Python pack-
ages: DiffuPy and DiffuPath. While DiffuPy is specifically designed
for the implementation of diffusion algorithms, DiffuPath is capable
of both generating harmonized biological networks, and running the
algorithms over these networks. Their functionalities can be
accessed programmatically and via a command line interface (CLI)
for nonbioinformaticians. Their modular design eases the inclusion
of network resources and algorithms in future releases.

2.1 DiffuPy
The first of the two packages in the framework, DiffuPy, enables
propagating user-defined labels, either as lists of entities or lists of
entities with their corresponding quantitative values, on a user-
defined network. DiffuPy comprises four diffusion scores and five
graph kernels that can be run on generic networks on different for-
mats (Supplementary Text).

2.2 DiffuPath
The second package, DiffuPath, wraps the generic diffusion algo-
rithms from DiffuPy and applies them to biological networks. To
that end, DiffuPath comprises a comprehensive pipeline that extends
from the generation of harmonized networks from multiple bio-
logical databases to the visualization and analysis of the diffusion
results (Supplementary Text). The pipeline provides a user-friendly
CLI that enables users to create customized networks from a pool of
databases or predefined collections based on their input data, direct-
ly run diffusion algorithms on these networks, and analyze them in a
few commands. Finally, we would like to note that, while DiffuPath
already includes a wide range of databases, the framework supports

the integration of any number of databases in standard network
formats.

3 Application

To demonstrate the framework, we run various diffusion algorithms
from DiffuPy on four networks corresponding to four pathway data-
bases generated through DiffuPath. The input labels for the diffu-
sion derive from three independent datasets containing differential
entities from three -omics modalities: transcriptomics, metabolomics
and miRNomics. The four networks consist of three well-
established pathway databases: KEGG, Reactome and
WikiPathways (Fabregat et al., 2018; Kanehisa et al., 2017; Slenter
et al., 2018) as well as their combined representation, PathMe
(Domingo-Fernández et al., 2019). Our hypothesis is that by inte-
grating the three resources, PathMe covers a larger scale of interac-
tions and entities as well as a broader range of interaction and
modality types which can ultimately serve to improve prediction
performance.

For each of the three datasets which investigated specific bio-
logical processes, we compared the prediction performance of the
various diffusion algorithms in identifying genes, metabolites and
miRNAs (for details see Supplementary Text Section S4: Case scen-
ario). This was repeated for each of the four networks and the per-
formance was evaluated using a repeated holdout approach. For the
raw diffusion scores, the distribution of area under the ROC curve
(AUROC) scores indicated a significant improvement in prediction
performance of the integrated multi-layer network over each of the
individual databases (Fig. 1).

4 Discussion

This work has presented the first Python framework that imple-
ments numerous diffusion algorithms along with a pipeline to build
customized harmonized networks from multiple biological data-
bases. The importance of this integration is highlighted by our three
case scenarios where a harmonized network leverages three -omics
modalities (Di Nanni et al., 2020) to increase predictivity in line
with Huang et al. (2018). Furthermore, the integrated networks con-
tain additional entities like biological processes and clinical readouts
(e.g. symptoms and diseases), allowing a rich contextualization of
the experimental readouts (Supplementary Text). This case scenario
demonstrates the utility of diffusion algorithms to provide the inter-
pretation of biological networks in the context of pathways, and
thereby, elucidate the properties of biological processes underlying
these networks. Additionally, users can conduct analyses from

Fig. 1. Prediction performance of raw diffusion over the integrated PathMe network and the correspondent database subgraph for three multi-omics datasets. Each box plot

shows the distribution of the area under the ROC curves (AUROCs) over 100 repeated holdout validations. Details on the evaluation can be found in the Supplementary Text
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biological networks to generic networks from other fields (e.g. social
media) as well as incorporate additional kernels or diffusion algo-
rithms to DiffuPy. As a final remark, although large-scale and inte-

grated multi-layer networks can improve prediction performance,
greater computational power is required as the size of a network

grows.
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A.7 Drug2ways: reasoning over causal paths

in biological networks for drug discovery
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Abstract

Elucidating the causal mechanisms responsible for disease can reveal potential therapeutic

targets for pharmacological intervention and, accordingly, guide drug repositioning and dis-

covery. In essence, the topology of a network can reveal the impact a drug candidate may

have on a given biological state, leading the way for enhanced disease characterization and

the design of advanced therapies. Network-based approaches, in particular, are highly

suited for these purposes as they hold the capacity to identify the molecular mechanisms

underlying disease. Here, we present drug2ways, a novel methodology that leverages multi-

modal causal networks for predicting drug candidates. Drug2ways implements an efficient

algorithm which reasons over causal paths in large-scale biological networks to propose

drug candidates for a given disease. We validate our approach using clinical trial information

and demonstrate how drug2ways can be used for multiple applications to identify: i) single-

target drug candidates, ii) candidates with polypharmacological properties that can optimize

multiple targets, and iii) candidates for combination therapy. Finally, we make drug2ways

available to the scientific community as a Python package that enables conducting these

applications on multiple standard network formats.

Author summary

At any given time, a large set of biomolecules are interacting in ways that give rise to the

normal functioning of a cell. By representing biological interactions as networks, we can

reconstruct the complex molecular mechanisms that govern the physiology of a cell.

These networks can then be analyzed to understand where the system fails and how that

can give rise to disease. Similarly, using computational methods, we can also enrich these

networks with drugs, diseases and disease phenotypes to estimate how a drug, or a combi-

nation of drugs, would behave in a system and whether it can be used to treat or alleviate

the symptoms of a disease. In this paper, we present drug2ways, a novel methodology

designed for drug discovery applications, that exploits the information contained in a bio-

logical network comprising causal relations between drugs, proteins, and diseases.
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Employing these networks and an efficient algorithm, drugways2 traverses over the

ensemble of paths between a drug and a disease to propose the drugs that are most likely

to cure the disease based on the information contained in the network. We hypothesize

that this ensemble of paths could be used to simulate the mechanism of action of a drug

and the directionality inferred through these paths could be used as a proxy to identify

drug candidates. Through several experiments, we demonstrate how drug2ways can be

used to find novel ways of using existing drugs, identify drug candidates, optimize treat-

ments by targeting multiple disease phenotypes, and propose combination therapies.

Owing to the generalizability of the algorithm and the accompanying software, we ambi-

tion that drug2ways could be applied to a variety of biological networks to generate new

hypotheses for drug discovery and a better understanding of their mechanisms of action.

This is a PLOS Computational Biology Methods paper.

Introduction

Biological processes principally arise from interactions linking discrete biological entities. Far

more rare, however, are processes that can be attributed to entities functioning in isolation.

Hence, elucidating sets of interactions between biological entities is essential in understanding

the mechanisms governing health and disease. Given the vast number of interactions that can

occur in a particular biological system, these interactions are often abstracted and organized

into large and highly interconnected computational networks. Many of the basic principles

and methods from graph theory tend to be well-suited for network biology and applicable to

various network types, such as protein-protein interaction (PPI), gene regulatory, and signal-

ling networks [1]). Several discrete models, such as logical models [2] and Boolean networks

[3,4] are common choices for their qualitative representation.

In a generic biological network representation, nodes denote entities, while edges denote

their interactions. Multimodal networks can capture a wide range of biological scales, includ-

ing physical entities (e.g., genes, proteins, and metabolites) or higher order concepts (e.g., bio-

logical processes, phenotypes, and diseases). Causal edges are those that possess directionality

through direct interactions or through intermediaries [5]. These connections frequently occur

in gene regulatory and metabolic/biochemical networks, while undirected edges are com-

monly present in chemical similarity or PPI networks to, for instance, represent symmetric

binding relationships. For the latter group of edges, several methods [6,7] have emerged to

assign directionality to interaction pairs (e.g., characterizing regulatory relationships as activa-

tion or inhibition relations) in order to assert causality which can be useful for various pur-

poses. An example lies in discerning whether causal interactions between a drug target and

intermediary proteins will inhibit a certain phenotype, a drug’s intended effect, or activate it

instead. Taken together, these networks enable a wide range of applications such as identifying

disease mechanisms [8], making predictions on network perturbations [9], facilitating pathway

analyses [10], establishing novel therapeutic drugs [11], and drug repurposing to detect poten-

tial therapeutic candidates [12].

Drug discovery is a major application that particularly benefits from network-based meth-

ods [11]. Typically, the traditional approach to drug discovery is characterized as follows: a

drug target is selected based on an expressed phenotype, an assay is prepared for the target,

high throughput screening (HTS) is performed, and hit or lead compounds are identified [13].
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Though it may be the more conventional approach, the process tends to be laborious and is

associated with both high costs and attrition rates. The latter can be attributed to several fac-

tors; firstly, experiments demonstrating the efficacy of drugs through their specific binding to

a target may not be reproducible in vivo given the compartmentalization of the cell and/or the

potential for other binding partners [14]. Secondly, in failing to investigate the cause of dys-

function that leads to disease within an appropriate biological context (e.g., molecular, cellular,

or disease), the design of drugs is arbitrary [15]. These issues represent some of the prototypic

problems that network-based approaches are ideally suited to address.

Beyond the utility of network-based methods for single target drug discovery and repurpos-

ing, these methods are also increasingly being used for the identification of pharmacological

interventions that reverse multiple pathological states and in the design of drug combinations

[16]. Although certain aspects of a pathology may be corrected by a single target drug, a multi-

target drug or drug combination approach can have greater efficacy in reversing a disease or

an expressed phenotype [17]. By taking into account causal mechanisms, network-based

approaches can identify multiple targets within a network which, when modulated, can elicit

synergistic effects[18]. Notably, combination therapies have successfully been used for several

disease conditions including cancers [19,20] and the symptomatic management of Alzheimer’s

disease [21].

Various attributes of biological networks can serve as viable measures for network-based

drug discovery. For instance, proximity measures such as the shortest path between a drug

profile and a disease module have been used to identify potential drug repurposing candidates

[22,23]. Additionally, centrality measures such as closeness and betweenness centrality also

consider the shortest paths between pairs of nodes in order to pinpoint initial drug candidates

[24,25]. However, potentially therapeutic targets may be connected to disease-relevant genes

through paths not accounted for when solely considering shortest paths. Nevertheless,

approaches which use non-shortest paths along a network are not without their limitations; as

the size and complexity of networks increase, so too do the number of possible paths that can

be traversed through the network, requiring greater computational power. Similarly, with an

increasing number of nodes and edges, identifying multiple drugs for combination therapies

that simultaneously target multiple disease-relevant genes and/or mitigate side-effects, can suf-

fer from combinatorial explosions. Furthermore, not all paths in a network may be biologically

plausible; erroneous interactions and those which are not biologically-relevant may also be

present. Thus, making predictions for single and combination drug therapies can become

highly challenging.

Here, we present drug2ways, a novel methodology applied to multimodal causal networks

for the prediction of new drugs and the repurposing of existing ones. Our methodology con-

sists of two main steps which jointly aim to address the high computational demands required

to traverse large-scale, biological networks and to apply a reasoned approach to propose drug

candidates for new indications by inferring causal paths. Firstly, drug2ways leverages a sophis-

ticated and efficient algorithm to calculate all paths up to a given length between a drug and a

disease or a set of phenotypes. Secondly, drug2ways traverses these paths to propose the set of

drugs that are most likely to generate a desired phenotypic change. We demonstrate the utility

of drug2ways for three different applications in order to identify: i) potential drug candidates,

ii) potential candidates that optimize multiple target nodes of interest (i.e., indications and

phenotypes) and iii) candidates for combination therapy. Finally, we make drug2ways avail-

able to the bioinformatics community as a Python package (https://github.com/drug2ways)

that enables conducting the aforementioned applications on multiple standard network

formats.
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Results

We ambition multiple applications for drug2ways (Fig 1) which we present in three case scenar-

ios and validate in two independent networks, the OpenBioLink knowledge graph (KG) and an

In-House network. In the Subsection Identifying drug candidates, we first validate our method-

ology by showing how it can be used to identify potential drug candidates for various indica-

tions, while in the Subsection Identifying drug candidates with multiple phenotypic targets, we

demonstrate how drug2ways can identify drugs that target sets of phenotypes present in specific

indications. Finally, in the Subsection Proposing combination therapies, we show its utility in

finding potentially efficacious drug combinations for combination therapy. In each of the three

applications, the problem can be generalized to finding the relative effect of all paths between

nodes representing chemicals and nodes representing phenotypes or clinical manifestations.

Each application consists of reasoning over all possible paths of a predetermined length to eval-

uate the efficacy of either one or more chemicals in reverting the target node of interest (i.e., a

manifestation and/or a set of associated phenotypes). This task can be conceived of as a brute-

force search for all drugs and indications/phenotypes in a network for a given range of path

lengths in order to prioritize drug candidates for each of the target nodes of interest.

The drug2ways algorithm incorporates two variants, namely all paths (i.e., a path in which

repetition of vertices occurs) and simple paths (i.e., a path in which all vertices are distinct

(and therefore, all edges)), enabling users to account for or ignore feedback loops (i.e., cycles),

respectively (Fig 1D). Each of these three applications is associated with a high computational

cost, especially the latter two which require calculations of a higher degree of complexity to

identify potential candidates with multiple phenotypic/disease targets. However, because of

the efficient implementation of the algorithm, each of these applications is attainable, which

we demonstrate in the Subsection Performance comparison and scalability of the algorithm
where we finally explore the scalability of drug2ways and compare it with standard path-find-

ing implementations.

Identifying drug candidates

In Table 1, we summarize the results of drug2ways in recovering clinically-investigated drug-

disease pairs for the top-ranked candidates in each of the validation experiments. Firstly, for

both the original networks, drug2ways was able to retrieve a large proportion of drug-disease

pairs that have been tested in clinical trials by calculating all paths up to a given length between

a drug and an indication (i.e., lmax), although both networks exhibited differences based on

the prioritization criteria described in the Subsection Validation experiments. For instance, the

most restrictive prioritization criteria (i.e., 7/7 lmax inhibited the disease) yielded the best

results for the In-House network, recovering nearly 40% of true positives from all prioritized

pairs in the top-ranked list for all paths and simple paths respectively, while OpenBioLink

yielded no prioritized pairs altogether. However, after a minimum relaxation of the prioritiza-

tion criteria (i.e., 6/7 lmax inhibited the disease), OpenBioLink showed good results (i.e.,

~50% and ~10% recovery rate for all paths and simple paths, respectively) while the recovery

rate decreased for the In-House network to approximately 12%. In comparison, the proportion

of true positives with respect to all possible combinations of drug-disease pairs from Clinical-

Trials.gov is 3.19% for OpenBioLink (5.151/161.040) and 3.76% (9.537/253.638) for the In-

House network, highlighting the significance of our results. These proportions are equivalent

to the probability of randomly picking a true positive, which is comparatively much lower

than the results yielded by drug2ways. In contrast, drug2ways failed to recover any true posi-

tives from the permuted versions of the original networks, further highlighting the validity of

the results from the original networks.
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Fig 1. Schematic illustration of causal reasoning by drug2ways over simplified networks. a) Prototypic network used by drug2ways for drug discovery. The

network contains causal relations between three modalities (i.e., drugs, proteins, and indications/phenotypes). Here, singular paths from three drugs to an

indication as well as associated phenotypes are shown, though a single drug may contain multiple paths to a given indication/phenotype. Drug2ways reasons

over all possible paths in a network between a drug and an indication/phenotype to predict the relative effect of each drug. In the example, we want to investigate

whether one of the three drugs depicted inhibits an indication and its two phenotypes. While all three drugs target the disease, two of the three (i.e., drug A and

C) fail to produce the desired effects (i.e., inhibition of the indication of interest and its two associated phenotypes). By reasoning over all the paths between the

drug and the three target nodes of interest (i.e., indication and its phenotypes), drug2ways predicts that drug B could be a promising candidate as the majority of

the paths would result in their inhibition, and thus produce a therapeutic effect. Similarly, drug2ways can also be used to evaluate the effect of a drug on a single

indication/phenotype or to assess the effect of drug combinations. b) Example network containing all paths between a given drug and an indication. c) All

possible paths between the drug and indication in (b). The drug2ways algorithm incorporates two variants, namely all paths and simple paths, enabling users to

account for or ignore feedback loops (i.e., cycles), respectively. We distinguish between different paths based on the maximum number of allowable edges from a
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Given the small-world property of most biological networks, the predominant approaches

in network-based drug discovery tend to investigate the shortest path between a drug and a

disease. We thus compared our method to the shortest-path approach. While the results

obtained using the shortest path are better than random, the shortest path tends to return a rel-

atively high number of candidate pairs (>5.000) and a significantly lower recovery rate (~8%)

than drug2ways (Table 1). Furthermore, we studied the lengths of the paths of candidate pairs

prioritized by the shortest-path approach and, as expected, found that the vast majority of the

paths are of lengths less than 4 (S1 Fig). In fact, the majority of the paths are lmax = 2, which

corresponds to a direct drug-target-disease path. This indicates that the shortest-path approach

can overlook diseases that are distant from drug targets, potentially explaining the difference

in recovery rate between shortest-paths and drug2ways. Furthermore, while the shortest path

only accounts for a single path between a drug and a disease, as an additional experiment, we

investigated the total number of paths between all drug-disease pairs calculated from drug2-

ways using lmax = 8 to verify that predictions were not driven by the existence of a single path

but by the directionality inferred through the ensemble of all paths (S2 Fig). We found that a

large number of paths were present between most of the drug disease pairs, which when taken

into account, could also explain the difference in the recovery rate.

The criteria selected for validation focused on prioritizing pairs exhibiting consistent scores

(i.e., activation/inhibition ratio) through a wide range of lmax. In selecting this criteria, we

intended to prevent any influence of path length (i.e., lmax) on the results. As expected, the results

also indicate that the lmax parameter and the prioritization criteria should be adapted for each

new network. Thus, we recommend that users that intend to apply our methodology on their own

networks follow a similar approach by using a broad range of lmax. Beyond the configuration of

the lmax parameter, we also recommend tuning a threshold value representing the relative effect

of the drug on the indication, gradually decreasing this value to include additional, potential drug

candidates. In this way, the Python implementation of drug2ways enables users to configure their

experiments contingent upon the particular characteristics of the network (e.g., content and size).

Due to a lack of information on the directionality of protein-disease relations from high-

quality resources, while generating both networks, we inferred association edges from DisGe-

Net [26] as activation edges (see Methods). Such a strong assumption implies that all proteins

have an activation effect on the disease and ignores the possible inhibitory effects some of

these proteins may have. Accordingly, due to this arbitrary inference, we hypothesized that

drug X to an indication Y (i.e., lmax parameter). For instance, the shortest path between the drug and the indication has an lmax of 3 while an lmax of 6 will

capture this and four additional simple paths, two of length 4 and a further two of length 6. Using the all paths version of the algorithm, an additional cyclic path

of length 6 is also captured.

https://doi.org/10.1371/journal.pcbi.1008464.g001

Table 1. Results of the validation experiments. The table presents the validation experiments for each of the four networks (i..e, OpenBioLink, permuted OpenBioLink,

In-House, and permuted In-House) using two variants of the algorithm (i.e., all paths and simple paths) based on two different prioritization criteria (see Methods) as well

as the results yielded when only considering the shortest path between a drug-disease pair. For each experiment, we report the relative number of true positives in the list

of drug-disease pairs prioritized by drug2ways. The proportion of true positives recovered by both variants of drug2ways in the two original networks are significantly

higher than chance level (i.e., 3.19% for OpenBioLink and 3.76% for the In-House network).

Network All Paths Simple Paths Shortest Path

- 7/7 Inhibit 6/7 Inhibit 7/7 Inhibit 6/7 Inhibit -

OpenBioLink 0/0 (%) 2/4 (50%) 0/0 (%) 1/11 (9.09%) 381/5.130 (7.43%)

Permuted OpenBioLink 0/0 (%) 0/0 (0%) 0/0 (0%) 0/0 (0%) 40/5.130 (0.78%)

In-House 20/53 (37.74%) 105/919 (11.43%) 22/54 (40.74%) 106/872 (12.16%) 807/9.537 (8.46%)

Permuted In-House 0/0 (0%) 0/6 (0%) 0/0 (0%) 0/7 (0%) 274/9.537 (2.87%)

https://doi.org/10.1371/journal.pcbi.1008464.t001
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some of the drug-disease pairs predicted as activating may indeed represent the opposite sign

and also represent potential drug candidates. Thus, besides investigating drug-disease pairs

that were consistently inhibited, we were also prompted to investigate pairs that were consis-

tently activated. Confirming our hypothesis, we found that although based on our criteria, rel-

atively few pairs were prioritized, clinically-investigated drug-disease pairs were also highly

represented among the top-ranked active pairs (S3 Table).

In summary, our findings demonstrate the ability of drug2ways to recover a high propor-

tion of clinically-tested drug-disease pairs. Due to our network design, candidate pairs consis-

tently aggregate at both extremes of the distribution regardless of the relative directionality

given by the ensemble of paths. Finally, among the novel drug-disease pairs that have not yet

been tested in clinical trials, we have found multiple combinations reported in the literature,

thus alluding to the potential for many other promising candidates for drug discovery that

could be worth further exploring.

Identifying drug candidates with multiple phenotypic targets

The identification of drugs with several target nodes of interest (i.e., indications/phenotypes)

can lead to more efficacious treatments, albeit their discovery is far more complex and thus

represents a greater challenge than single-target drugs. In practice, this application is highly

relevant as disease conditions can often manifest as sets of phenotypes. While the previous sub-

section demonstrated how our methodology is capable of identifying interesting single target

drug candidates, in this subsection, we demonstrate how a network-based method can identify

drug candidates that optimize multiple disease and phenotypic targets.

Here, we manually selected an indication and associated phenotypes present in both the In-

House and OpenBioLink networks (S4 Table). Fig 2A illustrates the results of running the all

Fig 2. Identification of drugs targeting an indication and several associated phenotypes. The heatmaps summarize the results of running the

all paths version of the drug2ways algorithm over the In-House network for variable path lengths. While the algorithm outputs scores between 0

and 1, where 0 denotes no activation or inhibition and 1 denotes a full activation or inhibition, scores were normalized between the range of -1 to

1. Here, normalized scores of the relative effects of drugs on cystic fibrosis and several of its associated phenotypes are displayed where values

below and above 0 denote the inhibition (blue) and activation (red) of all paths between a drug and target indication/phenotype at a specific lmax,

respectively, whilst 0 denotes a cancelling effect (gray). In a fourth case, no paths exist between the drug and indication/phenotype (white). a)

Hierarchical clustering of normalized scores of the relative effects of all drugs in the In-House network on cystic fibrosis and related phenotypes at

lmax 8. b) Heatmap illustrating a subset of drugs at lmax 4 which distinctly optimize therapeutic effects through inhibition of several disease/

phenotypic targets (e.g., Amiloride, D-methorphan, Losartan), activate the disease and/or its phenotypes (e.g., Dienogest), result in both the

inhibition of some diseases/phenotypes and the activation of others (e.g., Desonide, Ziprasidone, Nimodipine), or do not possess paths to

particular targets (e.g., Testolactone).

https://doi.org/10.1371/journal.pcbi.1008464.g002
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paths version of the drug2ways algorithm over the In-House network at an lmax of 8 for cystic

fibrosis (CF) and seven related phenotypes. The heatmap shows that in selecting larger values

of lmax, the vast majority of drugs (i.e., 626/671 drugs in the In-House network also in Clini-

calTrials.gov) possess paths to each of the targets. We also note that most drugs in the network

affect the indication and the phenotypes in a given direction (e.g., inhibition), while only a

small minority will result in the activation of some phenotypes and/or indication and in the

inhibition of others.

Once again, we altered the value of lmax between 2 and 8 to investigate the relative effects

of drugs yielded with varying path lengths. While beyond lmax 4, we found little variation in

the number of drugs containing paths to at least one target indication/phenotype (ranging

from 602 drugs at lmax 5 to 626 drugs at lmax 8), we found fewer drugs at and below lmax 4
(i.e., 55 at lmax 2, 234 at lmax 3, and 539 at lmax 4). Fig 2B illustrates a subset of drugs at lmax
4 that reverse, increase, cause no effect or have no paths to the indication and/or phenotypes.

Among these drugs, we further investigated losartan, a drug under investigation in clinical tri-

als for CF and studied the proteins implicated in paths of maximum length 4 between this

drug and the disease. These proteins included AGTR1, whose reduced activity by pharmaco-

logical intervention has resulted in improved pulmonary functioning in mice with CF [27],

and TGFB1, reduction of which by losartan has been shown to reverse mucociliary dysfunction

related to inflammation and CF in animal models [28].

Proposing combination therapies

Combination therapies have been gaining major consideration for the treatment of disease and

management of symptoms through the modulation of several targets by multiple drugs. However,

with each additional drug for combination therapy, the task of identifying efficacious combina-

tions by a network-based approach can result in a substantial increase in computational complex-

ity, thus requiring efficient algorithms. Therefore, we were prompted to utilize drug2ways in a

further application to explore the predicted effects of a combination of drugs on a given indica-

tion. We identified drug combinations consisting of pairs of drugs, though would like to note that

our method could be used to identify combinations involving any number of drugs.

We manually selected several cancer types (i.e., breast cancer, colorectal cancer, lung cancer

and melanoma) present in our In-House network to demonstrate an additional application of

drug2ways to predict potential drugs for combination therapy. Similar to the previous two

applications, as an input, we only considered drugs in the In-House network that were also

present in ClinicalTrials.gov and used drug2ways to propose drug combinations at lmax 4. For

each of the four cancer subtypes, we then investigated existing drugs for their management

and identified those that were also present in our network. We then focused on drug combina-

tions that contained these drugs and caused inhibition of the cancer subtype. Table 2 lists a

Table 2. Examples of predicted combination therapies supported by literature evidence on four cancer types. The table reports drug combinations identified by

drug2ways that inhibit each of the various cancer types and supporting literature evidence. These results were obtained by running the all paths version of the algorithm

over the In-House network for lmax 4.

Cancer type Drug 1 Drug 2 Evidence

Breast cancer Palbociclib HCQ [29]

Breast cancer Palbociclib Tamoxifen [30]

Colorectal cancer Palbociclib Trametinib [31]

Lung cancer Dabrafenib Trametinib [32]

Lung cancer Palbociclib Trametinib [33]

Melanoma Mebendazole Trametinib [34]

https://doi.org/10.1371/journal.pcbi.1008464.t002
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subset of drug combinations proposed by our methodology to inhibit specific cancer types and

literature evidence on their potential therapeutic effects.

While, here we have only discussed drug combinations already in clinical trials or with cor-

respondence to the literature, a multitude of combinations identified by our methodology that

could potentially inhibit a disease but have not been reported thus far, represent potentially

efficacious, novel combination therapies. Additionally, while in showcasing this functionality

of our method, we have used all possible combinations of drugs that are both in our network

and in clinical trials, this application can also be performed with a smaller set of drugs to evalu-

ate the effect of particular drug combinations on a given set of diseases and/or phenotypes.

Finally, each of the paths between a drug-disease pair can be defined as a sub-network repre-

senting biological processes and using pathway enrichment methods implemented in drug2-

ways, the mechanism of action of the drug can be elucidated.

Performance comparison and scalability of the algorithm

The applications described above have been conducted on large-scale networks comprising

tens of thousands of nodes and edges, yet the size of biological networks can increase to incor-

porate millions. Therefore, the implementation of the algorithm has been designed to maxi-

mize its performance. Here, we compared drug2ways to the Python NetworkX library [35]

(https://networkx.github.io/" https://networkx.github.io/) and the C++/Python NetworKit

library [36] (https://networkit.github.io/). We compare drug2ways against these two libraries,

as both are widely used and already implement optimized methods for graph traversal and

path retrieval. Both libraries implement a method to obtain all simple paths in a graph with a

maximum path length. Fig 3 illustrates the runtime of each network-method pair in logarith-

mic scale on the y-axis, (i.e. for each network-method pair, the figure shows the time to count

activation and inhibitory paths for each drug-disease pair in the network). As expected, the

runtime is heavily dependent on the maximum path length lmax that we want to analyze. We

added a timecap of 1.000 seconds (i.e. around 16 minutes) to the experiments, which is enough

to show the method’s scalability trendline and its exponential growth, while beyond this

Fig 3. Average time required to calculate the effect of simple paths for all drug-disease pairs used in the validation

on two heterogeneous networks using different lmax. The analysis was also conducted to take paths with repetitions

of vertices between drug-disease pairs into account using the all_paths variant of drug2ways, but not for the NetworkX

and NetworKit libraries which lack equivalent implementations. Nevertheless, the implementations of both libraries

could be easily adapted to return paths with repetitions of vertices. However, without the proper optimizations

described in the Subsection Theoretical background, these would have a higher complexity than their all_simple_paths
counterpart as nodes would be revisited. Therefore, for both libraries we use simple paths as the baseline for the

analysis.

https://doi.org/10.1371/journal.pcbi.1008464.g003
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timeframe, the runtime becomes unreasonably high. All three methods to count simple paths

show a clear exponential growth in runtime. However, while NetworkX and NetworKit can be

run with up to an lmax of 5, drug2ways with simple paths is several orders of magnitude faster

and is able to be run with up to an lmax of 8. The comparison also shows that of the three dif-

ferent methodologies, only drug2ways can be scaled for large values of lmax on both versions

of the algorithm.

The all_paths variant of drug2ways does not show a pronounced exponential increase in

time. However, the all_simple_paths variant shows a pronounced exponential increase in run-

ning time as it is computationally more expensive than all_paths. Here, the two standard

libraries show a rapid exponential increase in time with lmax values as low as 4 while drug2-

ways does not show a marked increase until values of lmax beyond 7.

Taken together, we can see how the all_paths variant can be easily used for any large-scale

network even when values of lmax exceed 20, while the all_simple_paths variant requires both

extensive computational power and time when such high values of lmax are reached. In con-

trast, it is impractical to run experiments on large lmax values using the other two standard

libraries as they have not been optimized for the specific reasoning tasks presented in this

work. Thus, these standard libraries would suffer from a high computation cost in conducting

the applications of this approach (i.e., optimization of several phenotypes and/or an indication

and identification of candidates for combination therapy), and in calculating paths on high

values of lmax. Finally, we would like to note that in order to conduct a fair comparison, the

experiments presented have not been conducted using the parallelization feature of drug2ways.

Thus, we expect that in using this feature for the analysis, the difference in the performance

between drug2ways and the other two libraries would have been even more pronounced.

Discussion

Increasingly, network-based methods are emerging as promising alternatives to traditional

approaches for drug discovery by taking into account causal mechanisms responsible for dis-

ease. Here, we have presented a robust and efficient method that leverages causal interactions in

biological networks to predict drug candidates for a given disease or a set of phenotypes, as well

as pairs of drugs for combination therapy. While previous methods have focused on leveraging

network proximity methods (e.g., shortest paths) between drugs and indications [22,23], drug2-

ways leverages all the paths between a given drug and disease. Although not all paths in a net-

work may be plausible as some paths may be irrelevant or erroneous, we hypothesize that by

reasoning over a multitude of possible paths, we can estimate the relative effect of each drug on

a disease as the average of all possible paths. In doing so, we assume that a drug has a greater

likelihood of modulating a disease as the number of possible paths connecting a drug to a dis-

ease increases. Therefore, exploring all paths in which a drug could modulate a disease or a phe-

notype can serve as a proxy for the prediction of novel drugs. To test our hypothesis, we

systematically predicted the effect of each drug on all diseases in two multimodal networks of

different size and content. Next, we validated our results against clinical trial information show-

ing that our approach could retrieve a large proportion of true positives. Furthermore, with a

second application, we demonstrate the ability of our approach to identify single drugs that can

simultaneously modulate multiple targets to revert a set of phenotypes. Finally, the third appli-

cation shows how a similar strategy can be applied for combination therapy.

Although drug2ways requires multimodal networks that contain causal relations between

drugs, proteins, and indications/phenotypes, it can also be tuned and applied to other net-

works with different properties. For instance, we propose the use of networks comprising non-

molecular nodes, such as biological processes, in cases when molecular information is not
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widely available. Given the exponential increase in computational complexity when using the

algorithm on multiple drugs for combination therapy, we demonstrate this application exclu-

sively on drug pairs. Nonetheless, the high performance of drug2ways, which also allows for

parallelization, enables users to conduct experiments upon millions of combinations in con-

trast to other state-of-the-art network libraries which would require an immense amount of

time and computational resources.

One of the major limitations of this work is the absence of signed causal information

regarding the effect of proteins on indications and phenotypes. To circumvent this issue, we

inferred all protein-indication and protein-phenotype associations as activations, an assump-

tion that may not correspond to the true biology. Thus, due to a lack of such information,

curating and qualifying directionality for these relations could be a future improvement for

drug2ways. Additionally, we would like to acknowledge the possible effects of feedforward

loops on the results, especially as lmax increases. However, the design of our validation has

taken this factor into consideration. Finally, although we validated our results with clinical

trial information and tested the robustness of our approach, by simplifying biology to a net-

work of binary causal relationships, we overlook its quantitative aspects. Therefore, we would

like to note that quantitative measures, such as kinetic rates for reactions, the confidence of the

interaction, and the magnitude of the effect, may provide a more realistic representation and

thus, could be considered in future work by adding these aspects as weights to the edges in a

network. Finally, we also intend to investigate the feasibility of drug2ways to identify drugs

that mimic disease phenotypes and hence, could be potentially employed to generate in vitro
or in vivo models.

In summary, our approach demonstrates that reasoning over multiple causal paths in bio-

logical networks can potentially serve to predict candidates for drug discovery. From a transla-

tional perspective, drug2ways can be used to identify novel drugs and combination therapies

for indications where their mechanisms of action can be well represented in a network. Finally,

we provide a user-friendly Python package that enables conducting the three presented appli-

cations on biological networks in multiple standard formats.

Methods

In the first four subsections, we outline relevant graph theoretical concepts, describe the graph

traversal algorithm presented in the study, delineate its complexity, and provide details on the

implementation of the software. Next, we discuss applications of the algorithm which are illus-

trated in case scenarios and validation experiments. In the final subsection, we provide details

on the hardware used.

Theoretical background

Given that most biological networks display the small-world property in which paths between

pairs of nodes are relatively short, many genes can be in the vicinity of disease-relevant ones

[14]. Accordingly, a simple yet effective approach to identifying potential drug targets is to

consider nodes that are in close proximity to disease genes. However, not all of these nodes

may necessarily be linked to disease genes, but rather, may simply be false positives resulting

from spurious or irrelevant interactions [37]. Furthermore, such an approach can overlook

interesting genes linked to disease-relevant ones by longer, alternative paths. One possible

solution to this problem lies in traversing all possible paths between a pair of nodes to reach

beyond the limits of local, proximity-based approaches. Beyond calculation of all paths

between a drug and disease-related gene, however, a reasoned approach can be used to suggest

how a drug may modulate a disease given the number of paths and types of interactions
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between the two. Essentially, with a causal network containing directed relationships, signed

-1 to indicate inhibition and +1 to indicate activation, we can define the relative effect of each

drug as the proportion of activatory/inhibitory paths from all possible paths between the two

(Fig 1). Nonetheless, with several thousand drugs and diseases, the computational complexity

to traverse all possible paths between each pairwise combination can increase dramatically.

An intuitive solution to determine the relative effect of a drug on an indication would be to

first find the set of all paths between them and then compute the effect on each of these paths.

However, the problem of finding all paths in a network, which we will interchangeably refer to

as a graph, is known to be NP-Hard (i.e., computationally hard), which are the class of prob-

lems in computational complexity that are not solvable in polynomial time. This makes the

problem intractable as with an increasing number of vertices for some types of graphs (e.g.,

fully connected graphs), the total number of paths grows exponentially. However, to solve this

problem we are not required to store the whole sequence of edges forming each path. Instead,

if edges in a path are represented by their effects (i.e., -1 and +1 labels indicating inhibition

and activation, respectively), we can define the combined effect of the path as the product of all

edges it contains, while for the same set of edges regardless of the order they appear in the

graph, the combined effect will always remain the same. This enables a series of optimizations

which allow us to reduce time and space complexity, as explained in detail in the Subsection

Algorithm. If a graph contains cycles (i.e., feedback loops), an infinite number of possible paths

can be found by repeating the sequence of edges containing the cycle (Fig 1B). However, an

increasing number of possible edges can also lead to an exponential increase in the number of

paths, most of which may not be biologically plausible and result in the true biological effect

becoming lost. We thus consider paths only up to a maximum length to limit the influence of

cycles and highly elongated paths whilst still capturing feedback loops (Fig 1C).

We first define a series of terms that will be used throughout this section to provide a formal

definition of the problem. Given an unweighted directed graph G = (V, E), V is the set of verti-

ces (interchangeably nodes) and E is the set of edges in the graph. A path is defined as a

sequence of edges (e1,e2,. . .,ek) that joins a sequence of vertices (v1,v2,. . .,vk+1) in a graph, for

1�k�|E| such that ei = {vi,vi+1}, for 1�i�k, where k is the number of edges and the length of the

path. Consequently, we denote a path between a source node s and a target node t as ps,t, for s,
t2V i.e. for the set of nodes (v1,v2,. . .,vk+1) joined by the path, s = v1 and t = vk+1, while nodes vi,
for 1�i�k+1 are intermediate nodes (see Table 3 for key definitions). Similarly, a cyclic path is a

path when the first and last vertices it joins are the same, while a simple path is a path where all

vertices are distinct. Furthermore, any edge e2E in G represents a relationship between the pair

of nodes it connects and it is labeled +1 or -1 depending on whether it is an activatory or an

inhibitory relationship, respectively. Following, the effect that a node s2V has on node t2V over

a given path ps,t is computed as effectðps;tÞ ¼
Qk

i¼1
ei; 8e 2 ps;t , where ei2{−1, +1} and is the label

Table 3. Definitions of terms used in this paper.

Term Definition

Simple path A path in which all vertices are distinct (and therefore, all edges).

Cyclic path A path in which repetition of vertices occurs.

All paths The set of all paths, including those which contain cycles.

Intermediate

node

Any node v in a path between two nodes u, t, s.t. v =2 {u, t}.

Path length The number of edges in a path between a source node and a target node.

lmax The maximum length of the paths between a source and target node. In other words, for any

given lmax, only paths with a length less than or equal to lmax are considered.

https://doi.org/10.1371/journal.pcbi.1008464.t003
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of the ith edge in the path. A path ps,t is said to be an activatory path if its effect is equal to +1.

Analogously, the path is said to be an inhibitory path if its effect is equal to -1.

Before defining the problem, we would like to remark that ps,t does not necessarily repre-

sent a singular path; as s and t might be connected by multiple sets of edges and different sets

of edges may yield different effects between the nodes, a path is uniquely identified if its entire

sequence of edges is unique. Furthermore, we would also like to remark that once the effect of

a path is computed, we are no longer interested in the set of edges and intermediate nodes of a

given path. Therefore, for simplicity, we define Ps,t as the set of all paths between s and t. Simi-

larly, As,t denotes the set of all activatory paths between s and t and Is,t the set of all inhibitory

paths between s and t.
Finally, we define the problem as follows: given an unweighted directed graph G = (V,E), a

subset of vertices D�V, representing drugs, and a subset T�V, representing target phenotypes,

we are interested in finding the relative effect of a node s over a node t dk s; tð Þ ¼ j�s;t j

jPs;t j
, for s2D,

t2T and 1�k�|E|, where �s,t is equal to As,t or Is,t, depending on the effect we are interested in.

For instance, if we want to investigate whether a drug could reverse a phenotype, we would

compute the proportion of inhibitory paths over all paths of length less than or equal to k
between the pair of nodes.

Algorithm

From the previous definition of relative effect, (e.g., dk s; tð Þ ¼ jIs;t j
jPs;t j

for the relative inhibition),

its computation requires that activatory and inhibitory paths between nodes s and t are

counted independently. The number of paths from s to t with length less than or equal to k can

be defined as the sequence shown in Eq 1. From the equation, it is intuitive to think of a recur-

sive implementation to traverse the graph using a modified version of the DFS (Depth First

Search) algorithm. This definition yields the foundations for an intuitive yet optimized algo-

rithm by means of dynamic programming and memoization.

allpathsðs; t; kÞ ¼ f1 if s ¼ t; otherwise
P

path sðu; t; k � 1Þ8u 2 neighborsðsÞg Eq 1

Dynamic programming is a method for solving a complex problem by breaking it down

into simpler problems whose solutions are part of the former’s solution. From Eq 1, we can

easily extract that the problem of finding the number of paths from s to t can be broken down

to finding the number of paths from all neighbors of s to t, with maximum length of k-1. Once

a solution for all_paths(u, t, k) is found, for any u2V, it is stored and used whenever it is a sub-

problem to be solved again. This optimization technique is called memoization and is what

guarantees that a node is never revisited with the same length k.

We have implemented two variants of drug2ways to calculate the relative effect of a pair of

nodes, namely all_paths and all_simple_paths (detailed explanation and pseudocode in the S1

Text). The former considers all paths between two nodes in the graph, i.e. including cyclic
paths, while the latter considers only simple paths (Table 3). This differentiation is important

because all_simple_paths adds the restriction that cycles must be avoided and with it comes a

higher complexity of the algorithm, as some nodes might be revisited. In order to evaluate the

scalability of our methodology with respect to comparable methods for graph traversal, in the

Subsection Performance comparison and scalability of the algorithm, we analyzed the perfor-

mance of two variants of drug2ways (i.e., all_paths and all_simple_paths) to obtain the number

of activating and inhibiting paths between pairs of nodes. We then compared the performance

of drug2ways against two equivalent path-finding methods implemented in two state-of-the-

art network libraries.
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Complexity

Both variants of drugs2ways (i.e. all_paths and all_simple_paths) traverse the graph visiting

nodes recursively in DFS order with a maximum path length k. However, as previously stated,

reasoning over all paths versus only simple paths are two different problems with disparate

computational complexities. In the first variant of drug2ways (i.e., all_paths), once a node is

visited, it is never revisited for a path length less than or equal to k, as the intermediate result

stored in the cache is enough to guarantee a valid solution (S1 Text: Algorithm 1). In the worst

case, a node is visited lmax times, with lmax being the maximum path length when the algo-

rithm starts. Therefore, all_paths has a complexity of O(lmax × |V|). As for space, the cache

stores two integer values (activatory and inhibitory paths are counted separately) for each pair

of nodes u, t for u 2 TC�Vand t 2 T�V and for each length k 1�k�|E|, for which a node has

been visited. This translates to an upper bound in space of
jVj2

4
. Thus, the algorithm has a space

complexity of O(|V|2). Nevertheless, we would like to note that for biological graphs and the

applications of the algorithm we devised, it is rarely the case that every target node in the

graph is explored. As a consequence, the complexity is lower on the average case, as the num-

ber of target nodes is usually a small subset of V and the number of targets to explore is in the

order of units. On the other hand, the second variant of drug2ways (i.e., all_simple_paths)
revisits a node every time a cycle is detected (S1 Text: Algorithm 2). This increases the com-

plexity to O(|V|lmax) in the worst case. However, the average case is still several orders of mag-

nitude faster than other standard algorithms, as discussed in the Subsection Performance
comparison and scalability of the algorithm.

Software and implementation

To facilitate the usage of the algorithm presented in the previous section, we implemented it in

a Python package called drug2ways. The package leverages state-of-the-art Python packages

such as NetworkX for network analysis [35], MPI for parallelization (https://mpi4py.

readthedocs.io/), and click for exposing the command line interface (CLI) (https://click.

palletsprojects.com). Drug2ways allows users to use the algorithm on a variety of standard net-

work formats (e.g., GraphML, Node-Link, and EdgeList) and is powered by a CLI, following

the standard proposed by [38]. The CLI offers all the case scenarios for proposing drug candi-

dates that are presented in the results section.

The Python package is available at https://github.com/drug2ways/drug2ways, its latest doc-

umentation can be found at https://drug2ways.readthedocs.io and its distributions can be

found on PyPI at https://pypi.org/project/drug2ways. Finally, the scripts for generating the fig-

ures in this manuscript are included in Jupyter notebooks at https://github.com/drug2ways/

results.

Case scenarios

Networks. To demonstrate the above-mentioned applications, we used two different mul-

timodal networks of varying size and content (Fig 4). Although each of the two networks con-

tain unique interactions depending on the source databases they include, both the networks

incorporate the following types of relations: drug-protein, protein–protein, protein–indica-

tion, and protein–phenotype. Minimally, we required each of these relationships as they simu-

late the binding of a drug to a target (i.e., drug-protein relation), the triggering of a cascade of

events (i.e., a set of protein-protein interactions), and an effect on an indication or a pheno-

typic observation (i.e., protein-phenotype/indication associations), respectively. Notably, while

all relationships maintained their original directionality from their source database, protein-
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phenotype and protein-indication associations lacked explicit causal information and were

thus inferred as activation relationships. Details about the types of each interaction are pro-

vided in S1 and S2 Tables. Below, we describe each of the two networks used.

The first network, OpenBioLink, is a large-scale KG generated from an integrative effort

designed to establish a benchmark dataset for link prediction [39]. The second is an In-House

network that is comprised of tens of thousands of interactions from eight databases that we

have harmonized for this work including PathMe [40–43], BioGrid [44], IntAct [45], and

PathwayCommons [46] for protein-protein relations, DrugBank [47] for drug-protein rela-

tions, and DisGeNet [26] for protein-indication interactions. In addition to these eight data-

bases, protein-phenotype relationships were sourced from the OpenBioLink KG.

Validation experiments. In the first of three validation experiments, we ran the algorithm

on two versions (all paths vs simple paths) of each of the networks over a wide range of lmax.

We selected 2 as the minimum lmax as we require at least one intermediate target node

between a drug and an indication. In choosing 2 as the lower bound, we incorporate the short-

est possible path between a drug and an indication. However, our approach was focused more

heavily on elaborate paths as a means to exploit a greater degree of complexity in biological

networks. Accordingly, we set 8 as an upper bound for lmax such that longer paths connecting

a target and a disease could also be explored. Above this range, the score, defined as the pro-

portion of activatory/inhibitory paths (i.e., activation/inhibition ratio) tends to converge as the

effect of a drug appears to cancel itself out through several, contradictory interactions (S2 Text

and S1 Appendix). This event is altogether unsurprising and could be partially explained by

interactions that may not be biologically plausible and through the exploration of distant

nodes. Thus, users that intend to use our methodology on a different network should first

study the distribution of scores as lmax increases, prior to determining an optimal lmax range.

The reason is that an optimal lmax range can vary depending on the characteristics of a net-

work (e.g., size, number of activation versus inhibition interactions, average number of con-

nections, etc). Finally, we would also like to mention that a significant increase in

computational time would be required for the algorithm to run for larger values of lmax as the

number of paths with an lmax of 8 exceeds several millions for numerous drug-disease pairs

(see Subsection Performance comparison and scalability of the algorithm).

Fig 4. Distribution of node types and relationships in the In-House and OpenBioLink networks. a) The OpenBiolink KG contains a greater proportion of

PubChem drugs relative to the In-House network which solely contains drugs from DrugBank. While the number of proteins in each of the two networks is

comparable, indications are more numerous in the In-House network with respect to the OpenBioLink KG. Phenotypes for the In-House network were sourced

from OpenBioLink, and as such, are equivalent in number. b) The total number of drug-protein interactions is greater in the OpenBioLink network than in our In-

House. A greater proportion of protein-protein interactions are present in the In-House network, as are the number of protein-indication edges while the number of

protein-phenotype interactions are nearly equivalent.

https://doi.org/10.1371/journal.pcbi.1008464.g004
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In the second experiment, we sought to validate drugs which could be effective against a

given disease by incorporating clinical trial information in line with similar recent validation

approaches in the literature [48,49]. As clinical trial investigations evaluate the effects of drug

interventions for various indications, drug-disease pairs from ClinicalTrials.gov were used as

the ground-truth list of positive labels. In total, 59.798 unique drug-disease pairs were

extracted from the ClinicalTrials.gov website on 16-04-2020. Since our approach will only find

paths between pairs when both the drug and disease are present in the network, only those

pairs from Clinicaltrials.gov that could map to OpenBioLink and the In-House network were

used as positive labels (Table 4). Thus, the original list of 59.798 unique drug-disease pairs was

reduced according to the number of pairs that could be mapped to each network (i.e., 5.151

for OpenBioLink, and 9.537 for the In-House network). To conduct the validation experi-

ments, we ran drug2ways using the drugs (source nodes) and the diseases (target nodes) pres-

ent in these two filtered lists of positive labels, corresponding to a total of 161.040 possible

pairs for OpenBioLink and 253.638 for the In-House network (Table 4).

Our approach exhibits the so-called early retrieval problem, or in other words, from the

thousands of possible combinations of drug-disease pairs, only the top-ranked pairs contain

interesting candidates for drug discovery. For such classification tasks, conventional metrics

such as receiver operating characteristic (ROC) curves (i.e.. AUC-ROC and AUC-PR) become

inadequate [50] This is because a classifier may accurately predict positive cases in the top-

ranked pairs, but have a low predictive performance in the remaining cases that are not partic-

ularly interesting for drug discovery, leading to Area Under the Curve (AUC) values close to

0.5. For example, imagine a scenario in which 150.000 combinations of drug-disease pairs are

possible in the OpenBioLink network, and of these, 5.000 are positive labels (i.e., 3%). From all

possible combinations, if we consider the top 100 pairs prioritized by drug2ways and of these,

50 (i.e., 50%) are true positives, then drug2ways has captured a significantly greater number of

true positives (50%) than what is expected by chance (3%). However, depending on the rank-

ing of these pairs, it is possible to obtain a low AUC-ROC if the true positives are fairly distrib-

uted across this list of 100 pairs. Furthermore, some of these prioritized pairs may represent

potential drug-disease pairs that have not been investigated before. Finally, we would like to

note that only 3% of drug-disease pairs are positive labels in both networks; thus, implying a

significant imbalance of class labels (Table 4). In light of these shortcomings, we have evaluated

drug2ways using the AUC-ROC as a metric, yielding an AUC value of approximately 0.65 for

both networks and versions of the algorithm (S3 and S4 Figs). Nonetheless, we also present a

validation based on the ratio of true positives that appear in the top-ranked drug-disease pairs

in order to evaluate the top-ranked set of pairs prioritized by drug2ways. Subsequently, we pri-

oritized these pairs if they fulfilled the prioritization criteria as follows (see examples in

Table 5):

1. High inhibition. Since we are interested in identifying drugs that inhibit a particular indi-

cation, for a pair to be prioritized, we required that at least 75% of the paths between the

pair must be predicted to inhibit the indication. As we empirically selected this value, we

also studied the effect of this parameter on the performance of drug2ways in the S5 and S6

Tables.

Table 4. Clinical trial information mapped to the OpenBioLink and In-House networks for drug2ways validation. The procedure to extract the information from

ClinicalTrials.gov and the corresponding lists of drugs and diseases are available at https://github.com/drug2ways/results/tree/master/validation.

Network Drug-Disease Pairs from ClinicalTrials.gov Unique Drugs Unique Diseases Possible Combinations

OpenBioLink 5.151 610 264 161.040

In-House Network 9.537 671 378 253.638

https://doi.org/10.1371/journal.pcbi.1008464.t004
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2. Consistent inhibition. The second criteria aimed at testing the stability of the predicted

effect for a given pair independent of changes to lmax. Accordingly, we only consider pairs

where the previous criteria (i.e., more than 75% of the paths inhibit the disease) is main-

tained through the lmax range used (i.e., from 2 to 8).

3. Increasing number of paths. With each incremental increase in lmax, the number of paths

must also increase such that novel paths are reported at every step of lmax.

As a third and final validation, we compared the two prioritized lists for each network

against random lists generated by permuted versions of the original networks that were created

using the XSwap algorithm [51]. By using this algorithm, we ensured that the permuted ver-

sions preserved the original structure of the original network (i.e., each node has the same

number of in- and out-edges) as well as maintained the same number of activation and inhibi-

tion edges.

Hardware

Computations for each of the tasks were performed on a symmetric multiprocessing (SMP)

node with four Intel Xeon Platinum 8160 processors per node with 24 cores/48 threads each

(96 cores/192 threads per node in total) and 2.1GHz base / 3.7 GHz Turbo Frequency with

1536GB/1.5TB RAM (DDR4 ECC Reg). The network was 100GBit/s Intel OmniPath, storage

was 2x Intel P4600 1.6TB U.2 PCIe NVMe for local intermediate data and BeeGFS parallel file

system for Home directories.

Supporting information

S1 Fig. Frequencies of the lengths of the shortest-paths calculated between all drug-disease

pairs with lmax < = 8 in the OpenBiolink and In-House networks.

(DOCX)

S2 Fig. Distribution of total paths between all drug-disease pairs in the OpenBiolink and

In-House networks with lmax = 8.

(DOCX)

S3 Fig. The AUROC curves for both networks presented in the case scenario using the all

paths version of drug2ways.

(DOCX)

S4 Fig. The AUROC curves for both networks presented in the case scenario using the sim-

ple paths version of drug2ways.

(DOCX)

Table 5. Illustration of the prioritization with three example pairs (i.e., A, B, and C). For each lmax, the number and percentage of inhibitory paths is shown. While all

three pairs show a similar pattern, pair B has less than 70% of inhibitory paths for lmax = 3 (i.e., Criterion 2) while for pair C, an increase in the number of paths from

lmax = 2 to lmax = 3 does not occur (i.e., Criterion 3). Finally, pair A fulfills all three criteria and can thus be categorized as a prioritized pair.

Pair lmax Prioritize

- 2 3 4 5 6 7 8 -

A 1 (80%) 4 (90%) 20 (100%) 50 (100%) 100 (80%) 400 (90%) 1.000 (80%) Yes

B 1 (80%) 4 (70%) 20 (100%) 50 (100%) 100 (80%) 400 (90%) 1.000 (80%) No

C 1 (80%) 1 (90%) 20 (100%) 50 (100%) 100 (80%) 400 (90%) 1.000 (80%) No

https://doi.org/10.1371/journal.pcbi.1008464.t005
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S1 Table. Relationships in the In-House network and their assigned polarity.

(DOCX)

S2 Table. Relationships in OpenBioLink and their assigned polarity.

(DOCX)

S3 Table. Results of the validation experiments focusing on prioritized drugs that activate

an indication.

(DOCX)

S4 Table. Phenotypes associated with cystic fibrosis of pancreas, the indication investi-

gated in the Subsection Identifying drug candidates with multiple phenotypic targets.
(DOCX)

S5 Table. Effect of the percentage of inhibitory paths on the number of true positives (6/7

lmax inhibit).

(DOCX)

S6 Table. Effect of the percentage of inhibitory paths on the number of true positives (7/7

lmax inhibit).

(DOCX)

S1 Appendix. “score_distributions.zip”. Distribution of the scores for each lmax value on

both networks

(ZIP)

S1 Text. Algorithm.

(DOCX)

S2 Text. Comparing distribution scores between the original and permuted networks.

(DOCX)
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48. Gysi DM, Valle ÍD, Zitnik M, Ameli A, Gan X, Varol O, et al. Network medicine framework for identifying

drug repurposing opportunities for COVID-19. arXiv, 2004.07229. 2020. PMID: 32550253

49. Malas TB, Vlietstra WJ, Kudrin R, Starikov S, Charrout M, Roos M, et al. Drug prioritization using the

semantic properties of a knowledge graph. Sci Rep. 2019; 9 (1):1–10. https://doi.org/10.1038/s41598-

018-37186-2 PMID: 30626917

50. Berrar D, Flach P. Caveats and pitfalls of ROC analysis in clinical microarray research (and how to

avoid them). Brief Bioinform. 2012; 13 (1):83–97. https://doi.org/10.1093/bib/bbr008 PMID: 21422066
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