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A b s t r a c t

Developed by the RD51 collaboration, the Scalable Readout System (SRS) is widely
used for the read-out of Micro-Pattern Gaseous Detectors (MPGDs). With di�erent
front-end Application-Speci�c Integrated Circuits (ASICs) integrated into the SRS
and its capability to read out small R&D set-ups up to mid-size experiments, the SRS
functions as a multi-purpose read-out system. One of the ASICs integrated into the
SRS is the VMM3a, which was speci�cally developed for the read-out of gaseous
detectors. Due to its rich feature set and high con�gurability, it is the ideal candidate
to further enhance the multi-purpose character of the SRS and move it into its next
era.

In the scope of this thesis, the capabilities of the VMM3a front-end of the RD51
Scalable Readout System (VMM3a/SRS) were explored for the charge read-out of
MPGDs. This includes characterisation studies and the evaluation and improvement
of calibration procedures to understand and optimise the system response. There
it was found that the time resolution of VMM3a/SRS is better than 2 ns and that it
allows to read-out detectors with trigger rates in the MHz regime. Furthermore, it
was explored how di�erent measurement types can bene�t from the capabilities of
VMM3a/SRS. As such, various kinds of X-ray imaging studies were performed with a
single-detector set-up. In addition, a new beam telescope with VMM3a/SRS read-out
was built for the RD51 collaboration, which meant the read-out of multiple detectors
at the same time. This allowed to demonstrate that VMM3a/SRS can be used as an
integrated read-out system, which provides position, time and energy information
at the same time. In addition to the characterisation measurements, also di�erent
applications of VMM3a/SRS were demonstrated, such as the possibility to resolve
argon �uorescence interactions inside gaseous detectors and use these interactions
to determine the electron drift velocity. Ultimately, the newly built beam telescope
was used in the NA61/SHINE experiment at CERN, demonstrating that VMM3a/SRS
can be successfully operated in particle physics experiments.
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I n t r o d u c t i o n

The conceptualisation and construction of particle physics experiments involve
typically the use of new detector technologies. The development of new detector
technologies is at the same time interconnected with the development of new read-
out technologies and vice versa. A prominent technology used in particle physics
experiments are Micro-Pattern Gaseous Detectors (MPGDs). To cope with new experi-
mental requirements, they have been recently integrated into three large high-energy
physics experiments, ATLAS [1, 2], CMS [3, 4] and ALICE [5, 6] at CERN. MPGDs
enable a large area coverage (up to hundreds of square metres), a high rate-capability
(several MHz/cm2 and beyond), radiation hardness, radiopurity and low material
budget, while at the same time preserving good spatial resolutions (better than
100 µm) and time resolutions (typically a few nanoseconds, but technologies exist
which enable picosecond resolution [7]).

Many Research and Development (R&D) activities on MPGDs are concentrated
within the RD51 collaboration [8, 9]. As part of these activities, the RD51 collabor-
ation developed the Scalable Readout System (SRS) [10] for the charge read-out of
MPGDs. With its approach to read out small laboratory R&D detectors up to mid-size
experiments, it gained remarkable popularity within the MPGD community, since
its introduction in 2009. At the same time, it allowed to read out di�erent MPGD
technologies, such that it was also used in the development process for the MPGD
upgrades of the LHC experiments, where the �nal electronics were not yet available.

After its introduction, various front-end Application-Speci�c Integrated Circuits
(ASICs) have been integrated into the SRS. One of the ASICs is the ATLAS/BNL
VMM3a [11] from the ATLAS New Small Wheel (NSW) upgrade [2], which was spe-
ci�cally designed to read out gaseous detectors. It allows to handle the experimental
needs, targeting in particular a high rate-capability, nanosecond time resolution,
as well as the ability to handle di�erent detector capacitances, meaning di�erent
detector sizes and types of read-out electrodes. With the integration of the VMM3a
into the SRS [12], the VMM3a front-end of the SRS (VMM3a/SRS) is intended to
move the SRS and thus the charge read-out of MPGDs to its next era.

In this thesis, the capabilities of VMM3a/SRS are explored with three main goals.
The �rst goal is to characterise the combination of the VMM3a ASIC and the RD51 SRS
and to understand if it allows to satisfy the experimental needs. The second goal is to
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understand what the system can provide to explore new features of MPGDs. The third
goal is to demonstrate that VMM3a/SRS can function as a multi-purpose integrated
read-out system with a wide range of gaseous detector applications. Starting with
a review of the working principle and basic quantities in the behaviour of gaseous
detectors (chapter 1) and a description of the components of the VMM3a front-end
and its integration into the SRS (chapter 2), the electronics capabilities, especially
the ones of the VMM3a ASIC are explored (chapter 3). There it is e.g. shown that the
VMM3a provides time resolutions between 0.5 ns and 2 ns and that the rate-capability
lies in the MHz regime. Also, the optimisation procedures that are necessary for the
use in experiments are included in this chapter. While the characterisation studies
make mainly use of measurements with calibration pulses, the next part of the thesis
focuses on measurements with particle detectors, beginning with the presentation
of the two experimental set-ups built for this purpose in the scope of this thesis
(chapter 4). On the one hand, a single detector set-up for X-ray imaging studies and on
the other hand a new beam telescope for the common RD51 test beam activities. The
measurements which have been performed (chapter 5) explore the di�erent essential
detector parameters, spatial resolution, time resolution and energy resolution, as well
as the rate-capability of the read-out system. It is investigated how the electronics’
properties a�ect the measurement of these detector parameters and at the same time,
it is investigated how they can be (potentially) improved. It is shown that VMM3a/SRS
can record particle interactions with several MHz interaction rate. The electronics
time resolution allows to intrinsically measure the time resolution of the particle
detectors, which is between 8 ns and 12 ns. A large fraction of the chapter is spent
on spatial resolution studies, with the goal of understanding if a hardware feature
of the VMM3a allows to improve the measured spatial resolution. Furthermore
a simple modi�cation of the centre-of-gravity position is investigated to improve
the accuracy of the position reconstruction. In the end, it was possible to obtain
spatial resolutions better than 50 µm using the beam telescope and minimum ionising
particles. The thesis is closed with the presentation of three di�erent applications
of VMM3a/SRS (chapter 6). The system is used for detector studies by resolving
argon �uorescence interactions and measuring the electron drift velocity, it is shown
that VMM3a/SRS can be used for quality assurance measurements of MPGDs and
ultimately, the successful operation of the RD51 VMM3a/SRS beam telescope in the
NA61/SHINE experiment for neutrino physics [13, 14] is presented.

The collaborative activities to further develop and improve the read-out system,
have been carried out within a sub-working group of RD51, the so-called Working
Group 5.1, of which I am the convener. As part of this work, also training sessions with
other groups have been organised to teach the use of VMM3a/SRS and a user guide
that includes a tutorial video was written. The collaboration with other groups also
showed the wide range of (intended) applications of the VMM3a front-end of the SRS,
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with the list neither being complete nor comprehensive. While some of the projects
in the following are still in the evaluation phase, others use VMM3a/SRS already
as a running system. One of its applications outside of the use for R&D purposes
is the read-out of novel neutron detectors [15–17]. It is also used in di�erent kinds
of tracking systems. Tracking systems based on Time Projection Chambers (TPCs)
include nuclear physics experiments such as the MAGIX experiment [18] or medical
physics applications [19]. The use of VMM3a/SRS in transversal tracking detectors
for high-energy physics is for example studied for the AMBER experiment [20].
Other applications include the read-out of TPCs for dark matter searches [21], muon
tomography [22] and tracking with straw tubes [23]. This indicates the multi-
purpose character of VMM3a/SRS and its application range for new particle physics
experiments.
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Chapter 1

F

P a r t i c l e D e t e c t i o n w i t h G a s e o u s
D e t e c t o r s

The detection of particles is based on their interaction with matter. In the following,
the concepts for particle detection with gaseous detectors are introduced, utilising
the speci�c example of a Gas Electron Multiplier (GEM) [24] detector (�gure 1.1),
which was used for the measurements in this thesis.

First, the to-be-detected particle deposits energy inside the detection volume by
ionising the gas atoms. Here it has to be di�erentiated between charged particles
(section 1.1) and neutral particles, speci�cally photons (section 1.2). To observe the
particle interaction, the created electron-ion pairs are separated and the electrons are
transported towards the read-out structure by an applied electric �eld (section 1.3).
Due to the low material density of the gas as active medium, the number of created
electron-ion pairs is in most cases too small for a direct measurement of the charge
signal. Thus an ampli�cation of the original charge signal is required, which is
achieved by means of electron avalanches (section 1.4). Afterwards, the electrons
induce a signal on the read-out anode such that it can be acquired by the front-end
electronics (section 1.5).

For a detailed and more comprehensive description, including other (gaseous)
detectors as well as a mathematical derivation of the presented content, the reader is
referred to [26, 27]. These are also the sources for all the information provided in
the following unless stated di�erently.

1.1 C h a r g e d P a r t i c l e s

Charged particles traverse the gas volume and/or ionise and excite the gas atoms
along their path. Due to their low mass, it is important to di�erentiate between
electrons and signi�cantly heavier particles, for example, muons or pions. Hence, in
the following, the mean energy loss of heavy particles by collisions with the outer
shell electrons of the target material is presented (section 1.1.1). Afterwards, consid-
erations on the statistical �uctuations of the energy loss are shown (section 1.1.2).
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Figure 1.1 − Schematic illustration of a GEM-based gaseous detector. The particles interact in the
drift region. After the charge separation due to an electric �eld ~Ed, the electrons drift towards the
ampli�cation structure, while the ions drift towards the cathode. The ampli�cation structure consists
of at least one GEM foil, with the ampli�cation taking place inside the conical holes of the GEM
(highlighted on the right). After the ampli�cation, the electrons are extracted from the holes and
induced on the read-out anode. Adapted from [25].

1.1.1 Energy Loss of Heavy Particles

The maximum energy, which can be transferred from an interacting particle with
mass M to one of the shell electrons with massme in a single collision is given by [26]

Tmax =
2mec

2 (βγ )2

1 + 2γme
M
+
m2

e
M2

, (1.1)

with β = v/c and γ = 1/
√
(1 − β2) being the Lorentz factors. Here, v is the velocity

of the incident particle, p = βγMc its momentum, E = γMc2 its energy and c is the
speed of light. In case of heavy particles with M �me this expression simpli�es to
Tmax ≈ 2mec

2 (βγ )2.
In addition to the maximum energy loss in a single collision, the mean energy loss

per path length can be calculated. It is given in terms of the Bethe-Bloch formula [26]:

−
〈

dE
dx

〉
= Kz2Z

A
ρ

1
β2

[
1
2 ln

(
2mec

2 (βγ )2Tmax
I 2

)
− β2 − δ (βγ )2 − C (βγ , I )

Z

]
. (1.2)

Here, K = 4πNAr
2
emec

2 with Avogadro’s number NA = 6.022 × 1023 mol−1, the
classical electron radius re ≈ 2.8 fm, the charge of the incoming particle z, the atomic
number Z and the mass number A of the medium with mass density ρ and the mean
ionisation energy I . It can be approximated with I ≈ 17.7Z 0.85 eV. In addition,
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Figure 1.2 − Dependence of the mean energy loss on the particle’s momentum, calculated for dif-
ferent particles in pure argon at 293.15 K and 1013.25 hPa. The calculations were performed with
Gar�eld++ [29, 30], using its interface to Heed++ [31, 32].

equation (1.2) contains with δ (βγ ) an expression for the density correction and with
C (βγ , I )/Z an expression for the shell correction. The density correction is important
at high particle energies, due to the resulting polarisation of the medium and thus
smaller contributions to the energy loss of the interacting particles from the electric
�eld of far electrons [28]. The shell correction is important for low energies, where
the shell electrons cannot be treated as stationary collision targets anymore [28].

In �gure 1.2, the mean energy loss is illustrated for di�erent particles. Knowing the
particle’s momentum allows to identify di�erent particle types. However, when the
energy loss is expressed as a function of βγ = p/(Mc ), so normalised by the particle’s
mass, as it is the case in equation (1.2), it is found that the curves overlap. Combining
this with a normalisation by the medium’s mass density, −〈dE/dx〉 → −〈dE/dx〉/ρ,
the following expression is found [26]:

− 1
ρ

〈
dE
dx

〉 �����βγ≈3.5
≈ 1.5 MeV cm2

g . (1.3)

It de�nes the Minimum Ionising Particle (MIP), so the minimum of each curve
(�gure 1.2). This de�nition allows also to distinguish between the low momentum
region with βγ < 3 and the MIP region for βγ > 4. Despite the relativistic rise, where
−〈dE/dx〉 ∝ ln(γ ) the energy loss is still minimal compared to the low momentum
region, where −〈dE/dx〉 ∝ 1/β2. It should be noted that the Bethe-Bloch formula is
valid in the range 0.1 . βγ . 1000, where especially at higher momenta radiative
losses (Bremsstrahlung), become the major source of energy loss, which is however
not included in the underlying formalism [25].
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1.1.2 Statistical Considerations

The Bethe-Bloch equation (1.2) describes the mean energy loss per unit path length of
a particle in a medium. In case of argon as detection medium (ρ = 1.66 g/l at Normal
Temperature and Pressure (NTP), i.e. 293.15 K and 1013.25 hPa [25]), a MIP loses on
average approximately 2.5 keV/cm. This can be correlated to the mean number N0
of electron-ion pairs created by a traversing particle via

N0 =
∆E

Wi
, (1.4)

with ∆E the lost energy of the particle and Wi the average energy to create an
electron-ion pair. For argon, withWi = 26 eV [25], around 100 electron-ion pairs are
created by a MIP per centimetre path length.

However, the energy loss distribution (�gure 4.12) is highly asymmetric, with
the mean energy loss being driven by single encounters with high energy loss. In
these encounters, the so-called delta electrons are liberated. Thus, the most probable
energy loss of a particle along a path ∆x becomes important for particle detection,
which is much smaller. It can be expressed via the most probable value of the Landau
distribution [26]

∆Emp = ξ

[
ln

(
2mec

2 (βγ )2

I

)
+ ln

(
ξ

I

)
+ 0.2 − β2 − δ (βγ )

]
, (1.5)

with

ξ =
1
2Kz

2Z

A
ρ

1
β2∆x . (1.6)

The quantities are the same as in equation (1.2). For argon, it is found that the most
likely energy loss for MIP is 0.6 keV/cm corresponding to 23 electron-ion pairs per
centimetre.

In addition to the strong �uctuations in the energy loss per ionising collision,
also the number of created electron-ion pairs can �uctuate. It follows a Poisson
distribution, where the total number of ionising collisions along a path L is on
average L/λ, with the mean free path λ = 1/(nσ ), n the number density in the
medium and σ the cross-section [33]. It should be however noted that the number
of ionising encounters from the MIP with the argon atoms is about a third smaller
than the number of created electron-ion pairs [26]. This is because the MIP creates
ionisation clusters, where the other electron-ion pairs of the cluster are created e.g.
by ionising collisions from an initial ionisation electron [33].
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Figure 1.3 − Illustration of the three main photon interaction processes with matter. While the
photoelectric e�ect and the Compton e�ect are interactions of a photon γ with a shell electron e−, in
case of the pair production, the photon interacts with a virtual photon γ∗ from the �eld of an atomic
nucleus with charge Ze . Adapted from [26].

1.2 P h o t o n I n t e r a c t i o n s

In the following, the three most prominent types of photon interactions are presented:
the photoelectric e�ect, the Compton e�ect and pair production (�gure 1.3). The
interaction behaviour of photons with matter can be described by [26]

I (x ) = I0e−µx , (1.7)

where I (x ) is the intensity of a photon beam after length x , I0 the initial beam
intensity and µ the attenuation coe�cient. The latter is the inverse of the absorption
length λ in the medium and can be related to the interaction cross-section σ via the
mass absorption coe�cient (�gure 1.4) [26]:

µm =
µ

ρ
=

1
λρ
=

NA
A
σ . (1.8)

Here ρ is the mass density and A the relative atomic weight.
Equation (1.7) shows the di�erence between photon interaction and charged

particles. Charged particles continuously lose energy while traversing the medium,
without substantial intensity losses, until a relatively sharp stop after a �nite length is
reached. In contrast, photons are absorbed (photoelectric e�ect and pair production)
or de�ected from the photon beam (Compton e�ect), as soon as they interact with
matter.

1.2.1 Photoelectric E�ect

In the photoelectric e�ect, a photon liberates an atomic shell electron, by transferring
its energy at once. The kinetic energy of this photoelectron is

Ekin = Eγ − Eb , (1.9)
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energies in the X-ray regime, as it holds for this thesis, the photoelectric e�ect dominates, while at
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Data from [34].

where Eγ is the energy of the photon and Eb the binding energy of the electron.
Depending on the energy of the photon, either an outer shell electron (UV photon,
3 to 120 eV [35]) or an electron from the most inner shell (X-ray photon, 120 eV to
120 keV [35]) is liberated.

The range r of each (photo)electron with energy Ekin in a gas with density ρ can
be described by the empirical relation [33]

r (Ee, ρ) =
k1
ρ
Ee

(
1 − k2

1 + k3 Ee

)
, (1.10)

with ki being the empirical constants (k1 = 0.537 × 10−3 g/cm2 keV−1, k2 = 0.982,
and k3 = 3.123 × 10−3 keV−1). From this, it is found that for example, a photoelectron
with 2.7 keV (section 4.2.1) has a track length of 220 µm in Ar/CO2 (70/30 %) with a
density of 1.716 g/l at NTP [25].

The energy and material dependence of the photoelectric e�ect is described by its
cross-section [26]

σph ∝ Za

Ebγ
, (1.11)

with a being between 4 and 5 and b ≈ 3.5. For a constant photon energy, the
absorption increases rapidly for materials with higher atomic number Z , while it
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drops signi�cantly for higher energies in the same material (�gure 1.4). At the same
time, when the photon energy is �xed, the cross-section for an interaction with the
most inner shell electron is the largest; requiring that the binding energy is still
smaller than the photon energy. This is the reason for steps in the mass absorption
coe�cient, the so-called absorption edges. For argon, the absorption edge from the
most inner shell electron is at 3.2 keV (�gure 1.4), which is the corresponding binding
energy [36].

1.2.2 Other Photon Interactions

In addition to the photoelectric e�ect, two other prominent photon interactions
can take place inside a detector. The �rst one is the Compton e�ect, which is the
scattering between a photon and an outer shell electron. The binding energy of
the electron with respect to the photon’s energy can be neglected and the electron
can be assumed as quasi-free. From the kinematics of this process (�gure 1.3b), the
following energy relation can be derived [26]:

Eγ′ =
Eγ

1 +
Eγ

mec2 (1 − cosθ )
. (1.12)

Here, Eγ is the energy of the photon before the scattering, E ′γ is the one after the
scattering and θ is the scattering angle of the photon. In the case of backscattering,
θ = 180°, the energy transfer to the electron becomes maximal.

The other e�ect that can take place is pair production. It means the conversion of
a photon, inside the electric �eld of a charge carrier, into an electron-positron pair
(�gure 1.3c). For this, it is required that the photon energy exceeds the mass at rest
of the two created particles, i.e. the mass of an electron and a positron [26]:

Eγ > 2mec
2 . (1.13)

Usually, pair production takes place in the �eld of the atomic nucleus (except for
very light elements), which also means that the recoil energy which is transferred to
the nucleus can be neglected, due to the high nucleus mass.

1.3 C h a r g e T r a n s p o r t

After the initial ionisation process, the electron-ion pairs are separated by an external
electric �eld. This imposes a drift motion (section 1.3.1) on the charge carriers along
the electric �eld and transports the electrons towards the read-out anode. In addition
to the superimposed directional drift, the electrons and ions follow a random thermal
motion, leading to their di�usion (section 1.3.2). This is the result of the density
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gradient between charge carriers and the surrounding gas and does not require an
external �eld.

1.3.1 Particle Drift

In moderate electric �elds O (1 kV/cm) charged particles drift with a constant average
velocity w . Their motion can be understood as an equilibrium between acceleration
and energy gained due to the electric �eld and energy loss due to collisions with the
surrounding gas atoms.

The condition for this equilibrium in an electric �eld with strength E can be
described via [33]

Λϵ = qEwτ , (1.14)

where ϵ is the energy of the charge carrier with charge q obtained through the
�eld, Λ the fractional energy loss during a collision and τ the average time between
two collisions. For the drift velocity itself, the following general expression can be
obtained by solving the Boltzmann transport equation [26]:

~w =
q~E

m

[
2
3

〈
λ

v

〉
+

1
3

〈
dλ
dv

〉]
= ±µ~E . (1.15)

Here, λ is the mean free path between collisions, v the instantaneous velocity of the
charge carrier and µ the mobility, with the sign being de�ned by the charge of the
particle. For ions, equation (1.15) simpli�es to [26]:

~wion =
e~E

m
τ = µ~E . (1.16)

This is because for ions, the interaction cross-section σ ∝ 1/λ is almost energy-
independent. Hence, the collision time and τ = dλ/dv can be assumed to be constant.

For electrons, the situation is more complex. Their cross-section is highly energy-
dependent (�gure 1.5). Thus, electron velocities are typically calculated numerically,
e.g. with Magboltz [37, 38], with the corresponding cross-sections as input parameters.
For some gases, this was done in this thesis (�gure 1.6). For a typical drift �eld of
around 2.4 kV/cm, an electron drift velocity of about 6.5 cm/µs is expected in a gas
mixture of Ar/CO2 (70/30 %).

1.3.2 Di�usion

The liberated electrons and the ions in the gas follow a random thermal motion,
described by the Maxwell-Boltzmann distribution. Their mean instantaneous velocity
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is then given by [28]

〈v〉 =
√

8kBT

πm
, (1.17)

with kB = 8.617 × 10−5 eV/K Boltzmann’s constant,T the temperature of the gas and
m the particle’s mass. The mean instantaneous velocity for an electron at 20 ◦C is
found to be 105 m/s, which is slightly larger than the drift velocity, but in the same
order of magnitude.

Due to a density gradient between the electron-ion pairs and the surrounding gas,
the electrons and ions di�use, which can be described by [28]

dN
dx =

N0√
4πDt

exp
(
− x2

4Dt

)
. (1.18)

Here dN /dx denotes the number of particles found in the space element dx after
some time t in a distance x from the origin of the charge cloud containing N0 particles.
The width of the charge cloud after time t along x is given by σx =

√
2Dt , with the

di�usion coe�cient D. For drifting charge clouds, this expression can be related to
the drift length L, the drift �eld E and the drift velocity w by using equation (1.15)
and w = L/t [33]:

σx =

√
2DL
µE
= D̃
√
L . (1.19)
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Here, D̃ is the di�usion coe�cient for a drifting charge cloud (�gure 1.7). From the
dependence of equation (1.19) on the mobility, it can be seen that the situation for
electron and ion di�usion is similar to their drift; while for ions, a simple analytical
expression is su�cient, the di�usion coe�cient for electrons has to be calculated
numerically. For the here described detector �lled with Ar/CO2 (70/30 %) and a total
height of 9 mm, the di�using charge cloud has a width of σ = 240 µm, assuming a
typical drift �eld of 2.4 kV/cm and that the ionisation takes place immediately after
the cathode and is initially point-like.
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1.4 G a s A m p l i f i c a t i o n

After the drift, the electrons reach the read-out anode. However, due to the small
number of the initial ionisation electrons, their induced electronic signal is typically
too low for a direct measurement. Thus, it has to be ampli�ed, for which gas
ampli�cation by means of an electron avalanche is used.

During the drift, the electrons collide with the surrounding gas atoms. In-between
the collisions, the electrons gain kinetic energy because of the acceleration in the
electric �eld. If the electric �eld and hence the gained energy is large enough
(exceeding the ionisation potential of the gas atoms), the drifting electron can ionise
the gas atoms at the time of the collision. With the mean free path λi between two
ionising collisions, the �rst Townsend coe�cient α = 1/λi can be de�ned, which
describes the number of created secondary electron-ion pairs per unit path length.

In a high electric �eld O (50 kV/cm), the �rst electron ionises a gas atom after a
length of 1/α . Due to the high �eld, both electrons gain enough energy between the
next collision with other gas atoms to ionise them as well. This process continues
and leads to an electron avalanche, where N electrons liberate dN more electrons
after a path length dx :

dN = N α dx . (1.20)

Integration leads to the gain factor G, which is de�ned as the ratio between the
number of electrons in the avalanche N (x ) after length x and the initial number of
electrons N0:

G =
N (x )

N0
= eαx . (1.21)

However, the mean free ionisation path and hence the Townsend coe�cient depends
on the electric �eld, which itself depends on the position. Thus, the general expression
for the gain factor is given by [26]

G =
N (x )

N0
= exp

[∫ xe

xi

α
(
E (x )

)
dx

]
, (1.22)

with xi the start position and xe the end position of the ampli�cation path.
Depending on the strength of the gas ampli�cation, di�erent operation modes

can be de�ned [26]. The mode used in this thesis is the proportional mode, which
means that the number of electrons arriving at the read-out anode is proportional to
the energy deposited by the interacting particle inside the detection volume. This is
achieved with gain factors between 103 and 105. Another aspect of the avalanche
process is the so-called quenching. When the gas atoms, which have been ionised
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and excited during the avalanche procedure de-excite, they can emit UV photons,
which themselves can ionise other gas atoms, with the liberated electrons being then
able to ionise further gas atoms. As this can lead to a chain reaction and a discharge
which could in the worst case destroy the detector of the read-out electronics, it is
essential to absorb the UV photons created during the avalanche process. For this, a
molecular gas (e.g. CO2) is added to the gas inside the detector (e.g. argon). With its
rotational and vibrational modes, the molecules can absorb the UV photons without
releasing an electron and hence quench the discharge development [27].

1.5 S i g n a l I n d u c t i o n

After multiplying the initial charge, the electrons are collected on the read-out anode.
It is found, that the signal charge on the anode dQs, which is induced by a charge q
that moves a distance dr [26], is

dQs = −q
~E

V
d~r , (1.23)

with ~E the �eld between the anode and in the case of a GEM-based detector (�gure 1.1)
the bottom electrode of the GEM. The induced signal does not depend on the applied
voltageV between the electrodes but only on the detector and read-out geometry, as
|~E | ∝ V .

The quantity ~E/V = ~Ew = −∇ϕw from equation (1.23) is called the weighting �eld,
with the corresponding weighting potential ϕw. From this, the induced signal current
can be calculated via [26]

Is = −dQs
dt = q

~Ew~w , (1.24)

where ~w = d~r/dt is the drift velocity of q. As this expression is only geometry-
dependent, it can be generalised to a multi-electrode system. Due to superposition, it
is possible to calculate the signal current on an electrode k , by keeping this electrode
on voltage Vk = 1 V with all other electrodes being grounded. This leads to the
Shockley-Ramo theorem [26], which states that the signal current that a moving
charge q induces on an electrode k is given by

Is,k = q~Ew,k ~w . (1.25)

Multi-electrode systems are used in the case of position-sensitive detectors (sec-
tion 4.1). Once the signals are collected by the read-out geometry, they can be further
processed by the front-end electronics (chapter 2).
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Chapter 2

F

V M M 3 a F r o n t - E n d o f t h e S c a l a b l e
R e a d o u t S y s t e m

To read the detector signals and process them for the analysis, dedicated read-out
electronics are needed. The front-end processing follows usually the same principles
(�gure 2.1). As the �rst stage of the processing chain, a preampli�er is used which
ampli�es the detector signals generated by the incident radiation on its input. The
second stage is a shaper, which shapes the preampli�er output, �lters the signals and
reduces e.g. the impact of electronic noise. The resulting output is then compared
to a previously de�ned reference voltage in the discriminator. When the output
signal exceeds the reference voltage, the signal processing is continued. The most
prominent form of this continued processing is the digitisation of the signal in
amplitude and time with Analogue-to-Digital Converters (ADCs). The digital signals
can then be handled by the corresponding back-end electronics.

For the use in experiments, the signal processing is typically implemented on
Application-Speci�c Integrated Circuits (ASICs). In the �rst part of this chapter, the
VMM3a ASIC and its front-end processing components are reviewed (section 2.1).
This is followed by a description of the back-end electronics, speci�cally the RD51
Scalable Readout System (SRS) and the integration of the VMM3a into the SRS
(sections 2.2 and 2.3).

2.1 V M M 3 a F r o n t - E n d A S I C

The VMM3a [11] is a 64-channel front-end ASIC, which was developed at the Brook-
haven National Laboratory (BNL) for the New Small Wheel upgrade (NSW) [2] of
the ATLAS experiment [1] at CERN. Being the production version of a family of
VMM ASICs [11], the VMM3a is used to read out the Micro-Mesh Gaseous Structure
(MicroMegas) [39] and small-strip Thin Gap Chamber (sTGC) [40] detectors of the
NSW. This speci�c design to read out gaseous detectors and its rich set of features
made the VMM3a also interesting for applications beyond the ATLAS muon system.
Hence, the VMM was integrated into the SRS [12, 41], to provide a general-purpose
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capacitanceCf , the TAC slopes for the voltage ramp of the input DACs. Adapted from Hans Muller [42].

read-out system for gaseous detectors. While this is described in the later sections of
this chapter, in the present section the VMM3a itself is described.

Each VMM3a channel combines an analogue and a digital part for the signal
processing (�gure 2.2). The analogue part starts with a preampli�er (section 2.1.1),
followed by a shaper and a discriminator (section 2.1.2) and a peak �nder. The
output of the peak �nder provides the charge and the time information of the shaper
output, which is then digitised in the digital part (section 2.1.3). In addition, the
con�guration logic for the signal handling is contained in the periphery of the chip.
This includes global (common to all channels and the entire ASIC) control signals,
like for example various clocks, and adjustments to the analogue part via Digital-to-
Analogue Converters (DACs). Global inputs are for example the test pulse clock or the
common discriminator level. Individual inputs for each channel are for example the
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Figure 2.3 − Illustration of the circuitry of a CSA. Adapted from [26].

channel-by-channel discriminator level trimming, the enabling of the test capacitor
or the individual masking of channels. The periphery contains also a temperature
sensor and an analogue monitoring output, giving direct access to each selectable
analogue signal.

2.1.1 Preampli�er

The VMM uses a Charge-Sensitive Ampli�er (CSA) as a preampli�er (�gure 2.3).
With such an ampli�er, the signal charge Qs from the read-out electrode (section 1.5)
is converted to an output voltage Vout. Both quantities are related via [26]

Vout (t ) = −Qs (t )

Cf
, (2.1)

with Cf the value of the feedback capacitor. This value de�nes also the charge
ampli�cation AQ = |Vout/Qs | = 1/Cf .

In case of the VMM3a, this value can be adjusted to 0.5, 1.0, 3.0, 4.5, 6.0, 9.0,
12.0 and 16.0 mV/fC [11], allowing a wide range of applications. Driven by the
needs of the NSW, the ampli�er was also designed to cope with a large range of
input capacitances Cin (few pF to 1 nF) and both, positive and negative input signal
polarities [43].

2.1.2 Shaper and Discriminator

The output of the CSA is �ltered by a third-order ‘semi-Gaussian’ shaper (�gure 2.4),
which is described in detail in [11]. It ensures that the peak amplitude of the voltage
output Vshaper (t ) is proportional to the input charge Qs (t ). In a simpli�ed way, the
shaper can be understood as a combination of a high-pass and n low-passes, with
n = 3 for the VMM3a. As result [26],

Vshaper (t ) = Vout (t )A(t ) , (2.2)

where

A(t ) ∝ 1
n!

( t
τ

)n
exp

(
− t
τ

)
(2.3)
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Figure 2.4 − Illustration of an nth-order shaper consisting of a high-pass (CR) and n low-passes (RC).
Located after the preampli�er, the CSA’s output signal Vout is the input of the shaper, which has its
own output signal Vshaper. Adapted from [26].

is the shaper pulse form, with the shaping time of the �lter τ and tpeak = nτ its
peaking time. In the case of the VMM3a, the peaking time can be adjusted to values
of 25, 50, 100 and 200 ns [11]. The shaper contains also a mechanism to stabilise the
baseline of the output to 160 mV [11].

After the shaper, a discriminator is used. The value of the corresponding Threshold
Level (THL) is �rst set by a common 10-bit DAC to all channels of one VMM and
then �ne adjusted with a 5-bit DAC trimmer for each channel individually [11]. The
discriminator can be considered as one of the most important functionality parts,
as other features rely heavily on it. One of them is the self-triggered continuous
read-out mode with integrated zero-suppression used for the SRS. In this mode, the
self-triggering is performed on the threshold level, meaning that a signal is only
digitally processed and acquired if it surpasses the THL. The THL is also the starting
point of the Neighbouring-Logic (NL). It means that if a signal on channel k surpasses
the THL, the further signal processing (i.e. peak �nding and digitisation) on the two
adjacent channels k ± 1 will be triggered as well, even if the signal on these two
channels does not surpass the THL. Here it is important to note that the VMM3a is
designed in such a way, that the neighbouring-logic trigger signal can be also passed
between two adjacent VMMs [11]. It should be mentioned that the NL is an optional
feature, which is turned o� by default and has to be explicitly turned on by the user.

2.1.3 Timing and Signal Digitisation

When the signal amplitude surpasses the threshold level, the electronics proceeds
with the digitisation of the shaper output. For this, the peak amplitude of the shaper
pulse has to be found as a measure of the charge information of the signal (�gure 2.5).
Once identi�ed by a peak �nder, the baseline-subtracted1 amplitude of the Peak
Detector Output (PDO) is transferred to a 10-bit two-stage current-mode domino

1 Technically, not the baseline of each channel is subtracted, but 150 mV are subtracted from the
peak amplitude. The di�erence between this value and the actual baseline is implicitly subtracted
during the ADC correction procedure (section 3.2).
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Figure 2.6 − Working principle of the two-stage current-mode domino ADC, with its 64 macro cells in
the �rst stage and the 16 micro cells per macro cell in the second stage. Adapted from [11].

ADC [11] (�gure 2.6). This clockless ADC has a minimum dead time of 250 ns which
is dominated by the ADC conversion time [11].

To get access to the time of the peak, a coarse 12-bit timestamp and a �ne 8-
bit timestamp are used. The coarse timestamp is given by a Gray counter, which
counts the clock cycles of the so-called Bunch Crossing Clock (CKBC), which is active
throughout the entire operation of the VMM3a. The output is the so-called Bunch
Crossing ID (BCID)2. Once the peak amplitude is found, the corresponding BCID is
stored (the last CKBC signal before the peak was found). To get timestamps with
higher precision than the one de�ned by the CKBC frequency, a voltage ramp with
constant slope is started at the time of the peak �nding. The voltage ramp, which has
adjustable slopes of 60, 100, 350 and 650 ns [11], is stopped at the falling edge of the

2 In the name choice, the origin of the VMM ASIC from the ATLAS experiment becomes evident.
However, the CKBC is not �xed to the ATLAS machine clock, but it is implemented as reference
clock with an adjustable clock frequency.
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next CKBC signal (�gure 2.5)3. The signal from this Time-to-Amplitude Converter
(TAC) is the Time Detector Output (TDO), which is processed by an 8-bit two-stage
current-mode domino ADC. As a result, the precise time of the peak is given by [41]

tchip = BCID × 1
fCKBC

+

(
1.5 × 1

fCKBC
− TDC × TAC Slope

255

)
(2.4)

and is called chip time.
It should be noted that for both, the ADC and the TDC, a value aggregation was

observed, leading to an equivalent number of bits of 8-bit for the ADC and 6.5-bit for
the TDC [11]. Furthermore, it should be noted that the VMM supports in addition to
the here described timing-at-peak also timing-at-threshold, with the TAC ramp being
started as soon as the shaper output surpasses the threshold level. However, it was
observed that timing-at-threshold in the VMM3a is a�icted with some issues [11],
making it unsuitable for the measurements performed in this thesis (section 3.4.3).

2.2 R D 5 1 S c a l a b l e R e a d o u t S y s t e m

The Scalable Readout System (SRS) [10] is a multi-purpose and highly versatile read-
out system, which was developed by the RD51 Collaboration for the read-out of
Micro-PatternGaseousDetectors (MPGDs). It was proposed in 2009, with �rst systems
being successfully used for experiments in 2010. The goal of the SRS is to provide
a common and scalable read-out structure, that can be used independently of the
detector type, starting from a few read-out channels and going to several thousand.
As such, it should handle di�erent experiment sizes, from small R&D set-ups to
medium-sized experiments with O (m2) sized detectors or detector modules. Various
read-out ASICs have been integrated into the SRS, leading to another adaption to
di�erent detector technologies and experimental needs. The APV25 [10, 44], the
Timepix [45, 46] and the VMM3a [11, 12] ASICs can be considered as the most
successful examples in terms of integration.

To achieve this goal, the SRS implements the approach described in the following
(�gure 2.7)4. At the beginning of the read-out chain sits the Hybrid PCB (stage A), a
Printed Circuit Board (PCB) that contains the front-end ASIC, the connector to plug
it onto the detector and additionally required electronics (e.g. signal drivers or power
regulators). In terms of read-out stages, the VMM3a ASICs (A.1), the link between

3 Hence, the TAC slope has to have at least the length of 1.5 CKBC periods.
4 A common approach is to lead the signals collected with the read-out electrodes out of the active

detector area via traces on the read-out board and to connect the front-end electronics there with a
plug connection. This approach however does not work when the charge collection electrode and
the front-end electronics are combined within a single ASIC, as for example in the Timepix [45].
For such a case, a slightly di�erent approach was found, preserving the scalability concept [46].
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Figure 2.7 − Illustration of the di�erent read-out stages of the SRS with its VMM3a front-end. Stage A
on the detector level consists of the RD51 VMM Hybrid. This is followed by stage B, with the HDMI
cable (B.1) and the ASIC-speci�c adapter card (B.2). The adapter card is connected to the Front-End
Concentrator card (C.1), which sends via Ethernet (C.2) the data to a switch (D.1) and from there to the
DAQ computer (D.2). In case multiple Front-End Concentrator cards are used, the CTF card is used to
provide a common clock. Adapted from Hans Muller [41, 42].

the ASICs and the digital read-out part (A.2) and the digital read-out part itself (A.3)
on the Hybrid should be mentioned. This Hybrid PCB is connected via HDMI cables
to an ASIC-speci�c adapter card (stage B). This is also the �rst scalability option,
with the adapter card having eight HDMI ports. The adapter card is connected via
PCIe to the Front-End Concentrator (FEC) card (stage C). The FEC card in terms
of hardware is common to all ASICs, containing an ASIC-speci�c �rmware, which
provides common components (e.g. the network communications block). This is
the second scalability option, using multiple FEC-adapter-card combinations. The
data output of the FECs is transmitted via Ethernet, allowing to use a standard
commercial network switch to combine the network stream and send the data to
the Data Acquisition (DAQ) computer (stage D). In order to ensure that the FECs
operate synchronously in a multi-FEC system, the Clock and Trigger Fanout (CTF)
card exists, which provides a common clock for the FECs.

2.3 I n t e g r a t i o n o f t h e V M M 3 a i n t o t h e S R S

After the general overview of the SRS structure, in the present section, the spe-
ci�c components of the VMM3a front-end of the SRS, here called VMM3a/SRS, are
described. Following the read-out scheme, from the VMM3a towards the DAQ com-
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Figure 2.8 − Photographs of the RD51 VMM Hybrid. In one case (a), the bottom side without a cooler
is shown, in the other case (b), the top side of the Hybrid with a passive cooler is shown while being
connected to the detector.

puter, the hardware, �rmware and software are presented. More information can
be also found in [12, 41, 47]. It should be noted that the VMM contains di�erent
read-out modes [11], with the non-ATLAS continuous mode being used in the SRS
implementation and described in the following. It should be further noted that
all the components (hardware, �rmware and software) were subject of continuous
improvements throughout the course of this thesis with only the latest version being
presented here.

2.3.1 RD51 VMM Hybrid

The RD51 VMM Hybrid is a PCB with an area of 5 × 8 cm2 (�gure 2.8). It carries
two VMMs in order to match the typical 128-channel count of the SRS Hybrid PCBs
and the MPGD connectors5. Additional components on the Hybrid are Low-Dropout
Regulators (LDOs) for a stable power supply6, spark protection circuits between the
detector connector and the input of the preampli�er (�gure 2.9), as well as an external
ADC7 that is connected to the analogue monitoring output of each VMM3a, which
is used for the automatic calibration procedures. The analogue monitoring output
is in parallel also connected to a physical pin on the Hybrid to probe the signals
with an oscilloscope. The Hybrid contains also the functionality that the signals for
the VMM3a’s neighbouring-logic are not only transmitted between the two VMMs

5 Hirose FX10A-140P/14-SV1
6 The typical voltages applied to the LDOs are VP1 = 3.05 V to 3.35 V and VP2 = 1.75 V to 2.05 V,

which are regulated down to VP2 = 1.2 V for the VMMs and some of the FPGA’s components and
VP1 = 2.5 V for the other FPGA components and the other electronics on the Hybrid.

7 Texas Instruments ADS1015-BQDGSR-Q1
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Figure 2.9 − Illustration of the spark protection circuit used on the RD51 VMM Hybrid in front of
inputs of each VMM channel. The diodes are the Onsemi NUP4114. Adapted from Hans Muller [42].

on the same PCB but that they can be also transmitted between two hybrids8. The
most important component besides the VMMs is however the Xilinx Spartan-6 Field
Programmable Gate Array (FPGA)9. It is used to provide the necessary clocks (e.g.
for timing), read out the data transmission lines of the VMM3a and con�gure the
VMMs.

From the Spartan-6 FPGA, the digitised detector signals are then sent via HDMI
cables to the Digital VMM Adapter (DVMM) card. Despite having two HDMI ports
on the Hybrid, only one is used, with the second one not being implemented in the
�rmware and serving purely as a hardware redundancy; originally the second port
was indented for a master/slave operation [12], but this option was never realised, due
to the high data rates achievable with VMM3a/SRS. The two I2C lines of the HDMI
cable are used to communicate with the external ADC. From the four di�erential
pairs of the HDMI cable, two are used to send the acquired data from the VMMs to
the DVMM and the FEC (one pair per ASIC). The two other di�erential pairs are
used to send signals from the FEC to the VMMs, with the clock di�erential pair being
used for a synchronised base clock and the con�guration/trigger pair being used to
send the con�guration of the VMM3a as well as trigger signals (e.g. start and stop of
the data acquisition). With the exception of the clock, all signals on the di�erential
pairs are 8b/10b encoded.

All the clock signals needed by the VMM3a are generated by the Spartan-6 FPGA
from the base clock of the FEC. The clock signals are the Bunch Crossing Clock
(CKBC), the Test Pulse Clock (CKTP), the Data Transmission Clock (CKDT) and
the Token Clock (CKTK). The latter are both needed for the read-out of the VMM
channels (�gure 2.10). The data stream from the VMM3a consists of 38-bit long hits
(table 2.1). A hit is a digitised version of a shaper pulse from one read-out channel.
Each hit is multiplexed onto two data lines (data0 and data1) per channel. With the
hit being fully digitised, a token �ag is raised during the multiplexing which means

8 This can be achieved via Samtec MMCX-J-P-H-ST-TH1 connectors on the Hybrid, which are
plugged to the same connector type on the read-out board. This however required a new detector
read-out board design, which was not available during the scope of this thesis.

9 Xilinx Spartan-6 LX FPGA XC6SLX16-2CSG225C
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Figure 2.10 − Timing diagram of the read-out process of the VMM3a in the non-ATLAS continuous
mode, with one read-out cycle being shown in case of dual edge transmission. The process clock of the
Spartan-6 can be maximally operated with 180 MHz, while the token clock CKTK can maximally be
operated with 1/20th of the process clock, i.e. 9 MHz. The data transmission clock CKDT can be as fast
as the process clock. Adapted from [41].

Table 2.1 − Format of a 38-bit VMM3a hit. Adapted from [41].

Name Length (bit) Value range

Data �ag 1 Always 1

Over-threshold �ag 1 Over threshold: 1
Below threshold (requires NL on): 0

Channel number 6 0 to 63
ADC (PDO) 10 0 to 1023
TDC (TDO) 8 0 to 255
BCID (Clock counter) 12 0 to 4095

that a channel with raised �ag needs to be read out. To be read out, �rst the CKTK
loops in a round-robin-like scheme over the channels with raised token �ag. After
arriving at one of the tokens, the data transmission is started via the CKDT. Here
the option exists to transfer the data with dual edge transmission, meaning that the
bits of the hit are transferred at the rising and falling edge of the CKDT. After the
data transfer, two bits are added to the hit such that it is 40-bit long for the 8b/10b
encoding. Here it should be noted that each VMM3a channel contains a 4-hit deep
First-In-First-Out (FIFO) bu�er to store the hits. This FIFO is not accessible in the
non-ATLAS continuous mode [11, 41, 47], meaning that as long as the hit is not read
out, no other hit can be stored in this bu�er and will be lost.

In terms of maximum data transfer rates, various limits were discovered. It was for
example found out that the VMM3a cannot operate with CKDT frequencies larger
than 180 MHz, as this leads to corrupted data transfers [47]. In addition, it is required
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Figure 2.11 − Schematic illustration of the working principle of the RD51 VMM Hybrid �rmware, for
both �rmware versions. The read-out block (left) exists twice, one block per VMM. Taken from [41].

that the token has to be at least 28 ns long [47], otherwise the �ag will not be detected
(�gure 2.10). The enabling of the CKDT after the �ag detection needs another clock
cycle of the process clock. Considering these three points, the maximum frequency
for the CKTK is a twentieth of the process clock, i.e. 9 MHz, which assumes that the
data transmission is performed in dual edge mode.

This read-out procedure, as well as all the other data and signal handling on the
Spartan-6 FPGA, is implemented in two �rmware versions: the Bonn Firmware and
the ESS Firmware. While the Bonn �rmware o�ers a higher con�gurability, the ESS
�rmware is more adjusted to the experimental needs of the European Spallation
Source (ESS); both versions have been tested and successfully used in the scope of
this thesis and their general working principle is de-facto identical (�gure 2.11). One
of the main di�erences lies in the base clock, which a�ects all other clocks as they
are derived from it. The Bonn �rmware operates with a base clock of 40 MHz (clock
period of 25 ns), while the ESS �rmware uses 44.4̄ MHz (clock period of 22.5 ns)10.

10 The 40 MHz clock originates from the VMM3a at ATLAS, where the bunch clock is 40.08 MHz [1],
while the VMM3a at ESS will make use of half of the ESS facility clock of 88.053 MHz [11]. Here
the implementation with 22.5 ns clock period was the �rst implementation step to get closer to
this value.
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For the Bonn �rmware, the CKBC can be adjusted to values of 2.5, 5, 10, 20, 40, 80
and 160 MHz11, while for the ESS �rmware it is �xed to 44.4̄ MHz. The CKDT can be
adjusted to values of 22.5, 45, 90 and 180 MHz in case of the Bonn �rmware, while
for the ESS �rmware it is �xed to 177.7̄ MHz.

Due to the di�erent base clocks, also the CKTK which is derived from it di�ers.
While the maximum for the Bonn �rmware is 8 MHz, it is 8.8̄ MHz for the ESS
�rmware. With the read-out procedure being performed via the token passing, the
CKTK frequency corresponds also to the maximum possible hit rate that can be
read out from the VMM3a. After the hits have been read out, they are stored in a
1024-hit deep FIFO on the FPGA, before being sent to the DVMM/FEC via the HDMI
cable. To send the data, they are �rst 8b/10b encoded and afterwards serialised with
a Serialiser/Deserialiser (SERDES) on the Spartan-6. The SERDES can operate at
much higher frequencies than the other components on the Spartan-6, allowing them
to operate at 400 MHz for the Bonn �rmware and 444.4̄ MHz for the ESS �rmware.
These frequencies are the ones needed to match the maximum CKTK frequency. In
the case of an 8 MHz CKTK, 8 Mhits/s can be read out. With the 40-bit long hit, this
corresponds to a maximum data rate of

νmax = 40-bit × 8 Mhits/s = 320 Mbps , (2.5)

which after the 8b/10b encoding becomes 400 Mbps.
In order to match the maximally theoretical possible hit rate per VMM of 9 Mhits/s,

derived from the maximal value of the CKTK, the maximum theoretical SERDES
clock would need to be 450 MHz. This would in addition require a base clock of
45 MHz.

2.3.2 Digital VMM Adapter Card

After being sent out from the hybrid, the hits arrive via the HDMI cables at the
DVMM card (�gure 2.12). Each DVMM contains eight HDMI ports, meaning that up
to eight Hybrids can be read out at once. With the VMM3a sending and receiving
only digital signals, there is no need for further data processing on the adapter card
and the signals are simply forwarded between Hybrid and FEC via a PCIe connector.
The DVMM is in addition used to provide the power needed by the Hybrids in a
simple and direct way, instead of using external power supplies.

With HDMI cables of 2 m length, the power is directly provided over the HDMI
cable itself. This avoids any additional other cables, with the exception of a strong
ground return cable to the SRS crate (section 2.3.4). If the experimental set-up

11 Here it should be noted that not every frequency works reliably. For frequencies up to 44.4̄ MHz, a
stable operation was found, while with a CKBC of 160 MHz BCIDs were lost. The exact frequency
at which the system becomes unstable was not determined.
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Figure 2.13 − Photograph of the PMX box, with the single power cable coming from the DVMM card
and the power being distributed within the PMX to up to eight Hybrids.

requires the use of longer HDMI cables, the power loss over the thin HDMI �bres
would exceed the power needed by the Hybrid. For that case, the so-called Power
Multiplexer (PMX) exists (�gure 2.13). When using the PMX, the power provision
over the HDMI cables is bypassed with connectors on the front panel of the DVMM.
There, a long low resistivity cable can be connected between the DVMM and the
PMX box that is located closer to the detectors, from which the power is distributed
to up to eight Hybrids. This method allowed e.g. to operate Hybrids with 5 m long
HDMI cables. However, the strong ground return cable is still required to avoid
ground shifts due to the high added currents12.

12 The current needed by each Hybrid is around 2 A.
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2.3.3 Front-End Concentrator Card

Following the DVMM, the FEC (�gure 2.14) combines the data stream from up to
eight Hybrids and directs the data towards the DAQ computer via Ethernet. In the
other direction, the FEC leads the control signals towards the VMMs and provides
the base clocks for the Spartan-6 FPGAs. For this, a Xilinx Virtex-6 FPGA13 is used
on the FEC. Before being sent to the DAQ computer, the VMM data undergo some
additional processing on the FEC (�gure 2.15). The working principle of this FEC
�rmware is identical for both, the Bonn and the ESS �rmware versions, with the
only di�erence being the base clock.

As the �rst step, the data are 8b/10b decoded in the FPGA. This also reduces the
data rate which needs to be handled on the FEC by 20 % per Hybrid. In the second
step, each hit is provided with an additional timestamp and position information,
enlarging the hit length to 48-bit. The extra timestamp is necessary because the
chip time from equation (2.4) gets reset with every BCID counter over�ow after
4096 bunch crossing periods. The extra position information is the VMM-ID because
when send out from the Hybrid, a hit does not contain the information from which
VMM and hence from which rough position in the detector it was sent.

The attachment of the additional timestamp and the VMM-ID to the hit works as
follows. First, a 42-bit long timestamp with the resolution of the base clock frequency
(25 ns or 22.5 ns) is generated on the FEC. This timestamp over�ows about every
1.2 days, which should be su�ciently long for most data-taking runs. The timestamp
is not added to each hit (for bandwidth purposes) but sent only every 16 BCID

13 Xilinx Virtex-6 LXT FPGA XC6VLX130T-1FFG784C
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Figure 2.15 − Schematic illustration of the data processing on the FEC. The read-out block exists for
each connected hybrid (top), while the data output block (bottom) is common to the entire FEC. Taken
from [41].

counter over�ows as a so-called Marker. It is sent for each con�gured VMM, with
the 5-bit long VMM-ID being added to the Marker, as well as a 1-bit �ag, which is
always set to 0 for a Marker and set to 1 for a hit. The VMM-ID is also added to the
38-bit long hit (with the two added zeros for the 8b/10b encoding being removed).
Further, the information at which of the 16 BCID counter over�ows the hit occurred
is added. This 5-bit information is called O�set. As the last step, the 48-bit long hits
and Markers are sent out from the FEC, going through several FIFOs. Re�ecting the
VMM-ID, each hit is written into a speci�c VMM data FIFO (one FIFO per VMM)
using the base clock. From there, the hits are read into a common FEC hit FIFO with
a 125 MHz clock using a fair scheduler. In the end, the 48-bit hits are split into six
individual bytes and written to the UDP FIFO, again with a 125 MHz clock, de�ned
by the 1 Gbps Ethernet connection.

The timestamping of the hits with the O�sets and Markers is performed by the FEC
Latency Logic (�gure 2.16). The necessity of this logic is illustrated with the following
example. The example itself and the description of the latency logic afterwards are
both taken from [41]. For all the descriptions, it is assumed that the CKBC is identical
to the base clock. The example consists of three hits that arrive at roughly the same

− 31 −



invalid hit
overflow count = -16

BCID - FEC BC
> latency jitter

FEC BC >= BCID

FEC BC - BCID 
<= max latency

yesno

BCID + max. latency 
> FEC BC + 4096

hit from present overflow
cycle / present marker
overflow count = n

invalid hit
overflow count  = 16

overflow
counter > 0

hit from previous overflow
cycle / present marker
overflow count = n - 1

hit from previous overflow
cycle / previous marker

overflow count = -1

hit from present overflow
cycle / present marker
overflow count = n

yes

yes

yes

yesno

no

no

no

Figure 2.16 − Illustration of the FEC latency logic. First, the BCID is compared with the FEC BC.
Afterwards, either the latency jitter or the maximum latency is used for further comparison. If the
comparison conditions are met, the hit is part of the present Over�ow Count. If the conditions are not
met, this means that the FEC BC did over�ow during the read-out of hits from the previous over�ow
cycle. It is also possible that none of the conditions are ful�lled, which means that the hit is invalid.
This case should however not occur with correctly working hardware and correct latency settings.
Taken from [41].

time at the VMM. Channel 2 has a BCID of 0 and is already part of the next O�set,
while channels 1 and 63 are still in the previous O�set with BCIDs of 4095. Now,
due to the round-robin-like read-out scheme, channel 2 would get the same O�set
assigned as the previously read out channel 1, meaning that it would be considered
as arriving 4094 clock cycles earlier.

To ensure that each hit gets a correct O�set assigned and to avoid the behaviour
described in the example, a CKBC-like clock and a corresponding counter are used
to count the BCID over�ows (called FEC BC) on the FEC level. This counter and
the BCID need to be matched which by default is not the case, due to the time it
takes to transmit and process the signals and data between FEC and Hybrid. Hence,
the counter on the FEC has to be shifted by a certain amount of clock cycles, the
so-called Reset Latency. For 2 m long HDMI cables, the Reset Latency was found to
be 47 clock cycles [41]. This means that for example a hit with BCID 100 would be
found with an FEC BC of 147 if the FEC BC would not be shifted by 47 clock cycles.
This shift is applied to all timed control signals.
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In addition to the Reset Latency, a Latency Jitter is implemented, to cope with a
slight clock jitter between BCID and FEC BC which can still occur. It is typically
set to 4 clock cycles [41]. Moreover, a Maximum Latency is added, arising from the
CKTK, due to which a hit is read out only every �ve BCID counts. Consequently,
with 64 hits being digitised at almost the same time (one hit per channel), the last hit
arrives 320 clock cycles after the �rst hit.

Having these latencies established, the Latency Logic adds an Over�ow Counter to
the hit, which is based on the O�set and in fact replaces the O�set in the data output
(�gure 2.16). With this, the FEC timestamp of a VMM hit is given by [41]

tFEC =
Marker
fCKBC

+ Over�ow Counter × 4096
fCKBC

, (2.6)

and the full hit timestamp being

thit = tFEC + tchip , (2.7)

where tchip is the chip time from equation (2.4).

2.3.4 SRS PowerCrate 2k

With the hits being processed on the FEC and grouped in UDP frames, they are
sent out via Ethernet to the DAQ computer. If multiple FECs are used, the clocks of
the FECs have to be synchronised, which is done via the CTF card, which sends a
common clock to all FECs used in the read-out system. For housing the FECs, the
CTF card and to provide the power to them, as well as to the other components like
the Hybrids via the DVMM, everything can be inserted into the SRS PowerCrate 2k
(�gure 2.17). In addition to the PowerCrate 2k, which can house two FECs14 and one
CTF, also the SRS EuroCrate exists, which can house up to eight FECs and one CTF.
The PowerCrate contains also the mounting points for the strong ground return
cables from the Hybrids. To group the data stream from the multi-FEC system, a
network switch15 is used. The UDP packages are then sent from the switch to the
network card16 of the DAQ computer.

2.3.5 Control, Read-Out and Monitoring Software

On the DAQ computer, the settings of the read-out system are controlled, and the SRS
data are monitored and stored. In this section, the software components developed
for VMM3a/SRS are presented, with the goal of describing, which component is

14 Hence the name 2k, as it supports up to 2048 VMM read-out channels.
15 Netgear® GS110MX
16 Intel® Ethernet Network Adapter X710-T2L
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Figure 2.17 − Photograph of an SRS PowerCrate 2k, equipped with a single FEC/DVMM combination
and a CTF card. The ground return indicates the mounting points of the ground return lines from the
Hybrids.

used for which purpose. For a detailed description of the software operation and
installation, the reader is referred to the user guide [48] and the tutorial video [49]
created in the scope of this thesis.

vmmdcs: the slow control software [50] is used to set the system parameters and
de�ne the chip settings, such as the number of FECs used, their IP addresses, the
HDMI ports of the DVMM at which Hybrids are connected, the peaking time of
the shaper, the channels which should be masked, etc. In addition, the slow control
software contains the calibration module, with which the measurements to optimise
the system response are performed (chapter 3).

Wireshark plug-in: Wireshark [51] is a network protocol analyser, allowing to monitor
the network packages arriving at any network port of the DAQ computer. For the
data arriving from the SRS, a plug-in exists to view the raw hit data from the FEC
without any post-processing, giving direct access to e.g. the ADC values, the VMM-ID
or the BCID.
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tcpdump: to permanently store the SRS data, tcpdump [52] is used. It takes the UDP
packages arriving at the DAQ computer and writes them directly into .pcapng �les
on the hard drive, again without any post-processing. This is an e�cient method
for high-rate acquisition, allows a later inspection of the data with Wireshark and
preserves the raw data structure, as it is the data stream directly from the VMMs
and the FEC, without any calibrations applied.

ESS DAQ and Daquiri: in addition to the very basic data monitoring via Wireshark,
a more sophisticated online monitoring tool, called Daquiri [53] exists. Daquiri is
founded on the ESS DAQ [54], which receives the UDP packages and performs an
online reconstruction and analysis of the data, providing information such as the
event rate, the particles position or its energy. This information is then visualised by
Daquiri.

vmm-sdat: the last part of the software is the VMM3a/SRS Data Analysis Tool (vmm-
sdat) [55]. Once the data have been acquired with tcpdump, vmm-sdat performs the
o�ine cluster reconstruction (section 4.2.2) and applies the optimisation data. It reads
the .pcapng �les from tcpdump and creates a .root �le, with the corresponding
ROOT trees [56], giving access to the particle’s interaction position in the detector, its
arrival time and its energy. With this goal of extracting all the relevant information
from the raw data and organising them per detector/read-out layer used in the
experimental set-up, vmm-sdat can be seen as the most important interface between
the data acquisition and the detector-based physics analysis.
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Chapter 3

F

S y s t e m C h a r a c t e r i s a t i o n a n d
O p t i m i s a t i o n

When performing measurements and R&D work of any sort, it is important to un-
derstand the response of the entire experimental set-up. This means especially the
detectors to be used and the read-out system. To �nd and understand possible peculi-
arities of the read-out system, it is important to read out detectors with a well-known
behaviour. At the same time, especially to optimise and calibrate the electronics,
well-de�ned test or calibration pulses are used, as it simpli�es the experimental
set-up and reduces the amount of possible error sources.

In the present chapter, the understanding and the optimisation of the performance
from VMM3a/SRS are described. The calibration of the Digital-to-Analogue Convert-
ers, including the threshold calibration is presented at the start (section 3.1). It is
followed by the calibration of the digitisation output, speci�cally the channel ADCs
for the charge measurement (section 3.2) and the channel TDCs with the BCID for
the time measurement (section 3.3). In both cases the calibration is used to correct
the output. Afterwards, time resolution studies of the electronics using test pulses
are presented (section 3.4). Subsequently, results of the electronics noise studies are
shown (section 3.5). The chapter concludes with a short review on the rate-behaviour
of VMM3a/SRS using test pulses (section 3.6).

It should be noted that the calibration procedures were subject to various optimisa-
tions over the scope of this thesis. While here the latest version of the calibration is
presented, not all the measurements shown in this thesis contain the most optimised
calibration results.

3.1 D A C C a l i b r a t i o n

Each VMM contains three kinds of Digital-to-Analogue Converters, two global 10-bit
DACs and 64 local 5-bit DACs. While one global DAC serves as pulser DAC to set
the voltage level that is sent to each channel’s test capacitor to generate the internal
test pulses, the other global DAC is used to set the discriminator level that is applied
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Figure 3.1 − Examples for the pulser and global threshold DAC calibration. The data points represent
a single measurement without error bar. However, a repetition of the measurement did not show any
variation, especially on the �t of the linear calibration function.

to all channels. The local DACs are individual to each channel and are used to
trim/�ne-tune the threshold level on each read-out channel.

The calibration of the global DACs relates the applied DAC value to a voltage
that is measured on the analogue monitoring output of the VMM via the external
ADC on the Hybrid. The measurement procedure is automatised in the slow control
software, with one value being set, read back and then the next value being set and
so on. Here, the examples of the 10-bit DAC calibration are shown for the internal
test pulser (�gure 3.1a) and the global chip threshold level (�gure 3.1b). The data
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Figure 3.2 − Illustration of the baseline �uctuations between the channels of a VMM3a, measured via
the analogue monitoring output (left y-axis). In addition, the di�erence between the threshold and the
baseline ∆Ui = UDAC,i −Ubaseline,i per channel i is plotted for each of the 5-bit trimmer settings (right
y-axis). Also, the result of the calibrated threshold per channel, meaning that each channel is triggered
by the same amount of charge, with a �at ∆Ui response is shown.

are �tted with a linear calibration function f (x ) =mx + b, starting with DAC values
larger than 200. At lower values, the measured DAC output deviates from the linear
behaviour. This is however of no concern as the threshold and the pulse height are
measured from 0 mV, while the baseline of the VMM is around 170 mV. With this
di�erence considered, the DACs behave linearly in the region of interest.

For the 5-bit threshold trimming DACs, the setting and the corresponding voltage
are measured for each channel (�gure 3.2). To �ne-tune the threshold level and to
minimise the threshold dispersion, the baseline of each channel is measured via the
analogue monitoring output. With this, the distance between baseline and threshold
level can be equalised, such that the read-out of each channel is triggered by the
same amount of charge. For the equalisation itself, �rst, the global threshold DAC
is calibrated. Afterwards any threshold level above baseline, e.g. 100 mV, can be
selected on which the equalisation is performed. The 5-bit trimmers operate only in
one direction, reducing the global THL per channel. Hence, the global THL DAC is
calibrated such that the intended threshold level is approximately equally surrounded
by the range of the trimmers, so e.g. around 115 mV. After having measured all the
DAC values for each channel, the trimmer value that is closest to the desired THL
is selected. As a result, the threshold distribution gets much narrower compared to
the situation with the trimmer bits set to the maximum or minimum (�gure 3.3). It
should be noted though that this describes only the threshold setting and trimming.
The threshold optimisation is discussed in the electronics noise part (section 3.5).
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Figure 3.3 − Illustration of the e�ect of the threshold trimming procedure. The channel-by-channel
thresholds are histogrammed for the case with all trimmers at the maximum setting (0 DAC values), the
minimum setting (31 DAC values) and for the case of the trimmed/calibrated thresholds. The reason
why the largest DAC value corresponds to the minimum setting is that the trimmers only work in the
negative direction, i.e. they reduce the global threshold level.

3.2 C h a r g e A D C C a l i b r a t i o n

The calibration of the charge ADCs relates the 10-bit ADC output to the input charge
of each channel. Each VMM3a channel is equipped with a 0.3 pF test capacitor, with
the optional �ag to switch it to 3 pF. Using the pulser DAC, each capacitor can be
charged up and then discharges into the preampli�er, leading to a calibration pulse.
The calibration procedure starts by pulsing the VMM3a channels, making use of the
previous pulser DAC calibration (section 3.1). Pulses with increasing pulse height
and known voltage are injected into the test capacitor (�gure 3.4). The test pulses are
injected once every O�set, for a previously set amount of time1. For each channel i ,
the mean ADC value Āi is extracted from the ADC distribution per previously set
pulser DAC height UDAC (set per ASIC). The results are �tted by a linear calibration
function (�gure 3.5):

Āi =mcal,i UDAC + bcal,i . (3.1)

To then relate the ADC values to the input charge, the pulser DAC voltage could be
e.g. multiplied by the test capacitance, which was found to vary by less than 10 %
between channels [20].
1 Typically data are acquired for 1 s per pulse height, which corresponds with a CKBC of 40 MHz to

an O�set time (the time it takes for the BCID counter to over�ow) of 102.4 µs and thus leads to
about 104 acquired pulses. This was considered to be su�cient in terms of statistics to extract a
reasonably accurate mean ADC value.
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Figure 3.5 − Example for a single channel calibration and its linear relation between the measured
pulser DAC output and the measured charge ADC value. The error bars, which are enlarged by a factor
of 20, originate from the DAC calibration �t error and the standard deviation of the ADC distribution.

This method has however not been applied as the main goal of the ADC calibration
is to correct the VMM’s ADC response behaviour. The charge ADCs exhibit a
peculiarity, where for the same input charge the central channels of the VMM
provide larger ADC output values than the outer ones, following an inverse-U shape
(�gure 3.6). The corrected ADC value Acorr,i is calculated from the measured ADC
value Ai via [55]

Acorr,i = ncorr,i (Ai − pcorr,i ) . (3.2)
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Figure 3.6 − Example of the ADC response depending on the read-out channel. The case of the
measured ADC values before the calibration and correction procedure is shown, as well as the case
of the corrected ADC values. In addition, the measured height of the pulser DAC is indicated. In the
given example, where a gain of 3 mV/fC was used, it almost coincides with the ADC response. At
other detector gains, this is not the case.

To calculate the correction parameters ncorr,i and pcorr,i , the mean calibration slope
m̄cal and o�set b̄cal are calculated from the channel slopes2. This is done for each
VMM. The correction slope is then given by

ncorr,i =
m̄cal
mcal,i

, (3.3)

while the correction o�set is given by

pcorr,i = bcal,i − b̄cal
mcal,i
m̄cal

. (3.4)

The fraction in equation (3.4) is a result of the de�nition of the correction formula
in equation (3.2), to compensate for the multiplication of pcorr,i with ncorr,i . Once
the correction is applied for the measured ADC value on each channel, the ADC
response gets uniform for a constant input charge (�gure 3.6).

2 The ADC response has to be corrected based on a reference. Due to the inverse U-shape of the
ADC response per VMM channel number (�gure 3.6), the true ADC value per input pulse height is
not evident. One choice could be to use the maximum measured ADC per input pulse, but this
is heavily a�ected by channel-by-channel �uctuations. Hence, it is assumed that the true ADC
response is described by the mean calibration slope and o�set for each VMM. This assumption
allows to reduce the channel slopesmcal,i that have a too steep slope (steeper than the mean slope)
and to increase the slopes that are too �at.
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(a) − No correction applied. (b) − With applied correction.

Figure 3.7 − Examples the X-ray spectrum of an 55Fe radioactive source per read-out channel, without
applied ADC correction (a) and with correction (b).

The e�ect can not only be illustrated with test pulses, but also with particle
interactions recorded with a detector3. Here, the spectrum of an 55Fe radioactive
source is plotted per detector read-out channel, without correction (�gure 3.7a) and
with the applied ADC correction (�gure 3.7b). Knowing that the ADC correction
�attens the response remarkably well (�gure 3.6), only after the applied correction
detector-related features in the acquired data, as visible around detector channel 150,
become visible.

3.3 T D C a n d B C I D C a l i b r a t i o n

Similar to the ADC calibration, the goal of calibrating the TDC is not only to relate
the 8-bit TDC output to a time in nanoseconds but mainly to perform the necessary
corrections through a calibration procedure. Like the ADC, the TDC su�ers also
from channel-by-channel variations. Important to the timing is, however, that the
TDC is intrinsically coupled to the BCID (�gure 2.6), where the CKBC itself may
have some slight shifts between individual channels. This requires calibrating and
correcting the chip time, which is both quantities combined.

The calibration is performed with the internal calibration pulse4, making use of
the adjustable skew of the test pulse clock CKTP relative to the base clock. The skew

3 To illustrate the calibration e�ect, no detailed detector description is needed. Nonetheless, it is
referred to the experimental methods (chapter 4), where the detector and its response are described.

4 Similar to the ADC calibration, also here the calibration pulses are sent once every O�set for a
total time of typically 1 s.
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Figure 3.8 − Example of the occurrence of a pulse (here an internal test pulse) at di�erent BCID values,
depending on the relative shift between pulse and CKBC. Despite the di�erent TDC values, the pulses
get the correct time assigned due to the corresponding di�erent BCID values.

steps are Tskew = 3.125 ns, which is de�ned by a 320 MHz clock of the Spartan-6
FPGA on the Hybrid [57]. This well-de�ned skew of the CKTP relative to the CKBC
leads to di�erent pulse arrival times and thus to di�erent TDC and BCID outputs (as
di�erent pulse heights lead to di�erent ADC outputs).

It is important to point out a peculiarity of the BCID/TDC combination, on which
the calibration and correction procedure relies. Depending on the shift between any
sort of analogue signal and the CKBC, it may happen that sometimes the signal is
measured at a BCID of B and sometimes at B + 1 (�gure 3.8). However, the TDC
behaves then accordingly, meaning a large TDC value is measured for the larger
BCID5 and a small TDC value for the smaller BCID, such that in the end the chip
time, as de�ned in equation (2.4), remains the same. These occurrence-�uctuations
of the pulses between di�erent BCIDs allow to calculate the time, where 50 % of the
pulses would occur at B and the other 50 % at B + 1 (�gure 3.9). The reason for this
is that no reference time exists and hence this unique transition point is used as the

5 The TDC output is subtracted from the BCID (section 2.1.3)
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Figure 3.9 − Illustration of the fraction of how many acquired hits contained a speci�c BCID depending
on the skew of the test pulses.

reference time of the correction �t. The time of the 50 % transition is calculated via

t50 = tskew+1 +
0.5 − kskew+1
kskew+1 − kskew

×Tskew , (3.5)

where tskew+1 is the skew time of the �rst test pulse skew after the 50 % transition,
which in practice is the �rst skew where the fraction of BCID counts for the reference
BCID B + 1 is larger than 50 %. The corresponding BCID fraction is given by kskew+1.
To �nd t50, then the relative amount of tskew+1 beyond the 50 % transition needs to
be subtracted from tskew+1, as kskew+1 is larger than 50 %.

Having calculated the reference time of the 50 % transition, the data are shifted by
this time, such that t50 = 0 ns, with the time di�erence being ∆ti = tskew − t50. This
leads to a linear correction �t (�gure 3.10), which is given by

τi =mcal,i ∆ti + bcal,i , (3.6)

where τi = tchip,i − tB+1 is the mean measured chip time6 per read-out channel i
minus tB+1, the time of the reference BCID, andmcal,i and bcal,i are the calibration
slope and o�set, respectively. It is important to note, that the �t does not contain all
data points within the reference BCID. The data points adjacent to the 50 % transition
are excluded. Hence, in the given example (�gure 3.9), the start and end points of
the �t are the ones with a skew between 12.5 ns and 28.125 ns.

6 The mean measured chip time is calculated via equation (2.4), but using the mean TDC from all
acquired calibration pulses and the reference BCID as input parameters.
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Figure 3.10 − Example for a single channel calibration and its linear relation between the measured
occurrence time of a signal hit and its supposed occurrence time, given as time di�erence to the
reference time t50. The error bars are not enlarged, but they represent the standard deviation of the
occurrence time, which is close to the electronics’ time resolution (section 3.4.1).

From the calibration �t, the correction of the time is calculated similarly to the
correction of the ADC, via

τcorr,i = ncorr,i (τi − pcorr,i ) , (3.7)

with the correction slope being

ncorr,i =
1

mcal,i
(3.8)

and the correction o�set being

pcorr,i = bcal,i − ∆t ′i mcal,i , (3.9)

where ∆t ′i is the time di�erence between tskew = 0 ns and t50. Similar to the ADC
correction, also the TDC/BCID correction leads to a �at and uniform time response
of the read-out channels over the whole Hybrid (�gure 3.11).

Similar to the ADC correction, also here the e�ect of the time calibration on the
detector data is shown (�gure 3.12). With the detector containing two layers of
read-out electrodes (�gure 4.4), with one measuring along the x-direction and the
other one along the y-direction, it is possible to measure the time di�erence of the
cluster signals7 arriving on each layer. It can be seen that with the calibration the kink

7 For the de�nition of a cluster it is referred to the cluster reconstruction (section 4.2.2).
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Figure 3.11 − Example of the TDC/BCID response depending on the read-out channel before and after
the applied time calibration and correction.
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(a) − Time di�erence between x- and y-layer. (b) − Consecutive interactions.

Figure 3.12 − Examples of the e�ect of the time calibration on detector data, here generated with an
55Fe X-ray source, showing the time di�erence of the signal time in the detector’s x-layer and y-layer
(a) and the distribution of time di�erences between consecutively recorded X-ray interactions (b).

in the time di�erence distribution disappears (�gure 3.12a). Another measurement
to illustrate the e�ect of the time calibration is by calculating the time di�erence
between consecutively recorded X-ray interactions. Without time correction, a
wave structure with the periodicity of the CKBC can be observed in the distribution
(�gure 3.12b), while with the time correction applied, this structure disappears.
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Figure 3.13 − Example of the distribution of time di�erences between test pulses on two VMM read-out
channels.

3.4 T i m i n g M e a s u r e m e n t s

With its 60 ns TAC slope being sampled into 8-bit (even though e�ectively just 6.5-
bit [11]), the VMM3a provides an excellent theoretical time resolution of around
500 ps. To con�rm this number and investigate if it changes depending on other
parameters, time resolution studies on the electronics using test pulses have been
performed (section 3.4.1). From this point it is continued with understanding the
VMM3a’s timing behaviour in terms of time walk (section 3.4.2). As last part, the
timing-at-threshold of the VMM3a is discussed (section 3.4.3).

3.4.1 Time Resolution

The electronics time resolution σtime is expressed as di�erential time resolution, as
de�ned in [58]. Two channels are pulsed with the internal test pulser and the time
di�erence ∆t = t2 − t1 between the two channels is calculated. The width σt of the
resulting distribution (�gure 3.13) gives access to the time resolution. In case the
time resolution of the channels is assumed to be the same, the �nal time resolution
is given by [58]

σtime =
σt√

2
. (3.10)

This measurement was performed for di�erent electronic gains and peaking times
(�gure 3.14) while investigating the amplitude dependence. It can be seen that the
time resolutions for shorter peaking times, so for a peak which is easier to �nd,

− 48 −



0 200 400 600 800 1000
Charge ADC Output (ADC Values)

0

1

2

3

4

5
D

i�
er

en
tia

lT
im

e
Re

so
lu

tio
n

(n
s)

200 ns Peaking Time
3 mV/fC
12 mV/fC

25 ns Peaking Time
3 mV/fC
9 mV/fC

Figure 3.14 − Illustration of the charge dependence of the di�erential time resolution as de�ned in
equation (3.10). The time resolutions in the given examples are shown for two peaking time values of
200 ns and 25 ns, as well as for three di�erent electronics gain levels of 3 mV/fC, 9 mV/fC and 12 mV/fC.
The error bars on the time resolution are enlarged by a factor of 5, while the error bars on the ADC
output are not plotted as the �uctuations are smaller than 2 ADC Values for each data point.

are better than the ones for longer peaking times. And while a charge dependence
can be observed with lower time resolutions at smaller ADC values, the results are
compatible for di�erent electronic gains. In general, it should be noted that the
measurements presented here are compatible with the measurements presented in
the VMM3a reference [11]. A possible explanation for the observed behaviour is the
use of timing-at-peak. In the case of 25 ns peaking time, the peak is well de�ned
and less a�ected by signal �uctuations. Hence the time of the peak can be precisely
determined and the time resolution is better than for 200 ns, where the peak is less
pronounced and hence the peak �nder is more sensitive to signal �uctuations.

3.4.2 Time Walk

It was noticed that the time of the found peak shows an amplitude-dependent
behaviour, meaning that the higher the amplitude of the signal, the lower the digitised
timestamp with respect to the reference clock. This is illustrated by plotting the time
di�erence ∆τ = τcorr − tB+1 between the calibrated chip time τcorr and the reference
BCID tB+1 (�gure 3.15). This behaviour is more pronounced for larger peaking times
(�gure 3.15a) than for shorter ones (�gure 3.15b). Similar to the time resolution
results, also these results are compatible with the measurements presented in the
VMM3a reference [11]. For the measurement itself, again the internal test pulser
was used with di�erent pulser DAC settings. From the output, the mean ADC and
chip time values were extracted, with the corresponding corrections applied.
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(a) − Time walk with 200 ns peaking time.
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(b) − Time walk with 25 ns peaking time.

Figure 3.15 − Examples of the time walk for di�erent peaking times and electronics gains. The chip
time of the pulse, as de�ned in equation (2.4) with the correction de�ned in equation (3.7) applied, is
plotted against the pulse’s amplitude. The chip time of the reference BCID (section 3.3) is subtracted as
an o�set. The error bars on the chip time re�ect its standard deviation, so e�ectively the time resolution.
The error bars on the ADC output are not plotted as the �uctuations are smaller than 2.5 ADC Values
for each data point.

While the time walk does not a�ect the di�erential time resolution measurement,
it does a�ect the general time response of the entire ASIC. Hence, a correction
procedure exists, which works as follows. First, the time walk relation (�gure 3.15)
is measured for each individual read-out channel, with the corresponding ADC and
TDC/BCID corrections applied. With the data recorded, the chip times τcorr,i are
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Figure 3.16 − Example of the time walk correction �t, with the shifted corrected chip time τ̃corr,i
plotted against the corrected ADC output Acorr,i .

shifted per channel i , with the time at the central pulse height A′corr,i (the sixth from
ten data points, at around 450 ADC Values) considered as reference (�gure 3.16),
such that

∆τcorr,i (Acorr,i ) = τcorr,i (Acorr,i ) − τcorr,i (A
′
corr,i ) . (3.11)

Fitted to the data is a 4-parameter logistic function, which can be expressed as in [59]:

∆τ (A) = d +
a − d

1 +
(A
c

)b . (3.12)

For the purpose of the time walk correction, it serves as a surrogate function that
describes the data reasonably well, while at the same time providing a stable �t8.
With equation (3.11) giving access to the time di�erence between the reference chip
time and the amplitude-dependent chip time, the correction to the measured chip
time is then applied via

τ̃corr,i (Acorr,i ) = τcorr,i (Acorr,i ) − ∆τ (Acorr,i ) , (3.13)

shifting the measured time towards the reference time (�gure 3.17).

8 Also other potential models, like a polynomial function or a Gaussian error function were tested,
with the issue that sometimes the �t did not converge with the given start parameters, especially
with the Gaussian error function. In the case of the 4-parameter logistic function this issue did not
occur.
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Figure 3.17 − Example of the time walk depending on the read-out channel before and after the applied
correction for di�erent pulser DAC values.

3.4.3 Timing-at-Threshold

With all measurements so far being performed with timing-at-peak, the last part
of the timing measurements focuses on the timing-at-threshold. During one of
the measurement campaigns at the test beam (section 4.3), it was �rst observed
by colleagues reading out straw tube detectors with VMM3a/SRS [60–62], that the
timing-at-threshold mode does not work as intended. Over time, more and more hits
seem to be lost when the VMM is operated in the timing-at-threshold mode, while
when using timing-at-peak all hits are recorded. The observations were later veri�ed
with measurements in the laboratory (�gure 3.18) Afterwards, it was con�rmed by
the chip designers that the timing-at-threshold does not perform as planned [11].

What happens is the following. In timing-at-threshold mode, the TAC stop signal
(�gure 2.5) has to occur within a time window de�ned by the threshold crossing and
the time of the peak. If this is not the case, the signal processing cannot be completed
and the channel locks. However, the channel will also lock when the TAC slope goes
into saturation before the peak is reached. This is, in particular, the case for small
signals that just barely cross the THL or the case for short TAC slopes at long peaking
times [57, 63]. A workaround to reset the channels exists, meaning however that the
signal on this channel is lost [11]. It was also found that the neighbouring-logic does
not work together with timing-at-threshold. The reason for this is that due to the
timing logic needed for timing-at-threshold, the stop signal of the TAC slope is not
sent when the shaper output does not cross the threshold level [57, 63].
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Figure 3.18 − Illustration of the problem with timing-at-threshold in case of the VMM3a. For each
VMM3a read-out channel, the number of hits is plotted depending on the run time. The measurement
was performed with the laboratory set-up using an 55Fe radioactive X-ray source (chapter 4).

3.5 E l e c t r o n i c s N o i s e a n d T h r e s h o l d L e v e l

Another aspect of the system characterisation is the understanding of electronic
noise. The noise can originate from di�erent sources [26], causing �uctuations in
the signal amplitude and the baseline width. There are e.g. internal noise sources,
such as thermal noise, shot noise or 1/f noise, which a�ect especially the detector
signals and the analogue part of the read-out chain. Thermal noise means that
the electrons follow a Brownian motion in the conductors of the read-out scheme,
creating �uctuating voltage drops over resistors [26]. Shot noise is caused by the
fact that the signal is generated by discrete charge carriers, with the arrival of the
electrons being random and hence causing number �uctuations in a speci�c time
interval [33]. 1/f noise comprises other frequency-dependent noise sources, where
the noise amplitude increases with lower frequencies f but where the origin is not
necessarily known [33]. There are also external noise sources, speci�cally pickup
noise where external periodic electric signals are picked up by the detector and/or
the front-end electronics [26].

To quantify the noise, the Equivalent Noise Charge (ENC) is used, which relates
the signal �uctuations on the shaper output due to noise to a charge that would
be necessary to cause these �uctuations. With the shaper behind the preampli�er,
the noise’s impact can be partially reduced by optimising the shaping time τ with
respect to the detector capacitance Cdet via [26]

ENC = kshotτ + k1/fC
2
det + ktherm

C2
det
τ
, (3.14)
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Figure 3.19 − Dependence of the equivalent noise charge on the electronics gain measured for the
VMM3a with di�erent read-out and measurement methods, as well as for di�erent detector capacitances.
The data for the ATLAS read-out system are taken from [11], where no uncertainties are presented. The
data for VMM3a/SRS from the colleagues from Bonn University are taken from [20]. The measurements
for the S-curve at 22 pF were performed with the Hybrid connected to a test detector (chapter 4) and
the VMMs operated at the mainly used electronics gains. All measurements have been performed with
200 ns peaking time.

where ki are the individual constants for the di�erent noise contributions. This leads
to an optimal shaping time of [26]

τopt =

√
ktherm
kshot

C2
det . (3.15)

In addition, it is possible to reduce the impact of external noise sources e.g. by
optimising the grounding scheme of the electronics or shielding the electronics [42].
Once the behaviour and the amplitude of the noise are known, this can be used to
set the threshold level of the electronics.

3.5.1 Electronics Noise Measurements

In the case of the VMM, extensive studies have been performed on the electronics
noise by the chip designers and by colleagues, with results presented e.g. in [11, 20].
There, the dependence of the noise on the electronic gain (�gure 3.19), the dependence
of the noise on the detector capacitance including capacitances signi�cantly larger
than the ones of the typical test detectors, as well as e.g. the e�ect of the peaking
time on the noise [20] are shown. In these studies, the noise was measured using the
analogue monitoring output of the VMM and sampling the waveform e.g. with an
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Figure 3.20 − Illustration of the working principle of the S-curve method, where the analogue pulse is
scanned with the threshold level. Due to the electronic noise, the signal �uctuations can be pictured
as an envelope around the actual pulse (a). This noise envelope leads to a broadening of the step-like
transition (b). Adapted from Hans Muller [42].

oscilloscope. It can be e.g. seen that the noise decreases with increasing electronic
gain. It should be noted that in the case of the colleagues from Bonn University
VMM3a/SRS was used, while in the case of the chip designers the read-out system of
the VMM3a for the ATLAS NSW was used [64].

In addition to these studies, which rely on the analogue monitoring output and
external devices, a method was proposed in the scope of this thesis, using only the
read-out system itself. Due to the analogue part of the VMM3a, the ASIC should be
able to give access to the noise level by itself. The goal is however not to compete
with the other measurement types, but to provide a simple method, which allows to
estimate the noise level under working conditions, i.e. during the detector operation,
and to support the noise optimisation process. For this, the S-curve method [26] is
used9 (�gure 3.20), where internal test pulses of constant height are injected into the
read-out channels while increasing the threshold level. Ideally, at the last threshold
step before the pulse height, all pulses would still surpass the threshold level and
at the �rst threshold step larger than the pulse height, no pulse would be recorded
anymore. However, due to the electronic noise, the output height of the preampli�er
is broadened, leading to an S-curve (�gure 3.21). To extract the noise from the data
points, a �t of the complementary error function should be used [26]:

N (ϑ ) =
Nmax

2 erfc
(
ϑ − ϑ50√

2σnoise

)
. (3.16)

Here, Nmax is the maximum number of pulse counts per threshold level ϑ , the
threshold level ϑ50 that is surpassed by 50 % of the pulses10 and the width σnoise

9 With the analogue capabilities of the VMM3a, in theory the �uctuations of any injected signal
should be su�cient to estimate the noise. However, due to the value aggregation in the charge
ADC leading to an equivalent number of bits of 8-bit, this option had to be discarded.

10 It is e�ectively the mean of the error function.
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Figure 3.21 − Example of the S-curve behaviour of the threshold scan over the internal test pulse,
with the hybrid connected to one of tracking detectors in the test beam set-up (section 4.3). The
measurement was performed with 200 ns peaking time at an electronics gain of 9 mV/fC.

giving direct access to the equivalent noise charge, using the electronics gain Gel of
the VMM3a via

ENC = 6242σnoise
Gel

, (3.17)

with 6242 being the number of electrons per 1 fC [25]. It can be seen that the results
of the S-curve method are on average compatible with the other results (�gure 3.19).
At low gains (≤ 1.0 mV/fC), the results yield slightly lower ENC values, which is
likely to be caused by the roughness of the threshold step size of around 0.8 mV,
meaning that in these discrete steps, the transition is almost step-like. As a result,
the S-curve would underestimate the width of the transition.

With the goal of using the S-curve method to understand the noise level inside
the experimental set-up, this was measured as well (�gure 3.22). It allows not only to
estimate the noise level but also to indicate the reproducibility of this method. In this
particular case for example no e�ect is observed which could be caused by the High
Voltage (HV), likely because of the HV �lters that are used. What can be observed
though are the �uctuations between the channels and the di�erent ASICs, which are
however compatible with the other measurements [20], where the �uctuations are of
similar size. Another observation that can be made is that in the case of the shown
VMMs number 0 and 10 (�gure 3.22) the noise seems to increase towards larger
channel numbers, while in the case of VMM 9 the noise seems to decrease. The same
trend can be also observed in the data presented in [20], where the Hybrid was not
connected to a detector, thus excluding a detector e�ect as a possible explanation.
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Figure 3.22 − Illustration of the noise behaviour depending on the read-out channel for di�erent
VMMs in the test beam set-up (section 4.3), also with the High Voltage (HV) kept o� or turned on. The
measurements were performed with 200 ns peaking time at an electronics gain of 3 mV/fC.

While so far no explanation could be found, the behaviour was still accepted as
within the general �uctuations the data are compatible with each other.

Despite these results and the implementation of the S-curve method in the control
software [50], also the issues of the S-curve in VMM3a/SRS should be mentioned.
The main issue is the method’s stability, contradicting the original motivation. It
happened rather frequently that the threshold scan over the pulse gets stuck at a
certain point during the scan and hence does not �nish. The longer the scan lasts,
meaning the more threshold levels are set or data points are acquired, the more likely
this is to happen11. So far, the issue could not be resolved, with the suspicion of its
origin being the constant change of the system’s con�guration due to the increasing
THL in combination with the fact that the data acquisition is turned on and o� again
in short time intervals over a longer duration. Another issue of the S-curve is its lack
of sensitivity to external pickup noise. As the S-curve measurement is triggered by
the internal test pulse with a �xed frequency, it is unlikely that pickup signals with
di�erent frequencies coincide with the test pulses.

3.5.2 Threshold Optimisation

Despite the issues with the S-curve and its lack of sensitivity on external signals
coupling into the detector, VMM3a/SRS still can be used by itself to optimise the

11 The system got stuck in around one out of ten runs in case 20 data points needed to be acquired,
while in case of 200 data points that needed to be acquired the system got stuck at least every
second run.
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Figure 3.23 − Illustration of the di�erent number of acquired noise hits within 60 s acquisition time.

threshold level. This is illustrated in the following example. For the test beam meas-
urements (section 4.3) it is essential to operate at as low thresholds as possible, due to
the low number of primary ionisation electrons released by MIPs. Otherwise, charge
information will be lost and the detection process becomes ine�cient. However,
in the case of the VMM3a front-end of the SRS, with its self-triggered continuous
read-out, every signal above the threshold level will be processed and stored in the
data stream. So even in case the noise level from the internal sources is low, external
signals coupling into the detector or electronics can drive the need to operate the
system at high threshold levels, depending on their frequency.

To reduce the e�ect of noise, good grounding and shielding of the entire experi-
mental set-up are essential [42]. This requires a systematic approach of adding the
components step-by-step to the set-up, measuring and understanding the noise level
after each step and testing possible ways to reduce it. For the test beam set-up this
procedure was pursued, where various elements to reduce the impact of external
signals being picked up were introduced. The two main components in the case
of this speci�c set-up were the introduction of a strong common ground reference
(�gure 4.10) and the additional grounding of the MPGD connector adapter to the
detector ground (�gure 2.8b).

For the measurement process itself, VMM3a/SRS was used. First, the threshold
level on a read-out channel was set to a potentially low value, here 5 mV above the
baseline. This corresponds to around 0.5 fC or around 3000 electrons at an electronics
gain of 9 mV/fC, at which this measurement was performed. Then all the signals
processed by the read-out channel were acquired for 60 s. The e�ect of the improved
grounding can be clearly seen in terms of acquired noise hits (�gure 3.23). In scheme
A, a COMPASS-like triple-GEM detector (section 4.1) was equipped with four Hybrids,

− 58 −



which were connected to the ground return of the SRS PowerCrate 2k (�gure 2.17),
with the crate itself being connected to the common ground. Nothing else, also no
high voltage, was connected to the detector. For scheme B, where the high voltage
power supply was connected to the and also powering the detector electrodes, the
connection to the common ground of the detector was improved, but especially it
contained an improved ground connection of the MPGD connector adapters to the
detector. It should be noted that if the noise hit rate of 60 kHz, which was observed
on a single read-out channel in scheme A, would be extrapolated to all read-out
channels of a single ASIC, this would �ll half of the available bandwidth of the read-
out scheme of this ASIC. In the case of scheme A, another observation can be made,
which is the peak at noise amplitudes of around 150 ADC Values. This is exactly due
to an external signal being picked up, which was also observed with an oscilloscope
connected to the analogue output of the VMM. In general, the oscilloscope was
however not connected during the optimisation procedure, as this could a�ect again
the grounding scheme which is supposed to be optimised for the measurement
without an oscilloscope.

As a result of this optimisation procedure, the following can be concluded. Even
though noise and threshold level are still connected to each other, the driving force
for setting the threshold level in a self-triggered read-out system, like VMM3a/SRS,
is not anymore purely the noise amplitude, but also the question of how much noise
hits are accepted in the data stream by the user.

3.6 R a t e - C a p a b i l i t y w i t h T e s t P u l s e s

One of the key features of the VMM is its high rate-capability. Hence, extensive
studies on exploring the rate-capability and identifying possible limitations in the
read-out chain have been performed within the scope of this thesis, both with well-
de�ned test pulses as well as with X-rays and MIPs. While the measurements using
particle interactions are presented later (section 5.1), for the test pulse measurements
it is referred to [65]. The reason why the measurements with test pulses performed
within the scope of this thesis are not presented in detail here is the fact that they have
been performed with an outdated �rmware version, which is not in use anymore. In
fact, during the studies presented in [65], it was discovered that the main limitation of
the outdated �rmware was the way the data are read out from the VMM3a. This was
con�rmed by Patrick Schwäbig [47] who signi�cantly modi�ed and improved the
Hybrid �rmware, which is now known as Bonn Firmware (section 2.3.1). Hence, for
the sake of completeness, some of the results from [47] are recalled in the following
to illustrate the rate-behaviour of VMM3a/SRS with test pulses.

At �rst, it should be mentioned that if the data transmission clock of the VMM3a is
operated at the initial design value of 200 MHz [12] and in dual edge transmission, the
data transfers become corrupted, meaning that some bits in the 38-bit long hits are
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Figure 3.24 − Percentage of good data transfers for di�erent values of CKDT in dual edge transmission.
The behaviour is shown only for one VMM3a as an example, with the behaviour being reproduced also
for other VMMs. Adapted from [47]. Data kindly provided by Patrick Schwäbig.

not correctly transferred (�gure 3.24). Without dual edge transmission also a CKDT
of 200 MHz works. The maximum possible frequency without data corruption in
dual edge transmission is 180 MHz [47], which is the one used in the Bonn �rmware.

Secondly, it should be mentioned that until the bandwidth limit due to the token
passing is reached, the measured output rate follows linearly the input rate in a
one-to-one relation (�gure 3.25). However, as it can be seen in the given example
with �ve active channels, the maximum achievable rate is below the expected limit
of 8 Mhits/s from the CKTK. This is due to the token passing, as it was observed
on another occasion (�gure 3.26). There, the maximum rate where the received hit
rate saturates is plotted against the number of active read-out channels. As it can be
seen, the received hit rate gets larger with increasing numbers of active channels,
with the theoretical maximum in the asymptotic limit. This is due to the fact that
in the token read-out scheme of the VMM3a, after having looped over all read-out
channels, a reset token is needed to restart the loop [47]. So the fewer channels have
to be read out, the more reset tokens are sent, limiting slightly the rate-capability.

Something else should be noted for the presented results. Even when considering
the mentioned e�ect of the reset token, this does not explain why the expected limit of
8 Mhits/s is not reached. The reason for this is that at the time of the measurements
shown in [47], the FEC �rmware still contained a so-called acquisition window,
meaning that only in a speci�ed BCID window the hits were actually acquired. Here,
the window was 3700 BCID values, so the theoretical limit is 8 Mhits/s×3700/4095 =
7.2 Mhits/s. This acquisition window was later removed by Dorothea Pfei�er for
ESS and replaced by the latency logic [41] (section 2.3.3), allowing the acquisition of
data over the full BCID cycle.

− 60 −



0.0 0.5 1.0 1.5 2.0 2.5
Pulser Rate (MHz)

0

2

4

6

8

10
Cu

m
ul
at
iv
e
Re

ce
iv
ed

H
it
Ra

te
on

Fi
ve

Re
ad
ou

tC
ha
nn

el
s(
M
hi
ts
/s
)

6.507Mhits/s

Estimate
Data

Figure 3.25 − Hit rate measured on the DAQ computer compared to the input rate applied with an
external pulse generator. Here, �ve read-out channels have been pulsed at the same time. The estimated
rate increase is not a �t but corresponds to the assumption that all data on each channel can be read
out. The dashed line indicates the saturation of the hit rate due to the limits in the read-out scheme.
Adapted from [47]. Data kindly provided by Patrick Schwäbig.
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Figure 3.26 − Dependence of the measured hit rate on the number of active read-out channels per
VMM. The formula for the theoretical prediction is given in [47]. The dashed line indicates the
saturation of the hit rate due to the limits in the read-out scheme. The reason for the deviation between
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with the channel in this particular case being limited to 3.6 Mhits/s. Adapted from [47]. Data kindly
provided by Patrick Schwäbig.

− 61 −



3.7 F e a t u r e S u m m a r y

Having described VMM3a/SRS in the previous chapter and its characterisation meas-
urements in the present chapter with its details, in the last section of this chapter
the most important results from both chapters are summarised. This includes also a
list of VMM3a properties, where the chip performance deviates from the intended
design, as it was also provided by the chip designers themselves [11].

Ampli�er and Shaper: The analogue part of the VMM3a contains 64 read-out channels,
with each containing a charge-sensitive ampli�er and a third-order shaper. The CSA
is able to handle both positive and negative input signals. The electronics gain of the
CSAs can be adjusted to values of 0.5, 1.0, 3.0, 4.5, 6.0, 9.0, 12.0 and 16.0 mV/fC per
VMM. The shapers have adjustable peaking times of 25, 50, 100 and 200 ns, which
again can be adjusted per VMM.

Baseline Stabilisation: It was observed that on some VMMs, especially at the highest
electronics gain of 16 mV/fC, the baseline holder circuit works not as intended. With
enabling bipolar shaping (SBIP �ag of the VMM3a settings, done by default in the
VMM3a/SRS control software) the e�ect is mitigated and the baseline is kept stable
at around 170 mV.

Electronics Noise: With the noise level depending on the ampli�er’s gain and the
detector capacitance connected to channel input, it was found that the intrinsic
equivalent noise charge is not larger than 500 electrons and that connected to a
typical 10 × 10 cm2 test detector the ENC is not larger than 1000 electrons for gains
≥ 3 mV/fC.

Setting the Threshold: The VMM3a front-end of the SRS operates in a continuous
self-triggered read-out mode, with the read-out of the channel triggered by the shaper
signal crossing an adjustable threshold value (10-bit for the global ASIC DAC and
5-bit as individual channel trimmers). So in order to be able to operate at THLs as low
as possible and not acquire only noise hits, it is essential to optimise the grounding
and shielding of the detector and the electronics.

Pulser: Each VMM channel contains a calibration pulser, with the voltage value of
the pulser being adjustable with a 10-bit DAC for the entire ASIC. With this, a 0.3 pF
capacitor is charged (alternatively also 3 pF), which gives a charge pulse to the CSA.

Neighbouring-Logic: The VMM3a has the possibility to enable a trigger-logic, which
allows to read out channels below the threshold, if the adjacent read-out channel
detected a signal above the threshold level.
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Bunch Crossing Clock CKBC: Various clock frequencies have been tested, but not all
of them work reliably. For frequencies up to 44.4̄ MHz, a stable operation was found.
Typical operation frequencies have been between 20 MHz and 44.4̄ MHz. At a CKBC
of 160 MHz, BCIDs were lost. The exact frequency at which the system becomes
unstable was not determined.

Timing-at-Threshold: The VMM3a provides two di�erent timing modes in VMM3a/SRS:
timing-at-peak (default) and timing-at-threshold. For timing-at-threshold it was
found that, depending on the electronics settings, the read-out channel can lock and
lose data, making the timing-at-threshold mode in the VMM3a di�cult to use. Also
the neighbouring-logic does not work together with timing-at-threshold.

Charge ADC: Each read-out channel contains a clock-less 10-bit charge ADC. It
su�ers from a value aggregation, reducing the e�ective number of bits to 8-bit. The
ADC provides only the baseline-subtracted peak amplitude of the shaper output.

Timing ADC (TDC): Each read-out channel contains an 8-bit timing ADC, which
su�ers from the same value aggregation as the charge ADC, reducing its e�ective
number of bits to 6.5-bit. The reference time for the TDC can be adjusted to values
of 60, 100, 350 and 650 ns.

ADC and TDC Calibration: The ADCs contains channel-by-channel �uctuations,
meaning that the central channels give larger ADC outputs at the same input charge
than the outer ones. For the TDC a similar situation exists however it does not follow
necessarily the inverse U-shape of the ADC. For both cases, correction procedures
are implemented in the VMM3a/SRS control software.

Time Resolution: Depending on the amplitude of the shaper output and the selected
peaking time, the time resolution of the VMM3a can vary. The di�erential time
resolution is around 2 ns at 200 ns peaking time and 0.5 ns at 25 ns peaking time.

Channel FIFO: Each read-out channel of the VMM3a contains a 4-bit deep FIFO. How-
ever, in the continuous read-out mode, which is e.g. implemented in VMM3a/SRS,
this FIFO is not accessible, meaning that on a read-out channel only a new hit can be
stored after a hit has been previously read out.

Read-Out Clocks: The maximum data transmission clock that the VMM3a can op-
erate with, in dual edge transmission, is 180 MHz. The maximum token clock that
VMM3a/SRS could potentially be operated with is then 9 MHz. The actual values are
slightly lower, due to the base clock of the Hybrid �rmware.
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Table 3.1 − Maximum achievable data rates of VMM3a/SRS depending on the read-out stage with the
existing �rmware versions and hardware components. The maximum rate from the switch to the DAQ
computer depends on the number n of FECs and hence network ports used at the switch, the output
bandwidth of the switch, as well as the input bandwidth of the network card (e.g. 10 Gbps as in the
hardware used for the measurements in this thesis).

Readout stage Quantity unit Maximum rate Limiting factorRate per (Mhits/s) (Mbps)

A.1 VMM3a channel Channel 3.6 144 ADC conversion time
A.2 VMM3a to Spartan-6 VMM3a 8.8̄ 355.5̄ CKTK frequency
A.3 Spartan-6 SERDES 17.7̄ 711.1̄ Combining 2 VMMs
B.1 HDMI Hybrid 17.7̄ 888.8̄ 8b/10b encoding
B.2 DVMM DVMM card 142.2̄ 7111.1̄ Combining 8 Hybrids
C FEC and Ethernet FEC 20.8 1000 Gigabit Ethernet
D Switch and Computer Switch 20.8 × n 1000 × n Combining n FECs

Data Rates: The maximum number of hits that can be read out of a single ASIC
within VMM3a/SRS is 8 Mhits/s for the Bonn �rmware or 8.8 Mhits/s for the ESS
�rmware (chapter 2). Hence, a single hybrid with two VMMs is able to almost �ll
the entire bandwidth of the FEC which is 20.8 Mhits/s (table 3.1). The maximum
rate of a single channel is theoretically 4 MHz derived from the ADC conversion
time. The observation indicates that most channels seem to have a slightly lower
rate capability of 3.6 MHz [47].

Detector Speci�c Settings: At the end, a table with di�erent electronics settings,
depending on the detector type or the detector’s operating condition is presented
(table 3.2). It should be recalled that the VMM3a provides only the peak amplitude
and the time of the peak and no information about the waveform of the induced
signal. For this, the analogue output would be required, which gives only access to a
single channel per VMM.

− 64 −



Table 3.2 − Electronics settings that were used, depending on the detector settings and type.

Detector Detector Particle Electronics Peaking
gain type gain (mV/fC) time (ns)

104 Copper X-rays 3.0 or 4.5 200

104 55Fe X-rays 6.0 200COMPASS-like
triple-GEM detector 4 × 104

55Fe or 1.0 200copper X-rays

104 to 4 × 104 MIPs 9.0 or 12.0 200

Resistive layer 104 MIPs 9.0 or 12.0 200MicroMegas
NIM-logic signals - - 1.0 25to 0.5 pF capacitor
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Chapter 4

F

E x p e r i m e n t a l M e t h o d s

In the following chapter, the experimental aspects that are common to the detector-
based characterisation studies and applications (chapters 5 and 6) are described.
First, the detector type used for the measurements is presented: a COMPASS-like
triple-GEM detector �lled with Ar/CO2 (70/30 %) at ambient pressure and temper-
ature (section 4.1). Thereafter, the laboratory set-up is described (section 4.2). The
measurements were performed with a single detector using X-ray sources. Thus,
the description includes also the presentation of the detector response to X-rays.
As the cluster reconstruction is always performed on the single detector level, its
explanation is also included in the laboratory set-up part, even though it is inde-
pendent of the particle interaction type. In the last part, the set-up used for test
beam measurements is described (section 4.3). With the beam telescope built in the
scope of this thesis, consisting of multiple COMPASS-like triple-GEM detectors, the
reconstruction of particle tracks based on the single detector clusters is described in
this part. Further, the response to MIPs and the commissioning of the beam telescope
are presented.

4.1 C O M P A S S - L i k e T r i p l e - G E M D e t e c t o r

The main components of a COMPASS-like triple-GEM detector [66] are the three
Gas Electron Multiplier (GEM) [24] foils used for the ampli�cation process. Each
GEM consists of a 50 µm thick polyimide foil, coated with 5 µm copper on the top
and bottom sides. The foil is structured with bi-conical holes, where the inner hole
diameter is around 50 µm, the outer one 70 µm and the hole pitch 140 µm, with the
holes arranged in a hexagonal pattern1 (�gure 4.1). To reach the high electric �elds
for the gas ampli�cation (section 1.4), a high voltage O (350 V) is applied between

1 It should be noted that the mentioned dimensions are the ones of the so-called standard GEMs that
were also used in this thesis. Other geometries with di�erent foil thicknesses, hole sizes and hole
pitch exist as well. For an overview with further references, it is referred to [67].
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(a) − GEM hole pattern. (b) − GEM hole cutaway view.

Figure 4.1 − Electron microscope images of a standard GEM (a) with the hexagonal hole pattern and
the cut through one of these holes (b). Adapted from [66]. Courtesy of Fabio Sauli.
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Figure 4.2 − Schematics (not drawn to scale) of the triple-GEM detector used for the measurements in
this thesis, with a particular focus on the voltage divider and the gap sizes.

the two copper electrodes of the GEM2, with the electron avalanche taking place
inside the holes (�gure 1.1). In order to apply the high voltage, various schemes
exist [68, 69], with a voltage divider being the one used here (�gure 4.2). To achieve
su�ciently high detector gains, multiple GEMs can be stacked on top of each other.
The scheme used in this thesis adopts the one developed for COMPASS [66, 70],

2 CAEN Mod. N470 high voltage power supply for the laboratory set-up and CAEN SY5527 mainframe
with CAEN Mod. A1526N high voltage module.
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where the GEM stack is composed of three foils, each with a distance of 2 mm from
the neighbouring one. The entire stack has a distance of 2 mm from the read-out
anode for the signal induction and 3 mm to the cathode for the drift region. The
resistor in the voltage divider across the �rst GEM has the highest value, leading to
the highest �eld and hence the largest ampli�cation. With each following GEM, the
resistor value is decreased, reducing the gain of each successive GEM, to decrease
the discharge probability due to the higher electron density at the later GEMs.

During the process of amplifying, extracting, transferring and collecting the elec-
trons between the di�erent GEMs, some of the electrons are ‘lost’. This can be e.g.
due to attachment to the gas atoms or the (�eld dependent) electrical transparency3.
Thus, the gain achieved with the detector is not simply the product of the three
individual GEM gains. This leads to the de�nition of the total e�ective detector gain
for such a multi-stage GEM detector [68]:

G =
Na
N0
=

Ia
N0 e νi

, (4.1)

where N0 is the initial number of primary ionisation electrons, Na the number of
electrons reaching the anode, e = 1.602 × 10−19 C the elementary charge, νi the
interaction rate, which is independent of the number of collected primary electrons
and Ia the electron current measured on the anode. The gain shows the expected
(section 1.4) exponential behaviour (�gure 4.3).

After the ampli�cation stage, the signal is induced on the read-out anode. In the
case of COMPASS-like triple-GEM detectors, a segmented read-out anode is used, in
order to be able to reconstruct the position of the incident particle. The segmentation
consists of conducting copper strips of 5 µm thickness, separated by 50 µm thick
polyimide wells. The 256 x-strips are on the top with a width of 80 µm, while the 256
y-strips are on the bottom with a width of 340 µm. In both cases, the pitch is 400 µm
(�gure 4.4). This de�nes the actively read out area of the detector of 10 × 10 cm2.

4.2 L a b o r a t o r y S e t - U p

The laboratory set-up (�gure 4.5) is a single detector, read out with four RD51 VMM
Hybrids connected via HDMI cables to a single DVMM/FEC combination, which is
mounted in a corresponding SRS Minicrate. It is important to note that this set-up
started as a prototype, meaning that the components evolved and were partially
replaced (with the exception of the Hybrids and the FEC) with the �nal production
versions of them (chapter 2) in the scope of this thesis. Hence, for example, the use

3 It should be noted that the electrical transparency is �eld-dependent. For the typical operation
�elds, as in this thesis, the situation is close to a fully transparent state [68].
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Figure 4.3 − Total e�ective detector gain of a COMPASS-like triple-GEM detector, depending on the
divider voltageVdivider. The error bars on the gain are enlarged by a factor of 5 for better visibility. The
main contribution to the gain error arises from the current measurement, where the standard deviation
of Ia is used. The data are �tted with an exponential function G (Vdivider) = exp[a(Vdivider − b)]. The
measurements have been performed with an 55Fe source, for which N0 = 193 (section 4.2.1).
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(a) − Read-out board SEM image. (b) − Read-out board sketch.

Figure 4.4 − Electron microscope images of a read-out anode for a COMPASS-like GEM detector (a).
Adapted from [66]. Courtesy of Fabio Sauli. Drawing of the corresponding board to illustrate the
height di�erence between the x-strips on the top and the y-strips on the bottom (b).

of an SRS Minicrate and an external powering scheme for the Hybrids, instead of
the SRS PowerCrate 2k and the provision of the power via the HDMI cables.

The read-out strips traverse the detector housing, such that the Hybrids can be
directly connected to the read-out board. In the case of the utilised detector, this
made the use of adapters mandatory, as the read-out board contained the old-style
connectors4 instead of the new connectors5 used on the Hybrid. The read-out strips

4 Panasonic AXK6SA3677YG (130 contacts)
5 Hirose FX10A-140P/14-SV1 (140 contacts with additional ground contacts)
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Figure 4.5 − Photograph of the experimental set-up used in the laboratory, mainly for X-ray studies.
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and the Hybrid’s input channels are connected with a one-to-one mapping, where
strip si is mapped to hybrid channel i .

In addition to the read-out scheme with VMM3a/SRS, it is also possible to read
out the detector with other electronic devices, which were for example used to
characterise the basic detector performance. One of them is a picoammeter6, with
which the anode current Ia on the read-out strips was measured. For this, all strips
were joined together and connected to ground through the picoammeter. At the
same time, it was possible to read out the bottom of the last GEM with a signal
processing chain consisting of preampli�er7, shaper8 and MultiChannel Analyser9

(MCA), with the latter being e�ectively a fast ADC for the signal digitisation. The
signal reading on the bottom of the last GEM allowed to monitor the shaper signals
on an oscilloscope10.

4.2.1 X-Ray Sources and Typical Spectrum

The measurements with the laboratory set-up involved two kinds of X-ray sources.
On the one hand a passive 55Fe radioactive source11 and on the other hand an active
copper target X-ray tube12, with both emitting soft X-rays. The 55Fe source emits
photons with energies of EKα = 5.9 keV and EKβ = 6.5 keV [25], which have relative
intensities of 89.8 % and 10.2 % respectively [36]. The copper target X-ray tube emits a
continuous Bremsstrahlung spectrum with peaks at EKα = 8.0 keV and EKβ = 8.9 keV,
which have almost the same relative intensities as the 55Fe photons [36]. In order to
suppress the Bremsstrahlung part of the spectrum, the opening of the X-ray tube
was usually covered with three layers of copper tape.

The emitted X-rays interact predominantly via the photoelectric e�ect (�gure 1.4).
In the following, the di�erent de-excitation processes and hence event signatures
after the photoelectric ionisation of an argon atom through a soft X-ray photon are
presented. First, the photoelectron is liberated from an inner shell, the K-shell, of the
argon atom. The electron interacts with the surrounding gas atoms, ionises them
and creates a charge cluster. This is common for all de-excitations processes of the
initial argon atom (�gure 4.6). The most probable one13 is a photon-less de-excitation
via an Auger cascade (�gure 4.6a). There, the energy di�erence between the K-shell

6 Keithley Model 6487 Picoammeter
7 ORTEC® 142PC Preampli�er
8 ORTEC® Model 474 Timing Filter Ampli�er
9 Amptek® MCA-8000D Pocket MCA
10 Rohde & Schwarz® RTB2004 Digital Oscilloscope
11 55Fe decays via electron capture into 55Mn, which emits then characteristic X-rays, due to the

de-excitation of the atomic shell levels [25].
12 Ital Structures Compact 3K5 X-ray Generator
13 From the integrals of the peaks in the recorded spectrum (�gure 4.7) it is estimated that this takes

place in around 85 % of the cases.
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Figure 4.6 − Illustration of the di�erent event characteristics after the photoelectric interaction of an
X-ray photon γ with a gas atom. The full energy deposition in a single cluster is illustrated in (a), where
after the liberation of a photoelectron (ph.e.) one or more Auger electrons (Au.e.) are emitted close to
the initial interaction. Another single cluster event is illustrated in (b), where the initial ionisation is
followed by the emission of a �uorescence photon γ′ that escapes the active detector volume. In (c), a
double cluster event is shown, where γ′ does not escape the detector but interacts in the gas volume
and liberates a second photoelectron (ph.e.′). Published in [71].

level EK and higher shells Eh is transferred to other shell electrons, which are then
emitted and ionise themselves surrounding gas atoms. This happens directly next to
the ionisation track of the photoelectron, keeping the single charge cluster structure,
containing almost the entire photon energy (so-called photopeak of the spectrum).
Alternatively, a characteristic argon �uorescence X-ray photon, with energy Eh − EK
can be emitted. This photon however often leaves the active area of the detector and
thus escapes its detection (�gure 4.6b). This leads to the so-called escape peak of the
spectrum, where only the energy of the photoelectron is contained. In addition, it
can happen that the characteristic X-ray photon does not leave the active detection
area and interacts with another argon atom, leading to the liberation of a second
photoelectron and thus a second charge cluster, separated in space (�gure 4.6c).

Numerically this means the following. In the case of the photopeak, the charge
cluster contains the full photon energy. The liberated shell electron (EK

b = 3.2 keV)
has a kinetic energy of Ekin = 2.7 keV in the case of 55Fe or Ekin = 4.8 keV in the
case of the copper target X-ray tube. This corresponds to the always present charge
cluster and at the same time to the energy of the escape peak, in case of the emission
of an argon �uorescence photon. This photon has an energy of Eγ = 3 keV [36].
During the interaction with an L-shell electron of another argon atom, this would
lead to another cluster with about 2.7 keV [36].

It should be noted that the mentioned energy values for the photoelectron corres-
pond only to interactions of Kα photons. Due to the intensity di�erences between
the Kα and Kβ line and the energy resolution of gaseous detectors, which is typically
10 % to 20 % at FullWidth atHalfMaximum (FWHM), it is not possible to distinguish
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the Kβ line from the Kα line, with the energy resolution being de�ned as [28]

R =
∆E

E
=

2.35σE
E

, (4.2)

where ∆E is the FWHM of the peak with energy E (�gure 4.7).
Taking both, the escape and the photopeak into account, and recalling the average

ionisation potentials for argon (Wi = 26 eV) and carbon dioxide (Wi = 34 eV), the
number of created electron-ion pairs can be calculated:

N0 =
Edep

W̃i
. (4.3)

Here, W̃i = 28.4 eV is the weighted ionisation potential, where the weights are
derived from the mixing ratio in the gas compound. The deposited energy in the gas,
Edep, contains the ratio between photopeak and escape peak, where the weights are
derived from the peaks’ integrals, so the relative amount of interactions:

Edep = 0.85
(
IKα E

photo
Kα + IKβE

photo
Kβ

)
+ 0.15

(
IKα E

escape
Kα + IKβE

escape
Kβ

)
. (4.4)

Here, Ii describes the relative intensities of the Kα and Kβ lines [36]. With this, it is
found that N0 = 193 for 55Fe and N0 = 268 for a copper target X-ray tube in Ar/CO2
(70/30 %).
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(a) − Time di�erence between hits. (b) − Cluster span.

Figure 4.8 − Distribution of the maximum time di�erence between the two hits within a cluster (a)
and distribution of the time span of a cluster (b). The behaviour is illustrated for X-rays and MIPs at a
total e�ective detector gain of around 3 × 104.

4.2.2 Cluster Reconstruction

Following the interaction of the initial particle, the initial charge cloud and the
following electron avalanche are spread over multiple read-out strips, due to di�usion,
leading to a so-called cluster. With a cluster corresponding to an incident particle,
it contains information about the particle’s interaction point, the interaction time
and the deposited energy. To get access to this information, the clusters have to
be reconstructed from the acquired hit data. The VMM3a front-end of the SRS is
operated in a self-triggered continuous read-out mode. This leads to the situation
that no additional information exists, e.g. external trigger signals or a frame-based
read-out, to assist the cluster identi�cation.

In order to reconstruct clusters from the hit data stream, the following procedure,
based on the hit time, is implemented in the reconstruction software [55]. First, the
hits are sorted in time, using the full timestamp given in equation (2.7). Then time
clusters have to be found. A time cluster means any accumulation of hits, which
has to ful�l two conditions, de�ned by the user: the time between two consecutive
hits must be equal to or smaller than ∆thits and the time between the �rst and the
last strip of the accumulation must not be larger than ∆tspan. Typical values used
in this thesis are ∆thits = 100 ns and ∆tspan = 500 ns. It can be seen that these
values are a conservative choice (�gure 4.8). For the hit time di�erence, only the
maximum value from all the time di�erences between the strips within a cluster is
shown (�gure 4.8a). Both distributions peak well before the de�ned clustering values.
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Figure 4.9 − Distribution of the time di�erence between the cluster time (section 4.2.3) recorded in
the x-plane and in the y-plane.

However, the choice was motivated by not losing cluster information, because of too
strict clustering conditions. It was further motivated by the fact that after the time
clustering, geometrical clustering is applied to identify the plane clusters. So even
if multiple particle interactions are clustered together within a time cluster, they
would be separated by the geometrical clustering. For this, all adjacent strips are
considered as a plane cluster, if they are larger than a previously de�ned minimum
cluster size sc and there is no gap between two adjacent strips larger than smis, called
missing strip. Typical values used in this thesis are sc = 1 strip (usually for charged
particles), sc = 2 strips (often for X-rays) and smis = 0 strips or 1 strip. This choice
was driven by the interaction behaviour and charge deposition of the particles.

Having found the plane clusters, an option exists to �nd the detector clusters. For
one-dimensional strip detectors or detectors with pad read-out, the plane clusters
are identical to the detector clusters, while for detectors with x-y-strip read-out, a
matching of the clusters between x-plane and y-plane can be performed in order to
obtain detector clusters. In that case, the plane clusters are matched in time again,
using the cluster timestamp (section 4.2.3). This means that the time di�erence
between an x-plane cluster and a y-plane cluster must not be larger than the previ-
ously de�ned value of ∆tplane. Typical values used in this thesis are ∆tplane = 100 ns
or ∆tplane = 150 ns. Also this choice is conservative (�gure 4.9). It was driven by the
case of individual read-out planes of the same detector being read out by di�erent
FECs, which despite the CTF card may have a time o�set of up to 75 ns, which needs
to be considered within ∆tplane. It should be further noted that an option exists to
match the correct plane cluster by respecting the charge sharing ratio, to reject
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possible mismatches. Usually, the read-out boards have a charge sharing ratio of
50/50 % or 60/40 % between the x- and y-plane, depending on the production series14.
For this, the cluster ADC charge (sum of all hit ADC values of the cluster) is used.

4.2.3 Cluster Parameters

For each found cluster, various quantities are saved. Starting with an identi�er, the
detector and the detector plane the cluster was found in, this is followed by the
fundamental quantities size, charge, time and position. The cluster size refers to the
number of strips a cluster is made up of. The cluster charge sums up all ADC values
Qi from the strips i within a cluster

Qc =
∑

i

Qi . (4.5)

The position of the cluster is calculated with a position reconstruction algorithm, as
it allows to achieve spatial resolutions much smaller than the electrode pitch. This is
due to the spread of the charge cloud over several read-out strips because of di�usion.
A popular choice as position reconstruction algorithm is the Centre-Of-Gravity
(COG) method with

xc =

∑
i Qixi∑
i Qi

. (4.6)

Here, xc is the calculated centre of the cluster found with vmm-sdat, xi the position
of read-out strip i and Qi the charge that was induced on this strip making up the
cluster. Other methods exist as well, for which it is referred to the characterisation
studies (section 5.2.2). In addition to the position of the cluster, also its timestamp
is calculated. The default method is the COG method, with the strip position being
replaced by the strip time ti :

tc =

∑
i Qiti∑
i Qi

. (4.7)

Other methods are the usage of the earliest hit timestamp of the cluster, which is the
µTPC-method [72, 73], or using the timestamp of the hit with the largest amplitude.
For their comparison, it is also referred to the characterisation studies (section 5.3).

In addition to these already calculated quantities, the ROOT �le generated with
vmm-sdat contains also the raw information making up the clusters, meaning each
ti or xi for each identi�ed cluster. Furthermore, the reconstruction quantities are

14 Both kinds of production series have been used in this thesis. For the tracking detectors of the
beam telescope (section 4.3), the charge sharing ratio is 50/50 %, while for the laboratory detector,
which is also one of the detectors under test in the beam telescope, the ratio is 60/40 %.
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saved, such as the time span of the cluster or the maximum time di�erence between
strips, the number of missing strips per cluster or the time di�erence of the plane
clusters that could be matched to a detector cluster.

4.3 T e s t B e a m S e t - U p

The RD51 collaboration organises up to three times per year common test beam
campaigns at the H4 beam line of the Super Proton Synchrotron (SPS) at CERN. This
includes the provision of common test beam infrastructure, for instance, the perman-
ent installation of a gas supply or the provision of two (movable) beam telescopes. As
part of this thesis, a third beam telescope was equipped with VMM3a/SRS read-out
with the main goal of commissioning the electronics and providing a new common
front-end for future test beam campaigns.

A key point in this activity was to con�rm that VMM3a/SRS, due to its rich feature
set, is a fully integrated read-out system. This means that all the required information
which is needed to characterise the Detectors Under Test (DUT) is provided by a
single common front-end. The data from the detectors for the track reconstruction
are read out by the same system as the DUTs and are part of the same data stream,
reducing the overhead in the event reconstruction. With the high rate-capability, it
is possible to operate with short acquisition times and still acquire large statistics,
while the charge and position sensitivity allow a precise scanning of the detector
response. At the same time, due to the electronic time resolution in the nanosecond
regime, it is possible to study the time resolution of the DUTs15 without requiring
further dedicated hardware, like for example external TDCs.

This leads to another important point in providing a common read-out system for
test beam campaigns, which is compatibility with di�erent detector technologies.
Even though the following description focuses on COMPASS-like triple-GEM detect-
ors, it should be noted that during the three test beam campaigns that took place
over the course of this thesis, various other detector types have been successfully
read out with VMM3a/SRS. Not all were tested in the new RD51 beam telescope, but
also by other RD51 groups within their own set-ups16. Among the tested detectors
are di�erent kinds of triple-GEM detectors, di�erent kinds of MicroMegas detectors,
including a Time Projection Chamber (TPC) with a MicroMegas ampli�cation stage,
as well as detectors outside of the MPGD family, speci�cally straw tubes for the
DUNE experiment, as well as NIM signals from a coincidence unit which received
signals from scintillators connected to PhotoMultiplier Tubes (PMTs).

15 Typically of the order of O (10 ns).
16 For a more detailed description of the mentioned technologies and in particular their application in

the RD51 test beams, it is referred to the dedicated test beam reports during the RD51 collaboration
meetings [60–62].
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The speci�c beam telescope used for this thesis consists of three COMPASS-like
triple-GEM detectors for track reconstruction and varying numbers and types of
DUTs. The DUT with which most of the measurements have been performed is
the COMPASS-like triple-GEM detector that was also used for the X-ray studies.
The detectors are all mounted on a support frame (�gure 4.10), which contains for
example also the common electronics ground bar or the mounts for the optional
scintillators and PMTs. In addition, a support rack next to the beam telescope is
required that contains e.g. the low and high voltage power supplies or additional
NIM electronics to pre-process the PMT signals for VMM3a/SRS.

Inside the telescope, the detectors have roughly the same distance to each other
(�gure 4.11), with the DUTs placed in between the tracking stations. The detectors
themselves are all rotated by 90° with respect to each other, in order to avoid system-
atic errors in the coordinate system mapping. The coordinate system of the beam
telescope is aligned with the �rst tracking station, which was mounted in such a way
that the x-strips of the detector measure along the x-direction of the beam telescope
and the y-strips measure along the y-direction, such that the origin of the detector
is the origin of the beam telescope. However, to keep a right-handed coordinated
system, all the other detectors are then placed along the negative z-coordinate within
the beam telescope coordinate system.

The measurements themselves were mainly performed with muons with 80 GeV/c
momentum (�gure 4.12) and around 105 particles per spill17 (sections 5.2.6 and 5.3).
To measure with higher intensities of up to 107 particles per spill, pions with 80 GeV/c
momentum were used (section 5.1.2). In addition to the test beams at the H4 beam
line, the beam telescope was also operated at the H2 beam line with 31 GeV/c protons,
with maximally 105 particles per spill (section 6.3).

4.3.1 Track Reconstruction

In order to characterise the DUTs with a beam telescope, the tracks of the beam
particles traversing the active area of the telescope have to be reconstructed. For
this, the track reconstruction software anamicom [74, 75] was used, which is also
used for other RD51 set-ups [7]. In the following, the principal working scheme of
the tracking software using VMM3a/SRS data is recalled.

The starting point is the event-building. Usually, the event de�nition is provided
by an external triggered signal. However, as the beam telescope is operated in the
self-triggered continuous read-out mode, identical to the cluster reconstruction in
a single detector (section 4.2.2), no external trigger signals are used for the event

17 The beams at the secondary beam lines of the SPS originate from the extraction of the primary
beam in so-called spills of around 5 s length towards the experiment halls.
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Figure 4.10 − Photographs of the experimental set-up used in the RD51 test beam in May 2022. The
beam telescope with its components (detectors, electronics, grounding, etc.) as well as the rack with
its components (oscilloscope, HV mainframe, NIM electronic) are shown. In the bottom image, the
positions of the three tracking detectors are indicated (T1, T2 and T3). The DUTs are placed between
the tracking detectors, with DUT-A being hidden behind the switch.
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Figure 4.11 − Sketch of some of the detectors used in the beam telescope with their distances to each
other, their rotations and the orientation of the detector coordinates (x ′ and y ′) in the beam telescope
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detector under test (DUT-A). Connected to the detectors are the Hybrids, which are numbered from 1
to 16.
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Figure 4.12 − Example of the energy loss spectrum, the Landau distribution, of muons recorded with
a COMPASS-like triple-GEM detector using VMM3a/SRS at di�erent total e�ective detector gains.

de�nition. Hence, the signals are built from the plane clusters18 reconstructed with
vmm-sdat. At �rst, a coincidence window has to be found, containing a su�ciently
large number19 of coincident clusters from di�erent planes. For this, the earliest
timestamp of each detector read-out plane is stored in an n-tuple, with n being
the number of planes. If the time di�erence ∆tclusters between the earliest t0 and
the latest accepted timestamp20 is smaller than a previously de�ned time interval,
here ∆tcoinc ≤ 1000 ns, the coincidence window was found. If the time di�erence
is larger than ∆tcoinc, it is iterated over the read-out planes and the next earliest
timestamp is taken until the coincidence condition is met. Once a coincidence
window ∆tclusters is found, the event is de�ned: it contains all clusters from all
read-out planes for which holds tc − t0 < ∆tclusters, with tc the cluster timestamp.
Similar to the cluster reconstruction, the chosen value for ∆tcoinc may be considered
as conservative (�gure 4.13). It was driven by the fact that anamicom is able to
reconstruct multiple tracks per event and hence the geometrical tracking would
disentangle all the clusters contained within the event.

Having de�ned the event, the cluster information is transferred to the tracker.
For this, the basic cluster information on the strip level (ADC value per strip, strip

18 The track reconstruction software is speci�cally designed to work with detectors with strip read-out
structures. As this includes also detectors that measure only along a single dimension, this structure
was kept for VMM3a/SRS as they are provided within the plane clusters.

19 It is possible to allow ine�cient planes in the track reconstruction. The same ine�ciency condition
is also allowed in the event-building.

20 Accepted due to the ine�ciencies. Even though it is possible to allow ine�cient planes, this is
something, which was not allowed for the analysis performed in this thesis.
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Figure 4.13 − Number of built events and reconstructed tracks, depending on the length of the coin-
cidence interval ∆tcoinc. In this case, the detectors were operated at a gain of around 3 × 104. The beam
conditions were muons with around 10 kHz particle rate (around 50 000 particles per spill) recorded
over six spills.

position, time of the signal) is used to be compatible with the data from other read-
out electronics. The resulting cluster parameters are however the same as those
used by vmm-sdat (section 4.2.3). The tracker itself is based on a Kalman �lter [76].
With a detailed description of the Kalman track �tting algorithm used being given
in [77], in the following only the general working principle is recalled (�gure 4.14).
This assumes no ine�cient layers, which was in fact required for the three tracking
stations. The starting point is the cluster with the highest charge in the �rst plane of
the telescope, which has to be matched with the cluster with the highest charge in
the second plane. If this works, the track extrapolation continues, if no matching is
possible, the clusters with the next highest charge in the �rst plane is used, and the
procedure for the second layer is repeated. Based on the position of the clusters found
in the �rst two planes, the position of the cluster in the next plane is estimated. Once
a cluster is found around the estimated position the extrapolation of the position
towards the next layer continues until the last layer is reached. If at some point
no matching cluster is found in the next layer, but there are other clusters in the
current layer of the event available they will be used. This procedure is repeated
until no clusters from the event can be matched and the track �nding in the event
gets terminated. When the track is found in the forward direction, the procedure is
repeated in the backwards direction on the assigned cluster to smooth the track �t.

An important aspect of correctly reconstructing the particle tracks is to ensure
that the detectors are precisely aligned with each other. This means to include shifts
between the detectors in the x-y-plane of the beam telescope coordinate system
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Figure 4.14 − Working principle of the track �nding and �tting algorithm based on a Kalman �lter
used in anamicom. Adapted from [77].
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Figure 4.15 − Example of a residual distribution in the x-direction of the DUT for various alignment
conditions. While the tracking stations are already aligned, the situations for the DUT shown here are
without any rotational and translational alignment, without any rotation around the z-axis and then
with both transformation operations applied.

in the track reconstruction, as well as rotations of the detectors around each axis.
With anamicom, the corresponding translations and rotations can be extracted via
an iterative process from the particle tracks. A detailed description of how the
parameters for the geometric transformations are extracted from the data and then
applied in anamicom can be found in [75, 77]. Here, only an example of the residual
distribution21, after various alignment steps is shown (�gure 4.15). This indicates the
importance of a correctly aligned tracking system, as the residual distribution should
always peak around 0 µm as this is the reference position of the particle tracks.

4.3.2 Commissioning of the Beam Telescope

Being able to reconstruct particle tracks, the next step is to characterise the per-
formance of the beam telescope and the DUTs. The main parameter for this is the
detector e�ciency, which is de�ned as the ratio between the number of times when a
detector recorded a particle interaction that is part of a track Ndet and the number of
particle tracks reconstructed with the beam telescope Ntracks, using only the tracking
detectors:

εdet =
Ndet
Ntracks

. (4.8)

E�ectively it describes, how likely it is that a cluster in a detector can be matched
to a track. Another quantity that can be useful to describe the performance of the

21 See equation (5.13) for the de�nition.
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beam telescope is the tracking e�ciency, which can be understood as how likely it is
to reconstruct the track of a particle. This requires precise knowledge of the true
number of particles, which would require a second beam telescope as a reference,
in order to determine the combined performance of tracking detectors, read-out
electronics and track reconstruction software. For the track reconstruction itself, it
would be possible to estimate the performance with Monte Carlo methods. Because
at the time of the test beam campaigns it was not possible to either use a second
reference beam telescope or to match the data from two telescopes, the tracking
e�ciency is not determined in the following and the focus is kept on the detector
e�ciency.

The starting point is to determine the e�ciency of the tracking detectors. For this,
a slightly adjusted e�ciency de�nition is used, compared to equation (4.8). Instead
of relying on the other GEM detectors which are also read out with VMM3a/SRS,
the three scintillators with connected PMTs22 that are also mounted on the beam
telescope are used. Their signals are processed by a NIM coincidence unit, and it is
assumed that the coincidence unit only sends signals in case a particle interacted
inside the scintillators23 The coincidence signals are matched with the GEM detector
clusters, such that if a GEM detector recorded at least one potential particle interaction
within a time di�erence of ±500 ns compared to the coincidence signal24 it is assumed
that this detector is part of the particle interaction and hence allows to reconstruct
tracks. This means that the likelihood that a tracking detector is part of an event
is investigated25 (�gure 4.16). It can be seen that all three tracking stations behave
similar, with an increasing e�ciency for higher detector gains. To reach e�ciencies
& 95 %, it is necessary to operate the tracking detectors at gains > 104. Hence, to
be as e�cient as possible during the test beam measurements, the tracking stations
were operated at gains between 20 000 and 30 000. The electronics threshold level
is set to 15 mV above baseline for each channel in each tracking detector, which
corresponds to 1.5 fC or 104 electrons26.

After investigating the tracking detectors, in the following the e�ciency of the
COMPASS-like triple-GEM detector under test (�gure 4.17) is investigated, using

22 Two scintillators are placed in front of the �rst tracking detector (T1) and the third one is placed
behind the last tracking detector (T3).

23 The assumption was later validated as in the time in between the particle spills, so when it is
impossible that beam particles interact in the scintillators, no output signals from the coincidence
unit were observed.

24 The value of ±500 ns may seem again very wide. The choice is motivated by the goal to use the
same time interval of 1000 ns as used for the event building.

25 Ideally it would be investigated if a track or an event found with anamicom can be matched with
the coincidence signals. This would however require a trigger counter [75], which was not available
in the standard test beam set-up and only later integrated for VMM3a/SRS (section 6.3). However,
to get an estimation of the tracking capabilities, the approach used here is considered su�cient.

26 The determination procedure of the threshold level is described in the next paragraph.
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Figure 4.16 − E�ciency of the three tracking stations T1, T2 and T3 depending on the total e�ective
detector gain and the voltage applied to the voltage divider of the detectors. In terms of gain, the
detectors behave similar, while in terms of voltage needed to achieve the corresponding gains, the
detectors behave slightly di�erent. Due to the overlap of the data series and to still distinguish the data
points, the uncertainties of them are not shown; the uncertainties on the voltage are of the order of 2 %
of the voltage value, while the uncertainty on the e�ciency is of the order of around 3 %.

equation (4.8) and the particle tracks reconstructed with the tracking detectors. The
plot combines the e�ciency of the di�erent read-out plane settings. This means
that the cluster being part of the track counted for Ndet is either part of the x-plane,
the y-plane or both planes at the same time. Common to the plane settings is the
di�erence between the x-plane on the one hand and the y-plane and both planes
combined on the other hand. This is due to a charge sharing of 60/40 % between
the x and y-coordinate for this particular detector, with less charge collected in the
y-coordinate. Requiring then, that a cluster is found in both coordinates means that
this process is dominated by the y-plane, which explains the overlap between the
y-plane e�ciency and the one for both planes. In addition to the splitting between
the planes, a strong threshold dependence can be observed. The larger the threshold,
the more charge information is not accessible and the lower the e�ciency. In case of
the lowest operation threshold of around 1.5 fC (�gure 4.17) the procedure to set the
threshold should be recalled. First, the threshold levels for each read-out channel
were equalised such that they are triggered at the same input charge. Afterwards, the
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Figure 4.17 − Plot of the detector e�ciencies of the DUT, depending on the voltage applied to the
voltage divider, the corresponding detector gain and the threshold level per read-out channel. The
error bars are not shown for the sake of better distinguishing the di�erent data series. However, the
uncertainties on the detector e�ciency are of the order of 3 %, while the uncertainties on the voltage
are of the order of 2 %, similar to the gain plot (�gure 4.3).

THLs were adjusted to values as low as possible, while pursuing in parallel further
grounding to reduce external signals coupling into the detector as well as masking27

particularly noisy channels. For this the following rough condition was applied:
the hit rate in the data stream of the entire system of three tracking stations and
the corresponding DUT should not be larger than around O (500) hits per network
package28, for 100 recorded packages. The recording time for the packages should be
around 3 s. This choice29 may seem arbitrary, however, it was driven by the decision
to not acquire too many hits in the time in between SPS spills to avoid excessive
data storage. While during the spill the network packages contain mainly hits and
almost no Markers (section 2.3.3) due to the higher data rate, outside of the spill
the Markers make up two-thirds of the data30. However, as the Markers are needed
for a correct time calculation, an increased noise rate would reduce the relative
contribution of the Markers to the data storage, but the absolute storage would

27 Often it was su�cient to not mask the channel entirely but to increase the individual channel
threshold with the trimmers by a few mV.

28 This means around O (500) packages per FEC, as each FEC sends its own network packages.
29 In fact, this was the choice for this particular test beam. Depending on the experimental conditions

also di�erent THLs can be selected based on how many noise hits are accepted.
30 Each network package stores 1500 hits or Markers, so in case 500 noise hits are allowed per package,

two-thirds of the data are Markers.
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increase. Thus, the problem of data storage described in the following is purely based
on the hits that are stored. The hit rate is about 16 kHz of noise (from three tracking
detectors and one DUT combined) compared to the hit rate of around O (500 kHz)
(again for four detectors combined) generated by the interacting particles during the
spill. Calculating the ratio between these two numbers gives that less than 5 % of the
stored hits originate from noise.

If more noise hits can be accepted31 or the detector grounding is further optimised,
even lower THLs should be possible. For the medium threshold level of around 3 fC,
the noise hits already disappeared, while for the large threshold of around 5.5 fC
(�gure 4.17) it should be remarked that this value was mainly picked for academic
purposes as it is not a reasonable choice for MIPs anymore. The strong threshold
dependence shows that an important part of the beam telescope’s commissioning
has to be spent on threshold optimisation.

The commissioning process of the beam telescopes shows that VMM3a/SRS allows
to read out particle detectors for minimum ionising interactions. E�ciencies of
& 95 % can be reached with detector gains of 104 and more, while at the same time
operating at a threshold of 1.5 fC per read-out channel. Higher e�ciencies at lower
gains might be reached when accepting more noise hits or when it is managed to
further decrease the noise level of the detector. This might not be considered ideal,
however, the values are not too far o� from the numbers found for the original
COMPASS triple-GEM detectors which reached the e�ciency plateau at a gain of
around 8000 [66]. Another important aspect of the e�ciencies should be recalled:
VMM3a/SRS operates in its self-triggered continuous read-out mode. This means
for the case of an e�ciency of 95 %, that 95 % of the interactions from all particles
contained in the beam spill are recorded and reconstructed32.

31 Here it should be noted that during the test beam also lower threshold levels of 1.25 fC and 1.0 fC
were tested. Runs with these thresholds were in the end discarded due to a large amount of recorded
noise. In the case of 1.5 fC THL, the raw data .pcapng �le had typically a size of around 100 MB
recorded with four detectors. When lowering the THL only on the DUT to 1.25 fC, the �le size
increased to 200 MB, while in the case of 1.0 fC the �le size increased to around 1 GB due to the
additionally acquired noise hits.

32 This requires though that no hit information is lost due to bandwidth limitations (section 5.1), which
for the case of the muon beam with which most of the presented measurements were performed is
a valid assumption (section 5.1).
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Chapter 5

F

L a b o r a t o r y a n d T e s t B e a m
M e a s u r e m e n t s

In the following chapter, the various measurements to characterise the detector
and electronics performance, either with X-rays or with MIPs, are presented. The
measurements focus each on a di�erent quantity (�ux, position, time and energy),
which can be measured with the detector and the electronics. The starting point
is the high rate-capability. Triple-GEM detectors can operate at rates up to several
MHz/mm2 [67, 69], and are thus an ideal device to investigate the rate-capability of
VMM3a/SRS and explore its rate limits (section 5.1). Afterwards, spatial resolution
studies and position reconstruction methods are presented (section 5.2), as this is
of particular interest for imaging applications as well as for particle tracking over
large areas with tens of micrometre spatial resolution. For this, calculations, X-ray
imaging studies and measurements with the beam telescope are used. The latter is
also used to determine the time resolution of the detectors (section 5.3). With the
time resolution of GEM detectors being of the order of ten nanoseconds, it allows to
demonstrate that VMM3a/SRS provides an integrated read-out system with which
many parameters of a detector can be characterised. The energy resolution is the
parameter, that the last part focuses on (section 5.4).

5.1 R a t e - C a p a b i l i t y

One of the VMM3a’s key features is its rate-capability, especially in combination
with its self-triggered continuous read-out. Particularly for imaging applications
with X-rays or neutrons, this is advantageous as it allows to record the signals from
the interacting particles without requiring any external trigger logic or frame-based
read-out. To understand the limits of the read-out capabilities, various studies with
randomly occurring hits from X-ray interactions have been performed (section 5.1.1),
also to enhance the rate-capability studies with test pulses (section 3.6). Afterwards,
measurements performed with charged particles during the test beam campaigns are
shown (section 5.1.2). For both cases, application examples are given (section 5.1.3).
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5.1.1 Studies with X-Rays

The rate-capability studies with X-rays were performed with the laboratory set-up1

(section 4.2). The su�ciently high particle rates in the O (10 MHz) regime that are
needed for the studies can be only achieved with the X-ray generator. It was operated
at an acceleration voltage of 20 kV. The hardware con�guration of VMM3a/SRS was
optimised to achieve the highest possible data rates: since one Hybrid can almost
saturate the bandwidth of the FEC’s gigabit Ethernet transceiver, only a single hybrid
was connected to one FEC, with a total of two FECs used. One FEC was used to
read the x-strips of the detector and the other one to read the y-strips. Thus, the
actively read out detector area was reduced to 5 × 5 cm2. To ensure that the photons
interact only in this area, the rest of the detector was shielded with absorbers. For
the measurements, the neighbouring-logic was enabled, as it is bene�cial for the
position reconstruction, when performing X-ray imaging applications (section 5.2).

The �rst goal is to �nd the rate saturation limits. For this, the active detector
area was uniformly irradiated with X-rays. The anode current of the X-ray tube was
increased, while at each current setting data were acquired for 10 s; the larger the X-
ray tube current, the larger is the number of generated and thus interacting photons
in the active detector area, leading to an increased data rate in the read-out system.
The extracted hit rate saturates (�gure 5.1), with the saturation level being very close
to what is expected from the token clock, with 8 MHz for the Bonn �rmware and
8.8̄ MHz for the ESS �rmware (section 2.3.1). Each hit is driven out of a VMM3a with
the token passing scheme (section 2.3.1), with the maximum possible hit rate being
the CKTK frequency. With two Hybrids and thus four VMMs, the saturation levels
should be the sum of the four VMMs, as no other bandwidth limit (should) exist in
the chosen electronics con�guration. At this point, almost every read-out channel,
despite receiving signals randomly in position and time, contains a hit in its bu�er,
which has to be read out via the token, meaning that this is the limiting factor.

From the recorded hits, the clusters were reconstructed to understand the limit in
terms of particle interaction rates and how the hit saturation a�ects the clustering
procedure (�gure 5.2). It can be seen that the plane cluster rate saturates, similar
to the hit rate, and hence being explained by the bandwidth limits of the read-out
electronics. However, the measured rate for the detector clusters decreases after
reaching a maximum. The maximum rate is also lower than the plane cluster rate at
the same X-ray tube current. It is a result of the bandwidth limit in combination with
the cluster matching between the read-out planes and can be illustrated in terms
of matching probabilities between the two read-out planes (�gure 5.3). Due to rate

1 Detector gain of around 104, electronics gain of 3.0 mV/fC and 4.5 mV/fC, peaking time of 200 ns,
TAC slope of 60 ns and a threshold level of around 40 mV, without channel-by-channel equalisation.
Unless further speci�ed, the neighbouring-logic was enabled.
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Figure 5.1 − Dependence of the measured hit rate, so the number of read out VMM channels per
second, on the anode current of the X-ray tube for the two Hybrid �rmware versions. The estimate
indicates the expected hit rate if there would be no bandwidth limit in the read-out chain. Each data
point corresponds to an acquisition time of 10 s. The error bars on the data points are < 0.2‰ of the
value and thus so small that they would not be visible and are hence not plotted. Data published in [41].
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Figure 5.2 − Dependence of the measured cluster rate on the X-ray tube’s anode current for the two
Hybrid �rmware versions. The estimate indicates the expected measured interaction rate if there would
be no bandwidth limit. Each data point corresponds to an acquisition time of 10 s. The error bars on
the data points are < 0.6‰ of the value and thus so small that they would not be visible and are hence
not plotted. For both �rmware versions, the saturation of the cluster rate in the individual read-out
planes can be seen, while for the detector cluster with a matching between x-plane and y-plane, a
decrease in the measured rate can be observed. Data published in [41].
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Figure 5.3 − Fraction of plane clusters that are part of a detector cluster, so where the clusters in the
x-plane and the y-plane could be matched, depending on the X-ray tube’s anode current. The error
bars on the data points are < 0.08 % and thus so small that they would not be visible and are hence not
plotted. Data published in [41].

saturation in each plane, the data that would lead to a cluster is lost and not processed.
Then, a plane cluster can be for example reconstructed from the hit information on
the x-plane, but the corresponding hits in the y-plane are not processed due to the
bandwidth limit and thus no detector cluster can be matched. The larger the X-ray
currents, the less e�cient becomes the plane matching, as the probability to lose/not
process the hits belonging to an X-ray interaction increases. It should be noted that
the described behaviour for the cluster rate saturation, both for the plane and the
detector clusters is related to the fact that a two-layer strip read-out anode with a
1:1 strip-to-channel mapping is used and that this behaviour may be di�erent when
other read-out geometries are used.

In both plots of the measured rate (�gures 5.1 and 5.2), also an estimate of the
expected rate is given. From previous measurements [69] with this X-ray generator,
it is known that the photon �ux depends linearly on the anode current for the
chosen operating conditions. For the low X-ray anode current regime Ia ≤ 4 mA
the cluster rates are compatible with rate measurements performed by reading out
the signals induced on the bottom side of the last GEM, using a pre-ampli�er, a
shaper and an oscilloscope (section 4.2). The estimated cluster rate νc, calculated
from the VMM3a/SRS data, follows an expected linear �t to the �rst three data points,
giving νc (Ia) = 0.57 MHz/mA × Ia. It is assumed that in this regime the measured
rate corresponds to the expected rate without signi�cant hit losses. This is further
con�rmed by the two �rmware versions that give the same cluster rates in this
regime despite their di�erent rate behaviour.

− 94 −



0 500 1000 1500 2000 2500 3000 3500
Energy (ADC Values)

0.0

0.5

1.0

1.5

2.0

N
or
m
al
ise

d
En

tri
es

pe
r2

0A
D
C
Va

lu
es X-Ray Tube

Current (mA)
0.6
2.0
4.0
6.0
8.0
10.0
12.0
14.0
16.0

Figure 5.4 − Recorded X-ray spectra depending on the X-ray tube current. Here recorded with the
Bonn �rmware. The X-ray tube currents lead to particle �uxes between 14 kHz/cm2 for 0.6 mA
and 365 kHz/cm2 for 16 mA. The values were calculated with the formula for the rate estimation,
νc (Ia) = 0.57 MHz/mA × Ia and an irradiated area of 25 cm2. Data published in [41].

The investigation of the rate behaviour is continued with the study on the e�ects
that the bandwidth limitation has on the data quality. For that purpose, the energy
spectrum of each data point is plotted (�gure 5.4). With increasing photon �ux, the
quality of the spectra gets worse, particularly for X-ray tube currents ≥ 8 mA, where
the bandwidth limit is reached. The explanation for this is found in the CKTK and
the round-robin token passing, where each channel is read after one another, going
over each channel with raised data �ag. As each channel can bu�er only a single
hit and is only able to store a new hit, after the previously bu�ered hit is read out,
this means that some hits can be lost. The higher the irradiation density and the
more channels are available that could potentially store a hit, the more likely it is to
happen that a hit is not stored within the same channel. This is because more hits
need to be read out in one token round and hence it takes more time to read out the
same channel twice.

To con�rm the explanation, the distributions of the time di�erences between
acquired hits (�gure 5.5) are studied, depending on the number of Active Channels
per Hybrid (ACPH). The idea is that the more channels are active and have to be
read out, the longer it takes to pass the token again to the same channel and to read
out the next hit. By reducing the ACPH, the token passing for one round takes less
time, meaning that the channels blocked with data are freed earlier. Hence, fewer
hits are likely to be lost, resulting in the time di�erence between two consecutively
read out hits on the same channel becoming smaller.
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Figure 5.5 − Time di�erence distributions for an X-ray tube anode current of (a) 2 mA and (b) 10 mA,
recorded with the Bonn �rmware. The plotted time di�erences are the ones between two consecutive
hits on the same read-out channel, but for a di�erent number of Active Channels per Hybrid (ACPH).
Data published in [41].

For these studies, the detector and X-ray set-up remained the same, while more
and more adjacent VMM channels were masked to reduce the ACPH. In the case of a
low X-ray tube current (2 mA), all time di�erence distributions have the same shape,
independent of the number of channels that had to be read out. When turning o� the
neighbouring-logic, only the absolute number of hits changed, but not the general
behaviour. At a larger X-ray tube current (10 mA), where the bandwidth limitation
is evident (�gure 5.1), the expected e�ect becomes visible. First, no di�erence is
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observed between 128 ACPH to 64 ACPH, so masking the channels from an entire
ASIC, while when reducing the number of active channels on a single VMM, a
di�erence is observed. This con�rms that the responsible bandwidth limit has to be
on the ASIC and not on the read-out chain afterwards. Second, there is the expected
e�ect observed of the peak in the time di�erence distribution moving towards smaller
time di�erences when fewer channels are active and have to be read out. The same
is observed, when the NL is disabled, so also when fewer channels have to be read
out. This con�rms that the round-robin-like token passing limits the bandwidth,
a�ecting the data quality at high rates.

Having established these results, it can be seen that the ESS �rmware is around
11 % faster than the Bonn �rmware, which is exactly the di�erence in the CKTK and
SERDES clocks. However, even if the maximum achievable hit rates are a�ected
by this, the problem of information loss and degraded energy resolution occurs
already below the maximum where the recorded data rates between the two �rmware
versions are comparable. Hence there is e�ectively, in terms of data rate, no relevant
di�erence between the two versions.

5.1.2 Test Beam Results

In addition to the X-ray studies, the rate-performance of VMM3a/SRS was also tested
during the test beam campaigns. The electronics set-up was again optimised for rate
studies, meaning that only a single detector was read out per FEC, so four Hybrids
per FEC. Similar to the X-ray studies, the rate of the particle beam, here 80 GeV/c
pions, was increased over various steps. Di�erent to the X-ray studies, an expected
number of particles per spill could be easily provided by the beam instrumentation
of the H4 beam line, speci�cally the scintillator particle counters. In terms of rate, it
is important to note that here the number of particles per spill is studied, with each
spill having a length of around 5 s.

For studying the rate-behaviour, the number of reconstructed clusters per spill is
compared with the number of particles per spill recorded with the beam counters
(�gure 5.6). This comparison is done for two detectors, one of the tracking stations
and a COMPASS-like triple-GEM detector under test2. It can be seen that at lower
rates, with O (106) particles per spill or less, the number of reconstructed clusters
agrees with the expected numbers of particles or even exceeds them. As the noise
hit rate is below O (100 Hz) this can be excluded as a possible explanation for the
deviation to higher hit values. However, during the test beam campaign, other set-
ups were located in front of the RD51 VMM3a/SRS beam telescope, meaning that

2 The detector was operated at a gain of around 30 000, the electronics gain was 9 mV/fC, the peaking
time was set to 200 ns and the TAC slope was set to 60 ns. The neighbouring-logic was enabled,
with a threshold of 55 mV above baseline without channel-by-channel equalisation.
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Figure 5.6 − Number of reconstructed clusters per beam spill versus the expected number of beam
particles for two di�erent detectors in the beam telescope. The estimate indicates the unity relation
from the expected number of particles. The error bars are smaller than < 3‰ of the values and are
hence not plotted for visibility purposes.

the pions could create showers in those set-ups, leading to multiple particles, which
are then detected by the detectors in the beam telescope. For the spills with 5 × 106

particles or 1 MHz of particle rate or more, it can be seen (�gure 5.6) that the number
of reconstructed clusters drops below the expectation. This can be explained with
the same data loss per VMM caused by the token loop.

The earlier start of this behaviour in terms of absolute interaction rates (around
1 MHz for the pion beam versus several MHz for the X-ray studies) is caused by the
irradiation density. While in the case of X-rays an area of 25 cm2 was read out, the
centre of the pion beam covers an area between around 1 cm2 and 3 cm2, depending
on the rate3. Hence, the rate per area or read-out channel can be even higher for a
localised pion beam than for a uniformly irradiated area, while the hit loss still takes
place at a lower total particle rate.

As a result, it can be concluded from the X-ray and beam measurements, that
the exact particle rate that can be recorded with VMM3a/SRS depends both, on the
irradiation density and the number of channels in the irradiated area that have to
be read out. For the case of the RD51 test beams at the H4 beamline of the SPS, it
is possible to record pion beams with close to 5 × 106 particles per spill. In terms
of order of magnitude, this would become also the limit for muon beams, here

3 In order to change the particle rate of the secondary beam during the test beam, not the intensity
of the primary beam on the target is changed, but the collimator, absorber and magnet settings of
the secondary beam line are changed. As a result, not only the particle rate increases, but also the
area of the beam spot, especially in the case of pions.
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Figure 5.7 − X-ray image of the tip of a pen. While the full data run contains 50 × 106 reconstructed
clusters, the image consists only of 17 × 106 reconstructed clusters, with an acquisition time of 30 s.
Published in [41].

however driven by the gigabit Ethernet of the FEC. With the muon beams being
much wider in diameter (around 8 cm), the irradiation density is much lower. As
each FEC handles up to 20 Mhits/s, the interaction rate could be maximally around
2.5 MHz with muons, using a cluster size of around 4 strips per read-out plane and
assuming that only one detector with x-y-strip anode is read out per FEC. If more
detectors are read out, the maximum would be further reduced (table 3.1).

5.1.3 Examples of High-Rate Applications

After the numerical studies, some measurements to highlight the application of the
rate-capability of VMM3a/SRS are shown in the following. At �rst, two examples of
X-ray imaging are shown. The measurements were performed with the same set-up
as for the limitation studies with X-rays (section 5.1.1), but with the acceleration
voltage set to 18 kV and the X-ray tube current being �xed to 5 mA. The �rst image
shows a pen, with the image consisting of 17 × 106 clusters (�gure 5.7), which is only
an excerpt of the fully irradiated area, where 50 × 106 clusters have been recorded
within 30 s. Analogous, an X-ray image of a bat was recorded (�gure 5.8). The
279 × 106 clusters have been acquired in 3 minutes, with the image containing here
the entire irradiated area. It should be noted that both images contain the raw
position information extracted from the reconstructed clusters. No further image
optimisation and processing (e.g. �ltering or correcting for detector non-uniformities)
was applied.
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Figure 5.8 − X-ray image of a bat. It consists out of 279 × 106 reconstructed clusters, with an acquisition
time of 180 s. Published in [41].

In addition to the radiography, providing stationary images, the high rate-capability
of VMM3a/SRS in combination with the continuous self-triggered read-out allows
also to perform �uoroscopy, i.e. the imaging of moving objects. For this, on the one
hand, the opening of the X-ray tube’s shutter4 was recorded (�gure 5.9a) and on the
other hand, the rotating blades of a fan (�gure 5.9b). In both cases, the continuous
data stream was sliced into frames of 2 ms length. For the fan, where each frame
contains about 4000 clusters, the X-ray tube voltage was reduced to 16 kV, to decrease
the higher energy Bremsstrahlung part of the spectrum. This in combination with
copper tape that has been added to the fan’s blades was done to increase the photon
absorption.

The continuous self-triggered read-out provides also advantages for the operation
with MIPs. In this particular example, it was possible to record around 106 particles of
the secondary beam in the H4 beam line of the CERN SPS. This allows to reconstruct
the time pro�le of the beam spill, as well as, by integrating the time pro�le, the
structure of the extraction of the primary beam from the SPS towards the North
Area (�gure 5.10a). The latter is con�rmed by the beam monitoring provided for the
CERN SPS (�gure 5.10b). The observed structure is a result of the SPS operation,
which at the time of the measurement (July 2021), was still in its beam tuning
phase after resuming operation a week before the measurement. However, due to

4 For this measurement it should be noted that e.g. for studying immediate charging up e�ects
directly after the start of the irradiation, it is important to know the opening time of the X-ray
tube’s shutter, which could be provided with VMM3a/SRS.
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Figure 5.9 − Examples of the capabilities of recording moving processes with VMM3a/SRS due to the
continuous self-triggered read-out. Published in [41].

this measurement, the RD51 VMM3a/SRS beam telescope was then also used in
the following test beam campaigns to provide live feedback on the beam structure,
especially in terms of the geometrical beam pro�le and the time pro�le of the spill
(�gure 5.11).
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Figure 5.10 − Time pro�le of a spill from the SPS extracted to the CERN North Area and the corres-
ponding extraction pro�le generated from the spill structure (a). The extraction pro�le is compatible
with the observations from the SPS status monitor surrounded by the dashed line (b).
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(a) − Muon beam image. (b) − Muon spill pro�le.
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(c) − Pion beam image. (d) − Pion spill pro�le.

Figure 5.11 − Examples for the 2D image of the muon (a) and the pion (c) beams and their corresponding
spill time pro�les for muons (b) and pions (d), with the beam extraction being a bit shorter than the
typical 5 s in this particular situation (d).
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Figure 5.12 − Example of the read-out modulation e�ect’s on the reconstructed cluster position. The
histogram is a projection of the reconstructed cluster positions on the x-axis, with the vertical bars
indicating the position and the width of the anode strips in the x-plane. While here only the result for
X-rays is shown, the behaviour is similar for MIPs.

5.2 S p a t i a l R e s o l u t i o n S t u d i e s

Having demonstrated that the capabilities of VMM3a/SRS are well suited for imaging
applications, the next step is to study the image quality. For this, it is essential to
understand the accuracy of the particle’s reconstructed incidence position, which is
not only important for imaging but also for tracking applications. The starting point
is the observation of a well-known e�ect, where the distribution of the reconstructed
positions contains a repeating pattern that follows the structure of the read-out
electrodes (section 5.2.1). Afterwards, various methods to mitigate the e�ect are
proposed (section 5.2.2). It is then investigated, if the mitigation is due to smoothing
or because of more accurately reconstructed positions. For this, modelling studies
(section 5.2.3), X-ray imaging methods using copper X-rays (sections 5.2.4 and 5.2.5)
and position resolution measurements with a beam telescope are used (section 5.2.6).

5.2.1 Read-Out Modulation E�ect

When the position of a particle is reconstructed with the COG method as shown in
equation (4.6) and the corresponding distribution of the calculated cluster centres is
visualised with a �ne binning, a periodic pattern can be observed (�gure 5.12). The
underlying behaviour was already observed with Multi-Wire Proportional Chambers
(MWPCs) [78]. Its origin is a combination of a segmented read-out structure, a
threshold-based read-out system and using COG position reconstruction (�gure 5.13).
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Figure 5.13 − Illustration of the origin of the read-out modulation. The charge distribution is discretised
due to the integration of the charge over the read-out strips, with the height of the vertical bars indicating
the charge amplitude recorded per strip. Only the solid bars surpass the threshold level (THL) and are
hence used for the position reconstruction. The vertical solid line indicates the actual centre position
of the charge cluster, while the vertical dashed line indicates the cluster’s reconstructed position xc.
Published similarly in [79].

Despite consisting of discrete charge carriers, the charge cloud can be assumed as
continuous distribution, due to the large number of electrons O (106). Because of the
spreading of the charge cloud over several read-out strips and the integration of the
charge signal along each strip, the charge information of the cloud gets discretised.
Combining this with a threshold-based read-out system, where only signals above
the threshold level are processed and accessible for the position reconstruction,
this means that charge and position information are missing in the COG formula.
Thus, small signals that only surpass the THL by a little amount, represent a slightly
larger charge fraction compared to their actual charge fraction from the original
charge cloud. As a result, the reconstructed position of the cluster gets forced in the
direction of the central strip in case the cluster size has an odd strip count (�gure
5.13a) or in between the two central strips in case of an even strip count cluster
(�gure 5.13b). This explains the repeating double peak structure observed in the
position distribution, with one peak being aligned with the read-out strip and the
other peak being centred between two strips.

A few remarks should be made on the given example for the modulation e�ect and
the related investigations presented in the following. First, the modulation behaviour
is not only observed with X-rays as in the example but also with MIPs. While in
the case of X-rays, the detector area was uniformly irradiated, for MIPs this was
not the case, due to the density pro�le of the particle beam. Second, for the X-ray
measurements an energy cut is applied to reduce the e�ect of noise clusters in the
position reconstruction (�gure 5.14). For MIPs this is not necessary, as here only the
clusters that are contained within a particle track are used, meaning that noise hits
are strongly suppressed. The third remark is related to the threshold level, as the
observed modulation is also a threshold e�ect. While the studies with MIPs have
been performed with equalised threshold levels, including a threshold optimisation
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Figure 5.14 − Illustration of the energy spectrum from the copper target X-ray tube (a). The vertical
dashed line indicates the position of the energy cut applied to the data for the X-ray imaging analysis.
The distribution plot (b) shows the e�ect of the energy cut on the cluster size. Data published in [79].

to as low values as possible, this was not done for the X-ray studies. For the latter,
the THL was chosen to record as few noise hits as possible without equalising the
threshold levels, leading to a threshold of around 70 mV above the baseline. With an
electronics gain of 3 mV/fC, this corresponds to a charge of 23 fC or around 10 % of
the selected dynamic range. Although this can be regarded as a very high threshold
level, the choice was accepted due to the high detector gain of around 104 and the
preserved good quality of the X-ray spectrum.

5.2.2 Mitigation of the Read-Out Modulation

In the following, various approaches to mitigate the modulation e�ect by improving
the position reconstruction and hence the spatial resolution are presented. A particu-
lar focus is put on a hardware approach, the Neighbouring-Logic (NL) of the VMM3a
(section 2.1.2), as it targets the problem of missing charge information. The NL
allows to recover charge information below the threshold level, as a channel which
surpasses the THL triggers the read-out of the left and right adjacent channel, even if
they are below the threshold level (�gure 5.15). It should be noted that, despite being
triggered by the signal from an interacting particle, the neighbouring-logic may also
acquire noise or signals with a bad signal-to-noise ratio. The consequences of this
and how to potentially handle these situations are discussed in the classi�cation of
the results (section 5.2.7). So far, however, it can be seen that the position response
for X-rays gets more uniform (�gure 5.16), as it is expected for uniform irradiation.
For MIPs, the modulation e�ect is still strongly visible, but nonetheless reducing
the e�ect of single strip clusters, which are the spikes in the position distribution
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Figure 5.15 − Illustration of the neighbouring-logic’s e�ect on the recorded charge distribution. With
NL enabled, the adjacent channels below THL are read-out as well. Published similarly in [79].

that are aligned with the read-out strips (�gure 5.16b). One of the main goals of the
studies presented in the following sections is to understand if the NL recovers the
charge information correctly. As the NL works on the VMM3a’s channel level, it is
important to note that a successful use of the NL with a particle detector requires
that adjacent read-out electrodes are connected to adjacent VMM3a channels, as it is
the case for COMPASS-like triple-GEM detectors.

With the read-out modulation problem already well-known before the existence of
a hardware approach [78], various position reconstruction algorithms exist to mitig-
ate the modulation e�ect and to improve the position reconstruction. It is important
to note that the position reconstruction algorithms and the neighbouring-logic should
not be considered as interchangeable alternatives, as they target di�erent parts of the
origin of the modulation e�ect. While the NL is supposed to recover missing charge
information, the position reconstruction algorithms aim for an optimal handling of
the existing charge information for the most accurate position determination. One of
these algorithms, the η-method [75, 80], is recalled in the following, as it also allows
to explore the read-out modulation from another point of view. The η-method is an
iterative approach, where �rst the positions are reconstructed with COG. Afterwards,
correction distributions are generated, for which �rst the di�erence between the
cluster centre xc and the centre of the nearest strip s is calculated:

η = xc − s . (5.1)

With the results being histogrammed (�gure 5.17a), the number of expected entries
Nb,exp = Ntot/n is calculated for each bin b from the total number of histogram
entries Ntot and the number of bins n. This uses the assumption of a uniform position
response. The correction functions are then calculated from the entry count di�erence
∆b = Nb − Nb,exp via

δηb =

∑b
i=1 ∆i

Ntot
, (5.2)
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(a) − X-ray data.
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(b) − MIP data.

Figure 5.16 − Position distributions for clusters reconstructed from X-rays (a) and MIPs (b), comparing
the pure COG reconstruction and COG with enabled neighbouring-logic. The vertical bars indicate
the positions of the anode strips. The spikes in the MIP data, which are aligned with the anode strips
originate from single-strip clusters.

where δηb is the correction term for the position found in the corresponding η-bin
(�gure 5.17b). The corrected position of the cluster x ′c is calculated via

x ′c = xc + δηb . (5.3)

When applied to the data, it can be seen that the position distribution gets completely
uniform (�gure 5.18).
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Figure 5.17 − Illustration of the η-method, with the initial distributions that illustrate the distance of
the reconstructed cluster centre from the centre of the closest strip for two di�erent cluster sizes (a)
and the resulting correction functions (b) to �atten the position distribution.
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Figure 5.18 − Comparison of the position distribution from the COG method without enabled NL,
with the position distribution from the COG method after applying the η-correction. The vertical bars
indicate the positions of the anode strips.

Another algorithm, originally proposed in a CERN Summer Student project [81],
which is tested in this thesis, is the modi�cation of the COG method. Instead of
using an iterative algorithm which is based on the measured detector response, the
modi�cation of COG allows to keep an event-based algorithm without requiring
previous data processing. It targets a di�erent part of the read-out modulation’s
origin: the tails of the charge distribution which are just slightly above the THL. In
order to give less weight to them, the COG formula is modi�ed to

xc =

∑
i Q

n
i xi∑

i Q
n
i
, (5.4)

with n = 2 being the parameter investigated in this thesis, while other values of
n have not been further studied. Despite the simplicity of this purely empirical
approach, the Q2 weighting reduces the read-out modulation (�gure 5.19). The
following studies focus mainly on the Q2 method, intended to con�rm that the
�attening of the position distribution is a result of improved position reconstruction
and not the consequence of a smoothing e�ect.

Both approaches to mitigate the modulation e�ect aim at di�erent parts of the cause
of the read-out modulation, with the NL being supposed to recover missing charge
information below THL, and the Q2 method being supposed to handle the existing
charge information that surpasses just slightly the THL di�erently. Nonetheless, also
their combination was studied, showing that the modulation e�ect gets even further
reduced (�gure 5.20).
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(a) − X-ray data.
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(b) − MIP data.

Figure 5.19 − Position distributions for clusters reconstructed from X-rays (a) and MIPs (b), comparing
the COG reconstruction with the Q2 reconstruction, without enabled NL. The vertical bars indicate the
positions of the anode strips. For the MIP data, it should be noted that the spikes, which originate from
single-strip clusters, are contained in both data sets, with the Q2 data overlapping the COG data.

It is important to note that among the presented data analysis approaches to mit-
igate the modulation e�ect only the Q2 weighting method is further pursued. This
is because the improvements in terms of �attening the position distribution when
applying the η-method are not re�ected by the improvements in terms of spatial
resolution. On the one hand, there are results from other works [75], where the
improvement by applying the η-correction was ‘on the order of 10 %’ [75] for some
measurements, while other measurements showed ‘improvements [that] are consid-
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(a) − X-ray data.
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(b) − MIP data.

Figure 5.20 − Position distributions for clusters reconstructed from X-rays (a) and MIPs (b), comparing
the COG reconstruction with the Q2 reconstruction, but with the neighbouring-logic being enabled in
both cases. The vertical bars indicate the positions of the anode strips.

erably smaller’ [75]. On the other hand, the two methods have been applied to a data
set from a previous test beam campaign (pions with 150 GeV/c momentum) presented
in [7]. The data were taken with a di�erent front-end electronics (APV25/SRS [10]),
but using the same detector type and the same track reconstruction software as in
this thesis. In the position distribution (�gure 5.21), it can be seen that both methods
�atten the distribution compared to the COG method. However, in terms of spatial
resolution, it improves from σCOG = (47 ± 1) µm to σQ2 = (42 ± 1) µm when using
Q2 weighting, but decreases to ση = (54 ± 1) µm when using the η-method.
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Figure 5.21 − Position distribution recorded with MIPs (150 GeV/c pions), using a beam telescope read
out with APV25/SRS. The vertical bars indicate the positions of the anode strips. Published in [79].

5.2.3 Modelling Studies

In the following, modelling studies on the position reconstruction are presented.
The goal is to understand the applicability and limitations of the previously presen-
ted approaches, particularly the Q2 weighting method. Monte Carlo methods and
numerical calculations were applied, using a simpli�ed detector model close to the
experimental set-up used in this thesis. Compared to the two-dimensional x-y-read-
out of the detector, the Monte Carlo model contains only a one-dimensional read-out,
representing one layer of the triple-GEM anode strips, with strip length not being
kept at 10 cm but assumed to be in�nitely long. The strip pitch is kept at 400 µm,
while the strip width is increased. Instead of 80 µm wide x-strips of the detector, the
strips in the model have a width of 240 µm, as the charge collection is performed
geometrically. This e�ective strip width originates from the charge sharing ratio of
the test detector, which is not 50/50 %, but 60/40 %.

To be able to perform the position reconstruction with COG orQ2, it is necessary to
calculate the induced charge Qi per strip i , for which a double Gaussian distribution
was used which represents the di�using charge cloud:

Qi =
1

2πσxσy

∫ si+w2

si−w2

∫ ∞

−∞
exp

−
*,
(x − µx )2

2σ 2
x
+

(y − µy )2
2σ 2

y

+-
 dy dx

=
1√

2πσ 2
x

∫ si+w2

si−w2
exp

[
− (x − µx )

2

2σ 2
x

]
dx .

(5.5)

Here, µ is the centre of the charge cloud, σ its transverse width and si the centre of
strip i .
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In order to reproduce the modulation pattern (here focussing on the X-ray data)
with this model, the transverse width has to be matched with the recorded data. As
the X-ray measurements contain not only e�ects from the di�usion, but also the
photoelectron track5, the charge cloud is wider than what would be expected from
pure di�usion. For determining the charge cloud width for the modelling, the value
of σx was increased, until the average cluster size without NL reached the measured
value of 3.1 strips (�gure 5.14b), while a threshold of 10 % of the used dynamic range,
as in the measurements, was applied. The result is σx = 320 µm.

To mimic the interaction behaviour of the X-rays in the 3 mm drift gap, the
interaction depth l is sampled from an exponential distribution f (l ) ∝ exp(−l/λ), as
described in equation (1.7). As a result, the actual charge cloud width is di�erent for
each simulated interaction. To get the width for each interaction, equation (1.19)
is used. This requires to calculate the transverse di�usion coe�cient DT from the
average charge cloud width σ via

σx = DT,sim
√
Lmax − 〈lint〉 , (5.6)

where Lmax = 9 mm is the maximum drift length of the electron cloud and 〈lint〉 is
the average interaction depth. The latter is

〈lint〉 =
∫ 3 mm

0 mm
l
1
n

exp
(
− l
λ

)
dl = 1.49 mm , (5.7)

for a 3 mm wide drift gap, with n being a normalisation constant and λ = 68 mm
being the absorption length of 8.0 keV photons in Ar/CO2 (70/30 %). The value of
λ is calculated from the mass absorption coe�cient µm = 85.5 cm2/g [34] and the
density ρ = 1.716 g/l [25] of Ar/CO2 (70/30 %) at NTP. As a result, it is found that
DT,sim = 369 µm/

√
cm in the here shown Monte Carlo studies compared to the value

calculated with Magboltz [37, 38] of DT = 239 µm/
√

cm.
In addition to the interaction depth, also the initial position of the charge cloud

is sampled with Monte Carlo methods, this time from a uniform distribution. The
result is a reproduction of the read-out modulation (�gure 5.22), which behaves also
similarly in the terms of NL and Q2. The reproduction is not perfect, which is likely
to be caused by the simpli�cation of the model e.g. in terms of charge collection, but
it is considered to be su�cient for the purposes of the simulation studies. As such, the
simulation allows to compare the known initial position xini with the reconstructed
position xc and to calculate the displacement δpos = xini − xc (�gure 5.23). From this
it can be seen that the displacement between the initial and reconstructed position
forQ2 weighting becomes smaller, indicating that the �atter position distribution is a

5 In the presented conditions, for 8.0 keV photons, the track length is about 500 µm according to
equation (1.10).
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Figure 5.22 − Position distribution for COG and Q2, also with NL enabled, in case of the simulated
position reconstruction. In addition, the distribution of the initial/original cluster positions is indicated.
The vertical bars indicate the positions of the anode strips. Data published in [79].
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Figure 5.23 − Displacement between the initial cluster position and the reconstructed one in the
simulation. The vertical bars indicate the positions of the anode trips. Data published in [79].

result of better position reconstruction. In the displacement plot, especially for COG,
also two structures with di�erent slopes can be observed, which are highlighted
in the inset. This is the result of considering di�erent interaction depths leading
to di�erent cluster sizes, with the steeper structure being caused by clusters with
2 strips and the �atter one by clusters with 4 strips.

The next step is to �nd conditions under which the Q2 weighting is not applicable
anymore. For this, the Monte Carlo simulation is further simpli�ed to pure numerical
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Figure 5.24 − Example of the displacement calculation for a charge cloud width of σx = 320 µm and a
normalised threshold of 5 %. The vertical bars indicate the positions of the anode strips. Data published
in [79].

calculations, meaning that the interaction depth is not considered anymore but
purely the charge cloud width. As the read-out modulation is a consequence of the
discretisation of the charge cloud by being spread over several read-out strips in
combination with a threshold-based read-out, the displacement δpos is calculated for
di�erent charge cloud widths and di�erent THLs. For the calculations, the threshold
level per strip is expressed in fractions of the total charge, with the charge distribution
given in equation (5.5) having a total normalised charge of 1.

The displacement behaves symmetrically and is periodic (�gure 5.24), hence, the
quantity used for the calculation is the mean value of the absolute value of the
displacement. When this quantity is calculated for various threshold levels, it can be
observed (�gure 5.25a) that Q2 provides a more accurate position reconstruction (on
average) than COG except for low threshold levels (< 1 %). In addition to this, a peak
structure can be observed, where the positions of the peaks can be related to the
cases where the cluster size has its minimal variation (�gure 5.25b). E�ectively, the
read-out modulation gets maximised in these cases, resulting in a maximisation of the
average displacement: when the reconstructed position is always forced towards the
central strip or in between the two central strips, depending if the strip count is odd
or even, the average di�erence between initial and reconstructed position becomes
maximal. This behaviour (at least in such a strong pronunciation), is probably an
artefact of the simpli�ed calculation process because other e�ects which would
smooth out the peak structure are missing, e.g. the di�erent drift lengths, di�erent
energy depositions, slightly asymmetric charge cloud distributions, signal variations
due to noise or �uctuations in the channel-by-channel threshold. It was nonetheless
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(a) − Threshold dependence of the mean displacement.
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(b) − Threshold dependence of the cluster size.

Figure 5.25 − Illustration of the threshold dependence of the mean displacement (a), the average
Cluster Size (CS), the most probable cluster size and the cluster size variation (b) for σx = 320 µm. Data
published in [79].

accepted as the main interest lies in the general trend of the mean displacement,
which stays preserved.

In addition to the threshold dependence, the calculations were repeated for di�er-
ent charge cloud widths (�gure 5.26). From the results it is deduced that as long as
the charge cloud width is not much smaller than the anode pitch or the threshold is
very low (< 1 % of the total charge within the charge cloud), Q2 weighting helps to
improve the position reconstruction. Another observation is the sometimes nearly
threshold-independent mean displacement. It cannot be excluded that this is an

− 117 −



0.0 2.5 5.0 7.5 10.0 12.5 15.0
Normalised Threshold Level (%)

0

20

40

60

80

100
M
ea
n
D
isp

la
ce
m
en
t(
µm

)

σx = 200 µm
COG
COG, NL
Q2

Q2, NL

(a) − Charge cloud width of σx = 200 µm.
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(b) − Charge cloud width of σx = 300 µm.
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(c) − Charge cloud width of σx = 400 µm.

Figure 5.26 − Threshold dependence of the mean displacement for various charge cloud widths and
position reconstruction methods. Data published in [79].
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(a) − Position reconstruction with COG and NL enabled.
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(b) − Position reconstruction with Q2 weighting and NL enabled.

Figure 5.27 − Calculated position distributions for very small charge cloud widths of 150 µm at di�erent
threshold levels, to illustrate the observed threshold independence of the mean displacement in the
calculations in some cases. The vertical bars indicate the positions of the anode strips. Data published
in [79].

artefact of the simpli�ed calculation model, using geometrical charge collection.
However, it still allows to conclude when Q2 is not applicable anymore. For this, the
position distribution was calculated for di�erent charge cloud widths, showing here
the most extreme example (�gure 5.27), with σx = 150 µm. The average cluster size
remains at 3 to 4 strips, but most of the charge is collected on one strip. Even with
COG, the reconstructed cluster position will be forced towards this strip, but with
a higher power weighting, as in Q2, this behaviour gets enhanced. As a result, Q2
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Figure 5.28 − Image of the line phantom used for the X-ray imaging studies on the spatial resolution.

weighting over-corrects the reconstructed position in case a single strip contains a
large fraction of the total charge, which is especially the case for small charge cloud
widths. This explains then also the threshold-independent behaviour of the calcu-
lated position distribution (�gure 5.27) and thus also the behaviour of the average
displacement.

5.2.4 Modulation Transfer Function

After modelling the modulation e�ect and obtaining an insight on possible lim-
itations of the Q2 weighting method, the focus is now shifted to X-ray imaging
methods, to con�rm experimentally that Q2 is not a smoothing e�ect and that the
neighbouring-logic recovers the charge correctly6. The X-ray imaging methods are
used to determine the spatial resolution, as an improved spatial resolution would be
the result of a more accurate position reconstruction.

The �rst method is the Modulation Transfer Function (MTF), where a line phantom
is used (�gure 5.28). The particular line phantom used, is a 50 µm thick lead layer
within two layers of transparent plastics. The lead contains slits with varying width
and pitch, representing a spatial frequency f , whose unit is Line Pairs perMillimetre
(LP/mm) [82]. A line phantom is generally used to determine the imaging capabilities
of an imaging system. The basis is the contrast, de�ned as the ratio between the

6 It is possible that NL might record electronics noise instead of the induced signal or that the induced
signal whose read-out is triggered by the signal above THL is dominated by noise. The noise aspect
was however not included in the modelling.
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Figure 5.29 − X-ray image of the line phantom. The regions contained within the dotted lines are used
for the MTF studies, with the two regions in the solid lines being used for the normalisation with the
maximum contrast. The three regions within the dashed lines, A, B, and C, are the regions used for
the edge spread function measurements. Due to the rotation of the line phantom with respect to the
read-out strips, the diagonal lines are dead electronics and detector channels. Data published in [79].

transparent and the covered areas of the phantom [83]:

c =
Imax − Imin
Imax + Imin

. (5.8)

As each spatial frequency corresponds to a group of slits, the maximum intensity
Imax and the minimum intensity Imin are here de�ned as the mean intensities over all
maxima/minima per spatial frequency. The concept behind this is that with increasing
spatial frequency the contrast decreases, allowing to determine the smallest structure
size that remains resolvable.

An X-ray image of the line phantom (�gure 5.29) is used to generate a transmission
pro�le (�gure 5.30), to obtain the intensity values. The diagonal lines in the X-ray
image correspond to issues on the read-out board (e.g. two strips were connected
together on the detector connector), dead channels of the prototype Hybrids and
masked channels of the VMM. The reason for their diagonal nature is that the line
phantom was rotated by 45.1° when it was mounted on the detector. This was done,
due to unavoidable Moiré patterns when two grid patterns (the line phantom and
the two-dimensional read-out grid) are overlayed. With the goal of getting the best
average and not giving any preference to a read-out direction, the line phantom was
supposed to be rotated by 45°. In the X-ray image, all the cluster positions have been
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Figure 5.30 − Illustration of the transmission pro�le obtained from the image of the MTF line phantom (�gure 5.29). The data points indicate the
intensity maxima and minima, with the error bars being a

√
N -error, with N the number of entries per corresponding bin. Data published in [41].
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Figure 5.31 − Illustration of the modulation transfer function, calculated from the transmission pro�le
(�gure 5.30) and the normalisation of the corresponding contrast levels as given in equation (5.9). The
dashed horizontal line indicates the 10 % MTF value, and hence the estimate of the spatial resolution.
Data published in [79].

rotated accordingly to allow the generation of the transmission pro�le. For this, the
cluster positions within the dotted areas (�gure 5.29) have been projected onto the
y-axis7. The intensities which can be extracted from the transmission pro�le are
given in terms of cluster entries N per bin. The corresponding error of this counting
is then given by

√
N . After the extraction of the contrast for each line pair group, the

values have to be normalised by the maximum contrast cmax, in order to determine
the MTF:

MTF( f ) = c ( f )

cmax
. (5.9)

The maximum contrast is calculated from the intensities in a fully covered and a
fully open area, illustrated by the solid lined areas in the X-ray image (�gure 5.29).
The resulting MTF (�gure 5.31) illustrates the imaging capabilities and allows also to
compare di�erent imaging systems. A common choice to extract a spatial resolution
value from the MTF is the inverse of the spatial frequency when the MTF is at
10 % [82]:

rMTF = f −1���MTF=10 %
. (5.10)

In the given example (�gure 5.31) this means that the spatial resolution is about
400 µm.

7 The selection is a consequence of the diagonal lines in the image.
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Figure 5.32 − Comparison of the modulation transfer functions for di�erent reconstruction methods.
Data published in [79].

This procedure is repeated for the di�erent reconstruction methods, allowing to
compare them (�gure 5.32). The resulting MTF seems to indicate that the position
reconstruction and spatial resolution with the COG method are the best. However,
as the line phantom and the transmission pro�le allow to describe the imaging
capabilities of a system, even without speci�cally determining a numerical MTF
value, it becomes evident that this statement has to be treated with care. When
investigating the transmission pro�le in more detail (�gure 5.33), it can be seen
that the pro�le generated from the positions reconstructed with COG is a�ected
by the read-out modulation. At low spatial frequencies (�gure 5.33a) the pro�les of
the three slits have each three intensity maxima, re�ecting the modulation pattern.
When enabling the neighbouring-logic or using Q2 weighting, this behaviour dis-
appears. The convolution of the read-out modulation into the transmission pro�le
explains then also the larger MTF values for higher spatial frequency, as the MTF is
calculated from the contrast, which itself is calculated from the intensity. If now the
intensity values get arti�cially enhanced because of spikes caused by the modulation
pattern, also the contrast and the MTF values get arti�cially enhanced. At higher
spatial frequencies (�gure 5.33b), the same behaviour can be observed, as well as the
occurrence of a fourth ‘fake’ peak in the COG pro�le, which is likely to be caused by
the read-out modulation; with three slits only three peaks should be observed. The
fourth peak disappears when enabling the NL or when using Q2. This particular case
at 2.5 LP/mm is another indication that the NL recovers the charge correctly as well
as that Q2 is not a smoothing e�ect and as such improve the position reconstruction.
The corresponding spatial frequency corresponds to a spatial resolution of 400 µm
FWHM or the limit of what is possible to resolve (10 % MTF). While all three slits
can be resolved with NL or Q2, this is not the case for COG.
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(a) − Region with low spatial frequency.
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Figure 5.33 − Comparison of the MTF transmission pro�les for di�erent spatial frequencies and
position reconstruction methods. In the case of a low spatial frequency (a), the NL and theQ2 weighting
remove the additional peaks in the intensity pro�le, while at higher spatial frequencies (b), the fourth
peak at 2.5 LP/mm disappears when using the NL. It also disappears when using Q2, which is not
shown for the sake of visibility, but the result is almost identical to the one of COG with NL. Data
partially published in [79].
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Table 5.1 − Resulting spatial resolutions, obtained with the ESF for the three di�erent regions and the
four di�erent methods.

Method σA (µm) σB (µm) σC (µm)

COG 172 ± 10 180 ± 13 194 ± 17
COG, NL 170 ± 8 181 ± 5 194 ± 10

Q2 169 ± 9 180 ± 6 190 ± 10
Q2, NL 164 ± 9 182 ± 5 189 ± 10

5.2.5 Edge Spread Function

In addition to the MTF, a second X-ray imaging method is used to determine the
spatial resolution. For the Edge Spread Function (ESF), a sharp edge is resolved, which
in practice means the transition between a fully irradiated and a fully covered area
of the detector, both directly adjacent to each other. Within an ideal imaging system,
the transition between the two areas would be almost like a step function, only
a�ected by X-ray di�raction on the object with the sharp edge covering one part of
the detector. In reality, the step-like transition gets smeared out by processes within
the imaging system, i.e. the track of the photoelectron or di�usion of the charge
cloud [84].

For the ESF measurements, the edges of the line phantom were used, within the
three regions A, B and C (�gure 5.29). To get the edge spread function, the cluster
positions within a region (�gure 5.34) are projected on the long axis and then �tted
(�gure 5.35) with a function based on the Gaussian error function:

I (x ) =
Imax

2 erf
(
x − x0√

2σ

)
+ I0 . (5.11)

It describes the position dependence of the intensity (again given in cluster counts),
where Imax is the maximum intensity from the fully irradiated area, x0 is the position
of the sharp edge, σ is the width of the intensity transition, being the spatial resolution,
and I0 describes an o�set8. The obtained spatial resolutions (table 5.1) are compatible
with each other for all three regions within their uncertainties. The resolution
measured with the COG method has the largest uncertainty, which is likely to
arise from the read-out modulation (�gure 5.36), similar to the transmission pro�le
(�gure 5.33).

It is possible to relate the obtained resolution from the ESF, with the one from
the MTF [85]. The relation is however not exact and depends also on the frequency
behaviour of the MTF. With the 10 % value of the MTF, de�ned in equation (5.10),

8 It does not describe the minimum intensity as the Gaussian error function erf(x ) ∈ [−1, 1].
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Figure 5.34 − Highlight of one of the regions (region A) used for the ESF studies. The cluster positions
used for the studies are taken from the area within the dashed line and are projected on the long edge
of the rectangle. Data published in [79].
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Figure 5.35 − Example of the edge spread function �t (region A). The error bars represent a
√
N -error,

with N being the number of entries per bin. Data published in [79].

the following is used:

2.35σ ≈ rMTF . (5.12)

It means that the resolution extraction from the MTF should be approximately similar
to the FWHM of the ESF. With the here measured numbers of σ = (170 ± 8) µm and
2.35σ = 400 µm, this is the case. Within this rough approximation, the relation is
also valid for the other regions and all other position reconstruction approaches
(table 5.1).
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Figure 5.36 − Comparison of the edge spread function (region C) without NL and with enabled
neighbouring-logic for COG position reconstruction. Here, the bin entries are represented by the solid
line, with the band around each line representing the error bars. The peaks in the high-intensity region
are caused by the read-out modulation. With each peak being around 280 µm apart, this is expected,
due to the 45° rotation and a peak appearing every half pitch of 400 µm: 400 µm/2×√2 = 283 µm. Data
published in [79].

Table 5.2 − Fit results for the ESF slices (�gure 5.37).

Method χ2/ndf Imax (Entries) x0 (µm) σ (µm) I0 (Entries)

COG 626.41/97 20.1 ± 1.6 5187 ± 115 25 ± 104 11.3 ± 0.8
COG, NL 126.77/92 30.7 ± 0.9 5278 ± 30 122 ± 32 16.6 ± 0.5

Q2 93.57/94 30.8 ± 0.8 5291 ± 25 118 ± 24 16.7 ± 0.4
Q2, NL 80.81/93 31.6 ± 0.7 5298 ± 28 164 ± 28 17.0 ± 0.4

It should be noted that the presented resolutions are average values, as the cluster
positions are integrated by the projection. Hence, the sensitivity and accuracy of
the position reconstruction might su�er, which is why a study on the local level
was performed. For this, each region is sliced into 20 equal-sized parts, with the ESF
being measured for each slice. The examples of the slices illustrate the impact of
the modulation e�ect on the intensity behaviour (�gure 5.37 and table 5.2), where
particularly for the COG method no uniform intensity behaviour is observed for
the high-intensity region of the ESF. In fact, the �t to the data points for the COG
method (�gure 5.37a and table 5.2) is highly questionable, which is also re�ected by
the goodness of the �t (table 5.2). Thus, the subsequent studies are focussing only
on the case of an enabled neighbouring-logic or the impact of Q2 on the position
reconstruction. For this, the spatial resolution σ (�gure 5.38) and the edge position x0
(�gure 5.39) are plotted against the central position of each slice. For both, position-
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Figure 5.37 − Example of an ESF slice (slice 10, meaning y ∈ [764, 849] µm) for the local analysis of
the spatial resolution, once reconstructed with COG (a), once with COG and enabled NL (b), once with
Q2 (c) and once with Q2 and NL combined. Data partially published in [79].

dependent �uctuations can be observed. While the �uctuations in edge position
seem to be independent of the reconstruction method, the �uctuations in the spatial
resolution seem to become smaller when using Q2, especially when combined with
the NL. When the �uctuations of the spatial resolution are overlaid with the image
of the edge, it can be seen that it coincides with intensity �uctuations (in the case
of COG and NL), probably caused by the read-out modulation. When using Q2 and
NL, this behaviour is reduced as also the intensity �uctuations from the modulation
e�ect are reduced. As the spatial resolution should not depend on the reconstructed
position, this is a further indication that Q2, where the dependence is the smallest,
helps to reconstruct the interaction position of an interacting particle with higher
accuracy.
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(a) − Spatial resolution versus slice position.
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(b) − Overlay of the spatial resolution with the image of the edge for COG reconstruction with NL.

0 250 500 750 1000 1250 1500
y-Position (µm)

0.0

0.5

1.0

1.5

x
-P
os
iti
on

(m
m
) Q2, NL

0

50

100

150

200

250

300

Sp
at
ia
lR

es
ol
ut
io
n
(µ
m
)

(c) − Overlay of the spatial resolution with the image of the edge for Q2 reconstruction with NL.

Figure 5.38 − Position dependence (ESF slice) of the spatial resolution determined via the edge spread
function. While in (a) di�erent reconstruction methods are compared, in (b) the COG and in (c) the Q2

weighting are overlaid with the reconstructed image of the sharp edge. The image is rotated by 90°
compared to the original image (�gure 5.29). The brighter the image, the fewer entries contains the
bin, meaning low intensity. Data published similarly in [79].

− 130 −



0 250 500 750 1000 1250 1500
Position (µm)

4.5

4.6

4.7

4.8

4.9

5.0

5.1
M
ea
n
ES

F
Po

sit
io
n
(m

m
)

COG, NL
Q2

Q2, NL

(a) − Edge position versus slice position.
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(b) − Overlay of the edge position with the image of the edge for COG reconstruction with NL.
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(c) − Overlay of the edge position with the image of the edge for Q2 reconstruction with NL.

Figure 5.39 − Position dependence (ESF slice) of the ESF edge position x0. While in (a) di�erent
reconstruction methods are compared, in (b) the COG and in (c) the Q2 weighting are overlaid with
the reconstructed image of the sharp edge. The image is rotated by 90° compared to the original image
(�gure 5.29). The brighter the image, the fewer entries contains the bin, meaning low intensity. Data
published similarly in [79].
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5.2.6 Spatial Resolution in a Beam Telescope

After the indications from the X-ray imaging methods that Q2 weighting is not a
smoothing e�ect in COMPASS-like triple-GEM detectors and that the neighbouring-
logic recovers the charge correctly, the focus is now shifted towards MIPs in a beam
telescope9. This is the ultimate method to determine the e�ect of Q2 and NL on the
spatial resolution, as the beam telescope provides a clear reference position.

The basis of determining the spatial resolution with a beam telescope is the residual
distribution (�gure 5.40). It contains the position di�erences

∆x = xtrack − xc (5.13)

between the reconstructed cluster position in the detector xc and the particle’s
expected interaction position xtrack provided by the track �t. The distribution can be
�tted by a double Gaussian function

f (∆x ) = N
a exp

(
− (∆x − µ )

2σ 2
core

)
+ (1 − a) exp *,−

(∆x − µ )
2σ 2

tail

+-
 , (5.14)

9 The detectors were operated at various gains, with the tracking detectors being operated at around
30 000, in case they are needed as a reference for the DUT. The electronics gain was set to 9 mV/fC,
the peaking time to 200 ns and the TAC slope to 60 ns. The threshold for the DUT was varied,
while for the tracking detectors it was kept at 15 mV above baseline with channel-by-channel
equalisation.
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where µ is the mean of the distribution, N is a scaling factor, σcore is the width of the
core distribution and σtails the width of the distribution used to describe the tails10.
Further, a parameter a is included in equation (5.14), which weights the two Gaussian
functions with the condition that a ∈ [0, 1]. This parameter allows to extract the
combined width of the residual distribution:

σ 2
comb = aσ 2

core + (1 − a)σ 2
tail . (5.15)

The combined width does however not correspond to the spatial resolution of the
detector under test. It still contains the uncertainty of the track �t itself. To get
access to the detector and the track resolution, the procedure from [75] is followed,
where itself the methods developed in [86] and [87] are recalled.

First, it is necessary to determine the spatial resolution of the reference detectors
of the beam telescope, which is given by [87]

σpos,i =
√
σin,iσex,i , (5.16)

with σin,i the width of the residual distribution with reference detector i being
included in the track �t and σex,i the width of the residual distribution with reference
detector i being excluded from the track �t. With the exact derivation being found
in [87], the idea behind this method is the following. The width of the residual
distribution giving access to the spatial resolution gets too narrow if the detector
that is investigated is included in the track �t as it also de�nes the track �t. Hence
the spatial resolution would be overestimated. If it gets excluded from the track �t,
the other detectors gain more weight on the track �t with their own uncertainty.
Hence the spatial resolution would be underestimated. An accurate estimate of the
detector resolution is given by the geometric mean of both scenarios.

Knowing the spatial resolution of the reference tracking detectors, the track
resolution can be determined via [86]

σtrack (z) =

√
Λ22 − 2zΛ12 + z2Λ11

Λ11Λ22 − Λ2
12

, (5.17)

where z is the position of the detector i in the beam telescope along the beam axis.
The other quantities are

Λ11 =
n∑

i=1

1
σpos,i

, Λ12 =
n∑

i=1

zi
σpos,i

and Λ22 =
n∑

i=1

z2
i

σpos,i
, (5.18)

10 A recurring explanation found for this behaviour, e.g. in [77], is the occurrence of delta electrons.
They ionise gas atoms along their track, leading to a wider charge cluster and a shift of the cluster
position away from the interaction point of the particle.
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Figure 5.41 − Position dependence of the track resolution in the RD51 VMM3a/SRS beam telescope, as
de�ned in equation (5.17), with the positions of the three tracking stations and the detector under test
used for the spatial resolution studies indicated.

where n is the number of detectors involved in the track �t. For the derivation it is
referred to [75, 86]. Having calculated all the corresponding quantities, the spatial
resolution of the detector under test is given by [75]

σDUT =
√
σ 2

ex − σ 2
track , (5.19)

with σtrack being the track resolution at the position of the DUT (�gure 5.41) and σex
the width of the residual distribution of the detector under test excluded from the
track �t.

The measurements with the beam telescope allow a deeper investigation of the
e�ect of the neighbouring-logic and the Q2 method on the spatial resolution, due
to the reference position provided by the beam telescope. In addition, due to the
much smaller charge deposition of MIPs inside the detectors compared to X-rays, the
fraction of charge below the threshold is larger, allowing for better investigation of
threshold e�ects. The results are shown in the following for three di�erent threshold
levels: 15 mV above baseline or around 10 000 electrons (�gure 5.42), 30 mV above
baseline or around 20 000 electrons (�gure 5.43) and 55 mV above baseline or around
34 000 electrons (�gure 5.44). In each case the spatial resolution is studied for each
detector plane individually, depending on the voltage applied to the divider, leading
to a dependence on the total e�ective detector gain.

It can be seen that the typical spatial resolutions of COMPASS-like triple-GEM
detectors between 50 µm and 70 µm [66, 88] can be reached, however only in the
fewest cases when using pure COG, which was used in the given references. Here,
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(a) − Spatial resolution in the x-plane.
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(b) − Spatial resolution in the y-plane.

Figure 5.42 − Spatial resolution in the detector under test for both read-out planes individually. The
applied threshold was around 15 mV above the baseline, which corresponds at the chosen electronics
gain to around 1.5 fC or 104 electrons.

this requires high detector gains > 104, low threshold levels and the usage of either
the neighbouring-logic or Q2 weighting. In some conditions, also spatial resolutions
below 50 µm could be achieved, with σDUT = (38.8 ± 1.3) µm as the best result.
However, it has to be remarked that, particularly in lower gain situations, the spatial
resolution reaches sometimes values worse than 100 µm. Independent of the detector
gain or the threshold level, Q2 weighting obtains better spatial resolution results
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(a) − Spatial resolution in the x-plane.
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(b) − Spatial resolution in the y-plane.

Figure 5.43 − Spatial resolution in the detector under test for both read-out planes individually. The
applied threshold was around 30 mV above the baseline, which corresponds at the chosen electronics
gain to around 3 fC or 2 × 104 electrons.

than centre-of-gravity, con�rming that it is not a smoothing e�ect. At the same
time, Q2 gives in the high gain region (G > 20 000) better results for the spatial
resolution in the y-plane of the detector than in its x-plane. COG on the other
hand gives worse spatial resolutions in the y-plane compared to the x-plane of the
detector, independent of the investigated thresholds and detector gains. A possible
explanation for this can be found in the 60/40 % charge sharing ratio between the
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(a) − Spatial resolution in the x-plane.
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(b) − Spatial resolution in the y-plane.

Figure 5.44 − Spatial resolution in the detector under test for both read-out planes individually. The
applied threshold was around 55 mV above the baseline, which corresponds at the chosen electronics
gain to around 5.5 fC or 3.4 × 104 electrons. It should be noted that for the two non-solid data points
for the y-plane resolution the �t of the double Gaussian function of equation (5.14) did not converge,
hence the RMS was used to determine the width of the residual distribution.

read-out planes. This means that less charge information is available in the y-plane,
a�ecting the accuracy of the centre-of-gravity reconstruction. For the Q2 weighting
on the other hand, with its slightly di�erent handling of the available charge, the
accuracy of the reconstructed position can be a�ected di�erently.
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The e�ect of less available charge information in the y-plane is also highlighted
when the neighbouring-logic is considered. As it recovers parts of the missing charge
information, the relative improvement of the spatial resolution from COG without
neighbouring channels to COG with NL is larger in the case of the y-plane, where
more charge is lost due to the THL, compared to the x-plane. In general, it can be
seen that the larger the threshold level or the smaller the gain, i.e. the smaller the
signal-to-threshold ratio, the larger the relative improvement of the spatial resolution
with COG due to the recovered charge information. Only in the case of the x-plane
at an investigated threshold of 15 mV above baseline, no improvement due to the
neighbouring-logic is observed, but in fact a slight decrease.

Even though the neighbouring-logic and the Q2 weighting target di�erent parts
of reducing the modulation e�ect and improving the spatial resolution, also their
combination is studied. Especially in the regions of low detection e�ciency (�g-
ure 4.17), meaning low signal-to-threshold ratio, the combination gives the best
spatial resolution results. There are however a few occasions, at high signal-to-
threshold ratios, where pure Q2 weighting without NL gives better spatial resolution
results. This indicates that if the tails of the charge distribution contain an additional
small fraction of the total charge (recovered by the NL), the di�erent weighting of
the additional charge in the tail decreases slightly the spatial resolution.

5.2.7 Classi�cation of the Results

Following the various studies on the spatial resolution, the last part of this section is
the classi�cation of the results and the e�ect of the NL and the Q2 on the position
reconstruction. Both cases were motivated by the reduction of the modulation pattern
in the position distribution (section 5.2.1).

The starting point is the Q2 weighting method, which addresses one of the origins
of the modulation pattern. By handling the available charge information di�erently
by giving less weight to the tails of the charge distribution that just slightly crossed
the THL, the position should be reconstructed more accurately and hence the position
distribution becomes more uniform. The important point of this approach is that
it is an event-based approach which can be directly applied to the data and not an
iterative approach depending on the full detector-response as e.g. the η-method.
If Q2 weighting improves the accuracy of the position reconstruction, this should
lead to an improved spatial resolution. Hence, di�erent X-ray imaging methods
(sections 5.2.4 and 5.2.5) as well as the results from a beam telescope (section 5.2.6)
were used to determine if Q2 improves the image quality and response as well as the
spatial resolution for particle tracks. Independent of the employed method, the Q2

method gave better results than the default centre-of-gravity method, con�rming that
it improves the position reconstruction, which is also the case for other electronics
than VMM3a/SRS (�gure 5.21).
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However, to give the full picture, several aspects have to be considered regarding
the Q2 weighting. There is for instance the detector type and the read-out geometry.
Q2 weighting was only tested in a COMPASS-like triple-GEM detector with x-y-strip
read-out. Any other read-out geometries for example pads or pixels were not tested.
Also, other detector types with strip read-out, e.g. MicroMegas or GEM detectors
with di�erent drift or GEM con�gurations, were not investigated. Nonetheless, it is
possible to illustrate some of the limitations of Q2, due to the calculations performed
with it (section 5.2.3). In case the charge cloud width becomes small with respect
to the read-out pitch, i.e. if a large fraction of the total collected charge is acquired
by one read-out channel, the modulation e�ect that is supposed to be reduced gets
actually enhanced, as the weight on this single channel increases. In such a case, Q2

weighting would decrease the position reconstruction capabilities and the spatial
resolution. Hence, it might not be adopted as a general position reconstruction
method for any particle detector.

In addition to theQ2 weighting, also the VMM3a’s neighbouring-logic was studied.
The target of the NL in reducing the modulation pattern is to recover the charge
information below the threshold level, to better describe the charge distribution
and hence achieve a more accurate position reconstruction. Thus, the goal here
is not to understand if the position reconstruction improves due to the additional
charge, this is intrinsically the case, but to understand if the charge is recovered
correctly. If most of the charge is acquired correctly the spatial resolution should
improve, otherwise, it should decrease. In the case of the X-ray imaging studies the
position reconstruction improves (�gure 5.33) and reduces the introduced intensity
�uctuations which do not re�ect the actual intensity behaviour (�gure 5.37). In the
case of the beam telescope studies, the neighbouring-logic also helps to improve
the spatial resolution, in particular in situations with a low signal-to-threshold ratio.
There the fraction of charge below the threshold level that can be recovered is the
largest. If this is not the case (�gure 5.42a), the spatial resolution becomes slightly
worse.

This indicates one of the possible problems with the NL. The neighbouring channel
below THL will acquire any peaked signal, despite the fact that the read-out of the
neighbouring channels is triggered by the signals above the THL which usually
originate from interacting particles. So even though the neighbouring channel
should contain the charge information from the charge cloud of the interacting
particle, this information might contain also a considerable fraction of noise. If that is
the case, the spatial resolution would decrease as in the given example. In such a case,
additional cuts to reject the neighbouring channel could be in principle applied. One
possible cut could be applied on the charge, which would de�ne a software threshold
below the set hardware threshold in the electronics. Another possible cut would be
on the time of the neighbouring channel. If the neighbouring channel would contain
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pure noise information, the signal time should be uncorrelated with the time of e.g.
the strip with the highest amplitude inside the charge cluster. Then the neighbouring
channel could be removed from the cluster. Both types of cuts were not applied and
are in case of the time cut not yet implemented in vmm-sdat. However, even without
these potential cuts to improve the neighbouring-logic’s impact, the experimental
data show that the results with NL enabled are typically better in terms of spatial
resolution, as well as in terms of energy resolution (section 5.4).

It should be also recalled that only one detector type was tested, which furthermore
contained a one-to-one detector strip to read-out channel mapping. So unless adjacent
read-out strips are mapped to the same adjacent read-out channels of the VMM3a,
the use of the neighbouring-logic is not applicable. In addition, despite potentially
providing an advantage for the position reconstruction, it increases the number
of hits that have to be read out from the electronics, hence for some applications
requiring high rates the neighbouring-logic should be kept turned o�.

One of the goals of this thesis is to demonstrate that the combination of VMM3a
and SRS is a read-out system which is well-suited to study the performance of particle
detectors and to extract speci�c detector features. As such, the spatial resolution
studies are a prime example where the read-out electronics were used to study the
detector or, to be more precise, the reconstruction behaviour.

5.3 T i m e R e s o l u t i o n S t u d i e s

The VMM3a has an intrinsic time resolution between 0.5 ns and 2 ns (�gure 3.14),
which is better than the typical11 detector time resolution of O (10 ns) [25, 67] for
MPGDs. In the pursuit of providing a fully integrated read-out system, this is an
important feature, as it allows to precisely determine the detector time resolution,
without requiring additional external high-resolution timing electronics or event
matching between di�erent read-out systems. Despite being able to record all neces-
sary data within a single data stream, the time resolution studies require a reference
time signal. Hence, similar to the reference position in the beam telescope, the time
resolution studies are only performed with MIPs, with the recorded time of each
interacting particle traversing the beam telescope being the reference time.

First, the tracking detectors are studied by comparing the recorded time of a cluster
in each detector tc with a reference time tscint that is here provided by the scintillator
coincidence. While tscint is the timestamp recorded on a single read-out channel
to which the output of the coincidence unit was connected, the time of the cluster
in the tracking detectors, is de�ned as the average of the two plane timestamps
via (tx + ty )/2, with each plane timestamp being given by the centre-of-gravity

11 Typical for MPGD tracking detectors �lled with gas mixtures containing large fractions of argon
or CO2 and not operated at gains ≥ O (105).
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Figure 5.45 − Example of a time di�erence distribution. Here, the time di�erence ∆t = tc − tscint
between the signals from scintillators connected to a NIM coincidence unit tscint and the ones from the
clusters in the triple-GEM detectors tc is plotted. Both signals have been obtained within a single data
stream via VMM3a/SRS.

time, as in equation (4.7). To compare the timestamps, tc has to lie within a time
interval of ±500 ns around tscint, such that the cluster and the scintillator event are
considered as a matched event. The time interval was chosen like this, to match the
1000 ns time interval of the event-building (section 4.3.1). From the distribution of
the corresponding time di�erence ∆t = tc − tscint in the matched events (�gure 5.45),
it is possible to extract the width σt of the distribution. The width is the convolution
of the intrinsic detector resolution, the time resolution of the electronics on the
tracking detectors σel as well as the one of the scintillators and the NIM logic σscint:

σ 2
t = σ

2
det + σ

2
el + σ

2
scint . (5.20)

With values of around 2 ns for the tracking detector electronics12 and an estimated
value of below 1 ns for σscint [25], their contribution to the total width is almost
negligibly small in the case of triple-GEM detectors �lled with Ar/CO2 (70/30 %) but
nonetheless included in the calculations.

As for their e�ciency (�gure 4.16), the tracking detectors have to be operated
with di�erent divider voltages to reach the same gain. Once this is considered, the
three tracking detectors behave similarly in terms of time resolution (�gure 5.46).
All detectors have resolutions of around 10 ns, which get better with higher voltages
applied to the divider. This is expected as a higher divider voltage leads to a higher

12 The VMMs connected to the detectors were operated with a peaking time of 200 ns and a TAC
slope of 60 ns, which results in the given resolution (section 3.4).
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Figure 5.46 − Time resolution of the three triple-GEM tracking detectors, depending on the voltage
applied to the divider. The cluster timestamps are determined via the centre-of-gravity method as
given in equation (4.7). The error bars are enlarged by a factor of 5 for better visibility.

drift and induction �eld, so a faster charge collection. Also, the gain is higher,
meaning that more charge is collected, which also improves the time resolution [26].
The obtained values and the behaviour is compatible with previous measurements
on the time resolution of COMPASS-like triple-GEM detectors [88, 89].

In parallel to the study on the detector resolution, also the di�erent methods of
de�ning the cluster timestamp tc are investigated. The three methods in question
are the COG time as in equation (4.7), the timestamp of the strip with the highest
amplitude or the µTPC-method, where the strip with the earliest timestamp is used
to de�ne the cluster time. The comparison measurement is identical to the time
resolution measurement of the tracking detectors. The time resolution of the tracking
detectors is measured for each method (�gure 5.47) Even though only the example of
one tracking detector is shown, the behaviour is the same for the two other tracking
detectors: within the error bars, the time resolution for MIPs is the same for all three
reconstruction methods. This indicates that the measured time resolution re�ects
the intrinsic detector resolution and is not a�ected by the reconstruction method.

Afterwards, the time resolution of the detector under test is determined, with
the goal of studying the e�ect of the electronics threshold on the time resolution.
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Figure 5.47 − Time resolution of a COMPASS-like triple-GEM tracking detector (T1 of the beam
telescope), depending on the voltage applied to the divider. The three methods indicate the way how
the timestamps of the clusters are de�ned.

The time resolution is again determined from the width of the distribution of time
di�erences between the cluster timestamp in the DUT and the event timestamp. Here,
the event timestamp is however not provided by the scintillators but by the tracking
detectors themselves. Both timestamps are calculated via the COG method. For the
event, it is required that within a time interval of 1000 ns each tracking detector
contains a cluster. Due to this requirement, it is assumed that using a single tracking
detector as a time reference for the event is su�cient as all of them have a similar
time resolution and timing behaviour. In this particular case, tracker T1 was selected
to be the time reference. Hence, the time resolution of the detector under test is
given by

σDUT =
√
σ 2
t − σ 2

T1 − 2σ 2
el . (5.21)

In addition, also the time resolution of the electronics σel has to be considered, now
for both the DUT and the tracking detector.

The observed timing behaviour (�gure 5.48) is similar to the tracking detectors,
with increasing time resolution for larger voltages applied to the divider. The meas-
ured time resolution of the DUT is slightly worse compared to the tracking detectors,
as a higher total e�ective detector gain is needed to reach the same time resolution.
However, the values are still close enough to be considered compatible, especially
when compared with the previous measurements from [88, 89]. From the measure-
ments it is further obtained that the measured time resolution behaviour is almost
threshold independent. The only exception is observed for high thresholds (here
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Figure 5.48 − Time resolution of the COMPASS-like triple-GEM detector under test, depending on the
voltage applied to the voltage divider and the electronics THL. The cluster timestamps are determined
via the centre-of-gravity method as given in equation (4.7).

55 mV) towards lower detector gains, so regions of detector e�ciencies below 50 %
(�gure 4.17). However, the obtained time resolutions are within their uncertainties
still compatible with the other measurements. This all demonstrates that VMM3a/SRS
is well suited for studying the time resolution of particle detectors as part of being
an integrated read-out system.

5.4 E n e r g y R e s o l u t i o n S t u d i e s

After using VMM3a/SRS to investigate the detector behaviour in space and time,
the last step is to study the energy behaviour. This involves measurements of the
neighbouring-logic’s e�ect on the energy resolution and energy-resolved X-ray
imaging. The starting point however is the illustration of the threshold equalisation’s
e�ect on the energy behaviour. The e�ect became particularly evident during the test
beam, where the energy correlation between the x-plane and the y-plane was studied
(�gure 5.49). At �rst, a strong charge splitting between the two read-out planes was
observed (�gure 5.49a). The splitting in the given example represents a medium case,
with other runs containing a more pronounced deviation from a linear correlation
than in the example and others being more linearly correlated. The behaviour was
observed in all detectors, including a gain dependence with the behaviour becoming
more pronounced at lower gains. Hence, the origin was assumed to be related to the
charge collection and processing, speci�cally the threshold which is needed to trigger
the read-out of each channel. Thus, the measurement was repeated in a later test
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(a) − Threshold of 55 mV, not equalised.
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(b) − Threshold of 55 mV, equalised.
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(c) − Threshold of 15 mV, equalised.

Figure 5.49 − Charge correlation plots with the cluster charge measured in ADC values in the y-plane
plotted versus the charge in the x-plane for di�erent threshold levels and equalisation conditions.
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Figure 5.50 − Landau distribution for the cases with and without neighbouring-logic enabled, as well
as with the single-strip clusters excluded from the energy spectrum for the case without NL.

beam at the same global THL, but with the channel-by-channel thresholds equalised
(�gure 5.49b). It is still possible to observe a deviation from the linear correlation
but the �uctuations became smaller. When further reducing the threshold level with
equalised thresholds, the observed deviation almost disappears (�gure 5.49c). This
demonstrates once more the importance of the threshold level in VMM3a/SRS and
its impact on the data quality.

A similar e�ect of the threshold on the data quality is observed, when comparing
the Landau distribution for the cases with and without NL enabled (�gure 5.50). For
the case without NL, a peak at low energies is observed, which almost disappears for
the case of enabled neighbouring-logic. As this peak appears in the clusters that can
be matched to a particle track, it is considered unlikely that the peak contains noise
events. With the peak disappearing, when excluding single-strip clusters from the
events, the assumption is that these particular single-strip clusters correspond to low
amplitude events which just cross slightly the threshold level, while the neighbouring
strips are still below the threshold level and hence not processed. With NL enabled,
these two strips can be recovered and the peak with the former single-strip clusters
disappears. This indicates that the neighbouring-logic helps to improve the measured
energy resolution.

To better study the possible improvements of the measured energy resolution,
the e�ect of the NL on the X-ray spectra is studied (�gure 5.51). In the case of soft
X-rays, three di�erent event signatures exist (�gure 4.6). While for the copper target
X-ray tube, the photopeak is located at 8.0 keV, the argon �uorescence events13 are

13 With VMM3a/SRS it is possible to resolve these particular interactions. For the exact procedure it
is referred to the next chapter (section 6.1).
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(a) − Full copper X-ray spectrum.
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(b) − Argon �uorescence spectrum.

Figure 5.51 − Measured energy spectra for the full spectrum of the copper target X-ray tube (a) and the
resolved argon �uorescence interactions (b). It should be noted that the annotated energy values serve
only for indication purposes, but within a 10 % variation interval, the ratios between the annotated
energies and the measured ADC values are compatible.

located at 2.7 keV. With the goal of being able to reconstruct events over this larger
dynamic range, the energy resolutions with and without neighbouring-logic enabled
are compared. As before, the main e�ect is introduced by the threshold level, but
with the neighbouring-logic improving the energy resolution due to the additional
charge that is recovered from below the THL. In the case of a high signal-to-threshold
ratio as for the photopeak, the improvement in the energy resolution is marginal,
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Figure 5.52 − Spectrum of the copper target X-ray tube, with the di�erent energy regions used for the
energy-resolved X-ray imaging being highlighted.

from R = (24.2 ± 0.3) % to RNL = (23.1 ± 0.3) % for the case with NL enabled. This is
mainly caused by the shift of the photopeaks position, due to the additional amount
of recovered charge, as the width of the peak remains with around 280 ADC Values
the same for both cases (within their uncertainty). The relative shift of the photopeak
itself is in addition rather small, as the relative amount of charge recovered is small.
In the case of argon �uorescence photons, the situation is slightly di�erent. Here,
the relative amount of charge recovered from below the THL is much larger, hence
the impact of the peak’s position shift is much more signi�cant. However, also
the width of the peak itself gets much narrower, improving the energy resolution
from R = (56.1 ± 1.5) % to RNL = (28.3 ± 0.6) %. The reduced width of the peak
with NL enabled can be explained by the �uctuations of the lost charge below THL.
Depending on the cluster position, a di�erent number of strips have a signal above
the threshold. However, with the total signal being rather small, losing charge below
THL has a large relative impact on the measured charge. Hence, the �uctuations of
the measured charge are much larger when the individual strip charge cannot be
recovered from below the THL. This is re�ected by the measured width of the argon
�uorescence peak and hence impacts also the measured energy resolution, which
improves when enabling the neighbouring-logic.

The last part of studying the energy behaviour with VMM3a/SRS is to select
speci�c energy regions of the X-ray spectrum, to perform energy-resolved X-ray
imaging. Three di�erent regions are selected from the spectrum (�gure 5.52): a low
energy region with photons of around 3 keV energy, the region within the photopeak
of around 8 keV and the higher energetic Bremsstrahlung region of around 12 keV
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and more. For each region, the image of the bat’s torso was generated (�gure 5.53),
with the number of entries per bin being normalised to the total number of entries
per region, as the latter varies. The resulting images indicate the energy and density-
dependent interaction cross sections of the photons with matter. While in the
photopeak region (�gure 5.53b), a distinction between bones and tissue is possible,
the intensity response gets much more uniform for the Bremsstrahlung region (�gure
5.53c), meaning that most photons are not absorbed anymore. In the case of the
low energy region (�gure 5.53a), the distinction between tissue and bones becomes
also worse, however here because the photons are already absorbed by the tissue.
However, here it is also seen that fewer photons are measured in the lower left corner
of the image, where neither bones nor tissue of the bat is located. This is likely to be
caused by the plastic bag, in which the bat was contained during the measurements,
absorbing also the low energetic photons. The results indicate that energy-resolved
imaging with VMM3a/SRS is possible, also at high interaction rates (section 5.1.3),
however, the quality of the di�erent energy regions would have pro�ted from a wider
covered energy range. This would however require an X-ray tube with a di�erent
target, e.g. tungsten.
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(a) − Low energy region.
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(b) − Photopeak region.
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(c) − Bremsstrahlung region.

Figure 5.53 − Images of the bat’s torso at di�erent photon energies. Data published in [79].
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Chapter 6

F

A p p l i c a t i o n s

Following the exploration of detector properties and how the electronics a�ect their
measurement (chapter 5), the last part of this thesis is dedicated to making use of these
results for other applications. At �rst, it is shown how to resolve argon �uorescence
interactions with VMM3a/SRS and how these interactions can be used to determine
the electron drift velocity (section 6.1). In the second section it is illustrated how
the system can be used for quality assurance measurements on particle detectors
(section 6.2). In the last part, the application of VMM3a/SRS in the NA61/SHINE
experiment [13, 14] is shown (section 6.3).

6.1 R e s o l v i n g F l u o r e s c e n c e I n t e r a c t i o n s

The spectra of soft X-rays recorded in argon-based gas mixtures are the result of
three interaction types (section 4.2.1), with the full energy deposition (�gure 4.6a)
and the escape events (�gure 4.6b) peaking out. In addition, the spectra contain
events which are here called double cluster events, where after the liberation of the
photoelectron an argon �uorescence photon is emitted in the de-excitation process
which then ionises another gas atom (�gure 4.6c). Due to their unique event structure
with two correlated clusters which are separated in space, where the separation
along the drift direction corresponds to a separation in time, it is possible to resolve
these events with VMM3a/SRS, making use of most of its features at once. After
presenting how the events can be resolved (section 6.1.1), the events are used to
determine the electron drift velocity in the utilised particle detector (section 6.1.2).

For the measurements, the laboratory set-up was used, both with the 55Fe radioact-
ive source and the copper target X-ray generator. The detector was operated at a gain
of around 40 000, with the electronics settings being 200 ns peaking time, 60 ns TAC
slope and an electronics gain of 1.0 mV/fC The threshold was set to 25 mV above
the baseline without channel-by-channel equalisation and the neighbouring-logic
was enabled. It should be noted that the results of this section have been published
in [71], but there without applied time calibration.
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Figure 6.1 − Illustration of the separation of the two charge clouds in z-direction and in the x-y-plane,
where ∆r2 = ∆x2 + ∆y2 and ∆z = w∆t , with w the drift velocity and ∆t the di�erence in the signal
arrival time due to the particle drift.

6.1.1 Identifying Argon Fluorescence Interactions

The identi�cation procedure of the double cluster events starts with the fact that
both clusters are e�ectively generated at the same time1. This means that the spatial
separation of the clusters along the drift direction, here the z-direction, is de�ned
by the drift gap, with the maximum possible separation being here ∆zmax = 3 mm.
Due to the particle drift, the two clusters will arrive at di�erent times at the read-out
anode, with the maximum time di�erence being ∆tmax = ∆zmax/w , where w is the
drift velocity (�gure 6.1). The drift velocity in Ar/CO2 (70/30 %) at a typical drift
�eld of 2.5 kV/cm is expected to be 6.7 cm/µs according to Magboltz calculations [37,
38], leading to a maximum di�erence in the signal arrival time at the read-out anode
of ∆tmax = 45 ns.

Thus, the double cluster events should be identi�ed by taking the time di�erence
∆t between consecutive clusters and then looking at the corresponding distribution
of the values, with ∆t of the same order of magnitude as calculated from Magboltz
(�gure 6.2). In this time di�erence region, various events are found. It is further
observed that the distribution stretches towards larger time di�erences at half of
the drift �eld2, where ∆tmax = 69 ns is expected from the Magboltz calculations.
Important features to perform this measurement are the self-triggered continuous
read-out in combination with the nanosecond time resolution of the VMM3a. Without
them, neither every charge cluster could be recorded nor could it be assigned with a
precise timestamp in the continuous process of the electron drift. It should be noted
that the measurements were performed at low recorded interaction rates of . 1 kHz.
This was done to reduce the probability of two X-ray photons being emitted by the
X-ray generator or the radioactive source in time intervals comparable to ∆tmax.

1 Compared to the time resolution of the electronics, the de-excitation time and the time it takes to
ionise the gas atoms are negligibly small.

2 To half the drift �eld, the 1 MΩ resistor in the voltage divider to de�ne the voltage applied to the
drift region (�gure 4.2), was replaced with a 0.5 MΩ resistor.
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Figure 6.2 − Distribution of time di�erences between consecutively recorded X-ray interactions.

The next step is to con�rm that the recorded interactions are the ones containing
the argon �uorescence interactions. For this, the time information is combined with
the energy information, meaning that the energy spectra of the clusters with time
di�erences ∆t < 100 ns are compared with the full energy spectra (�gures 6.3 and
6.4)3. In the case of the 55Fe spectra, a prominent peak can be observed in the double
cluster spectrum, being aligned with the escape peak of the full energy spectrum
(�gure 6.3). This is compatible with the expectation (section 4.2.1), where for 55Fe
the initial photoelectron has an energy of 2.7 keV and the photoelectron liberated by
the argon �uorescence photon has also an energy of 2.7 keV. As the interaction and
emission processes do not depend on the electric drift �eld, the observed behaviour
for the two di�erent �elds is similar.

For the case of X-rays from the copper target X-ray tube, where the photon energy
is di�erent (8.0 keV for the Kα -line instead of 5.9 keV), the position of the photopeak
and the escape peak shift towards larger values, while the argon �uorescence interac-
tion remains at 2.7 keV. As a result, the escape peak, which is now at around 4.8 keV,
and the peak from the argon �uorescence interaction do not coincide anymore. This
explains the two prominent peaks that can be observed in the double cluster spectrum
of the copper X-rays (�gure 6.4a).

Even though this should be su�cient to con�rm that VMM3a/SRS can resolve
the argon �uorescence interactions, another step is added, meaning the position
sensitivity (�gure 6.4b). For this, a geometrical position cut is applied to the double

3 It is important to note that the energy values given in keV in the spectra correspond to the expected
values. No Energy calibration was performed. However, the ratios of the corresponding ADC
values are compatible with the ratios of the expected energy values, with maximum 10 % deviation.
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(a) − Electric drift �eld of 2.5 kV/cm.
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(b) − Electric drift �eld of 1.25 kV/cm.

Figure 6.3 − Recorded energy spectra of the X-ray photons emitted from an 55Fe source, with the
spectra of the double cluster events overlaid.

cluster events: from all the clusters being part of the time di�erence distribution
(�gure 6.2), only the ones with a position outside of the area of the X-ray photon
beam spot are considered (�gure 6.5). Due to the localised beam spot, the liberation of
the 4.8 keV photoelectron can take only place inside this area, while the interactions
of the argon �uorescence photons can then take place also outside of this area. Thus,
only these clusters should remain as part of the double cluster spectrum, which can
be observed in the corresponding spectrum (�gure 6.4b). As such, it is con�rmed
that VMM3a/SRS enables the possibility to resolve argon �uorescence interactions.
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(a) − Without position selection.
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(b) − Position selection applied.

Figure 6.4 − Recorded energy spectra of the X-ray photons emitted from the copper target X-ray tube,
with the spectra of the double cluster events overlaid. The electric drift �eld was 1.25 kV/cm.

6.1.2 Drift Velocity and Absorption Length

Being able to identify the double cluster events, the underlying interactions are used
in the following to study the electron drift velocity inside the detector. In addition,
also the absorption length of argon �uorescence photons inside Ar/CO2 (70/30 %)
is determined. While the determination of the absorption length is performed with
the data from the measurements with the copper target X-ray tube, the drift velocity
measurements were performed using an 55Fe source. In addition, to be able to scan
over various drift �elds, the 1 MΩ resistor in the voltage divider, de�ning the voltage
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Figure 6.5 − Image of the beam spot of the copper X-rays. The areas contained by the dashed lines
indicate the position selections. The X-rays with reconstructed positions inside the circle are excluded
for the generation of one of the double cluster spectra (�gure 6.4), while the X-ray interactions recorded
within the wedge region are the ones used to determine the absorption length (�gure 6.11).

to generate the drift �eld (�gure 4.2), was taken out of the voltage divider. Instead,
the high voltage was applied separately to the drift cathode and the GEM stack, with
the latter being operated at the same detector gain of around 40 000 as before.

To determine the electron drift velocity, the procedure of identifying the double
cluster events is e�ectively reverted. Instead of using the calculated drift velocity
to establish the time di�erence range to be looked at, the cut-o�-value of the time
di�erence distribution has to be determined as this corresponds to ∆tmax, which then
allows to calculate the drift velocity, with ∆zmax = 3 mm. The �rst step to do so is
the �ltering of the time di�erence distribution. This means that an energy cut is
applied to the data, selecting only cluster events where the measured energy of the
clusters lies within a 2σ interval of the mean of the 2.7 keV peak (�gure 6.6a). To
determine the peak’s mean and its width σ , a Gaussian function is �tted to the peak.
Applying this energy selection leads to a time di�erence distribution with a much
clearer de�ned cut-o�-value (�gure 6.6b).

However, the cut-o� value that can be seen in the histogram is not the value of
∆tmax. This is due to the fact that the time di�erence distribution gets broadened by
the time resolution of both the detector and the electronics. This was reproduced
with a simple Monte Carlo simulation (�gure 6.7), were numbers between 0 ns and
60 ns where drawn from a uniform distribution, corresponding to the drift time of
the charge clusters. This assumes that in a 3 mm wide drift gap the exponential
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Figure 6.6 − Illustration of how the energy cut in the double cluster spectra is applied (a) and the
e�ect of the cut on the time di�erence distribution (b).

intensity loss behaviour of the 5.9 keV X-ray photons and the emission behaviour
of the argon �uorescence photons along the drift direction can be approximated as
uniform behaviour. With the general trend of the resulting simulated time di�erence
distributions (�gure 6.7) behaving similar to the measurement (�gure 6.2), the ap-
proximation might be considered as su�cient for the here needed purpose. This is
further underlined once the time uncertainty, re�ecting the time resolution, is added
to the time di�erence distribution. For the Monte Carlo simulation, this means that
the uniformly drawn time is convoluted with an uncertainty drawn from a Gaussian
distribution with a standard deviation of here 5 ns.
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Figure 6.7 − Time di�erence distribution generated with Monte Carlo methods for the ideal case
without time uncertainty and the case where this uncertainty on the simulated drift time of the electron
clusters is considered. In addition, the di�erence between these two cases is shown, where the di�erent
axis range on the right axis should be considered.

The comparison between the ideal case without time resolution e�ects and the case
with time resolution e�ects considered allows to calculate the di�erence between the
two cases. From this, the following function to describe the �ltered time di�erence
distributions could be derived:

f (∆t ) =


−N2

[
erf

(
∆t − µ√

2σ

)
+ 1

]
for ∆t ≥ µ

−N2
[
erfc

(
∆t − µ√

2σ

)
+ 2

]
+m∆t + b for ∆t < µ

. (6.1)

Here, N is a scaling factor, σ is the time uncertainty on the measurement, so the
convolution of the electronics and detector time resolution, µ is the mean of the error
functions, corresponding to ∆tmax andm and b are parameters of a linear function to
describe the decrease of the distribution towards larger values of ∆t . In the �t of the
function to the data (�gure 6.8), it is further imposed that µ = −b/m. An important
aspect of the �t procedure is the range of the �tted bins, i.e. the �rst bin used in the
�t. Hence, a range of start values was scanned, from 10 ns to 40 ns, with the resulting
values of µ slightly varying, but still being compatible with each other within their
uncertainties (�gure 6.9). Because the values of the reduced χ 2/ndf to determine the
goodness of the �t were all similar and all close to one, it was decided to calculate
the error weighted average from the �t range scan results to determine the �nal
value of the cut-o�-value µ.
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Figure 6.10 − Comparison of the measured drift velocity and the expectation from Magboltz, depending
on the electric drift �eld. The error bars on the data point contain the statistical error from the weighting,
as well as the time uncertainty, so σ from equation (6.1).

Having extracted the cut-o� values via this method, the obtained value corresponds
to the maximum possible time di�erence ∆tmax between the two clusters or 3 mm
drift distance. So calculating wmeas = 3 mm/µ gives then the measured drift velocity
(�gure 6.10). A reasonably good agreement between the measured drift velocity and
the expectation from the Magboltz calculations can be seen. Even though the overlay
is not perfect, within the uncertainties, the values are compatible with each other.
Possible ways to achieve a better agreement, are to gain a better understanding of the
drift gap’s geometry (width and uniformity) as well as a more sophisticated method
to determine the cut-o�-value of the time di�erence distribution.

In addition to the drift velocity of electrons in Ar/CO2 (70/30 %) at NTP, also
the absorption length for the 3.0 keV argon �uorescence photons is determined.
This requires determining the three-dimensional distance between the two charge
clouds in the double cluster events. The distance in the x-y-plane can be directly
reconstructed, due to the segmented read-out, while the z-distance is calculated from
the time di�erence between the two reconstructed clusters.

For the measurement process, the X-ray tube was moved o� the centre of the
detector, as the absorption length λ = 1/(µρ) in Ar/CO2 (70/30 %) at NTP is 3.35 cm,
with µ = 174 cm2/g at 3.0 keV [34] and ρ = 1.716 g/l [25]. The resulting asymmetry
is mitigated by considering only events in the analysis that are contained within a
quarter of a circle with 60 mm radius around the centre of the X-ray beam spot. In the
analysis itself an energy cut was applied, similar to the drift velocity measurements,
meaning that only events with 4.8 keV photoelectrons in the beam spot and 2.7 keV
photoelectrons outside of the beam spot area are used. In addition, only events
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Figure 6.11 − Distribution of the distances between the reconstructed interaction points of the initial
X-ray photon and the argon �uorescence photon. The measured distribution is in addition compared
with Monte Carlo (MC) data.

with a distance of more than 8 mm between the reconstructed interaction positions
in the x-y-plane are taken into account for the analysis. This is due to the size of
the clusters, which on average is around 6 strips or 2.4 mm. This means that, if the
interactions happen too close to each other, the resulting clusters will overlap and
are identi�ed as a single cluster.

From the resulting distribution of distances between the clusters (�gure 6.11), it
can be seen that the number of entries decreases with increasing distance between
the clusters, which corresponds to the expected intensity loss (section 1.2). However,
the observed decrease of the entry numbers per bin is more rapid than what would
be expected from λ = 3.35 cm. This is due to a geometrical constraint, where the
covered solid angle for the interaction of the �uorescence photons gets smaller for
larger interaction distances in the cuboidal shaper drift region. Hence the data are
compared with a Monte Carlo simulation. The simulated photon emission point from
the X-ray beam spot is generated in the x-y-plane from a Gaussian distribution with
an FWHM of 5 mm in order to match the observation (�gure 6.5). The z-coordinate
of the photon emission is sampled from a uniform distribution between 0 and 3 mm.
The emission angle in the x-y-plane is again sampled from a uniform distribution,
as well as the z-coordinate of the interaction. The interaction depth is sampled
from an exponential distribution with λ = 3.35 cm as a parameter. Applying the
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same geometrical restrictions that apply in the drift gap, the resulting distribution
of distances between the emission and the interaction point agrees well with the
measurement (�gure 6.11). This demonstrates that VMM3a/SRS can be used to
determine fundamental physics properties in the experimental set-up as the electron
drift velocity or the absorption length of photons.

6.2 Q u a l i t y A s s u r a n c e M e a s u r e m e n t s o n M P G D s

During the development and production of new detectors for particle physics ex-
periments, it is crucial to understand the detector performance and quality of the
new detectors. This requires speci�c Quality Assurance (QA) procedures, which
contain among other things also measurements of the gain uniformity with X-rays
and cosmic rays [90]. One aspect during the uniformity measurements might be
that the �nal electronics, which is supposed to be used in the experiment, is not yet
available during the testing and QA phase of the �rst detectors. With APV25/SRS
it was demonstrated that the system could be used for QA studies in the described
situation [90]. Hence it was also investigated if VMM3a/SRS is suitable for these
measurements.

The important aspect in this investigation is however not to understand if the
VMM3a front-end of the SRS can be used for e.g. X-ray studies; this was already
demonstrated (chapter 5). The goal is to demonstrate that VMM3a/SRS allows to
perform complementary QA measurements to get a more precise understanding on
the detector behaviour, speci�cally the behaviour of GEM detectors. The uniformity
of a particle detector is typically described via a so-called gain map, where the
position-dependent amplitude variations are shown (�gure 6.14). In GEM detectors
it was observed that the total e�ective detector gain depends almost linearly on the
uniformity of the induction gap [68]. So to better understand the cause of potential
non-uniformities in the gain map, the following method was proposed to disentangle
e�ects that originate from the induction gap and other parts of the detector [91].

Due to the capacitive coupling between the bottom side of the third GEM and the
read-out anode, it is possible to send voltage pulses with an external pulse generator
to the bottom side of the third GEM and to read-out the induced signals on the read
out strips with the same multi-channel electronics with analogue capabilities4 that
is used for the uniformity gain map. As the capacitance depends on the distance d
between two parallel-plate electrodes via Cind ∝ 1/d , the changes in the capacitance
due to non-uniformities will result in changes in the induced signal Qind = CindU .
The advantages that VMM3a/SRS could provide to this measurement are its capability
to handle various detector capacitances and its self-triggered read-out, meaning that
the experimental set-up becomes relatively simple.

4 To be position-sensitive and get access to the charge and hence gain information.
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To demonstrate the sensitivity of VMM3a/SRS to such variations, two large-area
triple-GEM modules with an active area of about 1.0 m×0.5 m were used. The general
structure of the two modules is the same. Each module contains a triple-GEM stack
with a 3 mm wide drift gap, a �rst 1 mm wide transfer gap, a second 2 mm wide
transfer gap, and a 1 mm wide induction gap. The read-out anode is segmented into
8 × 3 groups of 128 strips (1D read-out), meaning that each group was read out by
one RD51 VMM hybrid. The strip segmentation takes place along the three columns.

The results show a position dependence of the recorded amplitude (�gure 6.12a).
This particular module was known for having an intrinsic outwards bending. It can
be seen that the signal amplitude increases towards the outer strips, meaning that
the capacitance in the centre of the module is smaller, as it would happen when
the induction gap gets larger. In addition, it can be seen that the signal amplitude
varies between di�erent rows ηi . This can be explained with di�erent strip areas
depending on the row, leading to a change in the capacitance, as Cind ∝ A in the
case of a parallel-plate capacitor. To prove this statement, the recorded amplitude
was normalised by the strip area, with the largest strip as a reference, which should
correct for the observed behaviour (�gure 6.12b). From the result it can be seen that
the bending is the strongest in the centre of the module. The measurement type
was repeated with another module, that was known to su�er less from intrinsic
bending. Instead, a lead brick with a mass of around 5 kg was placed in the centre of
the module (between η4 and η5), to actively bend the structure and study the relative
signal variation ∆Qs = (Qno,s − Qweight,s )/Qweight,s between the case with weight
Qweight,s and the one without weightQno,s for each read-out strip s (�gure 6.13). With
the weight placed on the read-out board, the board gets bent inwards, leading to a
larger capacitance and thus a larger signal amplitude and hence also a larger signal
variation. As the weight is placed in the centre, there the bending is the strongest.

The measurements show that using a pulser to understand the induction gap uni-
formity works. As the intention is to disentangle di�erent sources of non-uniformities,
now an example is shown, where both QA methods have been applied, the pulser
method and the X-ray imaging for the gain map. The measurements have been
performed on a novel neutron detector for the NMX experiment at the European
Spallation Source with a low material budget read-out [15, 16]. The detector is
constructed such that its components are not mounted on a solid bottom plane that
contains also the read-out strips, but the other way around. This means that the
detector is built up from a solid top/cathode plane, with the read-out anode being
a thin foil stretched over the active area. Di�erent to the measurements with the
previous large area modules, the NMX detectors are COMPASS-like triple-GEM
detectors with x-y-strip read-out but 10 mm drift gap. The results with the X-ray
measurements, here only shown for one of the detector quadrants, indicate a strong
non-uniformity (�gure 6.14). When the observed variations are projected along one
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Figure 6.12 − Illustration of the position dependence of the induced signal charge Qind for an intrins-
ically bent GEM module with a non-uniform induction gap, using the pulsing technique. In one case
(a), the results are shown without correcting for the di�erent-sized read-out strips, while in the other
case (b), the measured signal charge is normalised by the strip area.

axis, the results of the X-ray measurements can be directly compared with the pulser
method (�gure 6.15). A good correlation between the two di�erent measurements
can be observed, con�rming that VMM3a/SRS is well suited for QA studies and
uniformity measurements of the induction gap in GEM detectors. The reason for the
observed non-uniformity was found after the detector was opened. There, a wave
structure in the read-out foil introduced through the stretching procedure can be
observed (�gure 6.16). To avoid this behaviour in future detectors, the design of the
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Figure 6.13 − Relative variation of the signal amplitude between the case with additional weight and
the one without weight. The �uctuations in the signal variation at η5 for a ϕ-strip position of around
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Figure 6.14 − X-ray image of one of the detector’s quadrants, with the colour corresponding to the
average cluster charge. The thick white stripes originate from spacers between the GEM foils in the
detector. The thin vertical lines originate from the sectorisation of the GEM foils. Data kindly provided
by Jerome Samarati [92].

− 165 −



0 100 200 300 400 500
x-Position (Strips)

0

1000

2000

3000

4000
Av

er
an
ge

Cl
us
te
rC

ha
rg
e
(A
D
C
Va

lu
es
)

X-Ray Clusters
Pulser

200

300

400

500

600

700

Pu
lse

rS
ig
na
lA

m
pl
itu

de
(A
D
C
Va

lu
es

Figure 6.15 − Overlay of the average cluster charge from the X-ray events along each read-out strip and
the measured signal amplitude from the pulser method. Data kindly provided by Jerome Samarati [92].

Figure 6.16 − Photograph of the read-out foil, with the dashed-line square highlighting the quadrant
whose X-ray image is shown (�gure 6.14). The wave structure in the read-out foil, leading to variations
in the induction gap size can be clearly observed. Photograph kindly provided by Jerome Samarati [92].
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NMX prototype was optimised, such that the read-out foil is glued on a glass plate.
With this, a high uniformity of the induction gap can be preserved.

These measurements indicate however one issue with the pulsing technique. The
non-uniformities are integrated along the strips which does not allow a precise
2D position sensitive identi�cation of irregularities as with the X-rays, making an
exact and quantitative description of the non-uniformities di�cult Nonetheless, it
indicates if a potential problem occurs in the induction gap or another part of the
GEM detector. The pulsing method remains further useful, as it is well suited for
quality measurements during the detector production because it works without gas
�ow and does not even require a fully assembled detector.

6.3 B e a m P o s i t i o n D e t e c t o r o f N A 6 1 / S H I N E

The last part of this chapter focuses on the use of the RD51 VMM3a/SRS beam
telescope in the NA61/SHINE experiment5 [13, 14], located at the H2 beam line of
the CERN SPS. The experiment is designed to study di�erent kinds of hadron and
nucleus interactions, with one of its main objectives being the study of the onset of
decon�nement [13]. Also activities on neutrino physics are pursued, particularly
studies with the target of the T2K experiment6 [93]. The goal is to reproduce the
beam conditions of the T2K experiment, using a 31 GeV/c proton beam, and to study
the production of hadrons in the proton-nucleus interactions in the target in order to
better estimate the initial neutrino �ux [94]. This requires a precise measurement of
the particle tracks before and after the interactions of the proton beam with the target.
The track measurement after the interaction is performed with the NA61/SHINE
Time Projection Chambers (TPCs). To be able to calculate the scattering angle of
the particles, the initial position of the proton beam before the interaction in the
target needs to be known. For this, so-called Beam Position Detectors (BPDs) are used.
Originally operated with wire chambers [14], the BPDs are supposed to be upgraded,
using scintillating �bres and silicon strip detectors [95]. In the meantime, until the
upgrade is �nalised, the RD51 VMM3a/SRS beam telescope with its COMPASS-like
triple-GEM detectors (section 4.3) was used as an interim solution for the beam
position detectors as so-called GEM-BPDs (�gure 6.17).

To be operated as GEM-BPDs, a few adjustments had to be made to the RD51
VMM3a/SRS beam telescope. First, to have as little material budget as possible in the
beam line, the scintillators and all DUTs were removed, with only the three tracking

5 SHINE is the abbreviation for SPS Heavy Ion and Neutrino Experiment [14].
6 The T2K experiment studies neutrino oscillations and aims on determining the mixing angles and

precise measurements on the oscillation parameters [93]. To produce the corresponding neutrino
beam, a proton beam is sent onto a 90 cm long carbon rod with 2.6 cm diameter and a density of
1.83 g/cm3 [14].
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Figure 6.17 − Photograph of the RD51 VMM3a/SRS beam telescope as GEM-BPDs at the NA61/SHINE
experiment.
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detectors remaining. Secondly, to slightly increase the angular resolution, the �rst
tracking detector was moved 20 cm forwards, such that the distance between T1
and T3 is almost 1 m. As third and most important point, only one quadrant of each
detector with an area of 5 × 5 cm2 was read out. This was possible because of the
transversal pro�le of the proton beam, a circular shape with around 2 cm diameter,
and hence allowed to use a single FEC/DVMM combination to read the signals
from all GEM-BPDs. The motivation for a single FEC operation was to potentially
increase the operation stability. Nonetheless, a second FEC/DVMM combination was
used to power and con�gure the six remaining hybrids on the tracking detectors,
as the read-out strips require a similar signal termination. In terms of operation
settings, the tracking detectors were operated similar to the RD51 test beam, i.e. a
gain of 30 000. The threshold level was slightly increased to 25 mV, including the
channel-by-channel equalisation. The other electronics settings remained the same.

6.3.1 Integration of the GEM-BPDs into NA61/SHINE

To integrate the RD51 VMM3a/SRS beam telescope into the NA61 experiment and
turn it into the GEM-BPDs, various steps were necessary. The most crucial aspect for
a successful integration was to combine two di�erent read-out paradigms in order
to match the recorded particle interactions from the beam telescope with the ones
recorded by the other detectors of NA61. While the VMM3a/SRS beam telescope
operates in a self-triggered continuous read-out mode, NA61 operates as a triggered
experiment with trigger rates of up to 1 kHz [96]. With particle rates in the used
proton beam of up to 5 × 104 particles per spill or 10 kHz and VMM3a/SRS recording
almost all of their interactions in the GEM detectors, this requires a precise matching
between the protons setting o� the NA61 trigger signal and the protons recorded by
the GEM-BPDs.

As the NA61 trigger-logic generates for each trigger event a 32-bit long event
identi�er 7 it became evident that the best solution to match the recorded interactions
would be that the event-IDs from NA61 are acquired with VMM3a/SRS acquires,
such that they are contained in its data stream. This allows the matching of the
GEM-BPD clusters with the NA61 events in the o�ine data analysis. To inject the
event-ID into the VMM3a/SRS data stream, it was decided that the event-ID bits
would be decoded on the VMM3a input channels, with one channel corresponding to
one bit. For this, the 32-bit event-IDs were split up onto 32 individual transmission
lines, with the LVDS signals from the trigger-logic being converted into NIM signals,
which was implemented by Piotr Podlaski. The NIM signals were then sent to the
NIM Pattern Injector (NIP) board for the VMM3a front-end of the SRS (�gure 6.18),
which was designed by Hans Muller. The NIP board contains 36 inputs for push-pull

7 In the following also called event-ID.
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Figure 6.18 − Photograph of the NIP board used to distribute the split event identi�er bits to the
individual VMM3a input channels.

connectors8, of which 32 inputs are reserved for the event-ID and four for the trigger
signal itself. With each of the push-pull connectors being connected to a VMM3a
input channel via a 50 Ω termination resistor and a 0.5 pF capacitor, a bit set to one
leads to a 400 fC charge pulse. As the pulses for the active bits arrive at almost the
same time and knowing the channel-to-bit mapping, the combination of channels
that recorded a charge pulse with the ones that did not record a charge pulse, allows
decoding the NA61 event-IDs in the o�ine data analysis (�gure 6.19).

However, instead of sending all 32-bits to the NIP board, only the �rst 24-bit were
sent, with the eight least signi�cant bits being doubled, meaning that these bits are
sent to two of the push-pull connector inputs. This is done for redundancy purposes,
as it was observed that when injecting NIM pulses to the VMM3a input channels
some of the corresponding hits (less than 1‰) are lost in the read-out chain. So far it
was not identi�ed at which part of the chain, so if the hit is already lost at the pulse
injection or at some point in the later data processing. This is also the reason why
the trigger input was quadrupled. However, with doubling the last eight bits, more
than 99.99 % of the event-IDs could be immediately and correctly9 decoded.

Other parts of the integration of the GEM-BPDs into NA61 included the data
acquisition and the stopping of a run. Neither the control software of VMM3a/SRS
nor the online monitoring was integrated into the NA61 DAQ system. Instead, the

8 Commonly known as LEMO® connectors.
9 Correctly means here that the event-IDs are consecutive. So once an event-ID is smaller than the

previous one, it is considered as not correctly reconstructed. Despite that, in the o�ine analysis,
because the event-IDs before and afterwards are known, it is possible to recover the IDs with a
missing active bit.
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Figure 6.19 − Example of the event-ID decoding, where the event identi�er is plotted against the
acquisition time. In this particular run, three spills have been recorded, with the event counter not
increasing in between the spills. Data kindly provided by Brant Rumberger [97].

GEM-BPDs were operated separately, similar to the RD51 test beams. However, the
data acquisition with tcpdump was connected to the DAQ start of NA61, meaning
that once a data acquisition run was started for NA61, also the data from VMM3a/SRS
would be saved to the hard drive. This was implemented by Brant Rumberger, who
also wrote a quality assurance analysis which reads in the .root �les from vmm-sdat
to investigate the data quality, understand if the event-ID matching works and hence
understand in an almost online10 matter the data quality. This allows also to stop
the data acquisition fast enough in case of problems. In case of immediate problems
with the GEM-BPDs, i.e. high voltage instabilities at the detectors, a stop signal was
generated with the high voltage power supply which could then be registered by the
NA61 DAQ system, leading to an automatic stop of the data acquisition run. Here
it should be noted that the detectors operated quite stable and the only occasions
where the data acquisition was stopped due to issues with the high voltage stability,
was due to a faulty high voltage �lter. In general, it can be concluded that in terms
of operation stability the GEM-BPDs operated for almost �ve weeks at NA61/SHINE
without interruption or detector and VMM3a/SRS-related faults.

6.3.2 Tracking Performance and Event Matching

With the stable operation of the GEM-BPDs con�rmed and being able to decode the
event-IDs contained in the VMM3a/SRS data stream, the next steps are to ensure that

10 Considering the the reconstruction and analysis time the delay between data taking and receiving
the results for the quality assurance check is around 1 minute.
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Figure 6.20 − Distribution of the time di�erence between the recorded interaction time of the particle
and the timestamp of the decoded event-ID. Data kindly provided by Brant Rumberger [97].

the interactions in the GEM detectors can be assigned to the event-IDs, to determine
the tracking performance of the GEM-BPDs and to include the reconstructed particle
tracks from the GEM-BPDs in the NA61 events.

At �rst, the matching between the recorded proton interactions from the GEM
detectors and the event-IDs is shown. For this, an interaction is considered as
matched, if the time di�erence between the interaction time of a particle in the GEM
detectors and the arrival time of the event-ID at the NIP board is not larger than
±500 ns (�gure 6.20). The observed o�set in the time di�erence is due to the fact
that the initial trigger signal in NA61 is sent with a delay of at least 200 ns to include
also the information from other detectors in the �nal trigger signal. Combining this
with the delays of the various signal transmission lines, an o�set of around 400 ns
between the interaction taking place and the trigger and hence event-ID signal being
distributed is expected [98].

Managing to match the recorded interactions in the GEM-BPDs with the event
identi�ers, allows also to illustrate parts of the detectors involved in generating the
trigger signal (�gure 6.21). In one case (�gure 6.21a) all the interactions recorded with
the �rst tracking detector of the GEM-BPDs are shown, using only the self-triggered
read-out of VMM3a/SRS. These clusters are then matched with the event-ID and
trigger signal (�gure 6.21b). In this image, the circular shape of one of the scintillators,
which in this case was directly mounted in front of the target, can be seen. In addition
to this, also the e�ciency of the tracking detectors was studied. The e�ciency is
here de�ned as the ratio between the total number of event-IDs and the number of
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(a) − Only self-triggered. (b) − Matched with event-ID.

Figure 6.21 − Illustration of the transversal structure of the proton beam, here only shown for the
reconstructed interactions in the �rst tracking detector T1. In one case all the reconstructed clusters
are shown (a) and in the other case only the clusters that could be matched with an event-ID (b). Note
the di�erent number of entries (b) due to the lower NA61 trigger and hence event-ID rate. Data kindly
provided by Brant Rumberger [97].

interactions that can be matched with an event-ID:

ε =
Nmatched
Nevent-IDs

. (6.2)

For the use of the GEM-BPDs no speci�c e�ciency scan was performed, as operation
conditions to achieve e�ciencies as high as possible have been established before
(section 4.3.2). Thus, the tracking detectors were operated at detector gains of
20 000 to 30 000 at a THL of around 25 mV or 2.5 fC or 15.6 × 103 electrons above
the baseline. This allowed to achieve tracking detector e�ciencies larger than 95 %
throughout the entire data-taking period. Most of the time, the detectors could be
operated with εT1 ≈ 98 %, εT2 ≈ 97 % and εT3 ≈ 97 %, where the �uctuations are
around 1 %.

The next step in studying the tracking performance is the determination of the
track resolution. This is done with the same method as for the RD51 VMM3a/SRS
beam telescope (section 5.2.6). The resulting track resolution (�gure 6.22) is, as
expected, similar in terms of values and behaviour as what has been observed before
from the test beam results (�gure 5.41). It should be noted that the reconstructed
particle tracks are built up only by clusters which could be matched to an event-ID.

The last step in terms of matching event-IDs and reconstructed particle tracks is
related to the detector alignment. The alignment of the GEM detectors with respect
to each other is performed with anamicom, providing the position of the particle
tracks inside the GEM-BPDs. However, to have the full information available for the
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Figure 6.22 − Track resolution of the GEM-BPDs, calculated via equation (5.17), presented in the
GEM-BPD coordinate system. The method for the position determination isQ2 weighting with enabled
neighbouring-logic. For the determination, only tracks that could be matched with an event-ID were
used, for which anamicom was modi�ed by Jona Bortfeldt.

vertex reconstruction inside the target, the positions of the protons inside the experi-
ment coordinate system need to be known. This means to use reference detectors,
whose position in the experiment coordinates is well known and to match tracks that
are reconstructed using the reference detectors with the ones reconstructed from
the GEM-BPDs. From the geometrical o�set between the two tracks, the absolute
alignment of the GEM-BPDs can be performed. In the present case, to perform
the alignment, the target was removed from the experiment and two Delay Wire
Chambers (DWCs) of the H2 beam line, located before and after the NA61/SHINE
experiment, were used as reference detectors. It can be seen that the tracks recon-
structed with the GEM-BPDs and the ones with the DWCs, both matched via the
event identi�er can be well aligned with each other (�gure 6.23). Also in terms of
correlation, it can be seen that the reconstructed penetration point of the proton
beam in the GEM-BPDs can be well correlated with the ones determined from the
DWCs (�gure 6.24). This con�rms the stable and successful operation of the RD51
VMM3a/SRS beam telescope as NA61 GEM-BPDs. The position of the proton beam
sent on the carbon target could be reconstructed with > 90 % e�ciency, it could be
matched with the NA61 event counter and from this, the positions could be aligned
with the experiment coordinate system. This means that the acquired data can be
used in the analysis of the neutrino physics data for the NA61/SHINE and the T2K
experiments.
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one the y-position), individually reconstructed with the GEM-BPDs and the DWCs and then overlaid,
in order to illustrate the matching of the GEM-BPD data with the data recorded in other parts of NA61,
presented in the NA61 coordinate system. Data kindly provided by Brant Rumberger [97].
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Figure 6.24 − Correlation plots between the calculated penetrations points of the beam particles in
the �rst tracking detector of the GEM-BPDs, comparing the position reconstructed with the data from
the GEM-BPDs and the DWCs for both coordinates. Data kindly provided by Brant Rumberger [97].
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C o n c l u s i o n a n d O u t l o o k

The needs from new particle physics experiments require the use of modern detector
technologies. As such, Micro-Pattern Gaseous Detectors are more and more used to
provide a good spatial resolution (better than 100 µm), a good time resolution (better
than 10 ns) and a high rate-capability (several MHz/cm2) over a large area (up to
hundreds of square metres). In order to cope with these requirements and process
the signals from the detectors, new front-end electronics is needed. In case of the
New Small Wheel upgrade of the ATLAS experiment, this lead to the development of
the multi-channel ATLAS/BNL VMM3a front-end ASIC, which provides a MHz rate-
capability, nanosecond time resolution and access to the charge and hence energy
information of the interacting particle. At the same time it can operate with detectors
of di�erent size, handling detector capacitances between a few pF up to 1 nF. In
order to use its feature set also in small-scale R&D detectors as well as medium-size
experiments, the VMM3a was integrated into the RD51 Scalable Readout System.

In this thesis, the capabilities of the integrated VMM3a front-end and Scalable
Readout System for the charge read-out of Micro-Pattern Gaseous Detectors were
explored. Not only to characterise the performance of VMM3a/SRS, but also to help
in improving its operation stability and turning it into a full-scale read-out system,
in terms of hardware, �rmware and software. These activities were carried out in a
larger collaborative e�ort to further develop and improve the read-out system, the
Working Group 5.1 of the RD51 collaboration. Over the course of this thesis, it was
possible to turn VMM3a/SRS from a small system with unstable operation into a
large-scale, multi-purpose read-out system, which was ultimately operated for �ve
weeks without interruption as part of the NA61/SHINE experiment at CERN.

At �rst, the electronic behaviour of the system was characterised. This includes
the evaluation, testing and improvement of the calibration and correction procedures,
but also studies on the rate-capability, electronics noise (less than 1000 electrons at a
detector capacitance of 22 pF, i.e. when connected to a 10 × 10 cm2 COMPASS-like
triple-GEM detector) or the optimisation of the threshold level. Further, the time
resolution and timing behaviour of VMM3a/SRS was characterised. With electronics
time resolutions between 0.5 ns and 2 ns, depending on the front-end’s settings,
VMM3a/SRS is well suited to be used as an integrated read-out system for most R&D
purposes, as well as particle physics experiments.
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It was demonstrated that VMM3a/SRS allows characterising the performance of
particle detectors, pro�ting highly from the VMM3a’s high-rate, self-triggered con-
tinuous read-out used in the SRS implementation. It was shown, how VMM3a/SRS
enables high-rate X-ray imaging with gaseous detectors, meaning radiography, but
also �uoroscopy, where imaging of moving objects is performed. In an example
measurement, 280 × 106 X-ray interactions were recorded in 180 s, giving access to
the position of each interacting particle, its energy and its time of interaction. This al-
lowed performing studies on energy-resolved imaging. The read-out system was also
used for the RD51 VMM3a/SRS beam telescope, which was built throughout of this
thesis, where in addition to COMPASS-like triple-GEM detectors, also other detector
technologies were read out, i.e. MicroMegas and scintillators/PMTs via a NIM-logic
output. As part of the studies with minimum ionising particles, VMM3a/SRS was
used to provide a live response monitoring of the beam quality. A large fraction of
the characterisation measurements, both with X-rays and MIPs, was spent on spatial
resolution studies and how to improve the position reconstruction. Two di�erent
approaches were investigated. On the one hand a modi�cation of the centre-of-
gravity method, where the square of the charge is used as a weight, and on the other
hand a hardware feature of the VMM3a, its neighbouring-logic. For both cases, but
especially for the Q2 weighting, it was found that the spatial resolution and hence
the position reconstruction gets improved for COMPASS-like triple-GEM detectors.
Spatial resolutions below 50 µm, using MIPs, could be achieved. In addition, the time
resolution of the COMPASS-like triple-GEM detectors was precisely determined,
pro�ting from the electronics’ time resolution. Resolutions between 8 ns and 14 ns
could be measured, depending on the total e�ective gain of the detector.

Also, di�erent applications of VMM3a/SRS outside of the study of the typical
detector resolution parameters have been investigated. It was shown how its con-
tinuous self-triggered read-out, allows to resolve argon �uorescence interactions,
which can be used to determine the electron drift velocity inside the detector. The
possible use case of VMM3a/SRS for quality assurance measurements was illustrated.
Furthermore, the RD51 VMM3a/SRS beam telescope was successfully operated as
Beam Position Detector in the NA61/SHINE experiment, where it was also shown
that the data from VMM3a/SRS can be merged with the data from other read-out
systems and experiments.

This successfully demonstrated that VMM3a/SRS works as an integrated read-out
system for MPGDs and is able to cope with the requirements set by the experiments.
As such, the integration of the VMM3a into the SRS, puts the SRS into its next era.

Nonetheless, there are still aspects left for the future, with potential improvements
of the current system in terms of software, �rmware and hardware to gain even
more productivity and stability. An example for this is the planned replacement of
the Spartan-6 FPGA on the Hybrid by a Spartan-7 FPGA in future production series
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of the RD51 VMM Hybrid. This would e.g. make the use of other read-out modes of
the VMM easier. Other improvements would require more profound changes, for
example, the repair of the non-working channel FIFO or the timing-at-threshold
mode, which would need a new design and production iteration of the VMM ASIC.
And while bandwidth limitation of the SRS FEC may be addressed by implementing
a fully triggered read-out mode for the VMM3a in the SRS, the current proposal
foresees the new extended Front-End Concentrator (eFEC) as part of the SRS-e with a
higher bandwidth Ethernet transceiver of 2 × 10 Gbps [99].

Also from the measurement perspective, there exist several aspects, that have
not been covered within this thesis, but which could pro�t from the capabilities of
VMM3a/SRS. This includes e.g. �uorescence imaging as an evolution of the energy-
resolved imaging. The read-out of negative-ion TPCs, where potentially each ion
could be resolved may pro�t from the VMM3a’s time resolution. In a similar direction
points the application of a Frisch grid inside a GEM detector to improve the time
resolution, which could be studied with VMM3a/SRS. An example of currently
ongoing activities for future experiments is the read-out of Silicon Photomultipliers
(SiPMs) with VMM3a/SRS.

This concludes the exploration of next-generation electronics for the read-out of
micro-pattern gaseous detectors, with the VMM3a front-end of the RD51 Scalable
Readout System, being successfully tested, characterised and optimised for the use
in R&D applications and future particle physics experiments.
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