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Abstract

The Standard Model of particle physics serves as the predominant theory of the microscopic world for
many decades. Many discoveries have been predicted by this model and it still provides a good fit for
a wide variety of measurements. The W-boson is the charged massive mediator of the weak force,
one out of three elementary forces which can be described by a quantum field theory. The discovery
of the Higgs boson in 2012 was the final piece in the puzzle of the Standard Model to explain the
masses of massive bosons via the Higgs mechanism. Since its discovery in 1983, many properties
of theW-boson have been studied quite intensively. Measurements of theW-boson mass and width
are crucial to test the overall consistency of the Standard Model and constrain other parameters. A
newly published measurement by the CDF collaboration doubts that the Standard Model can fully
explain theW-boson mass as it is in clear tension with the predicted value and all other experimental
measurements.

The presented thesis revisits and extends theW-boson mass measurement published by the ATLAS
collaboration in 2017 based on data provided by the Large Hadron Collider in 2011 with a centre-of-
mass energy of

√
𝑠 = 7 TeV and an integrated luminosity of Lint = 4.59 fb−1. The main improvements

are an enhanced fit methodology, an advanced background determination, and the treatment and
incorporation of systematic uncertainties. This thesis presents a new measurement of theW-boson
mass of 𝑚W = (80 354.7 ± 15.7) MeV, where the total uncertainty is reduced by more than 10 %
compared to the 2017 analysis. The discrepancy with the measurement by the CDF collaboration
remains an open issue for further studies. Beyond that, the first measurement of theW-boson width,
ΓW , by the ATLAS collaboration is added. The result of ΓW = (2 154 ± 48) MeV is the most precise
single measurement so far and is still in agreement with the Standard Model prediction. Lastly, the
lepton universality in the W-boson decay, 𝑅𝜏ℓ , is measured to 𝑅𝜏ℓ = 0.96 ± 0.11 by comparing the
branching ratios of tau lepton decays to those to electrons or muons.
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CHAPTER 1

The fascination with particle physics

ἓν ἕκαστον μὲν τοῦ γένους ἑκάστου διὰ σμικρότητα οὐδὲν ὁρώμενον ὑφ᾿ ἡμῶν,

συναθροισθέντων δὲ πολλῶν τοὺς ὄγκους αὐτῶν ὁρᾶσθαι: καὶ δὴ καὶ τὸ τῶν ἀναλογιῶν

περί τε τὰ πλήθη καὶ τὰς κινήσεις καὶ τὰς ἄλλας δυνάμεις πανταχῇ τὸν θεόν, ὅπῃπερ ἡ

τῆς ἀνάγκης ἑκοῦσα πεισθεῖσά τε φύσις ὑπεῖκεν, ταύτῃ πάντῃ δι᾿ ἀκριβείας

ἀποτελεσθεισῶν ὑπ᾿ αὐτοῦ συνηρμόσθαι ταῦτα ἀνὰ λόγον.

When taken singly each in its several kinds, is seen by us, but when many are collected together
their masses are seen. And, moreover, as regards the numerical proportions which govern their
masses and motions and their other qualities, we must conceive that God realized these
everywhere with exactness, in so far as the nature of necessity submitted voluntarily or under
persuasion, and thus ordered all in harmonious proportion.

Plato, Timaeus, section 56c [1].

Science, as we know it today, started in the times of the ancient Greeks. Nowadays, pupils around
the globe still learn Pythagoras’ theorem. Many renowned personalities famous for their great research
were known as philosophers as well. The list of universal geniuses whose legacy is still known seems
to be endless: Pythagoras of Samos, Democritus, Platon, Pliny the Elder, Leonardo da Vinci, Isaac
Newton, Gottfried Wilhelm Leibniz, Alexander von Humboldt, and many more. They all aimed
to describe Nature in all its fundamental components and mechanisms. A model has to meet two
requirements: On the one hand, it must be able to prepare the foundations of understanding all the
phenomena that have been observed so far. On the other hand, it should forecast new observations
following the predictions of the model. Each theory is just a picture trying to describe the world we
live in. Some theories are more accurate than others but none is so far perfect. Over time, humanity
evolved a more and more complete picture of our world and everything surrounding us. It is a natural
desire driving researchers and their curiosity to push the limit of the known a bit further.

In the 19th century, science and philosophy split up because both groups of themes became more
and more complex. The profundity of topics intensified and could not be overseen by a single person
anymore. In the second half of the 20th century, the concept of modern particle physics evolved from
quantum and relativistic descriptions of individual phenomena into one common based quantum-field
theory of the entire known microscopic world: the Standard Model of particle physics. Even more
than 50 years later, this theory is still the keystone and state of the art theory. It characterises all
elementary particles and their interactions. The Standard Model was able to describe observations

1



Chapter 1 The fascination with particle physics

that have been made before its inception but to predict in addition the existence of new particles and
phenomena. The interplay between theoretical predictions and experimental observations encouraged
the progress in particle physics.

The construction of particle accelerators was the main accomplishment on the experimental side
to reveal the building blocks of matter. Amongst many other institutes in the world, the European
organisation for nuclear research, CERN, operated successfully many accelerators. The UA1 and
UA2 collaborations discovered theW-boson and the Z-boson in 1983 in proton-antiproton collisions
ibidem. Parts of this machine still serve as a pre-accelerator for the Large Hadron Collider. It marks
the best performance of an accelerator in terms of length and collision energy down to the present day.
Since 2008, a high number of protons have been smashed in bunches at four different collision points
around which the same number of particle detectors record the outcome. The ATLAS detector is the
largest of the four experiments and recorded the data used in this thesis in 2011.

Since its discovery in the 1980s, the properties mass, width, and lepton universality of theW-boson
have been measured several times. A new set of measurements will be added in this thesis. The Large
Hadron Collider provides good conditions for this purpose as it can be considered as a “W factory”: It
produces on average 1 000 W-bosons per second given a centre-of-mass energy of

√
𝑠 = 7 TeV and

the designed instantaneous peak luminosity. The resulting kinematic distributions of the W-boson
decay products recorded by the detector allow to achieve an unprecedented precision. Improving the
accuracy of the measurements increases the sensitivity to tiny deviations between the prediction of the
theory and reality. Hence, this thesis will contribute to testing the overall consistency of the Standard
Model.

This thesis is structured as follows: Chapter 2 describes the theoretical foundations. The Standard
Model is introduced including all needed quantum field theories and the Higgs-Brout-Englert
mechanism giving mass to elementary particles. Furthermore, the deficiencies of the Standard Model
are covered. A dedicated focus will be put on the Standard Model predictions of theW-boson and its
measured properties. In Chapter 3, the experimental setup consisting of the Large Hadron Collider and
the ATLAS detector is presented in detail. The presented analysis of theW-boson properties stands in
the tradition of many predecessor measurements outlined in Chapter 4. In particular, this thesis is based
on theW-boson mass measurement by the ATLAS collaboration published in 2017. Furthermore, the
connection of the fitted kinematic observables to the W-boson mass is drawn presenting step by step
influences of theoretical and experimental considerations. The analysis design including the signature
of signal and background processes and the event selection is given in Chapter 5. The intermediate
steps are compared to the results of the reference measurement. An emphasis is put on the estimation
of the multijet background. Chapter 6 depicts the statistical essentials of the two used fit methods,
the 𝜒

2 fit and the profile likelihood fit. It characterises differences in the basic concepts and the way
uncertainties are treated. The calibration of physical objects accompanied by systematic uncertainties
and the physics modelling are outlined in Chapter 7. Finally, the fit setup and the results of the three
individual measurements of W-boson properties are presented in Chapter 8. The thesis closes with a
summary and an outlook in Chapter 9.
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CHAPTER 2

The theoretical foundations

In this chapter, the theoretical foundation necessary to understand the measurements performed will be
laid out. The Standard Model (SM) [2–4] of particle physics is introduced as the theory still represents
the state of research. The SM Lagrangian is described and a mass giving mechanism to the elementary
particles is explained. A focus will be on the properties of the W-boson being the headliner of this
thesis. The information of this chapter is mainly taken from [5–7].

2.1 The particle content of the Standard Model

The SM of particle physics is a successful quantum field theory describing fermionic matter and
bosonic messenger particles. Being developed in the 1960s, it was able to predict the observation of
new particles and is still in agreement with almost all of the measurements taken in the context of the
SM properties. Its particle content can be summarised in one picture displayed in Fig. 2.1.

The fermions with spin 1
2 are the matter particles with twelve different appearances grouped in

three different families or generations. The first generation explains our everyday matter. Protons and
neutrons, the nucleons in the atomic core, are made of up (u) and down quarks (d). The total charge
is the sum of the individual charges of the quarks, e.g. 𝑞Proton = +2

3 + 2
3 − 1

3 = +1 for the proton1.
The quarks obey all fundamental forces of the SM but are the only particles taking part in the strong
interaction and carry a colour charge. In addition to the quarks, each family encloses a charged and
a chargeless lepton. The electrons (e−), the charged leptons of the first generation, spin around the
atomic core with the same number as protons being in the core. Hence, the atom is electrically neutral.
The chargeless electron neutrino 𝜈e is only weakly interacting. The second and third generations of the
fermions are heavier copies of the first generation.

The masses in Fig. 2.1 are given in natural units with the convention

ℏ = 𝑐 = 1. (2.1)

Using Eq. (2.1), the quantities’ energy, momentum, mass, inverse time, and inverse length can be

1 Bound states of three quarks are called baryons.

3



Chapter 2 The theoretical foundations

Figure 2.1: Overview of the SM and its particle content. Shown are the 12 fermions grouped in three families
and the 5 bosons which are the force particles. The Higgs-boson gives masses to the particles of the SM (taken
from [8]).

measured in units of eV (electronvolt)

[𝐸] = [𝑝] = [𝑚] =
[
1
𝑡

]
=

[
1
𝑙

]
= eV.

Not only units of quantities are simplified, but in addition, important equations like the relativistic
energy-momentum-mass relation take the easy form

𝐸
2
= p2 + 𝑚

2
. (2.2)

By using operator substitution in Eq. (2.2) and the D’Alembertian operator �2
𝜙 = −𝜕

2
𝜙

𝜕𝑡
2 + ∇2

𝜙 one
gets the Klein-Gordon equation2 (

�2 − 𝑚
2
)
𝜙 = 0. (2.3)

Equation (2.3) has two solutions: positive energy solutions representing the particles and negative
energy solutions which can be interpreted as antiparticles. Each particle of the fermionic sector

2 Equation (2.3) could be called the relativistic Schrödinger equation, with the non-relativistic time-dependent Schrödinger

equation being 𝑖
𝜕𝜙

𝜕𝑡
= − 1

2𝑚
𝜕

2
𝜙

𝜕𝑥
2 + 𝑉̂𝜙

4



2.2 Composing the Standard Model Lagrangian

of Fig. 2.1 receives an antiparticle representation having the same mass, but all additive quantum
numbers have opposite signs.

The bosons having spin 1 are the interactions particles acting as mediators for the three fundamental
forces of the SM. Gravity is not described within the context of the SM and is negligible at the
discussed scales compared to the other forces. The gluon g is the carrier of the strong force, the photon
𝛾 the mediator of the electromagnetic force, and the W- and Z-boson transfer the weak force. The
Higgs-boson was discovered in 2012 by the ATLAS [9] and the CMS collaboration [10] at CERN. It
is responsible to give mass not only to the massive bosons of the weak interaction but to the fermions
of the SM as well. More of the underlying mechanism is explained in Section 2.3.2 [5, 6].

2.2 Composing the Standard Model Lagrangian

Symmetry principles are a key concept in theoretical physics. The connection between symmetries on
the one hand and interactions and conservation laws on the other hand is discussed in the context of
the Lagrange formalism. The Lagrange formalism extends the equation of motion (e.o.m.) of classical
mechanics, Lagrange’s equation, from discrete coordinates to a continuous system with continuously
varying coordinates 𝜙(x, 𝑡). The following representations of a Lagrangian are important in the next
chapters:

ℒscalar =
1
2

(
𝜕𝜇𝜙

) (
𝜕
𝜇
𝜙
)
− 1

2
𝑚

2
𝜙

2 (2.4)

ℒspin-half = 𝑖𝜓𝛾
𝜇
𝜕𝜇𝜓 − 𝑚𝜓𝜓 (2.5)

ℒvector = −1
4
𝐹
𝜇𝜈
𝐹𝜇𝜈 − 𝑗

𝜇
𝐴𝜇 . (2.6)

The Lagrangian of Eq. (2.4) with the scalar field 𝜙 describing spin-0 scalar particles satisfies the
Klein-Gordon Eq. (2.3). Equation (2.5) satisfies the Dirac equation3, where 𝜓 is a spinor field and the
four components of 𝜓 and 𝜓 are independent field variables. The Maxwell equation

𝜕𝜇𝐹
𝜇𝜈

= 𝑗
𝜈

follows from Eq. (2.6) where 𝐹
𝜇𝜈

= 𝜕
𝜇
𝐴
𝜈 − 𝜕

𝜈
𝐴
𝜇 is the field strength tensor, 𝐴𝜇 = (𝜙,A) is the

electromagnetic field, and 𝑗
𝜈
= (𝜌, J) the source of the field. In the Lagrange density, different terms

represent different physical realisations:

• Kinetic energy terms can be identified by partial derivatives like 1
2

(
𝜕𝜇𝜙

) (
𝜕
𝜇
𝜙
)

for a scalar

field, 𝑖𝜓𝛾𝜇
𝜕𝜇𝜓 for a spin-1

2 field, and 1
4𝐹

𝜇𝜈
𝐹𝜇𝜈 for a vector field.

• Mass terms are represented by a constant factor, which is proportional to the mass, multiplied
with the square of a field, e.g. 𝑚2

𝜙
2 (scalar field) or 𝑚𝜓𝜓 (spin-1

2 field).

• Interaction terms are given by at least three fields (can be three times the same field) multiplied
with a constant factor representing the vertex factor at the interaction point. An example for the

3 The Dirac equation is
(
𝑖𝛾

𝜇
𝜕𝜇 − 𝑚

)
𝜓 = 0.
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Chapter 2 The theoretical foundations

interaction of the spin- 1
2 field with the electromagnetic field 𝐴𝜇 is 𝑒𝜓𝛾𝜇

𝑄𝜓𝐴𝜇, where 𝑒𝑄𝛾
𝜇 is

the vertex coupling.

In classical mechanics, the Noether theorem predicts a conservation law for every symmetry principle,
e.g. the conservation of momentum follows from the invariance under translations. In the Lagrange
formalism, the invariance of the Lagrangian under internal symmetry transformations is referred to as
global gauge invariance.

2.2.1 The electroweak interaction

The electromagnetic interaction plays an important role in particle physics as it has only one gauge
boson, the photon. Its quantum field theory is referred to as Quantum Electrodynamics (QED). It is
used as an example to introduce the principle of gauge invariance. The weak interaction has the same
physical description as the electromagnetic force resulting in the electroweak (EW) unification.

Quantum Electrodynamics

Only the mass term of ℒspin-half in Eq. (2.5) is invariant under the local 𝑈 (1)em gauge invariance

𝜓 (𝑥) → 𝑒
𝑖𝑄𝛼(𝑥)

𝜓 (𝑥) , (2.7)

where 𝛼 (𝑥) is an arbitrary function depending on space and time and 𝑄 is the generator of𝑈 (1)em. To
keep the kinetic energy term invariant as well, a modified derivative 𝐷𝜇, called “covariant derivative”,
of the form

𝐷𝜇 ≡ 𝜕𝜇 − 𝑖𝑒𝑄𝐴𝜇,

with the gauge field 𝐴𝜇 transforming like 𝐴𝜇 → 𝐴𝜇 − 1
𝑒
𝜕𝜇𝛼 (𝑥), is introduced. For now, 𝑒 is just a

proportional factor, but its physical interpretation will become clear later. The gauge field 𝐴𝜇 cancels
out unwanted terms appearing by applying the local 𝑈 (1) gauge invariance given in Eq. (2.7) in the
kinetic term of ℒspin-half. To achieve the invariance of the Lagrangian as a whole, 𝜕𝜇 is replaced by
the covariant derivative 𝐷𝜇 as defined in Section 2.2.1

ℒQED = 𝑖𝜓𝛾
𝜇
𝐷𝜇𝜓 − 𝑚𝜓𝜓

= 𝜓

(
𝑖𝛾

𝜇
𝜕𝜇 − 𝑚

)
𝜓 + 𝑒𝜓𝛾

𝜇
𝑄𝜓𝐴𝜇 .

(2.8)

The gauge field 𝐴𝜇 couples directly to the Dirac particle proportional to the electric charge of the
particle, where 𝑒 is the elementary charge and 𝑄 the eigenvalue, e.g. 𝑄 = −1 for the electron. To
obtain a physical photon field, a kinetic energy term invariant under the local transformation of 𝐴𝜇

has to be added to Eq. (2.8) which is the gauge-invariant field strength tensor 𝐹𝜇𝜈 = 𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇.
This leads to the final Lagrangian of QED

ℒQED = 𝜓

(
𝑖𝛾

𝜇
𝜕𝜇 − 𝑚

)
𝜓︸               ︷︷               ︸

Kinetic energy and mass
of fermionic field

+ 𝑒𝜓𝛾𝜇
𝑄𝜓𝐴𝜇︸         ︷︷         ︸

Interaction

− 1
4
𝐹𝜇𝜈𝐹

𝜇𝜈︸     ︷︷     ︸
Kinetic energy of
photon field 𝐴𝜇

. (2.9)
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2.2 Composing the Standard Model Lagrangian

Equation (2.9) consists of several terms:

• the interaction between the fermionic field and the photon field, i.e. interaction between lepton,
antilepton and photon, with coupling strength 𝑖𝑒𝛾

𝜇. An exemplary Feynman diagram4 of this
interaction is shown in Fig. 2.2(a).

• the kinetic energy and the mass of a fermionic field, which can be any of the charged leptons.

• the kinetic energy of the photon field.

Adding a mass term 1
2𝑚

2
𝐴𝜇𝐴

𝜇 of the photon field 𝐴𝜇 to Eq. (2.9) is not invariant under the
transformation Eq. (2.7) and hence breaks the gauge invariance. Therefore, the photon remains
massless and the photon field 𝐴𝜇 has an infinite range.

The dominant contribution to a cross-section or a decay rate is given by the leading-order (LO)
Feynman diagram. As shown in the tree-like graphs of the interaction between the photon and fermions
in Fig. 2.2(a), the LO diagram has a minimal number of interaction vertices. Diagrams having exactly
one more interaction are called next-to-leading-order (NLO) as shown in Figs. 2.2(b) and 2.2(c). Due
to the additional interaction factor, the contribution to the overall matrix element is reduced by the
additional vertex factor.

f

f

�` 84&W
`

(a) LO process.

f

f

𝐴𝜇 𝑖𝑒𝑄𝛾
𝜇

(b) NLO propagator.

f

f

�` 84&W
`

(c) NLO vertex.

Figure 2.2: Exemplary interactions of the fermionic and the photon field in QED. The lepton f and antilepton
f are shown in blue, whereas the photon field 𝐴𝜇 is displayed in green. 𝑖𝑒𝑄𝛾

𝜇 is the proportional factor at
the interaction vertex. Figure (a) shows the LO representation, whereas figures (b) and (c) illustrate the NLO
versions.

With this recipe, is it possible to construct higher-order diagrams. As it is a perturbation theory, each
order is connected to a higher order of 𝛼 (𝑥) which is the constant of the expansion. The contribution
to the overall matrix element becomes less significant with increasing order as 𝛼 (𝑥) < 1 [5–7].

4 Feynman diagrams are a graphical representation of the processes described in quantum field theories. As time runs
from left to right, the left-hand side shows the initial state, whereas the right-hand side represents the final state. With a
Feynman diagram it is possible to write down the matrix element of the described transition using the corresponding
Feynman rules.
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Chapter 2 The theoretical foundations

The electroweak unification

The weak interaction is another fundamental force of the SM realised in fusion processes in the core of
the sun or radioactive decays. Measured long lifetimes in the decays of known particles like 𝜋− and 𝜇

−

lead to the prediction of the existence of a new interaction of weak strength [5, 7]. From the Wu [11]
and the Goldhaber experiment [12] it was known since the late 1950s that the weak interaction violates
parity maximally5. The gauge bosons of the weak force only interact with left-handed particles or
right-handed antiparticles. To split the particles of the SM into their chiral or handed projections, the
chiral projection operators are used

𝑃𝑅 =
1
2

(
1 + 𝛾

5
)

and 𝑃𝐿 =
1
2

(
1 − 𝛾

5
)
,

where 𝛾
5 is the fifth gamma matrix6. In the SM, all particles have a left-handed and a right-handed

version except for the neutrino. The neutrino does not couple to any other force than the weak
interaction and hence only appears in a left-handed particle or a right-handed antiparticle version.
Left-handed particles are grouped into doubles, whereas right-handed particles are singlets(

u
d

)
𝐿

,

(
𝜈

e

)
𝐿

= 𝜒𝐿 and u𝑅, d𝑅, e𝑅 = 𝜓𝑅 . (2.10)

Glasberg, Weinberg, and Salam developed a theory where the weak and the electromagnetic interaction
can be described by one common quantum field theory known as the EW unification. The weak
interaction only couples to left-handed particles and the generating 𝑆𝑈 (2)𝐿 algebra receives the
subscript 𝐿. To incorporate QED, a symmetry group coupling to both chiralities of the particles is
added as the electromagnetic interaction does not depend on the chirality of a particle. The generator
of this algebra, the hypercharge operator 𝑌 , is obeying the Gell-Mann-Nishijima relation

𝑄 = 𝑇3 +
𝑌

2
,

where 𝑄 is the charge operator of 𝑈 (1)em which is replaced by the new 𝑈 (1)𝑌 gauge symmetry.
𝑇3 is the third component of the weak isospin with 𝑇3 = ±1

2 for doublets and 𝑇3 = 0 for singlets.
Similar to QED and as explained in Section 2.2.1, the full Lagrangian of the EW unification has to
be invariant under 𝑆𝑈 (2)𝐿 ×𝑈 (1)𝑌 gauge transformations. Therefore, a covariant derivative 𝐷𝜇 is
being introduced to keep the Lagrangian invariant coming with four additional gauge fields

𝐷𝜇 = 𝜕𝜇 + 𝑖𝑔𝑻 ·𝑾𝝁 + 𝑖𝑔
′𝑌

2
𝐵𝜇 .

The 𝑻 are the generators of the 𝑆𝑈 (2) algebra being in relation with the Pauli matrices
(
𝑻 = 𝝈

2
)
. 𝑔 is

the coupling constant and 𝑊
1
𝜇, 𝑊2

𝜇 and 𝑊
3
𝜇 the three gauge fields corresponding to three gauge bosons

of the 𝑆𝑈 (2)𝐿 . For 𝑈 (1)𝑌 , only one gauge field 𝐵𝜇 with the coupling constant 𝑔′ is needed to keep
the invariance of the Lagrangian. The unification of 𝑆𝑈 (2) and 𝑈 (1) leads to the EW Lagrangian for

5 Invariance under the parity operation is equivalent to point reflection at the origin, e.g. 𝒙 → −𝒙. In quantum mechanics,
this operation is performed by the parity operator 𝑃̂ defined by 𝑃̂𝜓 (𝒙, 𝑡) = 𝜓 (−𝒙, 𝑡).

6 The fifth gamma matrix can be described with the following equation in the Dirac representation: 𝛾5
=

(
02 12
12 02

)
.
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2.2 Composing the Standard Model Lagrangian

a lepton-neutrino pair using the naming conventions defined in Eq. (2.10)

ℒEW = 𝜒𝐿𝛾
𝜇

[
𝑖𝜕𝜇 − 𝑔

𝝈

2
𝑾𝝁 − 𝑔

′
(
−1

2

)
𝐵𝜇

]
𝜒𝐿︸                                              ︷︷                                              ︸

Kinetic energy of the left-handed leptonic fields
and interactions with gauge fields

+ 𝑒𝑅𝛾
𝜇
[
𝑖𝜕𝜇 − 𝑔

′ (−1) 𝐵𝜇

]
𝑒𝑅︸                               ︷︷                               ︸

Kinetic energy of the right-handed leptonic fields
and interactions with gauge fields

+ 1
4
𝑾𝝁𝝂𝑾

𝝁𝝂 − 1
4
𝐵𝜇𝜈𝐵

𝜇𝜈
,︸                         ︷︷                         ︸

Kinetic energy of the gauge fields of 𝑆𝑈 (2)𝐿 and 𝑈 (1)𝑌

(2.11)

with
𝐵𝜇𝜈 = 𝜕𝜇𝐵𝜈 − 𝜕𝜈𝐵𝜇 and 𝑾𝝁𝝂 = 𝜕𝜇𝑾𝝂 − 𝜕𝜈𝑾𝝁 − 𝑔𝑾𝝁 ×𝑾𝝂 ,

where the last term in the definition of 𝑾𝝁𝝂 arises from the non-abelian character of 𝑆𝑈 (2)𝐿 . The
hypercharge values 𝑌𝐿 = −1 and 𝑌𝑅 = −2 have been used in Eq. (2.11) only showing the Lagrangian
of one lepton-neutrino pair. A summation over all three generations is needed to get the full EW
LagrangianℒEW of the leptonic sector. The first two summands of Eq. (2.11) represents the interactions
between leptons and bosons, whereas the third summand shows the kinetic energy terms of the gauge
field itself.

The four introduced gauge fields 𝑊1
𝜇, 𝑊2

𝜇, 𝑊3
𝜇, and 𝐵𝜇 are not the physical gauge bosons but are a

mixture of those. The physical W±-bosons are a linear combination of the fields 𝑊1
𝜇 and 𝑊

2
𝜇

W±
=

1
√

2

(
𝑊

1
𝜇 ∓ 𝑖𝑊

2
𝜇

)
. (2.12)

The photon and the Z-boson, both being electrically neutral, are a linear combination of the 𝐵𝜇 of the
𝑈 (1)𝑌 and the 𝑊3

𝜇 of the 𝑆𝑈 (2)𝐿

𝐴𝜇 = +𝐵𝜇 cos 𝜃𝑊 +𝑊
3
𝜇 sin 𝜃𝑊

𝑍𝜇 = −𝐵𝜇 sin 𝜃𝑊 +𝑊
3
𝜇 cos 𝜃𝑊

(2.13)

being a great example of the EW unification, where 𝜃𝑊 is the weak mixing angle known as the
Weinberg angle. As the electromagnetic interaction does not distinguish between left- and right-handed
particles, it fixes the couplings 𝑔 and 𝑔

′ resulting in the equation

𝑒 = 𝑔𝑊 sin 𝜃𝑊 = 𝑔
′ cos 𝜃𝑊 ,

within the context of the EW unification. With the help of Eqs. (2.12) and (2.13), one can identify
the terms of interactions between leptons and the physical gauge fields in Eq. (2.11). Some of these
interactions are shown in Fig. 2.3. The W-boson decays to a lepton having the same charge as the
mother particle and the corresponding lepton neutrino, whereas the Z0 decays to a lepton antilepton
pair. In theW-boson decay, the vertex factor −𝑖 𝑔√

2
𝛾
𝜇 1

2

(
1 − 𝛾

5
)

does not depend on the mass of the
lepton in the first order. Hence, the branching ratio in all three lepton flavours should be equal. This is
referred to as lepton universality.
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Chapter 2 The theoretical foundations

ℓ
−

aℓ

W− −8 6√
2
W
` 1

2

(
1 − W5

)

(a) W− decay.

ℓ
+

aℓ

W+ −8 6√
2
W
` 1

2

(
1 − W5

)

(b) W+ decay.

ℓ
+

ℓ
−

Z0 −8 6

cos \,
W
` 1

2

(
2
5

+
− 2 5

�
W

5
)

(c) Z0 decay.

Figure 2.3: Exemplary interaction of the leptonic and the gauge fields in the context of EW unification. The
leptons ℓ−, ℓ+, 𝜈ℓ , and 𝜈ℓ are shown in blue, whereas the gauge bosons W−, W+, and Z0 are displayed in green.
The proportional factors at the interaction vertices are given for each decay. The vector and axial-vector
couplings are given with 𝑐

𝑓

𝑉
= 𝑇

3
𝑓 − 2 sin2

𝜃𝑊𝑄 𝑓 and 𝑐
𝑓

𝐴
= 𝑇

3
𝑓 , respectively, where 𝑇3

𝑓 is the third component
of the weak isospin and 𝑄 𝑓 the charge of the fermion 𝑓 .

For the up-type quarks, the weak and mass eigenstates7 are the same. In the sector of the down-type
quarks, the weak eigenstates are connected to the mass eigenstates by the Cabibbo-Kobayashi-Maskawa
matrix (CKM matrix) 𝑉 [14, 15]

©­«
𝑑
′

𝑠
′

𝑏
′

ª®¬ =
©­«
𝑉𝑢𝑑 𝑉𝑢𝑠 𝑉𝑢𝑏
𝑉𝑐𝑑 𝑉𝑐𝑠 𝑉𝑐𝑏

𝑉𝑡𝑑 𝑉𝑡𝑠 𝑉𝑡𝑏

ª®¬ ©­«
𝑑

𝑠

𝑏

ª®¬ . (2.14)

The CKM matrix is unitary in the SM, which implies that 𝑉†
𝑉 = 1 [5, 6].

2.2.2 The strong interaction

Before the actual discovery of the quarks, several strongly interacting particles, called hadrons, were
discovered in the late 1960s. Especially the discovery of the 𝛥++ was challenging as it seemed to have
a symmetric wave function. However, with the hadrons being fermions having half-integer spin, such
symmetric wave functions are forbidden by the Pauli exclusion principle. To remedy this problem, a
new quantum number called “colour” was introduced. The colour charge is the charge of the strong
interaction. Besides electrical charges, the quarks carry colour charges like red, green, and blue. The
colour charge is exchanged by eight coloured gluons. As they carry the colour charge themselves, they
can interact with each other [5].

The quark-gluon colour theory or Quantum Chromodynamics (QCD) is theoretically described by
a renormalisable non-abelian 𝑆𝑈 (3)𝐶 gauge theory. Following again the guiding principle of local

7 The weak eigenstates are defined as a part of the weak isospin doublet which can transform into each other by interacting
with theW-boson. The mass eigenstates give mass to the particles by interaction with the Higgs-boson and correspond to
the freely propagating particles [13].
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2.2 Composing the Standard Model Lagrangian

gauge invariance, the Lagrangian of QCD is received

ℒQCD = 𝑞

(
𝑖𝛾

𝜇
𝜕𝜇 − 𝑚

)
𝑞 − 𝑔𝑆

(
𝑞𝛾

𝜇
𝑇𝑎𝑞

)
𝐺

𝑎
𝜇 − 1

4
𝐺

𝑎
𝜇𝜈𝐺

𝜇𝜈
𝑎 . (2.15)

Here, 𝑞 are quark fields with six different representations of the quark flavours up, down, strange,
charm, bottom, and top. 𝑔𝑆 is the coupling constant of QCD and 𝐺

𝑎
𝜇 with 𝑎 = 1, . . . , 8 are eight gauge

fields, the gluon fields. To keep the local gauge invariance of Eq. (2.15), it has to transform like

𝐺
𝑎
𝜇 → 𝐺

𝑎
𝜇 − 1

𝑔
𝜕𝑚𝑢𝛼

𝑎 − 𝑓𝑎𝑏𝑐𝛼𝑏𝐺
𝑐
𝜇, (2.16)

where 𝑓𝑎𝑏𝑐 are the structure constants of the group. The QCD 𝑆𝑈 (3)𝐶 is non-abelian as not all
generators 𝑇𝑎 commute with each other. The 𝑇𝑎 with 𝑎 = 1, . . . , 8 are a set of linearly independent

(a) Free propagation of quarks. (b) Free propagation of gluons.

q

q

g 6(

(c) Gluon-quark interaction.
g

g

g
6(

(d) Gluon self-interaction of three gauge
bosons.

g

g

g

g

6
2
(

(e) Gluon self-interaction of four gauge
bosons.

Figure 2.4: Exemplary propagations and interactions in the context of the strong interaction. Figures (a) and
(b) show the free propagation of quarks and gluons. Figure (c) shows the quark-gluon interaction with the
corresponding coupling strength at the vertex. The gluon self-interactions of three and four gauge bosons
are shown in (d) and (e), respectively. This feature of the strong interaction arises from the non-abelian
characteristic.
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Chapter 2 The theoretical foundations

traceless 3 × 3 matrices and are connected to the Gell-Mann matrices 𝜆𝑎 via the relation 𝑇𝑎 =
𝜆𝑎

2 .
The kinetic energy term of Eq. (2.15) contains self-interaction terms of gauge bosons. Using a

symbolic form of the QCD Lagrangian

ℒQCD = “𝑞𝑞” + “𝐺2” + 𝑔𝑆“𝑞𝑞𝐺” + 𝑔𝑆“𝐺3” + 𝑔
2
𝑆“𝐺4”, (2.17)

permits a graphical representation shown in Fig. 2.4. The first three terms of Eq. (2.17) have analogues
in QED and correspond to the graphs of Figs. 2.4(a), 2.4(b) and 2.4(c). They describe the free
propagation of the gauge boson and the Dirac particle as well as the interaction between the two
fields. Unique to the QCD theory are the terms describing the three and four gluon vertices. Due to
the gluon self-interactions and their contribution to the coupling constant 𝑔𝑆 of QCD, the coupling
constant increases with decreasing energy. Hence, free quarks have never been observed directly. This
phenomenon is referred to as colour confinement. Quarks always appear in bound states having an
overall zero colour charge.

2.3 The origin of massive particles

The local gauge principle introduced in Section 2.2.1 is an elegant way to obtain Lagrangians and
derive possible interactions within the SM. However, mass terms break the local gauge invariance
of the SM, e.g. for the photon (cf. Section 2.2.1). This restriction limits not only the 𝑈 (1)em local
gauge symmetry of the QED, but holds in addition to the 𝑆𝑈 (2)𝐿 and 𝑆𝑈 (3)𝐶 of the weak interaction
and the QCD. This is not a problem for QED and QCD as the mediator particles, the photon and the
gluons, are massless. In contrast, the force carriers of the weak force, the W- and Z-bosons, were
observed with large masses.

To solve this problem, a mechanism called the “Brout-Englert-Higgs mechanism” has been proposed
in the 1960s [16–19]. The key concepts of this mechanism will be introduced in the following.

2.3.1 An introdcution to spontaneous symmetry breaking

The idea of spontaneous symmetry breaking (SSB) is crucial to understand the concept of the mass
giving mechanism suggested by Higgs, Brout and Englert. It starts with the introduction of a complex
scalar field with a potential

𝜙 =
1
√

2

(
𝜙1 + 𝑖𝜙2

)
, 𝑉 (𝜙) = 1

2
𝜇

2 (
𝜙
∗
𝜙
)
+ 1

4
𝜆

4 (
𝜙
∗
𝜙
)2
, (2.18)

such that the corresponding Lagrangian is then given by

ℒSSB =
1
2

(
𝜕𝜇𝜙

)∗ (
𝜕
𝜇
𝜙
)
− 1

2
𝜇

2 (
𝜙
∗
𝜙
)
− 1

4
𝜆

4 (
𝜙
∗
𝜙
)2
. (2.19)

The term 1
2

(
𝜕𝜇𝜙

)∗ (
𝜕
𝜇
𝜙
)

relates to the kinetic energy of the scalar particle, 1
2𝜇

2 (
𝜙
∗
𝜙
)

can be

associated with the mass of the particle and 1
4𝜆

4 with self-interactions of the scalar field. The
coefficient 𝜆 must be positive (𝜆 > 0) allowing the field 𝜙 to have a finite minimum. Depending on
the choice of the sign of 𝜇2, two different scenarios of the minima of the complex scalar field 𝜙 are
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2.3 The origin of massive particles

possible. The shape of the potential of the two different scenarios depending on the choice of 𝜇2 is
illustrated in Fig. 2.5.

• 𝜇
2
> 0: the resulting potential has a minimum at 𝜙 = (0, 0) if both fields 𝜙1 and 𝜙2 are

zero as shown in Fig. 2.5(a). The Lagrangian represents a scalar particle with mass 𝜇 and a
four-point self-interaction. The Lagrangian of Eq. (2.19) is invariant under the transformation
𝜙 → 𝜙

′
= 𝑒

𝑖𝛼
𝜙 and hence has a global 𝑈 (1) symmetry.

• 𝜇
2
< 0: the potential has not only one minimum at 𝜙 = (0, 0) anymore, but many minima at

𝑣
2
=

√︄
−𝜇2

𝜆
,

where 𝑣 is the non-zero vacuum expectation value (VEV). Graphically, it can be interpreted as a
circle of minima indicated by the dashed line in Fig. 2.5(b) showing the shape of the potential.
The choice of one among the infinite set of minima breaks the global 𝑈 (1) symmetry of the
Lagrangian and is referred to as spontaneous symmetry breaking.

𝜙1

𝑉 (𝜙)

𝜙2

𝜇
2
> 0

(a) 𝜇2
> 0.

𝜙1

𝑉 (𝜙)

𝜙2
𝑣

𝜂

𝜉

𝜇
2
< 0

(b) 𝜇2
< 0.

Figure 2.5: Shape of the introduced quartic potential in the context of a complex scalar field. Figure (a) shows
the symmetric case of 𝜇2

> 0, whereas (b) shows the shape after the potential was spontaneously broken with
the choice 𝜇

2
< 0.

The vacuum state can be chosen to be 𝜙 =
(
𝑣, 0

)
without loss of generality. The expansion of the

complex scalar field 𝜙 about the vacuum state by defining 𝜙1 = 𝜂 (𝑥) + 𝑣 and 𝜙2 = 𝜉 (𝑥) transforms
the potential defined in Eq. (2.18) to

𝜙 =
1
√

2
(𝜂 + 𝑣 + 𝑖𝜉) . (2.20)

13



Chapter 2 The theoretical foundations

A graphical interpretation of 𝜂 and 𝜉 is shown in Fig. 2.5(b). The potential introduced in Eq. (2.18)
becomes

𝑉 (𝜂, 𝜉) = −1
4
𝜆𝑣

4 + 𝜆𝑣
2
𝜂

2 + 𝜆𝑣𝜂
3 + 1

4
𝜆𝜂

4 + 1
4
𝜆𝜉

4 + 𝜆𝑣𝜂𝜉
2 + 1

2
𝜆𝜂

2
𝜉

2 (2.21)

and describes a massive scalar field 𝜂 with mass 𝑚𝜂 =

√︁
2𝜆𝑣2 and a massless scalar field 𝜉. All terms

with three or four powers of the field are interaction terms. The first term of Eq. (2.21) − 1
4𝜆𝑣

4 is just
a constant without physical consequences. The excitations of the massless scalar field 𝜉 are in the
direction where the potential is not changing and correspond to the circle of minima (cf. Fig. 2.5(b)).
The massless scalar modes are called Goldstone bosons named after Goldstone’s theorem [20]. The
excitations of the massive scalar field 𝜂 are in the direction out of the minima up the quadratic slope of
the potential [5, 6].

2.3.2 The Brout-Englert-Higgs mechanism

The massive scalar field introduced in Section 2.3.1 is known as the SM Higgs-boson. However, a
necessary local 𝑆𝑈 (2)𝐿 ×𝑈 (1)𝑌 gauge symmetry has to be embedded into the theory to be connected
to the EW interaction of the SM. The Goldstone bosons introduced in Section 2.3.1 are not a physical
state and have not been observed. The Goldstone scalar field 𝜉 disappears by choosing an appropriate
gauge transformation. This degree of freedom (d.o.f.) will turn into a longitudinal polarisation giving
mass to a physical particle. Three degrees of freedom are needed to give masses to the W+-, W−-, and
Z-bosons and the fourth d.o.f. transforms into a massive scalar particle being the self-excitation of the
field itself. To account for the different charges of the massive gauge bosons, a charged and a neutral
component of the scalar field are required. Hence, the minimal choice of the complex scalar field is
placed in a weak isospin doublet

𝜙 =

(
𝜙
+

𝜙
0

)
=

1
√

2

(
𝜙1 + 𝑖𝜙2
𝜙3 + 𝑖𝜙4

)
. (2.22)

The mechanism of spontaneous symmetry breaking works exactly as described in Section 2.3.1. In
the degenerate state, the minimum corresponding to a non-zero VEV has to be chosen in a way that
the photon remains massless which can be achieved with the choice

𝜙 =
1
√

2

(
0
𝑣

)
.

The expansion of the complex scalar field doublet 𝜙 around the minimum like in Eq. (2.20) creates
again a massless scalar field 𝜉 (the Goldstone bosons). To remedy this unphysical remnant, an
appropriate gauge transformation has to be made to eliminate the Goldstone field 𝜉. This unitary
gauge “gauges away” the Goldstone fields and the Higgs doublet becomes

𝜙 (𝑥) = 1
√

2

(
0

𝑣 + ℎ (𝑥)

)
.
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2.3 The origin of massive particles

After applying the covariant derivative 𝐷𝜇 and the unitary gauge to the Lagrangian, the mass and
interaction terms have to be identified. The Lagrangian of the EW sector is

ℒEW, SBS =
1
2

(
𝜕𝜇ℎ

) (
𝜕
𝜇
ℎ
)
− 𝜆𝑣

2
ℎ

2 − 𝜆𝑣ℎ
3 − 1

4
𝜆ℎ

4︸                                               ︷︷                                               ︸
Kinetic energy, mass and self-interactions of the Higgs field

+ 1
4
𝑣

2
𝑔

2
𝑊W

−
𝜇W

+𝜇
(
1 + 2

𝑣
ℎ + 1

𝑣
2 ℎ

2
)

︸                                      ︷︷                                      ︸
Mass and interactions of the W-bosons with the Higgs field

+ 1
8
𝑣

2
(
𝑔

2
𝑊 + 𝑔

′2
)
Z𝜇Z

𝜇

(
1 + 2

𝑣
ℎ + 1

𝑣
2 ℎ

2
)

︸                                              ︷︷                                              ︸
Mass and interactions of the Z-boson with the Higgs field

+ 0 · 𝐴𝜇𝐴
𝜇︸    ︷︷    ︸

Mass of the photon

+ 1
4
𝑾𝝁𝝂𝑾

𝝁𝝂 − 1
4
𝐵𝜇𝜈𝐵

𝜇𝜈︸                        ︷︷                        ︸
Kinetic energy of the gauge fields of 𝑆𝑈 (2)𝐿 and 𝑈 (1)𝑌

.

(2.23)

Equation (2.23) allows identifying mass terms for the Higgs particle and the gauge bosons of the EW
sector which are

𝑚𝐻 =
√

2𝜆𝜈, 𝑚W =
1
2
𝑔𝑊 𝜈, 𝑚Z =

1
2
𝜈

√︃
𝑔

2
𝑊 + 𝑔

′2
=

𝑚W

cos 𝜃𝑊
, 𝑚𝐴 = 0. (2.24)

By construction, the mechanism produces a massive self-excitation of the introduced field being the
Higgs particle and three massive gauge bosons,W+,W−, and Z0, whereas the photon remains massless.
The masses of theW- and Z-bosons, 𝑚W and 𝑚Z , are connected via the Weinberg angle 𝜃𝑊 and the
inequality originates from the mixing of the 𝑊

3
𝜇 and 𝐵𝜇 fields. Figures 2.6(a) and 2.6(b) show a

graphical representation of the trilinear and quartic Higgs self-coupling as it can be read of Eq. (2.23).
Furthermore, Figs. 2.6(c) and 2.6(d) show the couplings hW+W− and hZ0Z0, whereas the Lagrangian
of Eq. (2.23) contains terms of the form hhW+W− and hhZ0Z0 in addition. The Brout-Englert-Higgs
mechanism cannot only explain the masses of the massive EW gauge bosons but to the fermions
in addition. The mechanism is ad hoc applied to the fermionic sector. Terms of the form 𝐿𝜙𝑅 are
invariant under 𝑆𝑈 (2)𝐿 and 𝑈 (1)𝑌 transformations. Exemplary, the Brout-Englert-Higgs mechanism
is applied to the electron where 𝑔e is the Yukawa coupling of the electron with the Higgs field. Using
the unitary gauge, the corresponding Lagrangian can be written as

ℒe = −
𝑔e√
2
𝜈
(
e𝐿e𝑅 + e𝑅e𝐿

)
︸                      ︷︷                      ︸

Mass term of the electron

−
𝑔e√
2
ℎ

(
e𝐿e𝑅 + e𝑅e𝐿

)
︸                      ︷︷                      ︸

Interaction of the electron with the Higgs field

.
(2.25)

The value of the Yukawa coupling 𝑔e is neither predicted by the Higgs mechanism nor by the SM. It is

defined as 𝑔e =
√

2
𝑚e

𝜈
to be consistent with the measured electron mass 𝑚e which is a free parameter

of the SM. A graphical illustration of the coupling he− e+ is shown in Fig. 2.6(e). The mechanism
works similarly for quarks. The combination of left- and right-handed fields as in Eq. (2.25) can only
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Figure 2.6: Higgs interactions with the corresponding couplings at the interaction vertices. Figures (a) to (c)
show the decay of the Higgs to the EW bosons, and (d) and (e) the self-interactions.

generate mass terms for the lower component of a 𝑆𝑈 (2)𝐿 doublet. To explain the mass of the up-type
quarks, the conjugate doublet 𝜙𝑐 of the fields defined in Eq. (2.22) has to be introduced

𝜙 =

(
−𝜙0∗

𝜙
−

)
=

1
√

2

(
−𝜙3 + 𝑖𝜙4
𝜙1 − 𝑖𝜙2.

)
.

This allows to construct a gauge-invariant mass term for up-type quarks the same way as shown for
electrons

ℒ𝑢 = −
𝑔𝑢√

2
𝜈
(
𝑢𝐿𝑢𝑅 + 𝑢𝑅𝑢𝐿

)
︸                       ︷︷                       ︸

Mass term of the up quark

−
𝑔𝑢√

2
ℎ

(
𝑢𝐿𝑢𝑅 + 𝑢𝑅𝑢𝐿

)
︸                       ︷︷                       ︸

Interaction of the up quark with the Higgs field

.

Similar as for the electron, the coupling 𝑔𝑢 is chosen to be consistent with the measured up quark
mass.

No right-handed representation of the neutrino has been observed so far. Thus, the Brout-Engler-
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2.4 Relevant properties of the W-boson

Higgs mechanism cannot generate a mass term for the neutrinos as a mixture of both chirality states is
needed. But neutrino oscillations have been observed by the Super-Kamiokande experiment [21] for
atmospheric neutrinos and the Sudbury Neutrino Observatory [22] for solar neutrinos which require
a mass for the chargeless leptons. However, the mass giving mechanism and a measurement of the
absolute mass scale of the neutrinos is an active field of current research [5–7].

2.4 Relevant properties of the W-boson

The W-boson is the most important particle of this analysis and its properties will be presented in the
following. It was discovered in 1983 by the UA1 [23] and UA2 [24] collaboration with a mass of
around 80 GeV. The W-boson is so heavy that it can decay to both, quarks and leptons, as can be
seen in Fig. 2.7. The branching fractions can be determined from the corresponding terms of the EW
Lagrangian. The hadronic decays occur in 67.41 % of the cases. The W-boson decays into a quark

eν
10.71%

µν
10.63%

τν
11.38%

hadronic
67.41%

Figure 2.7: Pie chart visualising the different decay modes of the W-boson (values taken from [25]).

and antiquark of the opposite type. The hadronic decays are proportional to the corresponding CKM
matrix elements times the colour factor 𝑁𝐶 = 3. In 32.72 % theW-boson decays into a charged lepton
and the corresponding neutrino. Depending on the charge of the W-boson the charged lepton is either
a lepton for the W− or an antilepton for the W+.

2.4.1 The mass of the W-boson

The mass of theW-boson is one of the fundamental parameters measured in this thesis. The observed
mass is like for the Z-boson generated by a symmetry-breaking mechanism introduced in Section 2.3.2.
The theoretical value of theW-boson mass according to the coupling to the Higgs field is 𝑚W = 1

2𝑔𝑊 𝜈

(cf. Eq. (2.24)). The most accurate measured SM parameters are the fine-structure constant 𝛼em = 𝑒
2

4𝜋 ,

the Fermi constant 𝐺F = 1√
2𝑣2 and the Weinberg angle sin2

𝜃W =

(
𝑒

𝑔𝑊

)2
. The mass equation of the
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W-boson can be rewritten in terms of these SM parameters or by replacing sin 𝜃𝑊

𝑚W =
𝑔𝑊 𝜈

2
=

𝑒

2 · sin 𝜃W

(
1

√
2𝐺F

) 1
2

=

(
𝜋𝛼em√
2𝐺F

) 1
2 1

sin 𝜃W

𝑚
2
W sin2

𝜃W = 𝑚
2
W

(
1 − cos2

𝜃W

)
= 𝑚

2
W

(
1 −

𝑚
2
W

𝑚
2
Z

)
=

𝜋𝛼em√
2𝐺F

.

(2.26)

An approach of how theW-boson mass can be estimated at tree level is introduced in Section 4.3.1.
Radiative corrections to 𝑚W can be absorbed in a redefinition of 𝑔𝑊 by 𝑔𝑊 → 𝑔̂𝑊 with

𝑔̂
2
𝑊 = 𝑔

2
𝑊 [1 + Δ𝑟] ,

such that Eq. (2.26) can be written with a radiative correction Δ𝑟

𝑚W =

(
𝜋𝛼em√
2𝐺F

) 1
2 √

1 + Δ𝑟

sin 𝜃W

𝑚
2
W

(
1 −

𝑚
2
W

𝑚
2
Z

)
=

𝜋𝛼em√
2𝐺F

(1 + Δ𝑟) .

(2.27)

The quantity Δ𝑟 summarises the effect of all higher-order corrections to 𝑚W . The LO corrections of
Δ𝑟 can be written as

Δ𝑟
(𝛼)

= Δ𝛼 −
cos2

𝜃W

sin2
𝜃W

Δ𝜌 + Δ𝑟rem

(
𝑚H

)
,

where Δ𝛼 ∝ log𝑚f are fermionic corrections from the shift in the fine-structure constant 𝛼em due
to light fermions. The parameter Δ𝜌 depends quadratically on the top quark mass 𝑚t and Δ𝑟rem
combines any dependences on the Higgs mass 𝑚H . The LO contribution of Δ𝑟 assuming a Higgs
mass of 𝑚H = 100 GeV is calculated to be

Δ𝑟
(𝛼)

= 283.41 × 10−4
. (2.28)

The used values of the other parameters can be found in [26]. In the context of the SM, the radiative
correction Δ𝑟 is sensitive to the top quark and the Higgs-boson mass, whereas additional contributions
are obtained by new particles and interactions in beyond Standard Model (BSM) extensions. A precise
measurement of the W-boson mass cannot only test the theoretical prediction of fundamental SM
parameters and the overall consistency of the SM but is in addition sensitive to BSM effects [26, 27].

A global EW fit including the theoretical predictions of the SM parameters used in Eq. (2.27)
is performed in [28]. The parameter 𝑚W is fitted without any experimental measurement. The fit
indirectly determines the value of the W-boson mass to

𝑚W = 80 358.4 ± 4.6(𝑚t) ± 3.0(𝛿theo𝑚t) ± 2.6(𝑚Z) ± 1.8(Δ𝛼had)
± 2.0(𝛼em) ± 0.1(𝑚H) ± 4.0(𝛿theo𝑚W ) MeV

= 80 358.4 ± 7.8(tot) MeV .

(2.29)
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2.4 Relevant properties of the W-boson

The largest uncertainties are due to the experimental (𝑚t) and theoretical (𝛿theo𝑚t) uncertainties of the
mass of the top quark, the theoretical uncertainty of theW-boson mass 𝛿theo𝑚W and the uncertainty
on the Z-boson mass 𝑚Z . Other sources of uncertainties are related to the fine-structure constant 𝛼em,
the hadronic contribution to the fine-structure constant evaluated at the Z-boson mass scale Δ𝛼had,
and the Higgs mass 𝑚H . A two-dimensional scan of the confidence level (CL) of 𝑚W versus 𝑚t is
shown in Fig. 2.8. It checks the overall consistency of the SM by indirect measurements of 𝑚W and
𝑚t with and without the Higgs mass 𝑚H . The indirect determination of these parameters agrees with
the direct measurements illustrated with the green bands and ellipses.
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Figure 2.8: Two-dimensional scans with contours at 68 % and 95 % CL of 𝑚W versus 𝑚t . Shown are indirect
measurements of the two parameters including 𝑚H (blue) and excluding 𝑚H (grey) as well as a direct
measurement of 𝑚W and 𝑚t (green bands and ellipses) (taken from [28]).

2.4.2 The width of the W-boson

TheW-boson is a spin-1 particle. It can be described by a plane wave and a polarisation four-vector 𝜖 𝜇
𝜆

𝑊
𝜇
= 𝜖

𝜇

𝜆
𝑒
−𝑖 𝑝 ·𝑥

.

Travelling in the 𝑧-direction, the W-boson has three orthogonal polarisation states 𝜆 with the three
polarisation modes 𝜖 defined as

𝜖
𝜇
− =

1
√

2

(
0, 1,−𝑖, 0

)
, 𝜖

𝜇

𝐿
=

1
𝑚W

(
𝑝𝑧 , 0, 0, 𝐸

)
, 𝜖

𝜇
+ = − 1

√
2

(
0, 1, 𝑖, 0

)
. (2.30)

The first and the last state of Eq. (2.30) represent the two transverse polarisation modes 𝜖± corresponding
to circularly polarised spin-1 states, whereas the state 𝜖

𝜇

𝐿
describes the longitudinal polarised state.
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Figure 2.9: Graphical representation of theW− → e−𝜈e decay for different polarisation states of the W-boson
with the corresponding angular distributions. Whereas (a)-(c) illustrate the decay in theW-boson rest-frame for
the three different polarisation states of the W-boson, (d)-(f) show the angular distributions (based on [6]).

The matrix elements for the three possible W-boson polarisation states are��ℳ−
��2 = 𝑔

2
𝑊𝑚

2
W

1
4
(1 + cos 𝜃)2

,��ℳ𝐿

��2 = 𝑔
2
𝑊𝑚

2
W

1
2

sin2
𝜃,��ℳ+

��2 = 𝑔
2
𝑊𝑚

2
W

1
4
(1 − cos 𝜃)2

.

(2.31)

The different polarisation states of a decay to electrons are shown in Fig. 2.9 together with the angular
distributions. The spin-averaged matrix element squared is then the average of the three matrix
elements of Eq. (2.31). 〈��ℳ 𝑓 𝑖

��2〉 =
1
3

(��ℳ−
��2 + ��ℳ𝐿

��2 + ��ℳ+
��2)

=
1
3
𝑔

2
𝑊𝑚

2
W .

(2.32)

Inserting the matrix element squared of Eq. (2.32) into the decay formula of a two-body decay, the
decay rate of the process W− → e−𝜈e can be calculated to be

Γ
(
W− → e−𝜈e

)
=

𝑝
∗

32𝜋2
𝑚

2
W

∫ 〈��ℳ 𝑓 𝑖

��2〉 dΩ∗
=
𝑔

2
𝑊𝑚W

48𝜋
,
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2.4 Relevant properties of the W-boson

where 𝑝
∗ is the momentum of the electron or antineutrino in the centre-of-mass frame which is

𝑝
∗
=

𝑚W

2 when neglecting the masses of the decay products. The W-boson can decay to all quark
flavours except for the top quark as it is heavier than the W-boson. Given the colours and the unitarity
of the CKM matrix, the LO prediction of the W-boson decay rate to quarks is

Γ
(
W− → qq′

)
= 6Γ

(
W− → e−𝜈e

)
.

In addition to this LO process, QCD corrections arise from NLO Feynman diagrams enhancing the

hadronic decay rate of the W-boson by a factor of 𝜅QCD =

[
1 +

𝛼S

(
𝑚W

)
𝜋

]
. The total decay rate of the

W-boson to quarks and the three leptonic final states is given by

ΓW =

(
3 + 6𝜅QCD

)
Γ

(
W− → e−𝜈e

)
≈ 9.2 ×

𝑔
2
𝑊𝑚W

48𝜋
= 2 071 MeV.

As the mass of the W-boson is large, so is the total decay width, whereas the lifetime of theW-boson
is small with 𝜏W ≈ 10−25 s [6].

2.4.3 Lepton universality in the W-boson decay

The coupling in the decay of the weak charged current to a leptonic final state is −𝑖 𝑔√
2
𝛾
𝜇 1

2

(
1 − 𝛾

5
)

as can be seen in Fig. 2.3. The coupling does not depend on the masses of the leptons at LO which
means that the W-boson couples to all leptons with the same strength. This is what is understood
under the term lepton universality. Assuming the lepton universality of the weak charged current and
neglecting the small differences of the lepton masses compared to theW-boson mass, the decay rate
of the three leptonic decay modes are the same at LO

Γ
(
W → e𝜈e

)
= Γ

(
W → 𝜇𝜈𝜇

)
= Γ

(
W → 𝜏𝜈𝜏

)
.

The EW interaction preserves this unversality but the Higgs-Brout-Englert mechanism already breaks
it. The Higgs field couples differently to the three charged leptons, hence they gain different masses.
In this thesis, the ratio of the branching ratios is considered as this should be one in case the lepton
universality of theW-boson is preserved. Therefore, the leptonic decays of theW-boson are considered,
which are displayed in Fig. 2.10. As the tau lepton is not stable, the leptonic decays are used having
again a light lepton in the final state. The question is if there is an additional mechanism breaking
lepton universality. As new physics is expected to couple predominantly to heavier particles, the
investigated quantities are

𝑅𝜏𝜇 =

Γ

(
W → 𝜏𝜈𝜏 → 𝜇𝜈𝜇𝜈𝜏𝜈𝜏

)
Γ

(
W → 𝜇𝜈𝜇

) , 𝑅𝜏e =
Γ

(
W → 𝜏𝜈𝜏 → e𝜈e𝜈𝜏𝜈𝜏

)
Γ

(
W → e𝜈e

) , (2.33)

where 𝑅𝜏𝜇 and 𝑅𝜏e are referred to as 𝑅𝜏ℓ independent from the leptonic decay channel. If 𝑅𝜏ℓ

deviates from unity, this would be a clear indication of new physics. Possible Feynman diagrams
implementing new physics are shown in Fig. 2.11. In addition, other new physics scenarios could
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Figure 2.10: Feynman diagrams of the four possible leptonic decays of the W-boson containing a light lepton
in the final state. Whereas (a) and (b) show the prompt decay of a W-boson (green) to a light lepton and the
corresponding neutrino (both in blue), (c) and (d) show the decay via an intermediate tau lepton (red). Shown
are only diagrams for negatively charged particles, whereas the decay chains for positively charged particles
look similar.
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2.5 Measuring properties of vector bosons at hadron colliders

explain the difference seen from the lepton universality. One is a new vector boson W′ coupling with
varying strength to the different lepton and quark flavours, the other physics scenarios are leptoquarks
coupling to quarks and leptons at one interaction vertex. However, both scenarios are kinematicly
different because the W′ and the leptoquarks have different masses than the SM W-boson and will
thus not be covered in this thesis. A second W-boson is appearing in the tau lepton decay to a light

ae
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ã

ẽ

j̃

(a) W-boson decay via an intermediate loop containing super-
symmetric particles.

ae

e−

W−

a

e−

H−

(b) W-boson decay via an intermediate loop containing a
charged Higgs-boson.

Figure 2.11: Feynman diagrams of theW-boson decay to an electron final state via loops including BSM particles.
(a) includes a loop of supersymmetric particles and (b) includes a loop containing a charged Higgs-boson.

lepton. These branching ratios have been measured and the uncertainty on this decay rate will be
taken as a systematic uncertainty. In addition, the secondW-boson is produced virtually in the rest
frame of the tau lepton, and any BSM physics scenario would couple stronger to the first vertex where
the W-boson decays to a tau lepton than to the second vertex including the virtualW-boson.

2.5 Measuring properties of vector bosons at hadron colliders

The data analysed in this thesis were taken by a hadron collider using protons which will be introduced
in Section 3.1. The colliding protons can produce vector bosons like the W- or the Z-boson. To study
the properties of the W-boson, it is crucial to understand the production of vector bosons by looking
inside the proton. The information in this section is mainly taken from [29].

2.5.1 The structure of the proton

The proton as introduced in Section 2.1 consists of three valence quarks (uud) determining quantum
numbers like the charge. The valence quarks are bound by exchanging gluons. Due to the non-abelian
structure of the underlying symmetry group 𝑆𝑈 (3)𝐶 of QCD, the gluons can self-interact and produce
pairs of sea quarks. The valence and sea quarks are constituents of the proton and are referred to as
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Chapter 2 The theoretical foundations

the partons. The structure of a proton is more complex than the structure of an electron or a positron
explaining why the phenomenology of hadron collisions is more complicated than for e−e+-collisions.

The partons carry a different fraction of the total proton’s momentum. Deep inelastic scattering
(DIS) experiments entailed a precise knowledge about the momentum distribution functions of each
parton within the proton which are commonly known as the parton distribution functions (PDFs).
They describe the probability of a parton having a momentum fraction 𝑥

8 of the proton at some energy
scale 𝑄. The PDFs 𝑓𝑖

(
𝑥, 𝑄

2
)

of a given global analysis for the most important partons are illustrated

in Fig. 2.12. The functionality of 𝑓𝑖 over 𝑥 at a fixed 𝑄
2 cannot be determined analytically but is

calculated with the help of a global fit using different experimental data as an input. The choice
of the parametrisation of the fit and the input data lead to different PDF tunes with a certain set of
eigenvectors describing the uncertainty.
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Figure 2.12: The PDFs of the CT18 global analysis at (a) 𝑄 = 2 GeV and (b) 𝑄 = 100 GeV for u, u, d, d , s = s
and g. The gluon PDF is scaled down by a factor of 5 (taken from [30]).

2.5.2 The production of vector bosons

The scattering process at hadron colliders can be categorised into two categories: “Soft” collisions
describe the interaction of two partons with low momentum transfer and are difficult to predict as
non-perturbative QCD effects dominate this energy regime. “Hard” scattering processes include
parton interactions with high momentum transfer and are needed to produce vector bosons. The
collision of two partons 𝐴 and 𝐵 with the corresponding momenta 𝑝1 and 𝑝2 resulting in the creation
of a vector boson 𝑉

𝐴(𝑝1) + 𝐵(𝑝2) → 𝑉 + 𝑋, (2.34)

can be calculated using perturbation theory, where 𝑋 represents the remaining final state objects. The
hadronic cross-section 𝜎 (𝐴 + 𝐵 → 𝑉 + 𝑋) of Eq. (2.34) can be achieved by weighting the subprocess

8
𝑥 is known as the Bjorken scaling variable.

24



2.6 The physics of the tau lepton decay

cross-sections 𝜎̂𝑎𝑏→𝑉 with the corresponding PDFs 𝑓𝑖 (𝑥𝑖 , 𝑄
2) using the factorisation theorem

𝜎𝑉 =

∫
d𝑥𝑎 d𝑥𝑏 𝑓𝑎 (𝑥𝑎, 𝜇

2
𝐹 ) 𝑓𝑏 (𝑥𝑏, 𝜇𝐹

2)𝜎̂𝑎𝑏→𝑉 , (2.35)

where 𝑎 and 𝑏 are all possible combinations of partons that can produce the asked vector boson
𝑉 . 𝜇𝐹 is the factorisation scale separating the “hard” and the “soft” regime of QCD. The partonic
cross-section of Eq. (2.35) can be expanded in terms of the running coupling constant of QCD 𝛼S

𝜎̂𝑎𝑏→𝑉 =

[
𝜎̂0 + 𝛼S

(
𝜇

2
𝑅

)
· 𝜎̂1 + . . .

]
𝑎𝑏→𝑉

, (2.36)

where 𝜇𝑅 is the renormalisation scale of the QCD running coupling. More information on how to
calculate the partonic cross-section for the different types of vector bosons or the bosons transverse
momentum can be read up in [29].

2.6 The physics of the tau lepton decay

The tau lepton is the heaviest of the charged leptons with a mass of 𝑚𝜏 = 1.78 GeV. In contrast to the
two lighter charged leptons, it decays within the usual dimension of a particle detector. Hence, the
physics of the tau lepton decays is presented. The heaviest lepton was found in the 1970s at SLAC in
e−e+ annihilation [31]. The tau lepton has a mean lifetime of 𝜏𝜏 = 290.3 × 10−15 s and a mean decay
length of 𝑐𝜏𝜏 = 87 µm [25]. It decays not only to lighter leptons but due to its high mass it is the only
lepton decaying into hadrons. A pie chart of the different decay modes is shown in Fig. 2.13.

τ → eνeντ

τ → µνµντ

17.41%

17.83%

leptonic
35.24%

hadronic
64.76%

Figure 2.13: Pie chart visualising the different decay modes of the tau lepton. The chart is split up into hadronic
decays (orange) and leptonic decays (green) in different flavours (values taken from [25]).

The hadronic decay occurs in about 64.76 % of the cases. The hadronic decay modes usually contain
one or three charged pions coming along with an arbitrary number of neutral pions. Depending on
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Chapter 2 The theoretical foundations

the number of charged particles, these decay modes are referred to as “1-prong” or “3-prong”. The
hadronic decays of the tau lepton are not used in this thesis and will not further be discussed. In the
other 35.24 % of the cases, the tau lepton decays almost equally to a muon (17.83 %) or an electron
(17.41 %) together with the corresponding neutrinos to preserve the lepton family number.

2.7 Beyond the Standard Model

The SM is a successful theory and can describe physics phenomena since many decades into the TeV
range. However, it is only a work in progress as it has several shortcomings based on observations or
theoretical concepts which it cannot explain. The main ones will be presented in the following.

The hierarchy problem [32–35] is the sensitivity of the Higgs potential (cf. Eq. (2.23)) to a new
physics scenario. The Higgs mass 𝑚2

H receives large quantum corrections of every particle coupling
to the Higgs-boson. The Higgs field couples to a fermion f with mass 𝑚f leading to a correction of
the squared Higgs mass of

Δ𝑚
2
H = −

��𝜆 𝑓

��2
8𝜋2 Λ

2
UV + . . . , (2.37)

where Λ
2
UV is an ultraviolet momentum cutoff to regulate the loop integral. It is the energy

scale where BSM physics scenarios enter. This happens at the latest at the reduced Planck scale
𝑀P =

(
8𝜋𝐺Newton

)−12
= 2.4 × 1018 GeV where quantum gravity effects play a significant role and

cannot be neglected anymore. In this case, the quantum corrections of Eq. (2.37) would be 30 orders
of magnitude larger than the observed Higgs mass by ATLAS [9] and CMS [10] which is known as the
hierarchy problem. An exemplary interaction of a fermion to the Higgs field is shown in Fig. 2.14(a).

(a) (b)

Figure 2.14: One-loop contributions of (a) a fermion and (b) a scalar particle to the mass of the Higgs-boson
(taken from [36]).

If a heavy complex scalar particle 𝑆 with mass 𝑚𝑆 exists, it will couple with a strength of 𝜆𝑆 and
the Lagrangian term −𝜆𝑆 |𝐻 |2 |𝑆 |2. A loop contribution like in Fig. 2.14(b) leads to a correction to the
squared Higgs mass of

Δ𝑚
2
H =

𝜆𝑆

16𝜋2

[
Λ

2
UV − 2𝑚2

𝑆 ln
(
ΛUV/𝑚𝑆

)
+ . . .

]
.
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2.7 Beyond the Standard Model

If every fermion has two complex scalar particles as partners with 𝜆𝑆 =
��𝜆 𝑓

��2, the contributions of the
order of Λ2

UV to the squared Higgs mass would cancel out each other [36].
Dark Matter has never been observed directly so far but indirect measurements lead to the existence

of this new type of matter. It is assumed to interact gravitationally but not electromagnetically
and hence remains dark for our eyes. The observed velocity distributions of galaxies do not match
the prediction explained by the centripetal acceleration compensated by the gravitational force of
visible matter. The difference becomes larger for outer radii meaning there is a significant amount of
non-luminous matter in galaxies. Recent observations measured the universe to consist of 68.3 % dark
energy, 26.5 % dark matter, and 4.9 % ordinary matter as shown in Fig. 2.15 [6].

Baryonic matter

4.9%

Dark matter

26.5%

Dark energy

68.6%

Figure 2.15: The distribution of dark energy, dark matter and baryonic matter in the universe (values taken
from [37]).

Other shortcomings of the SM are the origin of the neutrino masses which were observed due
to neutrino oscillation, the observed matter-antimatter asymmetry in the universe which cannot be
covered by the known 𝐶𝑃

9 violating processes, and a theory providing a grand unification of the three
forces described in the context of the SM like the EW theory is unifying the electromagnetic and the
weak force.

Numerous BSM theories explain one or more shortcomings mentioned above. Two prominent ones
are used in this thesis and will be shortly presented in the following. Supersymmetry (SUSY) [38–43]
introduces a new symmetry between bosons and fermions. It can explain the hierarchy problem
as it provides two scalar partner particles for every fermion and presents promising candidates to
explain Dark Matter because the lightest SUSY particle is stable in many theories, but interacts only
weakly and gravitationally. The minimal supersymmetric extension is referred to as the Minimal
Supersymmetric Standard Model (MSSM) [44–46] which is doubling the particle of the SM [36].

Even though no experiment has made a direct observation of supersymmetric processes, they
might influence other properties of the SM. The W-boson mass is sensitive to loop corrections Δ𝑟
introduced in Eq. (2.27). Any deviation of the measured 𝑚W from the theoretical prediction implies
a contribution of not yet discovered particles. Therefore, it is crucial to achieve a high precision in

9
𝐶𝑃 violation is the breaking of the combined charge (𝐶) and parity (𝑃) symmetry.
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Chapter 2 The theoretical foundations

both, the experimental measurement and the theoretical prediction. Supersymmetric particles can
give contributions to the radiative corrections of theW-boson mass. The dominant contributions at
the one-loop level originate from the supersymmetric partners of the top and the bottom quark [47,
48]. The mass scale of the MSSM can vary at the order of several hundreds of GeV which can impact
theW-boson mass at the order of a few hundreds of MeV as shown in Fig. 2.16. The ultimate goal of
the 𝑚W measurement, for future experiments as well, is to achieve such precision to constrain the
parameter space of BSM scenarios further [48].

Figure 2.16: Dependence of the W-boson mass on the top quark pole mass. The green area represents a
parameter scan of the MSSM with a Higgs mass of (125.09 ± 3.1) GeV. The red line shows the overlap between
SM and MSSM with a Higgs mass of (125.09 ± 0.48) GeV. The grey circle indicates the experimentally
measuredW-boson and top quark mass with the extent of the circle representing the experimental errors with
68 % CL (taken from [49]).

The two Higgs-doublet model (2HDM) [50] is well motivated by the introduction of SUSY. The
2HDM could explain the asymmetry between matter and antimatter in the universe due to additional
sources of 𝐶𝑃 violation. In addition to the presented Higg potential (cf. Eq. (2.22)), a second complex
scalar 𝑆𝑈 (2)𝐿 doublet is introduced such that there are eight fields. Three of these d.o.f.s give mass
the massive gauge bosons and the remaining five fields are physical scalar Higgs fields. There is
a neutral light Higgs-boson h0 being the SM Higgs-boson, a neutral heavy scalar H0, two charged
Higgs-bosons H+ and H−, and a neutral pseudoscalar boson A0 [51].
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CHAPTER 3

The experimental setup

The W-boson is one of the heaviest particles of the SM. One way to measure the properties of this
particle, is to produce it in pp -collisions with a sufficient centre-of-mass energy and measure its
decay products. The Large Hadron Collider provides large amounts of such pp -collisions that can be
detected in the ATLAS detector. Both will be presented in this chapter together with the routines to
reconstruct events and objects as well as how to simulate particle collisions.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [52] is a circular particle accelerator and up to date the most
powerful collider ever built. It is situated at CERN (Conseil europeen pour la recherche nucleaire),
the European organisation for nuclear research, close to Geneva, Switzerland. The LHC is located
in a 27 km long tunnel approximately 100 m under the Swiss-French border, where the particles are
circulating in two separated rings clockwise and counterclockwise, respectively. It can technically
collide up to 2 8081 hadron bunches (either protons or lead ions) separated by 25 ns. The protons can
reach an energy of up to 7 TeV per beam. The centre-of-mass energy 𝐸cm =

√
𝑠, a key parameter of a

particle accelerator, is defined as
𝑠 = (p1 + p2)

2
,

where pi is the four-momentum of the incoming particle 𝑖 = 1, 2. The designed centre-of-mass energy
at the LHC is 𝐸cm = 14 TeV. In the 2011 data taking used for this measurement, the approximately
1 400 proton bunches had a separation of 50 ns and the centre-of-mass energy was 𝐸cm = 7 TeV [53].

The pre-accelerated protons have an energy of 450 GeV when they are injected into the LHC after
completing a complex consisting of different stages as shown in Fig. 3.1). Starting from a hydrogen
bottle, the protons are accelerated by the LINear ACcelerator 2 (LINAC 2) [55], the Proton Synchrotron
Booster (PBS) [56], the Proton Synchrotron (PS) [57], and the Super Proton Synchrotron (SPS) [58].
The LINAC 2 was part of the accelerator chain in 2011 and was replaced by the LINear ACcelerator 4
(LINAC 4) during the long shutdown starting in 2019. The bunches are subsequently filled into the
next accelerator after reaching the designed energy of each stage, and create a bunch structure that is
filled into the LHC and accelerated to the desired energy.

1 So far the maximum number of bunches reached is 2 556 in 2017 and 2018 [53].
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Figure 3.1: Overview of the LHC and the pre-accelerator complex (taken from [54]).

The charged particles gain energy through passing the electric field of 16 radio frequency (RF)
cavities, eight cavities per beam, with an oscillating voltage of 𝑓RF = 400 MHz and an accelerating
field of 5 MV m−1. To keep the protons on the circular track, the Lorentz force opposes the centrifugal
force of the protons

𝑞

(
®𝑉 × ®𝐵

)
=
𝑚𝑉

2

𝑟
. (3.1)

1 232 superconducting dipole magnets with a length of 15 m and a weight of 35 t, each, provide a
bending field of up to 8.33 T. The dipole magnets made out of niobium-titanium are operated at a
temperature of 1.9 K to become superconducting. The maximum current is 11 080 A. The required
magnetic field can be calculated by simplifying Eq. (3.1) with 𝐵 =

𝐸beam
𝑞𝑅

. As protons are electrically
charged, they would diverge if not being focused. 858 quadrupole magnets keep the protons in a tight
beam raising the interaction probability when two bunches collide. Other magnetic multipoles, e.g.
sextupole, octupole, and decapole magnets, are used for smaller corrections of the beam.

The two rings storing the proton bunches rotating in opposite directions meet at four dedicated
spots, referred to as interaction points (IPs), allowing the proton bunches to collide. Four particle
detectors are built around these IPs to detect the outcome of those collisions, namely ATLAS, CMS,
ALICE, and LHCb. The data analysed in this thesis was recorded by the biggest experiment, the
ATLAS detector (A Toroidal LHC Apparatus) [59]. It will be described in detail in Section 3.2.
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The CMS experiment (Compact Muon Solenoid) [60] is the second multi-purpose detector. It has a
similar physics program as ATLAS but uses different detector technologies and a different magnet
design. The LHCb detector (LHC beauty) [61] is dedicated to the “b quark” to study differences in
the matter-antimatter asymmetry. In contrast to the two multi-purpose detectors, it detects particles
mainly in the forward region. The ALICE experiment (A Large Ion Collider Experiment) [62] focuses
on the measurement of heavy-ion collisions to find out more about the physics of the strong interaction
by studying quark-gluon plasmas.

The concept of luminosity Besides the centre-of-mass energy
√
𝑠, luminosity is another important

measure used at particle accelerators. It defines the number of collisions via the relation

¤𝑁 = 𝜎L,

𝑁 = 𝜎

∫
L d𝑡 = 𝜎Lint,

where ¤𝑁 is the event rate, 𝑁 the total number of events, 𝜎 is the cross-section of a given process,
L the instantaneous luminosity, and Lint =

∫
L d𝑡 the integrated luminosity over time. At particle

accelerators, two three-dimensional Gaussian beams are colliding head-on. The instantaneous
luminosity can be calculated by the overlap of the core of the Gaussian distributions for two colliding
bunches 𝑛𝑏 = 2 via the formula

L =
𝑓 𝑁1𝑁2

𝐴
=

𝑓 𝑁1𝑁2
4𝜋𝜎𝑥𝜎𝑦

. (3.2)

Here, 𝑓 is the frequency of collisions, 𝑁𝑖 the number of particles in bunch 𝑖, and 𝐴 is the transverse
beam area at the crossing point. The overlapping area 𝐴 of the two beams at the IP is determined by the
overlap 𝜎𝑥,𝑦 of the Gaussian beams in 𝑥 and 𝑦 direction, respectively. Equation (3.2) only considers
two dimensions of the three-dimensional Gaussian beams as it integrates over the 𝑧-component. The
amplitude function 𝛽 describes the “squeezing” of the beam and is defined as

𝛽 =
𝜎𝑥𝜎𝑦

𝜖
,

where 𝜖 is the transverse emittance. The transverse emittance is the area of the ellipse of the phase
space divided by 𝜋 and can be understood as the smallest opening the beam can be squeezed through.
At low emittance, the particles are packed in a small volume and the luminosity is higher than for high
emittance values. The emittance is constant along the trajectory of the beam.

Of particular interest is the amplitude function at the IP 𝛽
∗. It is referred to as the distance between

the point where the beam width is twice as large as at the IP and the IP itself. To raise the instantaneous
luminosity, the beam has to be squeezed at the IP and 𝛽

∗ needs to be as low as possible. The designed
instantaneous peak luminosity of the LHC is L = 1034 cm−2 s−1 corresponding to an amplitude
function of 𝛽∗ = 0.55 m2 [63–65].

2 The LHC already reached 2018 twice the instant peak luminosity and an amplitude function of 𝛽∗ = 0.25 m.
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3.2 The ATLAS Detector

The ATLAS detector is a multi-purpose detector with an onion-like structure. Its purpose is to detect
the particles which are produced in the proton-proton collisions of the LHC by measuring their energy,
momentum, charge, and identifying the particle type. Several layers are stacked from the inside
around the IP to the outside, each subdetector having a different purpose which will be explained in
the following. A schematic view of the ATLAS detector with all the different subdetectors is shown in
Fig. 3.2.

Figure 3.2: Schematic overview of the ATLAS detector. Shown are all relevant subdetectors and the magnet
system (taken from [66]).

ATLAS is the biggest of the four collider experiments located at the LHC with dimensions of 44 m
length, 25 m height, and 25 m width. The central region of the detector is called the “barrel” with the
layers being orientated parallel to the beam pipe. The forward and backward parts of the detector are
called the “endcaps”, where the “A side” points to the airport of Geneva and the “C side” is in the
direction of the Jura Mountains.

Coordinate System ATLAS uses a right-handed coordinate system with the IP determining the
centre of the detector. The 𝑧-axis is defined along the beam pipe. The 𝑥-axis points from the IP to
the centre of the LHC ring and the 𝑦-axis from the IP upwards. In the transverse plane, cylindrical
coordinates (𝑟, 𝜙) are used with 𝜙 being the azimuthal angle around the beam pipe. Instead of the
polar angle 𝜃, ATLAS uses the quantity pseudorapidity 𝜂 as a third component of the coordinate
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system. It is defined as

𝜂 = − log tan
𝜃

2
.

Using the pseudorapidity instead of the polar angle is motivated by the fact that the difference in
pseudorapidity Δ𝜂 between two particles is invariant under Lorentz boosts parallel to the beam axis.
Most particles scatter close to the beam axis so the distribution of the polar angle 𝜃 peaks around 0°
which is close to the beam axis. In contrast, a distribution of the pseudorapidity 𝜂 is almost flat as the
particle flow is constant over 𝜂 due to its logarithmic definition. By using these coordinates, a distance
Δ𝑅 invariant under boosts along the 𝑧-axis between two particles can be defined as

Δ𝑅 =

√︃
(Δ𝜂)2 + (Δ𝜙)2

. (3.3)

The definition of Eq. (3.3) is used in ATLAS to calculate any distance between two physical objects.
The usage of cylindrical coordinates has another advantage: as the initial momentum in the

𝑧-direction is not known due to the unknown momenta of the colliding partons, transverse quantities
like the transverse momentum 𝑝T are used as the total momentum of the colliding particles in the
transverse plane is known to be zero.

3.2.1 Inner Detector

The Inner Detector (ID) [67] is the innermost part of the ATLAS detector and the first subdetector
traversed by any particle. It encloses directly the beam pipe. Charged particles are passing through
the several layers of the ID by leaving “hits”, e.g. through ionisation. A dedicated software takes these
hits to reconstruct the tracks of the charged particles. As the ID is immersed in a magnetic field, the
trajectories of charged particles are bent due to the Lorentz force. By measuring the radius of the
curvature it is possible to determine the momentum of the charged particle assuming it carries one
elementary charge. From the direction of the curvature, the charge of the particle can be assessed. The
ID consists of three different subsystems as shown in Fig. 3.3 and will be explained in the following.
They cover a range up to |𝜂 | < 2.5 and are responsible for the measurement of the vertices to provide
a good determination of the impact parameters which can be used to identify decays of short-lived
particles like heavy-flavour quarks and tau leptons.

Pixel Detector The Pixel Detector (Pixel) is the innermost subdetector of the ID working with the
semiconductor technology. It records the first traces of charged particles in the detector which is
crucial for efficient track reconstruction and the reconstruction of primary and secondary vertices.
The requirements on the material are challenging: on the one hand, the material budget should be as
low as possible to avoid multiple scattering; on the other hand, it has to resist the high radiation. The
Pixel covers a total area of 1.7 m2. 80 million silicon pixels, each one having a size of 50 × 400 µm2,
compose a total of 1 744 modules. The high number of readout channels requires advanced electronic
techniques connected to an elaborate readout structure.

Silicon Tracker The Silicon Tracker (SCT) is a silicon microstrip detector and encloses the Pixel.
4 088 two-sided modules are combined to more than 6 million readout channels. Each module consists
of 768 strips with a pitch of 80 µm and a position resolution of 17 µm in the transverse direction. The
back-side detector pair is rotated by 20 mrad to provide position information in the direction of the
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Figure 3.3: Profile of the ID with the three subdetectors and the corresponding length scales (taken from [68]).

readout strips with a resolution of 580 µm. It has a total area of 60 m2 composed out of 4 barrel layers
and 18 planar endcap discs. The SCT provides at least four hits for every charged traversing particle.

Transition Radiation Tracker The Transition Radiation Tracker (TRT) is the outermost part of the
ID. In contrast to the other two subdetectors, it is not based on the semiconductor technology but a
gaseous detector. It consists of 350 000 straw tubes with a diameter of 4 mm filled with a gas mixture
of 70 % Xe, 27 % CO2, and 3 % O2

3. When traversing the ID, each track crosses at least seven layers
of semiconductor chips. The TRT gives on average 36 hits per track which constitutes an important
part of efficient tracking. The track extension from the silicon subdetectors is achieved with less
material and lower costs. However, the precision in the 𝜙 and the 𝑧 coordinates is good compared to
the semiconductor subdetectors.

Particles with a high relativistic factor of 𝛽𝛾 & 1 000 send out transition radiation when passing
the boundary of two different homogeneous materials, hence the name of the subdetector. As the

3 Gas leakages were discovered in the TRT over the last years. The expensive xenon was therefore replaced in some layers
by the cheaper gas argon.
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relation 𝛽𝛾 =
𝑝

𝑚
holds, lighter particles have a high relativistic factor meaning the momentum needs

to be lower to produce transition radiation than for more massive particles. The transition radiation
causes a higher signal in a straw which is picked up by the high-threshold of a hit. The amount of
high-threshold hits per track is used to distinguish electrons from hadrons, e.g. pions. A second
quantity used for particle identification is the specific energy loss per path length d𝐸

d𝑥 which is provided
by Pixel and SCT. According to the Bethe-Bloch formula, it allows separating kaons from pions from
protons which is crucial to study B physics. It uses a time-over-threshold based approach as a pattern
of connected low-threshold hits are calibrated following the detector geometry.

3.2.2 Calorimeters

The calorimeters enclose the ID, are responsible to stop electrically charged and neutral particles, and
measure their energy. Furthermore, it is possible to trigger on the calorimeters. In addition, they play
a crucial role in the calculation process of the quantity 𝐸

miss
T which is described in Section 3.3.4. A

sketch of the calorimeters and their components is displayed in Fig. 3.4. Due to the different interaction

Figure 3.4: Sketch of the calorimeter system with the three subdetectors (taken from [69]).

processes of the different particle species, the calorimeters have specific types of sub-calorimeters
again enclosing each other.

Electromagnetic Calorimeter The Electromagnetic Calorimeter (ECAL) [70] is a Liquid-Argon
Calorimeter (LAr). It stops electromagnetically interacting particles, e.g. photons and electrons. They
are forced to produce a cascade of photons, electrons, and positrons creating a narrow and short
electromagnetic shower. A typical quantity to describe those electromagnetic showers is the radiation

35



Chapter 3 The experimental setup

length 𝑋0 after which the incoming particle on average has decreased to 1
𝑒

of its initial energy. The
ECAL is an accordion-shaped sampling calorimeter with fine granularity, especially in the first layer,
using electrodes and lead absorbers in liquid argon. It has a fine granularity in 𝜂 and 𝜙. Like the
ID, it consists of a barrel and an endcap part. The barrel part of this subdetector is 6.4 m long and
covers a region of up to |𝜂 | < 1.475. The endcap consists of two wheels, one spanning between
1.375 < |𝜂 | < 2.5 and the other one between 2.5 < |𝜂 | < 3.2. As argon boils already at a temperature
of approximately 87 K, the liquid argon is operated at cryogenic temperatures. The energy resolution
of the ECAL is usually parametrised as

𝜎𝐸

𝐸
=

𝑎
√
𝐸

⊕ 𝑏

𝐸
⊕ 𝑐, (3.4)

where 𝑎 is the stochastic term, 𝑏 is the noise term, and 𝑐 is the constant term. The energy 𝐸 is given
in the units of GeV. The typical values for the electron energy resolution of this subdetector are
𝑎 '10 %, 𝑏 '170 MeV, and 𝑐 = 0.7 %.

Hadronic Calorimeter The Hadronic Calorimeter (HCAL) [71] stops strongly interacting particles.
Two different technical approaches have been chosen for the different pseudorapidity regions. In the
barrel region of |𝜂 | < 1.7, a Tile Calorimeter () is employed with an alternating structure of iron plates
and scintillating tiles. The tiles are read out by wave-length-shifter fibres on both sides, carrying
the signal to photomultipliers. The tiles allow for a good sampling frequency and a compact design.
The thickness of the barrel part in terms of the mean free path length 𝜆 is up to 7.4𝜆. Each of the
5 000 calorimeter cells has a granularity of Δ𝜂 × Δ𝜙 = 0.1 × 0.1. The energy resolution of the Tile
can be again described by Eq. (3.4). The specific values depend on the particle type but are at the
order of 40–50 % for the stochastic term 𝑎 and approximately 3 % for the constant term 𝑐. The overall
resolution of the Tile is worse than for the ECAL [72].

The Hadronic End-Cap Calorimeter (HEC) consists of two independent wheels and uses liquid
argon as well. The wheels of the HEC are built of 25 mm and 50 mm thick copper plates, respectively,
stacked parallel to the beam direction and absorbing the particle’s energy. The 8.5 mm gap between
the plates is filled with liquid argon and three electrodes, where the main one transmissions the signal
to amplifiers and the other two serve as power suppliers. The readout electrode provides a granularity
of Δ𝜂 × Δ𝜙 = 0.1 × 0.1 in the region of |𝜂 | < 2.5 and of Δ𝜂 × Δ𝜙 = 0.2 × 0.2 in the region of
2.5 < |𝜂 | < 3.2.

Forward Calorimeter The Forward Calorimeter (FCAL) covers the forward region and is supposed
to stop particles flying close to the beam pipe. It encloses the pseudorapidity region of 3.1 < |𝜂 | < 4.9
and has to cope with a high level of radiation and huge particle flux. The FCAL uses again liquid
argon as a sensitive medium. It consists of three sections where the first one is made out of copper and
the other two are made out of tungsten, both materials act as passive absorbers. Each section consists
of a metal matrix with longitudinal channels parallel to the beam axis. A channel has a concentric
rod enclosed by a tube where the small gap is filled with the liquid argon. These small gaps allow a
compact construction of the FCAL with a thickness of integrated 9.5𝜆.
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3.2.3 Muon Spectrometer

The Muon Spectrometer (MS) [73] is the last and outermost of the big subdetector systems of the
ATLAS detector. A sketch is displayed in Fig. 3.5. Muons leave only a little Bremsstrahlung in the
ECAL due to the higher mass compared to the electrons. Hence, they pass the calorimeter system. A
dedicated subdetector system is designed to allow for a precise momentum measurement and particle
identification of muons. A toroidal magnet system bends the muon tracks due to the provided mostly

Figure 3.5: Overview of the MS and its four subsystems (taken from [74]).

orthogonal field. The coordinates of the muon tracks are measured precisely by the Muon Drift Tubes
(MDTs) over a wide pseudorapidity range. The MDTs are arranged in three layers of cylindrical form
around the beam pipe in the barrel (|𝜂 | < 1.0). In both endcaps, four wheels are installed at distances
of 7.4 m, 10.8 m, 14 m, and 21.5 m from the IP, respectively. The MDTs are 354 240 aluminium tubes
combined in 1 171 chambers. Each tube has a diameter of 30 mm and a length between 0.85 and 6.5 m.
They are filled with a gas mixture of 91 % Ar, 5 % CH4, and 4 % N2. The resolution is 80 µm per tube.
Cathode Strip Chambers (CSCs) are used closer to the beam pipe at higher pseudorapidity values of
2.0 < |𝜂 | < 2.7. They have a fine granularity to cope with the high particle rates and provide a better
time resolution. The CSCs are multiwire proportional chambers readout by cathode strips with a
resolution of 60 µm. A gas mixture of 30 % Ar, 50 % CO2, and 20 % CF4 is used as it is less sensitive
to variations of the gas parameters in comparison to the gas mixture of the MDTs. The conceptional
design of the gas system is mostly the same in both precision chambers.

The MS has a separate trigger function in a pseudorapidity range of up to |𝜂 | < 2.4. A better
timing resolution than the bunch spacing of the LHC of 25 ns is needed and a second coordinate
orthogonal to the one taken by the precision chambers should be measured. Two different detector
technologies are used in different regions of the detector. The Resistive Plate Chambers (RPCs) are
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gaseous detectors installed in the barrel part. They use two rectangular detector layers where the
“𝜂-strips” are oriented parallel to the MDTs wires and the “𝜙-strips” are orthogonal to the MDTs wires
and serve the required measurement of the second coordinate in the non-bending direction of the
muon track. The two detector layers are readout by four strip panels optimised for a good transmission
to allow for an excellent time resolution. In the endcap of the MS, Thin Gap Chambers (TGCs) are
employed. They are multiwire proportional chambers but with the difference that the anode wire pitch
is larger than the distance between cathode and anode. The readout strips arranged orthogonal to the
MDTs wires provide the measurement of the second coordinate and are responsible for the triggering
together with the anode wires.

3.2.4 Magnet System

The ATLAS detector uses two different magnet systems [75] to bend charged particles and allow
for precise momentum measurement. The superconducting magnet system has an overall dimension
of 26 m in length and 20 m in diameter. The Central Solenoid [76] encloses the ID and provides
a magnetic field for the innermost subdetectors. It is 5.3 m long, 2.4 m in diameter, 4.5 cm thick,
and weighs 5 t. A single layer coil with a length of 9 km is wound in a supporting cylinder. The
superconducting wires traversed by a current of 7.73 kA create a magnetic field of 2 T. The whole
Solenoid is supported by the cryostat of the LAr.

The toroidal magnets are part of the muon system and provide a toroidal field configuration for
the MS. As this magnet technology is unique, it entered into the name of the ATLAS detector. The
toroidal magnets are split into three different subsystems, namely the air-core Barrel Toroid [77] and
two air-cored End-Cap Toroids [78], to simplify the design and assembly, and to make it easier to
access the inner parts of the detector. Each toroid provides a magnetic field of about 4 T created by
eight coils made of aluminium stabilised NbTi superconductors using a current of 20.5 kA. Pumps are
forcing helium to flow through the toroidal magnets and cool the wires down to a temperature of 4.5 K.

3.2.5 Trigger System

The LHC provides a collision of two proton bunches every 50 ns in Run-1 and every 25 ns at the
design instantaneous luminosity of L = 1034 cm−2 s−1 [53]. This means a bunch crossing rate of up to
40 MHz but ATLAS can only record approximately 200 events per second equivalent to ≈ 300 MB/s
due to the limited offline storage resources. A three staged trigger system is responsible to level
down the event rate to the desired value. It looks for interesting physics event signatures like muons,
electrons, photons, tau leptons, and jets but global signatures as missing transverse energy.

The first level (L1) is a purely hardware-based trigger using information from the calorimeters and
the muon system. The second level (L2) and the third level, often referred to as Event Filter (EF), are
software-based triggers using information from all subsystems. The combination of L2 and EF is
referred to as a High-Level Trigger (HLT). The whole trigger system fires only if one out of hundreds
of different trigger conditions is fulfilled.

The signal from different subdetectors is propagated to front-end pipelines waiting for a decision
of the L1 trigger stage. As this stage has to be fast to cope with the huge rate of bunch crossing, a
latency of fewer than 2.5 µs is achieved by using fast custom electronics. In this step, the rate should
be reduced to 75 kHz and Regions of Interest (RoIs) are identified which are the detector part where
interesting event signatures have been found. These RoIs are propagated and further used by the HLT.
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If an event is accepted by the L1 trigger, it is propagated to detector-specific Readout Buffers (ROBs)
depending on the decision of the L2 stage. The L2 trigger reduces the rate further to 3 kHz with an
average processing time of 40 ms per event. The L2 stage uses fast custom algorithms to select events
based on partial event reconstruction within the RoIs found by L1. All event fragments of ROBs
accepted by the L2 trigger are put together by an event builder. Full event information prepared for the
EF allows offline algorithms to decide within about 4 s. Events passing the last stage of the trigger
system are finally recorded, stored, and made available for offline processing and data analyses. The
whole HLT is a processor farm and consists of about 1 100 nodes each having eight cores. Based
on the trigger configuration, the physics streams have dedicated names where “Egamma”, “Muons”,
“JetTauEtmiss”, and “MinBias” are the four main ones [79, 80].

3.2.6 Data taking procedure

The presented analysis uses data recorded between March and October 2011 at
√
𝑠 = 7 TeV. The

integrated luminosity Lint delivered during this period by the LHC sums up to 5.46 fb−1 and has an
uncertainty of 1.8 % as described in [63]. After LHC has declared “stable beams”, it takes several
minutes for all subsystems of ATLAS to go into a state where data can be recorded. e.g. the Pixel has
to turn on the high voltage. Hence, not all but 5.08 fb−1 data delivered by the LHC were recorded by
ATLAS. This corresponds to a data taking efficiency of 93.04 %. If subsystems have a malfunction,
the recorded data are not labelled “Good for Physics” which is required to be further analysed. A
total of 4.57 fb−1 is used in this analysis corresponding to a detector efficiency of 89.96 %. All data
which fulfil the requirement “Good for Physics” are saved in the Good Run List (GRL). A graphical
summary of the different labelled integrated luminosity values over time is given in Fig. 3.6(a).

(a) Integrated luminosity.
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Figure 3.6: Performance plots of the 2011 data taking period. (a) shows the integrated luminosity over the
course of time and (b) the distribution of the mean number of interactions per crossing (taken from [81]).

The maximum instantaneous luminosity L in 2011 was 3.65 × 1033 cm−2 s−1 [81]. Often, there are
several interactions per bunch crossing, for the 2011 data taking period it has been up to 24. Whereas
one of these interactions might result in an interesting physics signature in the detector, the others are
referred to as “pile-up” and have to be taken into account in the reconstruction of data and simulated
events. The recorded luminosity over the mean number of interactions per bunch crossing 〈𝜇〉 is
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shown in Fig. 3.6(b). The two overlaid pile-up distributions are due to the changed 𝛽
∗ (cf. Section 3.1)

which was reduced after a technical stop in September 2011 from 1.5 m to 1.0 m. This decreased 〈𝜇〉
from 6.3 to 11.6. The events at low pile-up 𝜇 ∼0 are from pilot bunches used in early LHC fills and
have a more than 100 times smaller luminosity than the main bunches.

3.3 The event and object reconstruction

The different specialised subsystems of the ATLAS detector work nicely together to reconstruct
different types of particles which are stable in the dimensions of the detector. A profile of the detector
parts with various particles leaving traces is shown in Fig. 3.7. The reconstruction and identification
processes of all particle flavours relevant for this thesis are presented in the following.

Figure 3.7: Illustration of different particle types interacting with the detector material. Each of the shown
particles (photon, electron, muon, neutron, proton, neutrino) leaves a unique signature in the different
subdetectors which is the foundation of the object reconstruction (taken from [82]).

3.3.1 Electrons

Electrons traversing the detector in the central region (|𝜂 | < 2.5) are reconstructed in a three-step
process. Clusters in the ECAL are seeded if a certain group of cells has a transverse energy
𝐸T > 2.5 GeV. Tracks of the ID with 𝑝T > 0.5 GeV are extrapolated from the last hit to the middle
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layer of the ECAL. A track is successfully matched to a corresponding cluster if the coordinates 𝜂 and
𝜙 are within a range of |Δ𝜂 | < 0.05 and |Δ𝜙 | < 0.1, respectively. A reconstructed electron candidate
is required to have one track with an associated cell cluster. If a track is matched with more than one
cluster, the cluster with the lowest Δ𝑅 compared to the hits in the Pixel and the SCT is chosen. A cell
cluster without a matched track is identified as an unconverted photon candidate. After this step, the
calorimeter clusters are enlarged to determine the energy of the electron candidate.

Electrons in the forward region (2.5 < |𝜂 | < 4.9) lack a track as the tracking detector does not cover
this region in pseudorapidity and a distinction between electrons and photons is not possible. Only
information of the ECAL endcaps and the FCAL can be used and electron candidates are required to
have 𝐸T > 5 GeV. An iterative topological cluster algorithm is used to determine the cluster size of
the cells. These forward electrons are not used in the presented analysis and hence the reconstruction
will not be further discussed but can be read in [83].

Three different working points for the electron identification of central electrons, namely loose,
medium, and tight are defined based on sequential cuts on track, calorimeter, and combined variables.
The tighter the working point is the better is the background rejection arising from misidentified
hadrons, non-isolated electrons from semi-leptonic heavy flavour decays, and photon conversions
but the tighter is the selection on the isolated electrons. The identification efficiency, defined as the
data-to-simulation efficiency or referred to as scale factors (SFs), in % over the transverse energy 𝐸T
for the three different working points is shown for the 2011 dataset in Fig. 3.8(a). The identification
efficiency is higher the looser the working point. It is clearly visible that the efficiency rises with
transverse energy [83, 84].

The online reconstruction of electrons uses the electron trigger of Run-1 [85]. A reduced granularity
of the ECAL is used to find electromagnetic showers for the L1 stage and calculate the transverse
energy of the cluster with a precision of 1 GeV. The identified RoIs found by L1 are taken as a seed
for the HLT reconstruction. Information like shower shape variables, track quality, and electron
identification information from the TRT are used to discriminate against the background. The threshold
on 𝐸T was raised from 20 GeV to 22 GeV to cope with the increasing luminosity.

Electron candidates used in this analysis are required to have a transverse momentum of 𝑝ℓT > 15 GeV
and to pass the tight working point. The pseudorapidity is required to be |𝜂 | < 2.4 and the range
1.2 < |𝜂 | < 1.82 is excluded as the passive material in front of the calorimeters in this region is
large such as the energy response is not correctly described. To reject background events, isolation
requirements on the scalar sum of the 𝑝T of the tracks within a cone of Δ𝑅 < 0.4, 𝑝e,cone

T , and on the
transverse calorimeter energy deposited in a cone of Δ𝑅 < 0.2, 𝐸cone

T , are set to be small, whereas the
contribution of the electron candidate itself to the isolation requirements is excluded [86].

3.3.2 Muons

In the process of muon reconstruction and identification, information of the MS, the ID, and to less
extent of the calorimeters is used. Based on the used information of the different sub-systems, four
main muon types can be defined:

• For Stand-Alone muons (SA muons), the muon trajectory is only reconstructed in the MS if the
track traverses at least two chambers. The parameters of the IP are calculated by extrapolating
the muon track back to the beamline. The SA muons are used to extend the acceptance region
in pseudorapidity to 2.5 < |𝜂 | < 2.7 to account for the lack of track reconstruction.
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Figure 3.8: Performance of the light lepton identification for the 2011 data taking period. a) shows the
identification efficiency over the quantity 𝐸T for the three different working points, and b) the muon efficiency
versus 𝜂 for the different muon types comparing simulation to data (taken from [83, 87]).

• Combined muons (CB muons) use a separate track reconstruction in the ID and the MS
which are afterwards combined to a combined track by matching the information of the two
subdetectors.

• Segment-tagged muons (ST muons) are reconstructed tracks in the ID that can be matched
with a segment in the MDTs or the CSCs if it is extrapolated. This kind of muons can increase
the sensitivity in regions of low acceptance in the MS or if the muon track has low 𝑝T and
therefore only crosses one layer of the MS chambers.

• Calorimeter-tagged muons (CaloTag muons) use the information of the calorimeter as an ID
track is associated with an energy deposit of a minimum ionising particle. The purity of this
muon type is the lowest but not instrumented regions of the MS are covered as well.

The CB muons have the highest purity of all muon types. The SA muons and CB muons are
suffering from low acceptance in two regions of the MS: the central region around 𝜂 ≈ 0 is only
partially equipped with muon chambers to leave space for services of the ID and the calorimeters.
The region 1.1 < 𝜂 < 1.3 between the barrel and the positive 𝜂 endcap was not equipped with all
layers in some regions in 𝜙. The reconstruction of all muon types using ID and MS information is
performed by a reconstruction software package called “Chain 1”. A statistical combination of the
track parameters of SA muons and ID muon tracks is performed. The reconstruction efficiency of the
different muon types over the pseudorapidity 𝜂 is shown in Fig. 3.8(b).

The presented efficiencies are calculated using a “tag and probe” method in the decay of Z → 𝜇𝜇.
The combination of CB muons and ST muons has the highest efficiency, usually around 99 %. However,
one sees a drop in the central region due to a crack in the MS and around the region |𝜂 | ≈ 1.2. A layer
of MDTs was not installed there for the detector setup in 2012 leading to an inefficiency introduced by
the ID selection [87].

Similar to the electrons, a single muon trigger is used for the online reconstruction of this
measurement. The L1 stage of the muon trigger of Run-1[88] collects information on the transverse
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momentum and the position of the detector region. The position information defines the RoIs for
the HLT stage which adds precision data from the MDTs. The L2 stage uses SA muons based on
tracks in the RoIs found by the L1 stage in the MS to further reduce the amount of data. There are
three different triggers on the EF level: the standalone trigger uses only information of the MS, the
combined trigger pursuing the “outside-in” strategy where the MS track is combined with an ID track,
and the “inside-out” trigger which starts from the ID track and extrapolates then to the muon detectors.
This three triggers were run in parallel for the 2011 data taking period to minimise the probabilty of
losing an event in the online selection. The trigger threshold of all stages is 18 GeV.

In this analysis, muon candidates are required to have 𝑝
ℓ

T > 20 GeV and |𝜂 | < 2.4, and to be CB
muons. Only the information of the ID is used to define the kinematic properties of the muon to
simplify the calibration procedure. The ID tracks of the muon candidate must fulfil certain quality
requirements on the number of hits in every subdetector. To suppress background from cosmic rays, a
cut on the longitudinal impact parameter is applied to be |𝑧0 | < 10 mm. An isolation requirement on
the scalar sum of the 𝑝T of the tracks within a cone of Δ𝑅 < 0.2, 𝑝𝜇,cone

T , is set to be less than 10 % of

the muon candidate, such that 𝑝
𝜇,cone
T
𝑝
𝜇

T
< 0.1 [86].

3.3.3 Hadronically decaying tau leptons

As outlined in Section 2.6, tau leptons can decay both, hadronically and leptonically. The latter one
cannot be easily differentiated from prompt the light leptons, electrons and muons. Only hadronically
decaying tau leptons can be identified and reconstructed as such. Hence, the terms light leptons and
leptons used in the context of reconstructed objects refer always to the two lightest charged leptons,
the electron and the muon.

Each jet above 10 GeV is considered a tau candidate. In principle, strongly interacting particles like
gluons and quarks leaving a signature are understood under the term “jets”. Due to the confinement,
single quarks and gluons hadronise when traversing the detector and leave a spray-like structure in
the detector. This makes the reconstruction challenging for jet finding algorithms. The calorimeter
cells are clustered in an iterative approach. A common cluster algorithm used within the ATLAS
collaboration is the anti-𝑘𝑇 algorithm with 𝑅 = 0.4 [89].

The technique referred to as Boosted Decision Trees (BDTs) is used to discriminate tau leptons
from quark- or gluon-initiated jets. The discrimination is based on a set of shower shape and tracking
observables. A second BDT is trained using calorimeter and transition radiation information of the
TRT to differentiate tau leptons from electrons. Similar to the electron reconstruction, three working
points with different signal efficiency and background rejection are implemented for tau leptons. More
information can be found in [90] as the reconstruction algorithm of hadronically decaying tau leptons
has been the same for the 2011 and 2012 datasets. In this analysis, only leptonically decaying tau
leptons are considered.

3.3.4 Missing transverse momentum

The missing transverse momentum is a common concept at hadron colliders. As the initial longitudinal
momentum is not known due to the structure of the proton, momentum conservation is only considered
in the transverse plane as the protons do not have any initial momentum in this plane. The missing
transverse momentum ®𝑝miss

T and its magnitude 𝐸
miss
T are important quantities as they describe particles
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leaving the detector unnoticed. This is the case not only for all analyses including neutrinos but all
searches for BSM scenarios like SUSY and extra dimensions looking for new stable particles not
interacting with the detector material.

The quantity 𝐸
miss
T is reconstructed by including contributions from the calorimeters and the MS.

The individual components of the transverse plane are calculated like

𝐸
miss
𝑥 (𝑦) = 𝐸

miss,calo
𝑥 (𝑦) + 𝐸

miss,𝜇
𝑥 (𝑦)

𝐸
miss
𝑥 (𝑦) = 𝐸

miss,𝑒
𝑥 (𝑦) + 𝐸

miss,𝛾
𝑥 (𝑦) + 𝐸

miss,𝜏
𝑥 (𝑦) + 𝐸

miss,jets
𝑥 (𝑦) + 𝐸

miss,softjets
𝑥 (𝑦) + 𝐸

miss,CellOut
𝑥 (𝑦) + 𝐸

miss,𝜇
𝑥 (𝑦) .

(3.5)

All reconstructed objects originating from a high 𝑝T source are used, namely electrons, photons,
hadronically decaying tau leptons, jets, and muons. Calorimeter cells not associated with one of these
objects are taken into account under the term 𝐸

miss,CellOut
𝑥 (𝑦) playing a crucial role in the resolution of

𝐸
miss
T . Each term of Eq. (3.5) is calculated by the negative sum of all energy cells associated with the

given object. The muon term is calculated from the negative sum of all momenta matched with CB
muons. All individual components of 𝐸miss

𝑥 (𝑦) are calibrated separately. The final values of 𝐸miss
T and its

azimuthal angle 𝜙
miss are defined as

𝐸
miss
T =

√︂(
𝐸

miss
𝑥

)2
+

(
𝐸

miss
𝑦

)2

𝜙
miss

= arctan
(
𝐸

miss
𝑦 , 𝐸

miss
𝑥

)
.

More information about the reconstruction and calibration procedure of the missing transverse
momentum can be found in [91].

3.3.5 Hadronic recoil

The momentum of the vector boson cannot be measured directly in ATLAS as one of the decay
products, the neutrino, escapes the detector unnoticed. The hadronic recoil in the transverse plane ®𝑢T
gives a good estimate for the momentum of the vector boson and is defined as

®𝑢T =
∑︁
𝑖

®𝐸T,𝑖 .

It is the vector sum of the transverse energy of all clusters except for the ones associated with a decayed
light lepton, where ®𝐸T,𝑖 is the contribution of cluster 𝑖. The vector ®𝐸T of the transverse energy is
determined by its magnitude 𝐸T = 𝐸/cosh 𝜂, where 𝐸 is the energy and 𝜂 the pseudorapidity of the
given cluster, and the azimuthal angle 𝜙 comes from the coordinate of the cluster in the transverse
plane. The negative recoil −®𝑢T should provide a good estimate of the transverse momentum of the W-
and Z-boson in the corresponding decays.

The calorimeters measure the energy deposits of a particle in a range of |𝜂 | < 4.9 and a topological
clustering algorithm [92] is based on cells with a sufficient signal-to-noise ratio of at least four times
than what is expected from electronics and pile-up. The energy deposits are considered to be initiated
only by the electromagnetic interaction in the first step. Later, the calorimeter responses are corrected
for hadrons and electromagnetic particles, losses caused by dead material, and energy not considered
by the clustering algorithm. The reconstruction of particle jets is not included to avoid threshold
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effects.
Calorimeter clusters located in a region of Δ𝑅 < 0.2 around a lepton candidate are not taken into

account in the reconstruction process of the recoil. This should guarantee that the energy deposit
of the lepton itself and possible coexisting photons is not biasing the recoil reconstruction. The
energy deposit of soft particles might be removed using this procedure. Therefore, the total transverse
energy in a cone with the same size Δ𝑅 = 0.2 at the same pseudorapidity as the lepton but with
randomly chosen sign and at different azimuth 𝜙 is rotated to the position of the lepton and added to
the reconstruction of the recoil vector ®𝑢T.

3.4 The simulation of particle collisions

The simulation of the investigated processes is crucial for any physics analysis. A reliable prediction
provides the prediction for the expected signal and background processes and is needed to optimise the
event selection to increase the signal over background ratio. The simulation of particle collisions is
based on the Monte Carlo (MC) technique using the concept of factorisation introduced in Section 2.5.2.
The separation between the “hard” and the “soft” regime is illustrated in Fig. 3.9. The hard scattering
part shown in red can be calculated up to higher orders using perturbation theory. The blue lines
symbolise initial and final state radiations. The underlying event (purple) and the hadronisation (green)
with the subsequent showering into jets can only be accessed on a phenomenological level [93].

According to Eqs. (2.35) and (2.36), the renormalisation and factorisation scale is set equal to the
considered energy scale 𝜇𝐹 = 𝜇𝑅 = 𝑄. In the case of a resonance production of the W-boson, the
hard scale is identified with the mass 𝑚W of the simulated particle 𝑄 = 𝑚W [29, 94]. The order of
𝛼𝑆 in the expansion of the partonic cross-section (cf. Eq. (2.36)) determines the order of the MC
simulation, e.g. LO or NLO.

3.4.1 The prediction of Standard Model processes

Simulated MC samples are prepared for the signal processes W → ℓ𝜈 (ℓ = 𝜇, e) and W → 𝜏𝜈 as
well as the background contributions Z → ℓℓ (ℓ = 𝜇, e), Z → 𝜏𝜏, diboson (WW , WZ, ZZ), and tt
+singletop. All events of the generated samples are put through the whole ATLAS simulation and
reconstruction chain based on a software [95] using Geant4 [96]. The multijet background with
non-prompt leptons in the final state is determined using a data-driven technique and described in
Section 5.3.

The vector boson samples are produced assuming certain values for important SM parameters: the
masses of the W- and Z-samples were set to 𝑚W = 80 399.0 MeV and 𝑚Z = 91 187.5 MeV and the
widths to ΓW = 2 085.0 MeV and ΓZ = 2 495.2 MeV. Distributions with varying W-boson mass and
width are produced based on these nominal values as described in Section 4.4. The used generators
for the different types of SM processes are listed in the following. A detailed overview of the MC
samples, the used generator, the cross-section, the number of generated events and the corresponding
integrated luminosity is given in Table 3.1.

W-samples The hard-scattering part of this process is simulated by the PowhegMC generator [97–
99] using the CT10 PDF set [100] for the matrix element calculations. The step of parton showering,
hadronisation and the underlying event is simulated by Pythia8 [101, 102] based on the CTEQ6L1

45



Chapter 3 The experimental setup

Figure 3.9: Graphical illustration of the simulation of a proton–proton collision. The different colours represent
different simulation aspects: the red parts stand for the hard scattering, the blue pieces denote the radiation
processes, the purple parts represent the underlying event, and the green pieces highlight the hadronisation
(taken from [93]).

PDF set [103] with the parameters set according to the AZNLO tune [104]. For the tau lepton decays,
Pythia8 takes care of polarisation effects. The final-state radiation effects due to QED are simulated
with Photos [105].

Z-samples The simulation step of the hard-scattering process and the part including parton
showering, hadronisation and the underlying event is the same as for the W-samples. The effect of
virtual photon production 𝛾

∗ and the interference of Z and 𝛾
∗ is included.

Other backgrounds The top background consist of tt-pair-production, which is dominant, and
single pair production processes including 𝑠- and 𝑡-channel production as well asWt-events. These are
simulated by the MC@NLOMC generator [106–108] and interfaced with Herwig [109] and Jimmy [110].
The gauge boson pair production (WW ,WZ, ZZ) is simulated by Herwig at NLO. For the mentioned
samples, the CT10 PDF set is used. Heavy-flavour multijet samples bb + 𝑋 and cc + 𝑋 are simulated
by Pythia8 at LO to validate the data-driven multijet background technique.

Several corrections have to be applied to the MC samples to remedy differences between simulation
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3.4 The simulation of particle collisions

Process Generator Dataset ID 𝜎 × 𝐵𝑅[pb] Lint [fb
−1]

W-samples

W+ → 𝜇
+
𝜈𝜇 Powheg+Pythia8 147401 6 344.9 15.042

W− → 𝜇
−
𝜈𝜇 Powheg+Pythia8 147404 4 376.5 14.891

W+ → e+𝜈e Powheg+Pythia8 147400 6 344.9 14.778
W− → 𝜇

−
𝜈𝜇 Powheg+Pythia8 147403 4 376.5 15.062

W+ → 𝜏
+(→ e+, 𝜇+)𝜈𝜏 Powheg+Pythia8 147412 930.04 16.000

W− → 𝜏
−(→ e−, 𝜇−)𝜈𝜏 Powheg+Pythia8 147415 603.63 16.550

Z-samples

Z → 𝜇
+
𝜇
− Powheg+Pythia8 147407 990.3 29.784

Z → e+e− Powheg+Pythia8 147406 990.3 29.808
Z → 𝜏

+
𝜏
−(→ e, 𝜇) Powheg+Pythia8 147418 260.42 22.543

Other backgrounds

WW Herwig 105985 17.47 140.742
ZZ Herwig 105986 1.28 193.562
WZ Herwig 105987 5.38 184.397
tt MC@NLO+Herwig+Jimmy 105200 96.26 119.110

single-top, 𝑡-channel e𝜈 MC@NLO+Herwig+Jimmy 108340 6.83 25.737
single-top, 𝑡-channel 𝜇𝜈 MC@NLO+Herwig+Jimmy 108341 6.82 25.731
single-top, 𝑡-channel 𝜏𝜈 MC@NLO+Herwig+Jimmy 108342 6.81 25.670
single-top, 𝑠-channel e𝜈 MC@NLO+Herwig+Jimmy 108343 0.46 546.170
single-top, 𝑠-channel 𝜇𝜈 MC@NLO+Herwig+Jimmy 108344 0.46 546.370
single-top, 𝑠-channel 𝜏𝜈 MC@NLO+Herwig+Jimmy 108345 0.46 546.608

single-top, Wt MC@NLO+Herwig+Jimmy 108346 14.37 54.954
Table 3.1: MC samples used in the analysis, with the respective cross-sections, initial number of events and
corresponding integrated luminosity of each sample.

and data. Differences related to efficiencies and energy scales are provided by the collaboration in the
form of SFs and their uncertainties are discussed in Chapter 7. A certain pile-up 〈𝜇〉 distribution is
assumed in the MC samples before the data is taken. This best guess has to be corrected to fit the
actually measured distribution (cf. Fig. 3.6(b)).
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CHAPTER 4

The premise

The investigated properties of the W-boson cannot be measured directly in the detector. The ATLAS
detector solely provides information about the momentum, the energy, the particle type, and the
path the particle took in the detector. Furthermore, the W-boson decays before it can be measured
in the ATLAS detector. The kinematic distributions of interest are obtained from decay particles
or compound quantities. To measure the mass 𝑚W and the width ΓW of the W-boson, the impact
of changes to these properties upon the shape of kinematic distributions is studied. In contrast, the
lepton universality measurement compares the event yields of the different decay processes by using
the differently shaped kinematic distribution. The kinematic spectrum of processes involving an
intermediate tau lepton is softer since the additionally produced neutrinos carrying some part of the
total momentum and energy away.

The presented measurements of the quantities 𝑚W , ΓW , and the lepton universality of theW-boson
are not the first ones of their kind but line up in the history of several predecessor measurements.
To understand the challenges of these analyses, former measurements of relevant properties of the
W-boson are presented. First, important observables are introduced followed by the strategy of the
cited publications. The theoretical expected values of the W-boson properties and a motivation why
precise measurements are important is outlined in Section 2.4.

4.1 Observables for the measurement of W-boson properties

Several kinematic observables of leptonicW- and Z-boson decays are used in all the presented analyses.
They are not only part of the event selection to distinguish signal from background processes, but in
addition important for the determination of the measured quantity in a fit procedure.

• The transverse momentum 𝒑
ℓ
T of the charged lepton in W and Z decays. The four-vector is

completed by the pseudorapidity 𝜼ℓ , the azimuthal angle 𝝓ℓ and the mass of the lepton 𝒎ℓ .

• The invariant mass 𝒎ℓℓ , the rapidity 𝒚ℓℓ , and the transverse momentum 𝒑
ℓℓ
T are calculated by

combining the two four-vectors of the leptons in the decay of Z-bosons.

• The recoil in the transverse plane ®𝒖T as described in Section 3.3.5. In Z-boson decays, the
quantities 𝒖Z

‖
and 𝒖

Z
⊥ are defined as the projections of the recoil parallel and perpendicular on
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the transverse momentum of the Z-boson, respectively. Whereas 𝑢Z‖ is compatible with −𝑝ℓℓT
and is a good check of the detector linearity and resolution of the recoil. The mean of the
perpendicular projection of the recoil 〈𝑢Z⊥〉 = 0 should vanish and the width of this distribution
is a good measure for the recoil resolution. In W decays, 𝒖ℓ

‖
and 𝒖

ℓ
⊥ are the projections of the

recoil parallel and perpendicular onto the transverse momentum of the charged lepton ℓ.

• The vector of the missing transverse momentum ®𝒑miss
T and its magnitude 𝑬miss

T should describe
the decayed neutrino and its properties. The missing transverse momentum vector is defined as

®𝑝miss
T = −

(
®𝑝𝑙T + ®𝑢T

)
• The transverse mass 𝒎W

T of the W-boson is defined as

𝑚
W
T =

√︂
2𝑝ℓT𝑝

miss
T

(
1 − Δ𝜙

(
𝑝
ℓ

T, 𝑝
miss
T

))
(4.1)

4.2 The origin of the Jacobian peak

The transverse momentum of the decayed lepton, 𝑝ℓT, and the transverse mass of the W-boson, 𝑚WT ,
are sensitive observables to 𝑚W at hadron colliders and hence considered in the fit to identify the
signal contribution. The connection of the analysed distributions to theW-boson mass is presented in
the following, starting from the production of W-bosons. One possibility to produce a W+ at the LHC
is via the fusion of an up-quark and an antidown-quark. The positively charged W-boson decays then
further to a positively charged lepton and the corresponding neutrino. Assuming no natural decay
width of the W , the partial cross-section of this process at LO is

𝜎̂ud→ℓ
+
𝜈
=

1
2
|𝑉ud |

2

3𝜋

(
𝐺F𝑚

2
W√

2

)2

𝛿

(
𝑚

2 − 𝑚
2
W

)
, (4.2)

where |𝑉ud |
2 is the transition element of the quark flavours u and d of the CKM matrix (cf. Eq. (2.14)),

and 𝑚 the invariant mass of theW-boson decay system. The unpolarised differential cross-section as a
function of 𝑝ℓT at LO can then be described as

d𝜎̂ud→ℓ
+
𝜈

d𝑝ℓT
∝

(
1 − 2𝑝

ℓ

T
𝑚

2
W

)
√︄

1 − 4𝑝
ℓ

T
𝑚

2
W

. (4.3)

Equation (4.3) defines the “Jacobian peak”. If theW-boson decays at rest, the 𝑝
ℓ

T distribution of the
lepton has a Jacobian edge at the value 𝑚/2 and the 𝑚

W
T distribution has an endpoint at the value of

𝑚 [111] with 𝑚 being the invariant mass of the system of the decay products of theW-boson as shown
in Fig. 4.1. Assuming a natural decay width of theW-boson with a value of 2 100 MeV, the 𝛿 function

50



4.2 The origin of the Jacobian peak

of Eq. (4.2) transforms like

𝛿

(
𝑚

2 − 𝑚
2
W

)
→ 𝑚

2(
𝑚

2 − 𝑚
2
W

)2
+

(
𝑚

2
ΓW/𝑚W

)2 . (4.4)

Introducing the natural width of theW-boson smears the hard Jacobian edge for both distributions.
By increasing the order of the considered decay chain, the possibility of gluon emissions from the
producing quarks are taken into account which is referred to as initial state radiation (ISR). The ISR
of QCD contributes to the LO cross-section of Eq. (4.2). The gluon emissions alter the W-boson
transverse momentum which does not decay at rest anymore. The transverse momentum distribution of
the lepton changes as the Jacobian peak reduces by a factor of approximately 2 and the tail distribution
is smeared further to higher kinematic regions. The ISR correction influences the 𝑚

W
T distribution

marginally. In addition, photons can radiate off the charged lepton which is known under the term
final state radiation (FSR). The QED-initiated process has to be corrected for with a small impact
on the kinematic distributions of 𝑝ℓT and 𝑚

W
T . The whole evolution of the physics corrections and

their impact on the fitted observables is visualised step-by-step in Fig. 4.1. The transverse momentum
distribution of the lepton suffers most from the theoretical considerations and the Jacobian edge is
smeared in particular by introducing corrections on the ISR of QCD. The W-boson transverse mass
changes only slightly by the applied physics corrections and promises a better sensitivity from a
theoretical perspective.
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Figure 4.1: Evolution of the distribution of the kinematic observables 𝑝
ℓ

T and 𝑚
W
T taking different theoretical

aspects into account. Shown is the normalised event rate for the unpolarised cross-section at LO, introducing a
natural width of the W-boson of 2 100 MeV, adding corrections of the ISR QCD, and finally implementing, in
addition, the FSR corrections of QED (taken from [112]).

The physical objects are reconstructed using an imperfect detector which further smears the
analysed kinematic observables. Figure 4.2 shows the change of the distributions considering different
experimental issues. The distribution on detector level corresponds to the final distribution of Fig. 4.1
taking all physics corrections into account. The resolution of the leptonic properties is around 2 %
and the resolution of 𝐸miss

T is approximately 5–15 %. The resolution impacts the 𝑝
ℓ

T distribution only
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slightly, whereas the 𝐸
miss
T resolution deteriorates the 𝑚

W
T distribution as it enters into the definition

of W-boson transverse mass (cf. Eq. (4.1)). The Jacobian edge at 𝑚W is smeared by the detector
resolution and disappears. Furthermore, an event selection outlined in Section 5.2 is applied with
non-trivial dependence on the kinematic observables. The efficiency and acceptance of the single
W-boson processes is around 15 % lowering the event rate of the considered kinematic distributions in
particular in the low 𝑚T region. The whole evolution of the fitted observables from the generator level
to introducing resolution effects to applying the event selection is visualised in Fig. 4.2. Whereas the
𝑚
W
T distribution is the best after the physics corrections, it suffers from detector effects, e.g. the 𝐸

miss
T

resolution. In contrast, the 𝑝
ℓ

T distribution does not change its shape because of the detector effects
but is lowered due to the applied cuts. From an experimental point of view, the transverse momentum
of the lepton is the more auspicious observable.
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Figure 4.2: Evolution of the distribution of the kinematic observables 𝑝
ℓ

T and 𝑚
W
T taking detector effects into

account. Shown is the normalised event rate at the generator level, including the resolution, and cuts on different
event observables (taken from [112]).

4.3 Former measurements

Several measurements of the mass, the width, and the lepton universality of theW-boson have been
carried out since its discovery in the 1980s. It is still an active field of research underlined by many
recently published results which are presented in the following.

4.3.1 Measurement of 𝒎W

Before the W-boson was discovered, good constraints on the expected mass window of the W-boson
were set by calculating 𝑚W at LO with the help of Eq. (2.26). The W-boson mass is determined by
previous measurements of 𝛼em, 𝐺F, and sin2

𝜃W. The fine-structure constant 𝛼em was determined in
fine-structure and Lambshift measurements in deuterium and in the hyperfine interval in hydrogen
to a value of 𝛼

−1
em = 137.03604(11) [113]. The Fermi constant was deduced from the muon

lifetime and known to be 𝐺F = (1.16632 ± 0.00002) × 10−5 GeV−2 [27, 114]. The Weinberg angle
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sin2
𝜃W was measured in different neutrino deep-inelastic scattering experiments and combined to

sin2
𝜃W = 0.206 ± 0.010 [115]. This information is sufficient to calculate the expected value of 𝑚W at

LO before the actual discovery

𝑚W = (82 141 ± 1 994) MeV.

Using this information it was possible to setup an experimental environment to produce theW-boson.
The UA1 [23] and UA2 [24] collaborations discovered the W-boson in the process of analysing data
of the Super Proton-Antiproton Synchrotron (Spp̄S) colliding protons and antiprotons. The two
analyses searched for leptonic decays of the W-boson and found highly energetic electrons opposite
to large missing transverse energy. The latter one was identified with neutrinos. The UA1 and UA2
collaborations detected six and four electrons respectively, which form together with the missing
transverse energy the signature of a two-body decay. The mass of the mother particle of this two-body
decay was measured to

𝑚
UA1
W = (81 000 +5 000

−5 000) MeV,

𝑚
UA2
W = (80 000 +10 000

−6 000 ) MeV.

The mass of theW-boson was fitted in kinematic distributions of the electron and the neutrino. These
were the first direct measurements of the W-boson mass that have been performed already in the
context of the observation of the particle itself.

Figure 4.3(a) summarises the result of later measurements. All four major experiments at the Large
Electron-Positron Collider (LEP), located in the same tunnel as the LHC today, measured the mass of
the W-boson in the process e+e− → W+W−. The detectors Delphi [116], Opal [117], L3 [118], and
Aleph [119] measured 𝑚W individually by analysing the different decay channels of the twoW-bosons.
Mainly the full hadronic W+W− → qqqq and the semi-leptonic channel W+W− → qqℓ𝜈 were used
because the fully leptonic channel W+W− → ℓ𝜈ℓ𝜈 is statistically limited. This was only used by
the Opal experiment. In the fully hadronic state, the events were reconstructed from hadronic jets
in the final state using different jet clustering algorithms. Combinatorial algorithms exarcerbated
the assignment of pairs of jets to the originating W-boson. In the semi-leptonic decays, all three
lepton flavour channels were considered. A pair of hadronic jets is accompanied by an isolated jet and
missing momentum due to momentum conservation as the neutrino is not detected. An unbinned
maximum likelihood fit was performed to extract the mass of theW-boson in kinematic observables of
the decay products. The four individual LEP measurements were statistically combined [120] taking
the correlation between systematic uncertainties into account finding a combined value of

𝑚
LEP
W = (80 376 ± 33) MeV.

TheW-boson mass was measured at the Tevatron collider, located at Fermilab in the US, studying
the outcome of proton-antiproton collisions. The two major experiments D0 [122] and CDF [123]
determined theW-boson mass by applying a 𝜒

2 fit (D0) or a binned maximum-likelihood fit (CDF) to
the distribution of different transverse kinematic observables. While the D0 collaboration explored
only the electron decay channel of the W-boson, the CDF collaboration used in addition the muonic
decay channel. Again, a statistical combination of the two measurements was performed in [124]
leading to a value of

𝑚
Tevatron
W = (80 387 ± 16) MeV.
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Figure 4.3: Evolution of the 𝑚W measurement. Shown are (a) the central values and uncertainties of the
individual measurements and (b) the absolute and relative uncertainty with the world average since the late
1990s (modified from [121] by fixing the sources of the LEP measurements).

This thesis is based on the 𝑚W measurement by the ATLAS collaboration published in the year
2017 [86] which has a result of

𝑚
ATLAS
W = (80 369.5 ± 18.5) MeV.

At that time, it was the most precise single measurement of the W-boson mass. The details of
this analysis are subject of Section 4.4. The cited result will serve as a base of this thesis and a
benchmark to classify the achieved precision. It can be seen nicely in Fig. 4.3(b) how the world
average and the uncertainty of 𝑚W evolved over time. The relative uncertainty of the W-boson mass
measurement decreased significantly over the years by the individual performed measurements. The
above-mentioned measurements were combined by the particle data group [25] to the current world
average value of

𝑚
world average
W = (80 379 ± 12) MeV. (4.5)

The current world average value of Eq. (4.5) has a difference of 21 MeV compared to the value
extracted from a global EW fit (cf. Eq. (2.29)) and turns out to be 1.5𝜎 higher.

Since ATLAS published its measurement in 2017, there have been two additional measurements of
𝑚W where one was published by the LHCb collaboration [125]

𝑚
LHCb
W = (80 354 ± 32) MeV.

They analysed the 2016 dataset provided by the LHC with a centre-of-mass-energy of
√
𝑠 = 13 TeV

and an integrated luminosity of Lint = 1.7 fb−1. A simultaneous fit to the distribution of 𝑞/𝑝T in the
muonic decay channel of the W-boson and to the 𝜙

∗ distribution1 in the Z → 𝜇𝜇 decay channel. The
cited result is the average of the three used PDF sets. The central value of the LHCb result is closer to
the value from the global EW fit than the measured masses by ATLAS, the LEP, and the Tevatron

1 For the definition of the observable of 𝜙∗, it is referred to in the cited publication.
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experiments.
The most recent result, which exceeds the precision of all previous single measurements and

combinations of the W-boson mass, was published by the CDF result [126] with a value of

𝑚
CDF II
W = (80 433.5 ± 9.4) MeV.

Similar to the previous CDF measurement [123], data from the Tevatron collider taken between
2002 and 2011 with a centre-of-mass energy of

√
𝑠 = 1.96 TeV and an integrated luminosity of

Lint = 8.8 fb−1 are used which corresponds to four times the data size of the predecessor measurement.
A binned-likelihood fit is performed in the observables 𝑝

ℓ

T, 𝑚WT , and 𝐸
miss
T in the leptonic decays to

electrons and muons and combined using correlation information between the individual categories.
This result is in tension with the global EW fit (cf. Eq. (2.29)) at the order of 7𝜎 as can be seen in
Fig. 4.4. Similar to Fig. 2.16, the shown illustration indicates how the introduction of SUSY can vary
the W-boson mass scale and which scenario the CDF measurement prefers.

Figure 4.4: Dependence of theW-boson mass on the top quark pole mass including the 2022 CDF W-boson
mass measurement. The green area represents a parameter scan of the MSSM for illustrative purposes where the
arrow indicates the variation of theW-boson mass if lowering the mass scale of the supersymmetric particles.
The purple line shows the overlap between SM and MSSM with a Higgs mass of (125.10 ± 0.14) GeV. The
grey dashed circle indicates the combinedW-boson mass value from LEP and Tevatron with a top quark mass
of (172.89 ± 0.59) GeV with the extent of the circle representing the experimental errors with 68 % CL. The
red circle represents again a combination of theW-boson and the top quark mass with the reported 𝑚W value of
the CDF collaboration (taken from [126]).
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4.3.2 Measurement of 𝚪W

Compared to the great number of 𝑚W measurements, there are only a handful of measurements of the
width of theW-boson. The four LEP experiments measured ΓW in the same publications [116–119] as
the measurement of theW-boson mass. Again, they were statistically combined in [120] to a result of

Γ
LEP
W = (2 195 ± 83) MeV.

Similar to the determination of 𝑚W , MC samples with known values of ΓW were compared to the data
and fitted in kinematic distributions. The correlation between mass and width was found to be less
than 5 % and hence considered negligible.

The two major experiments at the Tevatron measured the width of the W-boson at a centre-of-mass
energy of

√
𝑠 = 1.96 TeV. The D0 collaboration [127] performed a direct measurement of ΓW in the

decay W → e𝜈 using an integrated luminosity of Lint = 1 fb−1. A fit was applied to the 𝑚T data
distribution to a set of templates with different ΓW values. The CDF collaboration [128] conducted a
binned likelihood fit to simulated 𝑚T spectra with ΓW as a free parameter in the decay of theW-boson
to light leptons using an integrated luminosity of Lint = 350 pb−1. The fitted results of the two
detectors were

Γ
D0
W = (2 028 ± 72) MeV,

Γ
CDF
W = (2 032 ± 73) MeV.

The central values and uncertainties of the individual measurements of the four LEP experiments and
the two Tevatron experiments as well as the evolution of the uncertainty on the measurement of ΓW
over time are shown in Fig. 4.5. The measurements of the LEP and the Tevatron experiments were
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Figure 4.5: Evolution of the ΓW measurement. Shown are (a) the central values and uncertainties of the
individual measurements and (b) the absolute and relative uncertainty with the world average since the 1990s
(modified from [121] by fixing the sources of the LEP measurements).

again combined by the particle data group [25] leading to the current world average value of

Γ
world average
W = (2 085 ± 42) MeV.
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There is a small tension in the central value of ΓW between the LEP and the Tevatron experiments.
While the D0 and the CDF experiments agree well within their uncertainties, the combined LEP value
differs by more than 150 MeV mainly caused by the measurement of the Delphi experiment. So far,
there is no result of any collaboration using data from the LHC.

4.3.3 Measurement of the lepton universality

The leptonic branching ratios in the W-boson decay have been derived from W-boson pair production
cross-section measurements by all four LEP experiments and were statistically combined in [120].
The combined data set corresponds to an integrated luminosity of Lint = 3 fb−1 with centre-of-mass-
energies ranging from

√
𝑠 = 130 GeV to

√
𝑠 = 209 GeV. The results are graphically displayed in

Fig. 4.6. The W-boson couples predominantly to the tau lepton as the ratio between the branching
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Figure 4.6: Leptonic branching ratios in the W decay. Shown are the results for the three lepton flavours for
the individual experiments as well as their combination and the combination of all lepton families (taken
from [120]).

fraction to the tau lepton and the average fraction to electrons and muons was determined to be

2B
(
W → 𝜏𝜈𝜏

)
B

(
W → e𝜈e

)
+ B

(
W → 𝜇𝜈𝜇

) = 1.066 ± 0.025 (4.6)

This result is only at the level of 2.6𝜎 in agreement with the assumed lepton universality of the SM.
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The LHCb collaboration measured the branching fraction ratio R
(
D∗

)
=

B
(
B0→D∗+𝜏−𝜈𝜏

)
B

(
B0→D∗+𝜇−𝜈𝜇

) using a

data set with an integrated luminosity of Lint = 3 fb−1 taken during the 2011 and 2012 runs [129].
The tau lepton was identified in the leptonic decay mode to muons 𝜏− → 𝜇

−
𝜈𝜇𝜈𝜏 such that the final

state is the same as for the direct decay to muons. A multidimensional fit to kinematic distributions of
the decay products of the B0 candidate was performed. This measurement was the first test ever of this
quantity at a hadron collider and has a final value of

R
(
D∗

)
= 0.336 ± 0.027(stat) ± 0.030(syst).

The result is 2.1𝜎 larger than what is expected from assuming lepton universality in the SM.
The latest measurement was taken by the ATLAS collaboration [130] analysing the full Run-2

dataset with a centre-of-mass-energy of
√
𝑠 = 13 TeV and an integrated luminosity of Lint = 139 fb−1.

The ratio of the decay rate of the W-boson to tau leptons and muons was measured in di-leptonic tt
decays to

𝑅𝜏𝜇 = 0.992 ± 0.013.

The definition of 𝑅𝜏𝜇 follows Eq. (2.33). A two-dimensional profile likelihood fit (PLH fit) was
performed in the transverse impact parameter |𝑑𝜇

0 | and the transverse momentum of the muon 𝑝
𝜇

T .
The result is in good agreement with the SM prediction of unity and doubles the precision with respect
to the LEP measurement.

4.4 Outline and strategy of the 2017 analysis

As already stressed several times, the measurement presented in this thesis is based on the 𝑚W

measurement published by the ATLAS collaboration in 20172 [86]. The information in this section is
mainly taken from ibidem and the supporting document [131]. The reference publication analysed data
provided by LHC in 2011 with a centre-of-mass-energy of

√
𝑠 = 7 TeV and an integrated luminosity

of Lint = 4.59 fb−1. The mass of the W-boson was determined from fits on the transverse momentum
of the decayed charged lepton 𝑝

ℓ

T and the transverse mass of theW-boson 𝑚
W
T . Their connection to

theW-boson mass is outlined in Section 4.2. Fits on the 𝐸
miss
T distribution were used as a cross-check

for the fit procedure but are not part of the reanalysis.
The 2017 analysis took advantage of the mentioned correlation between 𝑚W and the kinematic

distributions of the W-boson decay products. Therefore, different mass hypotheses of the W-boson,
referred to as mass templates, were obtained by utilising the natural width of theW-boson resonance.
To minimise the computing time, a reweighting of the invariant mass of theW-boson from a reference
mass value (cf. Section 3.4.1) to any desired mass point has been performed using the Breit-Wigner
parametrisation with a running width (cf. Eq. (4.4))

d𝜎
d𝑚

∝ 𝑚
2(

𝑚
2 − 𝑚

2
𝑉

)2
+ 𝑚

4
Γ

2
𝑉 /𝑚

2
𝑉

, (4.7)

2 This analysis will be referred to as the 2017 analysis, legacy, or reference publication during this thesis.
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Figure 4.7: Normalised mass templates for the nominal hypothesis and two mass variations. Shown is the
sum of all fit categories of both processes initiated by a W-boson, W → ℓ𝜈 and W → 𝜏𝜈, for the kinematic
distributions 𝑝

ℓ

T (a) and 𝑚
W
T (b). The lower panel illustrates the ratio of the mass variations compared to the

nominal mass template.

where 𝑚 is the invariant mass of the charged lepton and neutrino system, and 𝑚𝑉 and Γ𝑉 (𝑉 = W , Z)
are the masses and the widths of the vector bosons respectively. This method was introduced in [132].
The obtained kinematic distributions for the different mass points were compared to the actual
measurement. The width of the W-boson was scaled using the SM relation ΓW ∝ 𝑚

3
W and kept fixed.

The impact of the uncertainty of the W-boson width on 𝑚W was assumed to be negligible. The
normalised variation of two mass templates concerning the nominal hypothesis is shown in Fig. 4.7.
The mass variations of Δ𝑚W = ±15 MeV correspond to the uncertainty of the world average without
the 2017 analysis result [133]. It can be seen nicely how a differentW-boson mass changes the shape
of the considered kinematic distributions. Increasing 𝑚W leads to less expected events in the low
kinematic region and more expected events in the high kinematic region, whereas it is vice versa for
decreasing the W-boson mass.

The distribution of 𝑝ℓT is influenced by the lepton energy and the recoil calibration. Furthermore,
the distribution is widened by the 𝑝

W
T distribution and sensitive to the helicity states of the W-boson

which is affected by the PDFs [134]. The 𝑚
W
T distribution has higher uncertainties due to the recoil

but is less sensitive to physics-modelling effects compared to 𝑝
ℓ

T.
The used calibration procedure follows methods published earlier by ATLAS [83, 84, 87] and is

based on W and Z samples at
√
𝑠 = 7 TeV and

√
𝑠 = 8 TeV. The detector response is corrected with

Z → ℓℓ events because for this process no particles are expected to leave the detector unnoticed. The
lepton momentum is calibrated by taking advantage of the precisely measured Z-boson mass [135], and
corrections on the recoil response are calculated using the expected momentum balance with 𝑝

ℓℓ

T . A
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tag-and-probe based on events containingW- and Z-bosons [83, 87] helps to derive identification and
reconstruction efficiency corrections. The mentioned corrections are crucial for a good description of
the 𝑝

ℓ

T distribution. Z-boson events were used to cross-check the physics modelling and the corrections
of the detector response by measuring 𝑚Z with the help of the template fit method and comparing it to
the combined LEP result. The mentioned calibration and correction procedures are part of Chapter 7
and implicate the introduction of systematic uncertainties.

Decay channel W → e𝜈 W → 𝜇𝜈

Kinematic distribution 𝑝
ℓ

T, 𝑚WT
Charge category 𝑞 = +1, 𝑞 = −1
|𝜂ℓ | category [0.0, 0.6], [0.6, 1.2], [1.8, 2.4] [0.0, 0.8], [0.8, 1.4], [1.4, 2.0], [2.0, 2.4]

Table 4.1: Different fit categories used for the combination of the 𝑚W measurement. Each distribution is split
up into 14 single measurement categories (taken from [86]).

The final value of 𝑚W was a combination of individual fits carried out in the electron and the muon
decay channel, and in charge and |𝜂ℓ | categories as given in Table 4.1. The boundaries of the |𝜂ℓ |
bins are set according to the detector’s geometry and to account for determination limits of systematic
uncertainties. A consistent result between the two decay channels implies a good experimental
calibration, whereas the compatibility of the charge and |𝜂ℓ | categories proves the chosen physics
model.

The 2017 analysis was blinded by introducing an offset to the reference mass value of the template
production drawn from a random uniform distribution in the range of ±100 MeV. The offset was kept
consistent between the different fit categories by using the same random seed. This allows checking
the consistency of the experimental calibrations and the production model of theW-boson. To receive
the final result, the central values were corrected for the blinding value of 𝑚W which was revealed to
be −17.8 MeV.

The fit ranges for both kinematic distributions were varied in the scope between 30 and 50 GeV for
𝑝
ℓ

T, and between 60 and 100 GeV for 𝑚WT . The optimal fit range was determined by identifying the
smallest total uncertainty to be 32 < 𝑝

ℓ

T < 45 GeV and 66 < 𝑚
W
T < 99 GeV. A detailed insight into

the used 𝜒
2 fit is given in Section 6.1.

4.5 Motivation of the reanalysis of the 𝒎W measurement

The first inspiration of the reanalysis effort is to reduce the total uncertainty of the W-boson mass
measurement. Concerning this aspect, the main improvement affects the fit method. The 2017 analysis
used a 𝜒

2 fit approach where all systematic uncertainties were considered uncorrelated and added in
quadrature in each fit category. The advanced technique of a PLH fit allows correlating systematic
uncertainties among each other and between the different fit categories. This manifests itself in the
ability of the data to constrain the systematic uncertainties, to exploit their correlations, and to reduce
the total uncertainty. In addition, the reported final value of the PLH fit is the result of a global
optimisation including all uncertainties and not only of the fit with statistical errors. The improvement
of the used statistical methods is further discussed in Chapter 6.

The validation procedure includes the repetition of the whole event selection chain and the
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determination of the multi-jet background using a data-driven technique. These topics are treated in
Chapter 5. In this context, a new method to perform the shape extrapolation (cf. Section 5.3.2) and to
estimate the shape uncertainty of the multi-jet background is introduced (cf. Section 7.5.1).

As the original publication only covered the measurement of the W-boson mass, this measurement
will in addition incorporate the first W-boson width measurement by ATLAS and the first test of
lepton universality by ATLAS using the 2011 dataset. To measure the W-boson width, the reanalysis
uses the reweighting approach to produce different width templates again starting from a reference
width value (cf. Section 3.4.1). This allows for a simultaneous modification of 𝑚W and ΓW . The
shape variation of two width points representing the total uncertainty of the current world average
compared to the nominal distribution is shown in Fig. 4.8. The non-normalised variations and their
behaviour concerning the nominal hypotheses for both, 𝑚W and ΓW , are shown in Appendix B. Another
improvement is a global fit of 𝑚W and ΓW either with both properties as free parameters or including
the respective other property with an external constraint into the fit. This means that the world average
of the width with its uncertainty [25] is fed into the mass fit, and the other way around. For the mass
constraint, the world average without the ATLAS measurement is taken from the year 2016 [133].
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Figure 4.8: Normalised width templates for the nominal hypothesis and two width variations. Shown is the
sum of all fit categories of both processes initiated by a W-boson, W → ℓ𝜈 and W → 𝜏𝜈, for the kinematic
distributions 𝑝

ℓ

T (a) and 𝑚
W
T (b). The lower panel illustrates the ratio of the width variations compared to the

nominal width template.

The measurement of the lepton universality determines the ratio of theW-boson decay to tau leptons
and light leptons. Therefore, the shapes of the two processes are compared in kinematic distributions.
The spectrum ofW → 𝜏𝜈 is softer due to the two additional neutrinos compared to theW → ℓ𝜈 decay.
The normalisations of the two samples are compared to check if theW-boson couples predominantly
to heavier charged leptons. A precision of the order of approximately 2 % is desired as reached for the
lepton universality measurement performed by the LEP experiments as given in Eq. (4.6).
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CHAPTER 5

The analysis design

This chapter describes the effort to reproduce the basic results of the 2017 analysis. The signal and
background processes are characterised in Section 5.1 followed by the event selection in Section 5.2
trying to separate the two categories as much as possible. A detailed validation of the reanalysis
selection criteria and distributions is part of the discussion as well as an explanation of the repeated
multijet background fit in Section 5.3.

5.1 Signal and background processes

The signal processes W → ℓ𝜈 (ℓ = 𝜇, e) and W → 𝜏𝜈 are illustrated in Fig. 2.10. They both have
a light lepton and at least one neutrino in the final state. Background contributions are other SM
processes with a similar final state but misidentified or missed objects which lead to a similar signature
in the detector.

The process Z → ℓℓ (ℓ = 𝜇, e) mimics the signal signature if one of the light leptons is not detected.
If one of the tau leptons of Z → 𝜏𝜏 decays leptonically and the other one hadronically, the detector
measures a lepton accompanied by other objects and missing transverse momentum. The production
of two vector bosons, referred to as diboson (WW ,WZ, ZZ), can fake the signal process if one of the
bosons decays leptonically and the other one hadronically. Finally, the processes of tt pairs and single
top quarks can decay to aW-boson decaying further to the signal final state. An illustration of these
background processes with a light lepton (ℓ = 𝜇, e) in the final state are depicted in Fig. 5.1.

The contributions of the background processes after the event selection discussed in Section 5.2
are small compared to the signal because the cross-section to produce a single W-boson is in the
same order as for the background processes. Unlike in searches for BSM physics scenarios where the
production cross-section is usually orders of magnitudes lower, the background can be well separated
from the signal with an appropriate event selection. The distribution of the total simulated prediction
is split up into the different processes in Table 5.1. In all channels, the process W → ℓ𝜈 has a high
purity of more than 90 %, whereas the decayW → 𝜏𝜈 represents only about 1 % of the total prediction.
The major background is the process Z → ℓℓ with a percentage of 2.90–6.24 % depending on the
leptonic decay channel. The other three background processes are negligible. They contribute about
0.1 % for Z → 𝜏𝜏 and top, and even less for the diboson background.

The signal plus background prediction is normalised to the dataset (cf. Section 3.2.6) used for the
final 𝜒2 fit of the 2017 analysis. The measurement of 𝑚W is only sensitive to the shape and does not
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(a) Z → ℓℓ background.

𝜈𝜏

q

q ′

𝜈𝜏

𝜈e

ℓ
−

Z0

𝜏
−

𝜏
+

W−

W+

(b) Z → 𝜏𝜏 background.

𝜈ℓ

ℓ
−

q

q ′
W−

W+

(c) Diboson background.

b

𝜈e

ℓ
−

t W−

(d) Single top background.

Figure 5.1: Feynman diagrams of the four exemplary background processes. Shown are the decays of (a)
Z → ℓℓ, (b) Z → 𝜏𝜏, (c) dibosons, and (d) a single top quark including a light lepton accompanied by other
objects in the final state.
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5.2 Event selection

Decay channel W → ℓ𝜈 [%] W → 𝜏𝜈 [%] Z → ℓℓ [%] Z → 𝜏𝜏 [%] diboson [%] top [%]
W+ → e+𝜈e 95.86 0.97 2.90 0.10 0.06 0.10
W− → e−𝜈e 94.70 1.03 3.93 0.14 0.08 0.13
W+ → 𝜇

+
𝜈𝜇 93.99 0.99 4.78 0.10 0.05 0.09

W− → 𝜇
−
𝜈𝜇 92.40 1.03 6.24 0.13 0.07 0.11

Table 5.1: The fraction of the total simulated prediction of each simulated sample for the different charged
lepton decay channels. The numbers are given in % and the calculations do not include the contribution from
the multijet background which are calculated in Section 5.3.1.

depend on the normalisation. Hence, no cross-section uncertainty forW → ℓ𝜈 is assigned. A relative
uncertainty of 0.04 % is considered to account for the uncertainty of the tau lepton decay into the lighter
charged leptons [25]. For the backgrounds including a Z-boson, relative cross-section uncertainties
concerning the measuredW cross-section are assigned separately for the two charges which are 1.8 %
forW+/Z and 2.3 % forW−/Z [136]. The process tt is normalised to its measured cross-section with an
uncertainty of 3.9 % [137], the single top background is normalised according to [138–140] with an
uncertainty of 7 %. The diboson samples are normalised to the corresponding NLO cross-section [141]
and an uncertainty of 10 %, which describes the difference to the next-to-next-to-leading-order (NNLO)
prediction [142].

5.2 Event selection

The interesting signal processes for the mass and the width measurement of the W-boson are the
decays into light leptons and the corresponding neutrinos which include the decays via intermediate
tau leptons. Hence, different mass and width templates are produced for the processes W → 𝜇𝜈,
W → e𝜈, and W → 𝜏𝜈. Furthermore, all leptonic decays of the W-boson are important for the lepton
universality measurement as the ratio of the branching ratio of tau lepton decays to the branching ratio
of light lepton decays is the parameter of interest (POI). The event selection aims to enrich the signal
over the background processes resulting in a similar signature in the ATLAS detector. The unique
signature of the signal processes is a high momentum light lepton and a neutrino. Only the light lepton
is leaving a unique signature in the detector, whereas the presence of a neutrino is connected to the
quantities 𝐸miss

T and 𝑢T. The reanalysis aims to reproduce the important steps of the 2017 analysis
publication where the event selection is the first crucial stage.

5.2.1 Pre-selection

The pre-selection is common for both decay channels. It checks if the detector was in a good condition
during data taking and a light lepton candidate fires a trigger with a certain momentum threshold.

• GRL The detector was in good conditions and the examined event is part of the GRL (cf.
Section 3.2.6). The GRL used for this particular analysis is
data11_7TeV.periodAllYear_ DetStatus-v36-pro10_CoolRunQuery-00-04-08_WZjets_allchannels.xml. For
the presented measurements, not all subsystems had to be in a proper state which explains the
higher luminosity of Lint = 4.59 fb−1 compared to the Lint = 4.57 fb−1 declared as “good for
physics” where all subsystems had to be in good conditions (cf. Section 3.2.6).
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• Good PV The reconstructed primary vertex (PV) of the event is associated with at least three
tracks.

• Trigger A leptonic trigger requires a muon candidate with a transverse momentum of
𝑝
𝜇

T > 18 GeV and an electron candidate with a transverse momentum of 𝑝
e
T > 20 GeV or

𝑝
e
T > 22 GeV on the detector level. The requirement for the electron single lepton trigger was

raised from 20 to 22 GeV during the data taking period to cope with the increased luminosity.

5.2.2 Muon selection

The muon candidates are identified and selected as described in Section 3.3.2. The selection process
of the muons splits up into different cut stages corresponding to these requirements:

• Muon base selection An event must contain at least one combined muon candidate within
|𝜂 | < 2.4 and 𝑝

𝜇

T > 15 GeV fulfilling certain requirements on the track kinematics in the ID.
The muon candidate is required to have a longitudinal impact parameter of |𝑧0 | < 10 mm to
reduce the background from cosmic muons. It needs to be isolated in a region of Δ𝑅 < 0.2
meaning the sum of all tracks within this cone excluding the contribution of the muon itself is
less than 10 % of the muon transverse momentum:

∑
𝑝

cone20
T /𝑝𝜇

T < 0.1.

• 𝒑
𝝁
T > 20 GeV The considered muon candidate has a transverse momentum of more than 20 GeV.

• Veto second muon The event is rejected if there is an additional muon passing the former cut
stages.

• Trigger matching The selected muon matches the triggered muon object.

5.2.3 Electron selection

Electrons leave a unique signature in the ATLAS detector. The reconstruction procedure is described
in Section 3.3.1. The selection of electrons and muons share the requirement of the trigger matching.
Due to the different interactions with the detector, the electron selection process is slightly different as
for muons and the cut stages are described by the following criteria:

• 𝒑
e
T > 30 GeV The electron candidate is reconstructed from an energy deposit in the electro-

magnetic calorimeter associated with at least one well-reconstructed track in the ID. It should
be within a range of |𝜂 | < 2.4, whereas the pseudorapidity region between 1.2 < |𝜂 | < 1.82 is
excluded. The candidate is required to have 𝑝

e
T > 15 GeV but this cut stage is directly connected

with the higher transverse momentum requirement for the leptons of 𝑝eT > 30 GeV.

• Veto tight++ The event is discarded if it contains more than one electron candidate passing the
tight identification requirement (cf. Section 3.3.1).

• One tight++ The event contains exactly one electron candidate passing the tight identification
requirement.

• 𝑬cone20
T This cut stage acts on the calorimeter deposit leading to isolated electrons. The energy

deposit within a cone of Δ𝑅 < 0.2 around the electron candidate is required to be small while
the contribution of the electron candidate itself is removed.

66



5.2 Event selection

• 𝒑cone40
T The scalar sum of the 𝑝T of tracks in a cone of Δ𝑅 < 0.4 around the electron is required

to be small. Again, the contribution of the electron itself is neglected.

5.2.4 Jet and event cleaning

After the lepton selection, events have to pass the following requirements related to jets and the LAr:

• Jet cleaning Jets formed from calorimeter information are not originating from hard scattering
processes. As they interfere with the reconstruction of the missing transverse energy, the
complete event is discarded.

• LAr simple veto Six Front-End Boards of the LAr lost signal during some time of the 2011
data taking period. If a calorimeter jet falls into the vicinity of the LAr hole (−0.1 < 𝜂 < 1.5
and −0.9 < 𝜙 < −0.5), events of the affected data runs are discarded.

• LAr noise bursts If the energy deposition is large and correlated across the LAr, this phenomenon
is considered as a “noise burst” and the whole event is discarded.

This part of the selection is performed before applying the isolation requirements in the electron
channel or the requirement on LAr noise bursts is applied before the pre-selection.

5.2.5 W-boson candidate selection

Beyond the pre-selection and the lepton specific selections, an event must pass four signal cuts to
further reduce the number of other background sources:

• Exactly one well-reconstructed electron or muon is required to have 𝒑
ℓ
T > 30 GeV and to match

the trigger object. In the muon channel, the trigger periods L3 and L4 have been discarded
due to a timing problem in the RPCs of the MS, which affects the muon trigger efficiency1.
This problem is not covered by the GRL as analyses not using muons can still use this data. To
mimic the loss of Lint = 532 pb−1 of data in simulated samples, a reweighting tool is used to
ensure the fraction of discarded events is the same for data and MC samples. Those two periods
are excluded together with the requirement on the well-reconstructed muon.

• The reconstructed recoil transverse momentum is required to fulfil 𝒖T < 30 GeV. The
reconstruction is explained in Section 3.3.5.

• The transverse mass of the W-boson must match the condition 𝒎
W
T > 60 GeV.

• The event needs to have a missing transverse momentum of 𝑬miss
T > 30 GeV.

These event selection cuts are chosen to reduce the amount of multijet background and to minimise
the effect of model uncertainties occurring in the W-boson decay at high transverse momenta.
Z-boson events are used to calibrate the response of the detector to light leptons and to correct

the recoil. Therefore, a dedicated event selection has been chosen, whereas the single lepton trigger
requirement remains the same. In addition, an event has to fulfil the following requirements to be
declared as originating from a Z-boson:
1 The timing problem occured between the runs 189 205 and 189 610 (September 2011) which correspond to the trigger

periods L3 and L4. The trigger performance, e.g. SFs, is calculated per trigger period.
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• Two well-reconstructed light leptons of the same flavour and opposite charge are required to
have 𝑝

ℓ

T > 25 GeV. Both leptons need to fulfil the same isolation requirements as for the
W-boson selection.

• The invariant mass of the dilepton system needs to be in a window around the Z-mass, namely
80 GeV < 𝑚ℓℓ < 100 GeV.

5.2.6 Validation of the reanalysis selection criteria

The reanalysis of the 2017 analysis publication [86] includes the full reanalysis of all data and MC
samples. The labels of the different cut stages are explained in Sections 5.2.1, 5.2.2 and 5.2.3. The No
cut label refers to the initial number of events of the corresponding sample. The simulated samples
contain a pre-selection common to W- and Z-boson analyses with ATLAS requiring at least one
identified lepton per event.

To ensure the technical migration of the 2017 analysis has been implemented correctly, the absolute
event yields of the data and the MC samples are compared to the numbers of the 2017 analysis at each
cut stage. The numbers of the MC samples are normalised to the corresponding cross-section of each
sample and an integrated luminosity of Lint = 4 591.01 pb−1 of the data sample. The validation of the
selection criteria is conducted separately for the muon and the electron channel due to the different
lepton selection procedures.

Muon channel Table 5.3 summarises the cutflow validation of the muon channel. It compares the
event yields of the internal support document [131] to the reprocessed yields. Each of the individual
comparisons of the data and seven groups of the MC samples shows not only the event yields but the
agreement between the reanalysis and the 2017 analysis given in per cent as well.

Initially, the event yields for the top pair production and diboson samples differed by a few per
cent between the reanalysis and the 2017 analysis. This difference could be traced down to wrong
cross-section values used in the 2017 analysis. The wrong and the correct cross-section values of the
three subsamples describing diboson processes and the top pair production are shown in Table 5.2.
The cross-sections and the integrated luminosities of the MC samples listed in Table 3.1 are corrected
for this fallacy as well as the cutflow numbers of the 2017 analysis presented in Table 5.3.

Process Generator Dataset ID 2017 analysis 𝜎 × BR[pb] Correct 𝜎 × BR[pb]
WW Herwig 105985 20.86 17.47
WZ Herwig 105986 1.54 1.28
ZZ Herwig 105987 6.97 5.38
tt MC@NLO 105200 101.51 96.26

Table 5.2: Processes for which the wrong cross-section in the 2017 analysis has been used. Shown are the used
generator, the dataset ID, and the wrong and the correct 𝜎 × BR[pb].

The cutflow of the reprocessed data matches perfectly the numbers of the 2017 analysis. The
deviations of the simulated samples are less than 1 ‰. A small difference is expected due to the
choice of random seeds and rounding errors as the MC samples are corrected by various calibration
procedures. Hence, the reprocessing of the samples of the muon channel is considered to be successful
and closed.
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Table 5.3: The cutflow comparison for the muon channel. Shown are the event yields of the data and seven
simulated samples for the 2017 analysis and the reanalysis after each cut stage. The numbers of the MC samples
are normalised to their cross-section and an integrated luminosity of Lint = 4 591.01 pb−1. The agreement is
the number of the reanalysis divided by the number of the 2017 analysis.
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Chapter 5 The analysis design

Electron channel Similar to the muon channel, Table 5.4 summarises the cutflow comparison of the
electron channel. The issue found in the muon channel concerning the wrongly used cross-sections
of the diboson samples and the top pair production affects the electron channel as well. The stated
numbers of the 2017 analysis are normalised using the correct cross-section values.

The cutflows of the simulated samples agree with the 2017 analysis within 2 ‰ which is reasonable
and can be justified again by choices of random seeds and rounding errors. The reanalysis numbers of
the data cutflow are higher than those of the 2017 analysis. Whereas the initial number of events is
about 0.75 % higher for the reanalysis, it is about 1.5 % after the event selection. The attention directs
to the change of the agreement rate after the trigger rate. This behaviour and the differences in the
number of events can be fully explained by several issues found in the 2017 analysis.

The difference at the No cut level can be explained by five missing data files due to a typo in a
file listing the individual data files of the 2017 analysis. The data files affected by this bug contain
1 377 210 events explaining the difference at the start of the cutflow. The final data production was
missing another data file containing 721 276 events due to an unclear reason. Only the number of
events after the trigger cut was updated, whereas the first five cuts reflect a previous production
containing the mentioned data file. A third issue is found concerning the electron energy calibration.
The energy is smeared using a random procedure. The initial seed for the random generator was set to
a fixed value. Hence, the random generator was dependent on the job splitting. This bug is fixed by
setting the initial seed of the random generator to an event-based property.

A detailed comparison of the data and signal MC samples has been carried out and is shown in
Table 5.5. This table describes the behaviour of the data and the W+ → e+𝜈e sample, whereas the
numbers of the process W− → e−𝜈e are shown in the appendix in Appendix C, Table C.1 for the sake
of completeness.

Six different production sets are produced to study the effect of the different issues. The naming
scheme is as follows:

• Production A is performed on the IN2P3 computing centre located in Lyon, where all the
samples used for the 2017 analysis have been processed. It excludes the missed data files and
replicates the electron energy calibration seed bug by recreating the same job splitting as for
the 2017 analysis. The mass of theW-boson was blinded with a shift of Δ𝑚shift

W = −17.9 MeV
resulting in a mass of 𝑚W = 80 381.1 MeV.

• Production B is processed with all data files missing in production A.

• Production C uses the raw MC mass of theW-boson of 𝑚W = 80 399 MeV and is the same as
production B but including an unblinded mass.

• Production D is a change of the site. These samples were produced on the BAF2 cluster located
in Bonn.

• Production E fixes the energy calibration seed bug. The initial seed is no longer connected with
the job splitting but an event-based property.

The values of the 2017 analysis in Table 5.5 are always given as a point of reference. The only
difference for data is between production A and all other productions. Hence, it is enough to compare
productions A and B as shown in Table 5.5. Production A agrees with the 2017 analysis except for
the first five cut stages. These numbers can be reproduced by including the excluded file containing
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Table 5.4: The cutflow comparison for the electron channel. Shown are the event yields of the data and seven
simulated samples for the 2017 analysis and the reanalysis after each cut stage. The numbers of the MC samples
are normalised to their cross-section and an integrated luminosity of Lint = 4 591.01 pb−1. The agreement is
the number of the reanalysis divided by the number of the 2017 analysis.
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Chapter 5 The analysis design

Data W+ → e+𝜈e
Cut \ Production A B 2017 analysis B C D E 2017 analysis
No cut 184318496 186416982 185039772 29129531 29129531 29129531 29129531 29129499
LAr noise bursts 183703035 185796322 184421049 29129531 29129531 29129531 29129531 29129499
Good PV 183532092 185623226 184249665 28998640 28998639 28998639 28998642 28998609
GRL 166746550 168773690 167449232 28998640 28998639 28998639 28998642 28998609
Trigger 153213320 154988628 153832216 13838509 13841999 13841999 13841162 13838494
𝑝
e
T > 30 GeV 22902461 23238336 22902461 7589835 7593539 7593539 7592879 7589574

Veto tight++ 16902915 17151290 16902915 6077893 6080809 6080809 6080172 6077780
One tight++ 16233973 16472398 16233973 6077776 6080692 6080692 6080056 6077664
Trigger matching 16164844 16402322 16164844 6077629 6080545 6080545 6079910 6077518
Jet cleaning 16147902 16385161 16147902 6075429 6078343 6078343 6077706 6075311
LAr simple veto 16105063 16341782 16105063 6069560 6072473 6072473 6071838 6069418
𝐸

cone20
T 14198159 14407314 14198159 5998507 6001358 6001358 6000690 5998321

𝑝
cone40
T 12830863 13020186 12830863 5866359 5869114 5869114 5868461 5866093

𝑝
W
T < 30 GeV 8390077 8514155 8390077 4405182 4407235 4407235 4406849 4405066

𝑚
W
T > 60 GeV 6681997 6780789 6681997 3699526 3701845 3701845 3701403 3699439

𝐸
miss
T > 30 GeV 5885241 5972274 5885241 3278781 3280980 3280980 3280752 3278533

Table 5.5: Cutflow comparison for the data and theW+ → e+𝜈e sample of the electron channel. Compared are the
number of events for the interesting production sets and the 2017 analysis for the given cut stages. The numbers
of the MC samples are normalised to their cross-section and an integrated luminosity of Lint = 4 591.01 pb−1.

721 276 events. As expected, the inclusion of the data files missing in the 2017 analysis in production
B increases the event numbers. The initial number of data events increases by 1.14 % including the
missing data files resulting in 1.48 % more events after the selection.

For the MC signal samples, there is no difference between the cutflows of production A and B. The
event numbers of the process W+ → e+𝜈e normalised to cross-section and luminosity are shown in
Table 5.5. The numbers of production C only change slightly compared to production B due to a shift
of theW-boson mass. The change of production site for production D does not affect the cutflow as
expected. The electron energy calibration seed bug is fixed in production E but the numbers change
only slightly. The difference to the 2017 analysis is of the order of 10−4 which proves this issue has a
minor influence on the event selection numbers. The disagreement between the reanalysis and the
2017 analysis was encountered and fully explained. Hence, the validation of the reanalysis selection
criteria can be considered successful and closed. New MC samples with a different mass template
spacing are produced for the reanalysis. This does not change the cutflow numbers and reflects the
event yields of production E.

5.2.7 Validation of distributions

The template fit method used in this analysis is sensitive to the shape of the fitted distributions. Hence,
it is important to not only compare the event yields but, in addition, the shape of the distributions with
the 2017 analysis.

The 𝜒
2 fit of the 2017 analysis was performed on the 𝑝

ℓ

T and 𝑚
W
T distributions of both channels.

Those distributions are compared in Fig. 5.2 for the data sample and the two signal samples for
positively charged muons. The data sample of the reanalysis matches perfectly to the 2017 analysis for
the two investigated distributions. The distribution of W+ → 𝜇

+
𝜈𝜇 is a bit higher in the low kinematic

region and a bit lower in the high kinematic region. The reference distribution of the 2017 analysis
used the measured mass value of 𝑚W = 80 369.5 MeV for the MC samples. For the reanalysis, the
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Figure 5.2: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for positively charged muons and the observables 𝑝

ℓ

T (first row) and 𝑚
W
T (second

row). Shown are the distributions of the data sample (grey) and the two signal samples W+ → 𝜇
+
𝜈𝜇 (blue) and

W+ → 𝜏
+
𝜈𝜏 (green).

template which is closest to the measured mass value is shown. As only discrete mass templates are
produced, the presented template is smaller than the previously measured 𝑚W = 80 369.5 MeV of
the 2017 analysis which explains the observed difference in the kinematic distributions. The small
deviation of the W+ → 𝜏

+
𝜈𝜏 sample to the 2017 analysis can be understood by taking the same line of

argumentation as for theW+ → 𝜇
+
𝜈𝜇 distribution. The difference is more a normalisation effect of the

order of 1 ‰ rather than a change of the shape.
The comparison of the electron channel shown in Fig. 5.3 is carried out between the 2017 analysis

and production A of the reanalysis because this production mimics the setup of the publication as close
as possible. Again, the data samples show perfect agreement between the reanalysis and the 2017
analysis. The signal samples fluctuate around the 2017 analysis distribution with larger deviations
for theW+ → 𝜏

+
𝜈𝜏 sample than for the W+ → e+𝜈e sample. This fluctuation is caused by a different

choice of the random seed for the electron energy calibration. The job splitting influences the seed
choice as described in Section 5.2.6. Unfortunately, it is not possible to get the same job splitting
as for the 2017 analysis but it is simulated as best as possible using the same number of sub-jobs.
Understanding this difference in the electron channel, the validation of the distribution is successful
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Figure 5.3: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for positively charged electrons and the observables 𝑝

ℓ

T (first row) and 𝑚
W
T

(second row). Shown are the distributions of the data sample (grey) and the two signal samples W+ → e+𝜈e
(blue) and W+ → 𝜏

+
𝜈𝜏 (green).

for both channels and the two fitted distributions 𝑝
ℓ

T and 𝑚
W
T . The comparison of more kinematic

distributions for the data and all MC samples can be found in Appendix C.1.2.

5.3 Multijet background fit

All EW and top processes of this measurement can be derived using the technique of MC, regardless
of whether the process is considered as signal or background. The derived samples are explained
in Section 3.4.1. Multijet events originating from strong interaction processes are another source of
background. If the multijet event contains a bottom or a charm quark, they can decay semi-leptonically
and produce a light lepton with an associated neutrino which allows the event to pass the event selection.
In addition, a jet can be misidentified as a light lepton and can be selected as a W-boson event if
accompanied by missing transverse momentum. This source of background can be well suppressed by
the isolation criteria on the leptons. However, the multijet events cannot be neglected and need to be
estimated reliably as the multijet production has a huge cross-section. Due to the complex modelling
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5.3 Multijet background fit

of the hadronisation process of QCD and the need for high MC statistics, the multijet background
cannot be simulated and a data-driven technique is used to calculate this background. Therefore, the
fraction and the shape of the multijet events in the signal region (SR) are determined.

5.3.1 Determination of the multijet contamination fraction

The fraction of multijet background events corresponds to the cross-section of the EW and top
processes and determines the number of events in the SR. This is calculated by extrapolating the
fraction of control regions (CRs) enriching multijet events to the SR. The presented procedure is
performed separately for both lepton channels and the different measurement categories which are
explained in Section 4.4.

Muon channel In addition to the mentioned possibilities of how multijet events can mimic the
signal final state, the decay of kaons and pions within the tracking region is another possibility to
mimic a W-boson event containing a muon. However, semi-leptonic heavy-flavour decays are the
main source of multijet background in the muon channel. The muons originating from that decay are
often accompanied by other particles. Therefore, the isolation requirements of the leptons are good
criteria to get jet-enriched CRs by inverting or relaxing the isolation cuts.

In the muon channel, the isolation criteria on the sum of all tracks being in a cone of the size
Δ𝑅 ≤ 0.2 around the muon candidate over the momentum of the muon candidate itself, 𝑝cone20

T /𝑝T,
are reversed. Ten different isolation regions of width 0.03 in the range 0.10–0.40 are used as CRs.
The closer the isolation slice to the SR, the closer is the multijet distribution to the actual one in the
SR. This can be understood by studying Fig. 5.4. In the CR with a tighter isolation requirement on
𝑝

cone20
T /𝑝T, the data is better described by the prediction compared to the region with a looser isolation

cut in particular in the low kinematic region where more multijet background events are expected.
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Figure 5.4: The 𝐸
miss
T distribution in the 𝜇

+-channel for data and simulation where the shape of the multijet
background is extracted from different isolation regions but the fraction is the same. Compared are the first
CR 0.10 < 𝑝

cone20
T /𝑝T < 0.13 (a) and the last CR 0.37 < 𝑝

cone20
T /𝑝T < 0.40 (b). The cuts 𝐸

miss
T > 30 GeV,

𝑚
W
T > 60 GeV and 𝑝

W
T < 30 GeV are removed to increase the impact of the multijet background.
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Chapter 5 The analysis design

In each of the CRs, the correct normalisation of the multijet background is unknown and has to be
determined by a fraction fit to different discriminating observables:

• The missing transverse momentum 𝐸
miss
T is preferably at lower values for multijet events.

• The transverse mass of the W-boson 𝑚
W
T peaks at lower kinematic regions for multijet events.

• The ratio 𝑝
ℓ

T/𝑚WT reveals the angular correlation between the muon and the missing transverse
momentum vector corresponding to the neutrino. In the case of a prompt muon decay from a
W-boson, the distribution peaks at 0.5, whereas for multijet events the tail of this distribution is
more populated.

To further enrich the multijet background in the fitted observables, two fit regions are designed
by removing some of the signal cuts. For the fitting region 1 (FR1), the cuts 𝐸

miss
T > 30 GeV and

𝑚
W
T > 60 GeV are removed, whereas for fitting region 2 (FR2) the cut on 𝑝

W
T < 30 GeV is discarded

in addition. The FR2 is used as a cross-check for the results of the FR1.
A fraction fit method determines the normalisation of the multijet background in the SR. This fit

method is based on a binned maximum-likelihood fit taking into account the data events and all events
from EW and top background sources. The method is explained based on the 𝐸

miss
T distribution in

FR1 and follows the presented steps.

1. Samples for both, data and MC, are produced in the SR and the FR1 using isolated muons. The
number of events in the 𝐸

miss
T distribution is 𝑁FR1-iso

data for the data sample and 𝑁
FR1-iso
mc for the

MC samples in the FR1 and correspondingly 𝑁
SR-iso
data and 𝑁

SR-iso
mc in the SR.

2. Samples in the SR and the FR1 are produced using anti-isolated muons with the actual cut de-
pending on the CR. The number of events in the simulated samples is subtracted from data to get
the number of pure multijet events, namely 𝑁

FR1-anti-iso
MJ = 𝑁

FR1-anti-iso
data

(
1 − 𝑓

FR1-anti-iso
mc

)
, where

𝑓
FR1-anti-iso
mc is the fraction of the EW and top contamination in this region. Accordingly, the num-

ber of pure multijet events in the SR is determined to be 𝑁SR-anti-iso
MJ = 𝑁

SR-anti-iso
data

(
1 − 𝑓

SR-anti-iso
mc

)
.

3. A binned likelihood fit is done in the 𝐸
miss
T distribution. Therefore, the distributions of the pure

multijet events in the anti-isolated FR1 and the MC samples in the isolated FR1 are combined
like

𝑇 · 𝑁FR1-anti-iso
MJ + 𝛼 · 𝑁FR1-iso

mc = 𝑁
FR1-iso
data , (5.1)

where 𝑇 and 𝛼 are normalisation parameters left free in the fit. The normalisation parameter for
the MC samples is expected to be 𝛼 ≈ 1 as the MC samples should be properly normalised by
their cross-section. The global transfer factor 𝑇 determines the scale of the multijet events from
the anti-isolated region to the isolated region. The results of this binned likelihood fit for all
used observables are illustrated in Fig. 5.5. Compared are the fits of the two fit regions in the
𝜇
+-channel performed inclusively in pseudorapidity. For the sake of completeness, the figures

of the 𝜇
−-channel are shown in Appendix C, Fig. C.24.

The described procedure is repeated for all the used observables 𝐸miss
T , 𝑚WT and 𝑝

ℓ

T/𝑚WT in both fit
regions. The data describes well the shape of the fit results of Eq. (5.1) in the three fitted distributions
(cf. Fig. 5.5).
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Figure 5.5: Example of multijet template fits of the observables 𝐸miss
T , 𝑚WT , and 𝑝

ℓ

T/𝑚WT in FR1 (left) and FR2
(right) for the 𝜇

+-channel. The multijet distribution is extracted from the first CR (0.10 < 𝑝
cone20
T /𝑝T < 0.13).

The ratio shows the agreement between data and the template fits.
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Figure 5.6: Illustration of the multijet background scanning in the muon channel. Shown is the derived number
of multijet events over the isolation observable 𝑝

cone20
T /𝑝T for (a) the fit of positively charged and (b) negatively

charged muons. The two fit regions FR1 and FR2, and the three fitted distributions contribute to the final
estimate. The uncertainty on the number of multijet events is marked with the green lines at the isolation region.

In Fig. 5.6, the estimate of the number of pure multijet background events 𝑇 · 𝑁SR-anti-iso
MJ is plotted

over the isolation requirement. Each possible combination of the observable and fit region is linearly
extrapolated to the isolated SR. The different lines are in good agreement at 𝑝cone20

T /𝑝T = 0 which
justifies this method. The value of the multijet background number in the isolated SR is determined to
be

𝑁
SR-iso
MJ =

𝑁
max, SR-anti-iso
MJ + 𝑁

min, SR-anti-iso
MJ

2
,

where 𝑁
max, SR-anti-iso
MJ is the highest yield of the multijet background at the isolation region and

correspondingly 𝑁
min, SR-anti-iso
MJ the lowest yield. This central value corresponds to the centre of the

green cross in Fig. 5.6. There are two sources of uncertainties in this process of the determination of
the multijet background. The first is the uncertainty of the method itself which is determined to be

𝜎method =
𝑁

max, SR-anti-iso
MJ − 𝑁

min, SR-anti-iso
MJ

2
,

which corresponds to the length of the dark green cross in the 𝑦-direction at the isolation region.
Graphically, the size of this uncertainty describes well the difference between the extreme function
values at the isolation region. The second source of uncertainty is due to the uncertainty on the
cross-section of all EW and top processes used in MC simulations. Therefore, the cross-section for
each background sample is varied by 2.5 % up and down and the whole procedure of the determination
of the number of multijet background events in the isolated SR is repeated. The value of 2.5 % refers
to the W cross-section measurement at

√
𝑠 = 7 TeV [136]. The difference between the numbers based

on the cross-section varied EW and top samples to the central value of the unvaried EW and top
samples is taken as the uncertainty 𝜎EW. Both sources of uncertainty are added in quadrature to
receive the total uncertainty 𝜎tot corresponding to the length of the light green cross as illustrated
in Fig. 5.6. The uncertainty found by varying the fit range in the binned likelihood fit of the fitted
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5.3 Multijet background fit

observables is negligible.
The fraction of the multijet background in the SR is estimated to be the ratio of the multijet events

divided by the number of all data events

𝑓MJ = 𝑁
SR-iso
MJ /𝑁SR-iso

data .

The fractions of the multijet background for different categories are shown in Table 5.6. The stated
uncertainties are the total uncertainties 𝜎tot. The reanalysis fit is performed twice using the two
different luminosity values Lint = 4 591.01 pb−1 and Lint = 4 737 pb−1. While the lower value is the
correct one, it is found in the revision of the 2017 analysis that the higher luminosity value might have
been used to determine the fraction of multijet background events. Judging from the given numbers
this cannot be completely verified or falsified as the fractions are too close in the muon channel due
to the low contamination of this source of background. However, the central values and the total
uncertainties of the repeated multijet background fraction fit using the correct luminosity agrees well
with the results of the 2017 analysis. For this measurement, the numbers of the reanalysis serve as the
baseline. The choice of the multijet background fractions and the impact on the 𝑚W measurement is
investigated in Section 6.1.3.

2017 analysis [%] Reanalysis Reanalysis
Lint = 4 591.01 pb−1 [%] Lint = 4 737 pb−1 [%]

W+ 0.51 ± 0.04 0.50 ± 0.03 0.47 ± 0.03
W+, |𝜂 | < 0.8 0.66 ± 0.07 0.63 ± 0.05 0.61 ± 0.05
W+, 0.8 < |𝜂 | < 1.4 0.50 ± 0.04 0.49 ± 0.03 0.47 ± 0.03
W+, 1.4 < |𝜂 | < 2.0 0.44 ± 0.03 0.43 ± 0.03 0.41 ± 0.03
W+, 2.0 < |𝜂 | < 2.4 0.40 ± 0.03 0.42 ± 0.04 0.40 ± 0.04
W− 0.68 ± 0.05 0.67 ± 0.04 0.65 ± 0.04
W−, |𝜂 | < 0.8 0.79 ± 0.07 0.78 ± 0.05 0.76 ± 0.05
W−, 0.8 < |𝜂 | < 1.4 0.67 ± 0.05 0.67 ± 0.04 0.64 ± 0.04
W−, 1.4 < |𝜂 | < 2.0 0.62 ± 0.04 0.60 ± 0.03 0.58 ± 0.04
W−, 2.0 < |𝜂 | < 2.4 0.61 ± 0.04 0.60 ± 0.04 0.58 ± 0.04

Table 5.6: Multijet background fractions 𝑓MJ in the muon channel. Shown are the results and uncertainties
for both charges of the W-boson and the different regions in pseudorapidity as well as the 𝜂 inclusive result.
Compared are the results of the 2017 analysis and the reanalysis given in per cent using two different values for
the luminosity.

Electron channel Additionally to the mentioned common sources of multijet background events,
photon conversions and mis-identified hadrons can mimic the final state in the electron channel. The
detected electrons originating from multijet events are often accompanied by a jet. The electron
isolation criteria include the track based observable 𝑝

cone40
T and the calorimeter based observable

𝐸
cone20
T . Anti-isolated CRs are constructed by slicing 𝑝

cone40
T in different CRs in the range of 4–10 GeV

where each region has a width of 1 GeV. For each of these six CRs, the cut on 𝐸
cone20
T is removed.

Similar to the muon channel, the isolation slice closer to the SR describes the multijet distribution of
the SR better (cf. Figs. C.25 and C.26 in Appendix C).
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Chapter 5 The analysis design

The correct normalisation is found using the fraction fit on the discriminating observables 𝐸miss
T ,

𝑚
W
T , 𝑝ℓT/𝑚WT as the region populated by the multijet background is different from the signal events.

Similar to the muon channel, the fit procedure is performed in the two fit regions FR1 and FR2. The
plots illustrating the fit results for both charges of the electron channel can be found in Appendix C,
Figs. C.27 and C.28.
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Figure 5.7: Illustration of the multijet background scanning in the electron channel. Shown is the derived
number of multijet events over the isolation observable 𝑝

cone40
T for (a) the fit of positively charged and (b)

negatively charged electrons. The two fit regions FR1 and FR2, and the three fitted distributions contribute
to the final estimate. The uncertainty on the number of multijet events is marked with the green lines at the
isolation region.

In Fig. 5.7, the calculated number of multijet background events 𝑇 · 𝑁SR-anti-iso
MJ is plotted over the

different isolation slices. The final value of the number of multijet background events in the isolated
SR 𝑁

SR-iso
MJ and the total uncertainty of this method 𝜎tot is derived using the same procedure as in the

muon channel. The derived number of multijet events in the isolation region is higher in the electron
channel compared to the muon channel due to the higher contamination of the multijet background.

Table 5.7 shows the multijet background fractions 𝑓MJ for the different measurement categories
in the isolated SR. The fraction fit is again performed twice using two different luminosity values.
The numbers using the high luminosity value are based on samples repeating the issues concerning
the missing data files and the electron energy calibration. However, the impact of fixing these
problems on the resulting fractions is negligible. The fits using the low and correct luminosity value
of Lint = 4 591.01 pb−1 are performed on samples correcting for all the found issues in the electron
channel. The numbers of the setup with the high luminosity agree better with the reference values of
the 2017 analysis than those with the low luminosity. It is assumed that the wrong luminosity value of
Lint = 4 737 pb−1 has been used for the fraction fit of the 2017 analysis. If using the correct luminosity,
the fractions and the uncertainties of the multijet background increase compared to the values of the
2017 analysis. In general, the fractions of the multijet background contamination are higher in the
electron channel than in the muon channel (cf. Table 5.6). The presented measurement corrects for the
fallacy of the wrongly used luminosity value. Again, the impact on the central values of the W-boson
mass measurement by changing the fractions of the multijet background is explored in Section 6.1.3.
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5.3 Multijet background fit

2017 analysis [%] Reanalysis Reanalysis production A
Lint = 4 591.01 pb−1 [%] Lint = 4 737 pb−1 [%]

W+ 0.83 ± 0.09 1.00 ± 0.09 0.89 ± 0.10
W+, |𝜂 | < 0.6 0.47 ± 0.08 0.65 ± 0.10 0.55 ± 0.10
W+, 0.6 < |𝜂 | < 1.2 0.67 ± 0.09 0.87 ± 0.13 0.78 ± 0.12
W+, 1.8 < |𝜂 | < 2.4 1.36 ± 0.19 1.50 ± 0.16 1.40 ± 0.18
W− 1.21 ± 0.10 1.40 ± 0.12 1.30 ± 0.11
W−, |𝜂 | < 0.6 0.74 ± 0.09 0.92 ± 0.10 0.82 ± 0.10
W−, 0.6 < |𝜂 | < 1.2 0.90 ± 0.09 1.10 ± 0.12 1.00 ± 0.12
W−, 1.8 < |𝜂 | < 2.4 2.33 ± 0.18 2.60 ± 0.26 2.50 ± 0.19

Table 5.7: Multijet background fractions 𝑓MJ in the electron channel. Shown are the results and uncertainties
for both charges of the W-boson and the different regions in pseudorapidity as well as the 𝜂 inclusive result.
Compared are the results of the 2017 analysis and the reanalysis given in per cent with two different luminosities.

5.3.2 Extrapolation of the multijet background shapes

The W-boson mass extraction relies on precise modelling of the multijet background yields but is
even more sensitive to the shapes of the fitted distributions. Background shapes available in the
non-isolated CR often do not represent the real shapes in the isolated SR within the desired accuracy.
Even if a CR is defined to be close to SR, the shape mis-modelling can introduce a sizable bias to the
extracted 𝑚W value.

In order to quantify how the 𝑚WT and 𝑝
ℓ

T background distributions evolve depending on the isolation
criteria, two disjoint regions are defined using cuts on the lepton isolation: one is close to the
SR (control region 1 (CR1)) and one is further away (control region 2 (CR2)). The ratio of these
distributions is parametrised with a transfer function. This function is then used to transform the
multijet background shape from CR1 into the one corresponding to the SR. The slices of CR1 and
CR2 are chosen to guarantee a simple transition CR2→CR1→SR. For every considered distribution,
the content of every bin of the multijet template of the two CRs is divided. The transfer function of
the form

𝑅(𝑥) = 1 +
∑2

𝑛=0 𝑎𝑛 (𝑥 − 𝑥0)
𝑛

(𝑥 − 𝑥1)
𝑚 , (5.2)

is then fitted to the ratio distributions of CR2/CR1. The parameters 𝑎0, 𝑎1, and 𝑎2 are left free in the
fit, whereas the other parameters are fixed to be 𝑥0 = 30 GeV, 𝑥1 = 25 GeV, and 𝑚 = 2 for 𝑝ℓT, and
𝑥0 = 60 GeV, 𝑥1 = 50 GeV, and 𝑚 = 1.9 for 𝑚WT . The denominator’s role is to prevent the function to
deviate significantly at higher values where statistical uncertainties are large. The background shape
extrapolation procedure is the same for both lepton channels except for the definitions of the two CRs.
The following isolation requirements are used in the muon channel:

• CR1: 0.1 < 𝑝
cone20
T /𝑝ℓT < 0.25,

• CR2: 0.25 < 𝑝
cone20
T /𝑝ℓT < 0.4,

whereas the electron channel uses the following isolation slices of the same width:

• CR1: 4 GeV < 𝑝
cone40
T < 7 GeV,
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• CR2: 7 GeV < 𝑝
cone40
T < 10 GeV.
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Figure 5.8: Ratio of the multijet background distributions of the two control regions CR2/CR1 for the 𝑝
ℓ

T
distribution. The black points represent the ratio of the histograms of the two CRs, the red line refers to the
fitted transfer function and the red band corresponds to the 1𝜎 confidence interval. The shape extrapolation is
shown for W+ (a,c) and W− (b,d) for the muon (a,b) and the electron channel (c,d).

The fit results of the transfer function of Eq. (5.2) are illustrated in Fig. 5.8 for the transverse
momentum of the light lepton. The fitted transfer function has a maximum in the low kinematic region
and looks similar in the two channels. The uncertainty in the high kinematic tail becomes larger due
to higher uncertainties in the ratio histogram of the two CRs. The corresponding ratio histograms and
fitted transfer function of the 𝑚

W
T distribution are shown in Appendix C, Fig. C.29.

The multijet background shape of CR1 is multiplied by the fit result of 𝑅(𝑥) as introduced in
Eq. (5.2) and normalised by scaling it with the ratio of the integrals of the multijet background
distributions of the two CRs. This method is not only done separately for the two lepton channels but
for the other measurement categories, charge and pseudorapidity, as well.

The presented procedure of extrapolating the multijet background shape follows closely the one
of the legacy analysis but fixes the exponent of the denominator to the given values. This simplifies
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Figure 5.9: Comparison of the multijet background shape between the 2017 analysis and the reanalysis in the
observable 𝑝

ℓ

T. The agreement is shown for W+ (a,c) and W− (b,d) for the muon (a,b) and the electron channel
(c,d).
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Chapter 5 The analysis design

the method and prepares for a new way to determine the uncertainty of the multijet background
shape extrapolation which is explained in Section 7.5.1. The comparison of the shape between the
reprocessed samples and the 2017 analysis is shown in Fig. 5.9. The difference in the muon channel is
small, whereas statistical fluctuations of the order of 20 % appear in the electron channel. However,
the agreement between the reanalysis and the 2017 analysis is sufficient for the observable 𝑝

ℓ

T in both
channels. The agreement for the other observables 𝑚WT , 𝐸miss

T , and 𝑝
W
T is illustrated in Appendix C,

Figs. C.30, C.31 and C.32. The task of extrapolating the shapes of the multijet background is
considered to be closed.
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CHAPTER 6

The statistical methods

The recipe to measure the W-boson mass and further properties is to compare the MC prediction
with the actual data. Different mass hypotheses are taken to find the template describing the data
distribution best. The question of quantifying the agreement between hypothesis and data follows
statistical methods and is referred to as fit. The 2017 analysis used the method of a 𝜒

2 fit, the
presented thesis goes a step further and incorporates the sophisticated technique of a PLH fit. The
details covering the aspects of the treatment of uncertainties and the strategy of handling mass and
width templates are introduced in the following for both fit procedures. An emphasis is put on the
comparison with the 2017 analysis results.

6.1 The 𝝌2 fit

The 𝜒
2 fit method has already been used by the Tevatron experiments D0 and CDF to determine 𝑚W

(cf. Section 4.3.1). The general idea is simple and allows to investigate the impact of one systematic
uncertainty at a time. The basic concept follows the approach taken in the 2017 analysis and is repeated
for this analysis. A good closure at the sub-MeV-level between the central values and the statistical
uncertainties implies a successfully recovered event selection including all applied calibrations.

6.1.1 Basic concept

The template fit procedure compares the simulation prediction of different mass hypotheses with
the actual data. The change of the W-boson mass is solely reflected in the processes W → ℓ𝜈 and
W → 𝜏𝜈. The nominal mass hypothesis of𝑚W = 80 399 MeV is normalised to the NNLO cross-section
prediction for both W samples. The other mass templates are obtained by reweighting the nominal
mass template using the Breit-Wigner parametrisation as introduced in Eq. (4.7). The cross-section
dependence on 𝑚W is taken into account during the reweighting procedure. The strategy to construct
templates for different ΓW hypotheses follows the same idea, but the cross-section dependence is more
pronounced when altering ΓW .

The simulation templates used in the fit are the sum of theW processes templates and the remaining
backgrounds. The EW background samples are normalised to their respective cross-section, whereas
the multi-jet background normalisation was determined in Section 5.3. The 2017 analysis uses only
shape information. Therefore, the fitted distribution of every simulation template is normalised within
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the corresponding fit range to the data yield in each fit category. The normalisation of each sample to
its predicted cross-section ensures the relative fraction between the processes is retained. A 𝜒

2 value
is calculated for every template summing over all bins of the fitted distribution

𝜒
2
=

𝑛bins∑︁
𝑖=1

(
𝑓𝑖,simulation − 𝑓𝑖,data

)2

𝜎
2
𝑖,simulation + 𝜎

2
𝑖,data

, (6.1)

where 𝑓𝑖,simulation and 𝑓𝑖,data are the bin content of bin 𝑖 for the simulation template and the data,
respectively, and 𝜎𝑖,simulation and 𝜎𝑖,data are the corresponding bin uncertainties. Figure 6.1(a) shows
a well-working fit of MC templates to data. The upper panel illustrates the distribution of data, the
closest template describing the distribution of the data best and the two templates with the most extreme
mass hypotheses. The ratio of data to the closest template shows how well the data are matched.
Figure 6.1(b) demonstrates the different 𝜒2 values for the discrete mass points produced. The mass
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Figure 6.1: Illustration of the 𝜒
2 fit. The left plot shows the shape of data compared to the templates with the

minimal and the maximal mass, and the template describing the data profile best for 𝑝ℓT as well as the ratio
of data to the closest template. The right plot gives the 𝜒

2 values for the different mass points and the fitted
parabolic function.

templates are generated for concrete points and not as a continuous spectrum due to computational
limitations. For the 2017 analysis, 35 of these mass templates have been generated and used for the fit.
Their mass values are determined by the relative deviation with respect to the nominal mass point and
the template set contains the following points

Δ𝑚W =[−0.5,−0.25,−0.1,−0.09,−0.08,−0.07,−0.06,−0.05,−0.04,−0.03,−0.025,−0.02,

−0.015,−0.01,−0.005,−0.003,−0.001, 0, 0.001, 0.003, 0.005, 0.01, 0.015, 0.02,
0.025, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, 0.25, 0.5]%

(6.2)
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2 fit

The mass points were chosen denser around the nominal MC mass and fewer templates were produced
for more extreme mass scenarios. However, the 𝜒

2 values of the different templates describe a parabola
that can be parametrised by

𝜒
2 ≈ 𝜒

2
min +

(
𝑚

template
W − 𝑚

best
W

)2

𝜎
2
𝑚W

, (6.3)

where 𝑚
template
W is the mass value for the disjunct template points, 𝑚best

W the best fit mass hypothesis,
and 𝜎

2
𝑚W

the corresponding uncertainty. The total statistical uncertainty 𝜎
2
𝑚W

, as defined in the 2017
analysis [86], includes the contribution from both, data and simulation samples, and corresponds to
the point where the parabola value is 𝜒2

min + 1. A fit of the parabola introduced in Eq. (6.3) is displayed
in Fig. 6.1. The fitted function describes nicely the 𝜒

2 values of the different mass hypotheses.

6.1.2 Treatment of uncertainties

The basic concept of the 𝜒
2 fit describes the procedure of how the MC templates are fitted to data

to determine the central values in each fit category. The assigned uncertainty is the total statistical
uncertainty consisting of the data and the simulation statistical uncertainty. The same fit approach is
used to evaluate the impact of each systematic uncertainty on the final uncertainty estimation.

The individual contributions of the total statistical uncertainty from data and simulation were
evaluated with the bootstrap method for the 2017 analysis. Good agreement between adding the
individual components in quadrature and the total statistical uncertainty of the 𝜒

2 parabola was found.
This proves that the 𝜒

2 fit correctly accounts for both types of uncertainties and the found statistical
uncertainty will be used for the final total uncertainty.

The impact of each systematic uncertainty is derived for each source of uncertainty separately.
A pseudo data set is created by changing the parameter belonging to the corresponding systematic
uncertainty with respect to the nominal sample. If necessary the modification is applied for signal
and background processes. The pseudo data are the sum of the considered samples normalised to
their corresponding cross-section. The nominal MC templates are then fitted to these pseudo data sets.
A 𝜒

2 value is calculated as in Eq. (6.1) for each template but to pseudo data instead of data and a
parabola as in Eq. (6.3) is adjusted to the 𝜒

2 curve. This approach is purely based on MC samples and
independent of the statistical fluctuation of data. A good description of the data by the MC samples is
therefore necessary. Three different types of uncertainties can be classified:

• Paired: Paired systematics have both, an up and a down type variation. If a systematic
uncertainty consists of different components, the individual results have to be combined to get
the final uncertainty. Therefore, the differences of the fit results between up and down variation
are added in quadrature and symmetrised afterwards

Δ =
1
2

√√√
𝑁∑︁
𝑖=1

(
𝑥up,𝑖 − 𝑥down,𝑖

)2
.

• Shifts: A shift systematic has only one variation which is varied with respect to the nominal
configuration. The hadronic recoil correction is an example of such a shift systematic where
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three variations change the baseline setting to receive the final uncertainty. The fit results of
the shifts are evaluated with respect to the nominal result and added in quadrature if several
components are present

Δ =

√√√
𝑁∑︁
𝑖=1

(
𝑥shift,𝑖 − 𝑥nominal,𝑖

)2
.

• Toy MCs: A proper bin-to-bin correlation between several parameters is obscure to create
for some systematic uncertainties, e.g. statistical-based errors like the lepton SFs. 𝑁 toy MC
simulations are produced by smearing the underlying systematic variation within its uncertainties
with a Gaussian random distribution. A pseudo data set is constructed for each toy and fit
repeated 𝑁 times using a different toy. The fit results of all toys build a distribution of which the
standard deviation serves as the total uncertainty

Δ =

√√√
1

𝑁 − 1

𝑁∑︁
𝑖=1

(
𝑥shift,𝑖 − 𝑥shift

)2
.

All sources of uncertainties are considered to be uncorrelated to each other. Hence, a set of systematic
uncertainties can be combined by adding the individual uncertainties in quadrature. For the 2017
analysis, some systematic uncertainties were evaluated based on a preliminary MC prediction not
using the latest set of physics corrections. In the process of determining the impact of an uncertainty
source on 𝑚W , the templates and the pseudo data sets are produced based on these preliminary MC
samples.

6.1.3 Nominal fit results

The 𝜒
2 fit of the 2017 analysis is repeated for this measurement based only on statistical uncertainties.

This allows proving the correctness of the revised samples by comparing the central values and the
size of the uncertainty to each other. The results can be found in Fig. 6.2.

Compared are the 𝜒
2 fit results of the individual channels and the combination for the two leptonic

channels separately. The individual fits of the two channels consist of separate measurements split
up for the charge and |𝜂 | categories and the observables 𝑝

ℓ

T and 𝑚
W
T . The fits on the distribution on

𝑝
ℓ

T and 𝑚
W
T use the same data and can hence not be combined easily by just taking the uncertainty

weighted average. Instead, the correlation between the two observables was determined in the 2017
analysis and is described in [131]. The study included 1 000 different pseudo data sets which were
obtained by weighting each MC event with a random number taken from a Poissonian distribution
with a mean of 1. The correlation coefficient 𝑟 on the 𝑚W values using the 𝑚

W
T distribution against

the 𝑚W values based on 𝑝
ℓ

T fits was determined to be 𝑟 ∼ 50 %. The combined value 𝑚
combined
W is

calculated with the relation
𝑚

combined
W = 𝑤𝑚

𝐴
W + (1 − 𝑤) 𝑚𝐵

W , (6.4)

where 𝑚
𝐴
W and 𝑚

𝐵
W are the mass values determined in fits to the observables 𝑝

ℓ

T and 𝑚
W
T , respectively,

and 𝑤 is the weight between the individual measurements. The uncertainty on the combined value
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Figure 6.2: Results of the 𝜒
2 fit taking solely statistical uncertainties into account. Shown is the comparison to

the 2017 analysis and the evolution of the central value by introducing different cross-check productions and
updating the multijet background determination. The numbers are given for individual fits for (a) the electron
channel and (b) the muon channel, and the combinations explicitly quote the central values and uncertainties for
(c) the electron channel and (d) the muon channel.
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𝑚
combined
W defined in Eq. (6.4) is derived as

𝜎
2
combined = 𝑤

2
𝜎

2
𝐴 + 2𝑟𝑤 (1 − 𝑤) 𝜎𝐴𝜎𝐵 + (1 − 𝑤)2

𝜎
2
𝐵, (6.5)

where 𝑟 is the correlation on the two observables calculated with the pseudo data method. The
quantities 𝜎𝐴 and 𝜎𝐵 are the uncertainties of the 𝜒

2 fit mass results of the observables 𝑝
ℓ

T and 𝑚
W
T ,

respectively. The weight 𝑤 can be chosen in a way to minimise the total uncertainty of the combined
W-boson mass value defined in Eq. (6.5) with the equation

𝑤 =
𝜎

2
𝐵 − 𝑟𝜎𝐴𝜎𝐵

𝜎
2
𝐴 + 2𝑟𝜎𝐴𝜎𝐵 + 𝜎

2
𝐵

.

The combination is performed with the help of the BLUE method [143].

In the electron channel, the individual fit results of the reprocessing represented by production
A (the mentioned production names are explained in Section 5.2.6) are in good agreement for low
absolute values of the pseudorapidity as can be seen in Fig. 6.2. The central value of the fit for the
measurement category 𝑞 = −1, 1.8 < |𝜂 | < 2.4 (cf. Table 4.1) differs most from the 2017 analysis
result. The combination of the individual measurement categories of production A has a central
value of 80 353.3 MeV. Hence, it is 0.5 MeV lower than the 2017 analysis result. Fixing the issue
with the missing data in production B shifts the central values of the single fits to slightly higher
values with respect to production A. Hence, the combined value is 80 355.0 MeV and a bit higher
than for the previous production. The unblinding of the used MC W-boson mass in production C
influences both, the single fits and the combination, only little with respect to production B. Changing
the site between production C and D has almost no impact on the result and the combined value
stays at 80 354.6 MeV. The fix of the electron energy calibration seed bug in production E shifts the
central values of the individual fits for the observable 𝑚

W
T mostly to slightly higher values and for the

observable 𝑝
ℓ

T to lower values in most cases. This leads to a combination of 80 354.1 MeV which is
half a MeV lower than the combined value of production D. Updating the fractions of the multijet
background in the SR moves the central values of most single fits up as well as the combination with a
value of 80 359.6 MeV which is more than 5 MeV higher than for production E. This can be explained
by the higher background fractions 𝑓MJ calculated for the reanalysis as a wrong luminosity value has
been used in the 2017 analysis (cf. Table 5.7). Finally, improving in addition the shape description
of the multijet background shifts the combined value upwards to 80 363.9 MeV. The fraction of the
multijet background in the SR is around 1 % depending on the measurement category which means
it is a dominant source of background contamination. Hence, a change in the shape of the multijet
background has a significant impact on the fit result of 𝑚W . By fixing all issues found in the electron
channel and updating the multijet background accordingly the combined central value of the 𝜒

2 fit
shifts about 10 MeV up.

In the muon channel, the picture is more consistent. The fit results of the reprocessing agree well
with the 2017 analysis result for the individual fits and the combination which only differs by 0.1 MeV.
Updating the fractions of the multijet background has almost no impact on the fit results and the
combined central value changes only by 0.1 MeV with respect to the reprocessing. This is expected as
no big difference in the restored fraction numbers with respect to the 2017 analysis has been found.
The new evaluation of the multijet background shape means the biggest change for the fit results in
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the muon channel. Most single fit results are slightly lower compared to the previous benchmarks.
Hence, the combination moves downwards to a value of 80 379.1 MeV. The development of the
multijet background has a limited influence on the fit results for the muon channel as in the electron
channel because the multijet background contamination is smaller. Overall, the consistency in the
muon channel is good. The combined central values of the electron and the muon channel move closer
together and differ by 15.2 MeV instead of 26.6 MeV for the 2017 analysis. The revision of the 𝜒

2 fit
with the reprocessed samples is considered successful.

6.2 The profile likelihood fit

The advanced technique of a PLH fit is more complex than the 𝜒
2 fit and allows for an in situ reductions

of systematic uncertainties. In contrast to the 𝜒
2 fit, all sources of systematic uncertainties are fitted

simultaneously and can be correlated easily between the different measurement categories. The PLH
fit is implemented in the TRExFitter framework constructing the model in the HistFactory [144]
format which is based on RooFit [145] and RooStats [146].

6.2.1 Basic concept

The likelihood function ℒ describes the measurement as a probability density function (p.d.f.) and
includes all necessary observables. The measurement is characterised by a set of measured observables
which are represented in a histogram 𝑛𝑛𝑛 =

(
𝑛1, . . . , 𝑛𝑁

)
with 𝑁 bins where 𝑛 𝑗 represents the number

of data events found in the given bin. The usage of histograms instead of an event-based evaluation is
less computationally intensive and does not require an analytically known p.d.f. of the prediction and
every systematic uncertainty. The MC prediction consists of signal and background processes which
are represented by their yields 𝑠 𝑗 and 𝑏 𝑗 for a given bin 𝑗 , respectively. The determined quantity of
the PLH fit is the POI which can be one of the three measured properties 𝑚W , ΓW and 𝑅𝜏ℓ . In the
case of the lepton universality measurement, the POI is the ratio of normalisation factors acting on
two different signal samples. The normalisation factor or signal strength 𝜇 will serve as the guideline
to introduce the principles of a PLH fit. The measurement of 𝑚W and ΓW is based on the technique of
morphing and interpolation which is separately explained in Section 6.2.2.

The 𝜒
2 fit determines the central values by fits using only statistical uncertainties. The systematic

uncertainties are evaluated separately in fits to pseudo data sets. The PLH fit goes one step further and
incorporates the systematic uncertainties into the profile likelihood approach as a set of 𝑀 unknown
parameters 𝜃𝜃𝜃 =

(
𝜃1, · · · , 𝜃𝑀

)
, referred to as nuisance parameters (NPs). The global likelihood function

is composed of two main terms factorising the measured quantities and the unknown parameters in
the extended likelihood function

ℒ (𝜇, 𝜃𝜃𝜃) =
∏
𝑗∈bins

𝒫

(
𝑛 𝑗 |𝜇𝑠 𝑗 + 𝑏 𝑗

)
×

∏
𝑖∈systematics

𝒢

(
𝜃

0
𝑖 |𝜃𝑖 ,Δ𝜃𝑖

)
, (6.6)

where 𝜃0
𝑖 is the mean value and Δ𝜃𝑖 the spread of the 𝑖th NP 𝜃𝑖 . Often in physics, the measured quantity

and its function 𝒫 can be expressed by a Poissonian distribution described by the background yields
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𝑠 𝑗 and 𝑏 𝑗 and the signal strength 𝜇

𝒫

(
𝑛 𝑗 |𝜇𝑠 𝑗 + 𝑏 𝑗

)
=

𝑁∏
𝑗=1

(
𝜇𝑠 𝑗 + 𝑏 𝑗

)𝑛 𝑗

𝑛 𝑗!
𝑒
−(𝜇𝑠 𝑗+𝑏 𝑗) . (6.7)

In the presented measurement, the fit includes only SRs but the part of the likelihood function 𝒫

representing the measured quantities can be extended by one or several CRs. The function given
in Eq. (6.7) is then multiplied by a product of Poissonian distributions with the means being the
bin contents of the histograms in the CRs [147]. Not only one histogram but several split up in
different measurement categories are part of this analysis. Each of these channels further factorises
the likelihood term of Eq. (6.7). The NPs can follow in principle any distribution but are incorporated
best using a Gaussian distribution

𝒢

(
𝜃

0
𝑖 |𝜃𝑖 ,Δ𝜃𝑖

)
=

𝑀∏
𝑖=1

1√︃
2𝜋Δ2

𝜃𝑖

𝑒

− ( 𝜃𝑖−𝜃
0
𝑖 )2

2Δ2
𝜃𝑖 ,

which penalises a deviation of the NP from the corresponding mean value 𝜃
0
𝑗 .
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Figure 6.3: Illustration of the likelihood curve of the PLH fit. Shown is the negative logarithmic likelihood
value −Δ (NLL) in a defined mass window for a PLH fit only considering statistical uncertainties in the electron
channel for a given measurement category (𝑞 = +1, |𝜂 | < 0.6). The dots represent a likelihood scan, the curve
is a fitted parabolic function and the dashed lines illustrate the determination of the standard deviation.
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6.2 The profile likelihood fit

The maximum likelihood estimates 𝜇̂ and 𝜃𝜃𝜃 determine the values of these parameters for which
the likelihood function ℒ (𝜇, 𝜃𝜃𝜃) (cf. Eq. (6.6)) of the measurement is maximum. The conditional
likelihood estimate ˆ̂

𝜃𝜃𝜃 (𝜇) is the value of 𝜃𝜃𝜃 maximising the likelihood function for a given 𝜇. This is
referred to as the profiled value of 𝜃𝜃𝜃 [148]. The profile likelihood ratio can then be defined as

𝜆 (𝜇) =
ℒ

(
𝜇,

ˆ̂
𝜃𝜃𝜃

)
ℒ

(
𝜇̂, 𝜃𝜃𝜃

) . (6.8)

Instead of the likelihood ratio itself, the negative logarithm − log𝜆 (𝜇) of Eq. (6.8) is used because it
turns the product in the likelihood definition into a sum and the maximisation into a minimisation
problem which is both numerically easier to calculate.

The profiling of the likelihood is characterised by building the ratio of the likelihood functions as in
Eq. (6.8) or taking the difference if the negative logarithm definition is used which makes it possible
to directly determine the uncertainty on the POI. A fit of − log𝜆 (𝜇), referred to as −Δ (NLL), finds
by construction the minimum at the value 𝜇 = 𝜇̂ where the corresponding function has a minimum
value of 0. The standard deviation is defined as the intersection of the fit curve with a straight line at
−Δ (NLL) = 1

2 . If the found estimate of 𝜇 is the true value, the log-likelihood curve corresponds to a
𝜒

2
NDF=1 curve with one degree of freedom [149]. This is illustrated in Fig. 6.3.

6.2.2 Morphing and interpolation

The technique of histogram interpolation and extrapolation is well established in the context of a PLH
fit as the NPs are handled like this. For each NP, a nominal reference 𝜃𝑖 = 0 and an up- (𝜃𝑖 = 1)
and a down-variation (𝜃𝑖 = −1) are given. The interpolation of each NP can influence the signal
and background yields 𝑠 𝑗

(
𝜃𝑖

)
and 𝑏 𝑗

(
𝜃𝑖

)
, respectively. The measurement of 𝑚W and ΓW does not

optimise the likelihood function by finding the best signal strength as a POI but rather evaluates the
likelihood value for different mass or width values. It can be formalised by removing the signal
normalisation factor 𝜇 and adding a dependence of the signal strength on this normalisation parameter
which is correlated with the mass

𝜇𝑠 𝑗
(
𝜃𝑖

)
→ 𝑠 𝑗

(
𝜇, 𝜃𝑖

)
For this transformation, a certain number of templates with different mass or width values is fed into
the PLH fit. To prove the consistency with the 𝜒

2 fit, the same mass splitting as given in Eq. (6.2) is
used for the first cross-check. The fit interpolates between the distinct template hypotheses to be able
to measure any value of 𝑚W or ΓW . The technique of vertical morphing is used and explained with
the example of the 𝑚W measurement. To interpolate between the given mass templates, any template

𝑇

(
𝑚W

)
of any mass value 𝑚W can be achieved by weighting each template, 𝑇𝑘 , with a weight factor

𝑤𝑘

𝑇

(
𝑚W

)
=

𝑁∑︁
𝑘=1

𝑤𝑘

(
𝑚W

)
𝑇𝑘 ,
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Figure 6.4: Graphical illustration of the linear morphing for theW-boson mass. The different mass templates are
indicated with a coloured cross below the 𝑥-axis. Shown is the weight for each template where the interpolation
function belonging to a given template is inked with the same colour as the template itself.

where 𝑁 is the total number of templates that have been produced. The individual weights of the
templates are defined with a piece-wise linear interpolation

𝑤𝑘

(
𝑚W

)
=


1 −

𝑚
𝑘
W−𝑚W

𝑚
𝑘
W−𝑚

𝑘−1
W

, for𝑚𝑘−1
W ≤ 𝑚W ≤ 𝑚

𝑘
W

1 −
𝑚W−𝑚

𝑘
W

𝑚
𝑘+1
W −𝑚𝑘

W
, for𝑚𝑘

W ≤ 𝑚W ≤ 𝑚
𝑘+1
W

0, else.

(6.9)

For any mass value 𝑚W , only two templates contribute to the interpolated distribution. To receive a
template with Δ𝑚W = 0.035 %, the two templates with Δ𝑚W = 0.03 % and Δ𝑚W = 0.04 % are each
weighted by a factor of 0.5 (cf. Eq. (6.2)). The morphing of ΓW works the same as the presented
procedure for the measurement of 𝑚W . The linear interpolation method is illustrated in Fig. 6.4.
It demonstrates the weight of each template to receive any template mass with the help of linear
functions.

As the templates exist in the form of binned histograms, the template 𝑇
(
𝑚W

)
is technically achieved

by weighting each bin with the weight factor derived in Eq. (6.9). A linear dependence of the bin
content on the templates is desired. The bin content of given bins for the different mass templates is
shown in Fig. 6.5 for a given measurement category (𝜇+-channel, |𝜂 | < 0.8). Only some slices of the
observable 𝑝

ℓ

T are shown for illustration. The red line illustrates a linear fit to the bin entries versus
the different mass templates given as a difference Δ𝑚W to the reference mass point. Most of the slices
show a good linear behaviour with slight deviations for the outlier mass templates. An exception is the
slice 38 GeV < 𝑝

ℓ

T < 39 GeV which shows a non-linear behaviour. This is the kinematic region where
the different mass templates change the ratio of the bin entries compared to the nominal template (cf.
Fig. 4.7). To remedy this deficit, the distance of the template points has to be small. Instead of the
template spacing given in Eq. (6.2) used for the 2017 analysis and the PLH fit taking only statistical
uncertainties into account, a finer template spacing is applied for the final result with systematic
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Figure 6.5: Dependence of the bin entries versus the difference of the mass templates to the reference point in
the muon channel. Shown is the dependence for four different bins in the observable 𝑝

ℓ

T for the muon channel
and the measurement category |𝜂 | < 0.8, 𝑞 = +1. The red curve represents a linear fit to the plotted points.
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Figure 6.6: Dependence of the bin entries versus the difference of the width templates to the reference point in
the muon channel. Shown is the dependence for two different bins in the observable 𝑚

W
T for the muon channel

and the measurement category |𝜂 | < 0.8, 𝑞 = +1. The red curve represents a linear fit to the plotted points.

uncertainties.
Figure 6.6 shows the dependence of the bin entries for different width templates for selected slices

of the observable 𝑚
W
T . The functional dependence on the difference in width to the reference point is

for none of the shown bins linear. All bins of the observable 𝑚
W
T show a similar dependence of the

bin entries on the width hypothesis as the presented examples. Hence, it is important to produce a
fine enough template spacing to justify the piece-wise linear interpolation. A better approach to the
template interpolation of histograms is the technique of horizontal morphing [150, 151] but this is not
yet implemented in TRExFitter. Within the scope of this thesis, a quadratic interpolation of a single
POI with the help of one-dimensional quadratic basis functions and a method to interpolate and fit
two morphing POIs at the same time is developed and technically implemented. These techniques are
not used for the final result but explained in Appendix D.

6.2.3 Treatment of uncertainties

The systematic uncertainties model the imperfect knowledge of our prediction, both experimentally
and theoretically. These external measurements are injected as the unknown parameters 𝜃𝜃𝜃 or NPs in
the fit. By convention, the mean value 𝜃

0
𝑖 and the spread Δ𝜃𝑖 are set initially to 𝜃

0
𝑖 = 0 and Δ𝜃𝑖 = 1. If

a feature of the data distribution is well described by the shape of a NP with a value 𝜃𝑖 different from
the pre-fit mean value 𝜃

0
𝑖 , this could hint at inconsistencies in the prediction. The particular NP is

“pulled” which manifests in a difference between the pre-fit and post-fit mean value 𝜃
0
𝑖 . If the size of

a NP is overestimated, either the shape or the normalisation or both, the NP is “constrained”. The
constraint value is the ratio of the pre-fit and post-fit width Δ𝜃𝑖 .
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6.2 The profile likelihood fit

The uncertainties of the MC samples are often referred to as gammas or 𝛾s. Uncertainties with a
statistical origin like those from simulated samples are best described by a Poissonian distribution.
The Poissonian p.d.f. together with a uniform prior results in a gamma posterior explaining the name
of the MC gammas [148]. If the MC simulation is sparsely populated in some regions, it is not a
good description of the distribution but still an estimate with some statistical uncertainty. Barlow and
Beeston suggested to give each bin of each sample a separate NP for the MC gammas [152]. This
would lead to several hundred NPs for the MC statistical uncertainty in this analysis but HistFactory
can condense this situation by assigning one NP per bin representing the uncertainty on the total MC
estimate. The contribution of any bin 𝑏 to the statistical model is the factor

Pois
(
𝑛𝑏 |𝜈𝑏 (𝜶) + 𝛾𝑏𝜈

MC
𝑏 (𝜶)

)
Pois

(
𝑚𝑏 |𝛾𝑏𝜏𝑏

)
, (6.10)

where 𝑛𝑏 is the number of observed events in bin 𝑏, 𝜈𝑏 (𝜶) the number of expected events where
the MC statistical uncertainties can be neglected (either because the estimate is data-driven or the
statistics of the simulated sample sufficiently large), and 𝜈

MC
𝑏 (𝜶) the number of events where the

gammas are considered. The latter two depend on the parameters (𝜶). The factor 𝛾𝑏 measures the
difference between the true rate and the MC estimate 𝜈

MC
𝑏 (𝜶). Considering the MC simulation as an

auxiliary measurement, the constraint term Pois
(
𝑚𝑏 |𝛾𝑏𝜏𝑏

)
is introduced. The MC sample size in bin

𝑏, 𝑚𝑏, fluctuates around the mean of the Poisson 𝛾𝑏𝜏𝑏 if generating a new MC sample where 𝜏𝑏 is the
nominal rate. If assuming a flat prior on 𝛾𝑏, the posterior distribution is a gamma distribution [148].

The presented measurement has three different types of systematic uncertainties as introduced in
Section 6.1.2. However, the systematic uncertainties have to be provided as envelopes with an up and
down type variation to the PLH fit. The paired systematics fulfil this requirement by definition and do
not need any further preparation. The shift systematics consist of only one variation. These one-sided
variations are symmetrised for the input as otherwise, they would introduce instabilities in the PLH fit.
The fit would suffer from the highly non-gaussian shapes of the one-sided shift systematics and the
post-fit uncertainty on the one-sided nuisance parameter is problematic to define if its post-fit central
value is close to zero. The kind of shift systematics used in this analysis compares two different setups
justifying the symmetrisation procedure. The toy MC systematics are even more problematic to feed
into the PLH fit than the shifts systematics as they need to be converted back to the original uncertainty
variation. Including several toy shapes as for the 𝜒

2 fit is not possible in this case. The transformation
is done with the help of methods based on linear algebra discussed in Section 7.6.

6.2.4 Nominal fit results

The first step to change to an advanced fit method is to perform the PLH fit with statistical uncertainties
only and compare it to the results of the 2017 analysis and the revised 𝜒

2 fit. To mimic the normalisation
scheme of the 𝜒

2 fit as much as possible, the fit is set up in the following way: all templates are
normalised to the integral of the nominal template which means they all have the same visible
cross-section. In each measurement category, the signal processes W → ℓ𝜈 and W → 𝜏𝜈 are scaled
such that the sum of their expected number of events matches the number of events of the data
subtracted by the backgrounds. The derived normalisation factors are different for each fit category and
kept constant in the fit. Hence, only information about the shapes of the distributions are considered.
This mimics the normalisation scheme of the 𝜒

2 fit with the difference that there signal and background
are both scaled to match the data integral. The scaling of the background samples means a change of
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the cross-section value which is avoided for the PLH fit. This normalisation model is solely used for
the comparing the fit results using only statistical uncertainties between the two different fit methods.
The comparison of the individual fits and the combination is shown in Fig. 6.7 for the two considered
observables 𝑝

ℓ

T and 𝑚
W
T .

One important aspect is the handling of the MC gammas in the PLH fit. The different mass templates
are injected as separate samples assigning the corresponding mass value. In contrast to Eq. (6.10),
the MC gammas of all template samples have to be separated from the total MC uncertainty due to
technical reasons increasing the number of NPs associated with the MC statistical uncertainty by a
factor of three. If not doing so, the total MC statistical uncertainty would be overestimated and get
constrained in the fit. Furthermore, as the individual template masses are obtained by reweighting
from the nominal mass hypothesis, the MC gammas of the individual template samples are correlated
with the nominal template sample to account for correct statistical treatment.

Overall, the individual fits of the reprocessing agree well for the muon channel but differ in the
electron channel for both observables. Updating the multijet background leads to noticeable shifts due
to the higher contamination compared to the 2017 analysis and the dominant contribution compared
to other background processes. The fit results of the two productions, one just updating the multijet
fractions and the other updating the multijet shapes as well, conform between the two different fit
methods. An exception is the eta slice 2.0 < |𝜂 | < 2.4 in the muon channel, where the PLH fit tends
to smaller values than the 𝜒

2 fit in both observables. The agreement between the two fit methods for
the two considered productions is visible in the electron channel, even though the central values differ
more from the 2017 analysis results.

In the combination of the individual fits, the reprocessing is in good agreement for 𝑝ℓT with the
2017 analysis result while showing a small shift of 1.1 MeV for 𝑚WT . The electron channel causes
the different fit result in 𝑚

W
T which is due to the non-reproducable setup used for the 2017 analysis.

Updating the multijet fractions leads to higher central values of approximately 0.7 MeV for 𝑝ℓT and
4.3 MeV for 𝑚WT compared to the 2017 analysis result. Updating the multijet shapes as well, the
combined fit results increase even further: the value of 𝑝ℓT grows by around 1.6 MeV and the one of
𝑚
W
T by roughly 6.3 MeV, again compared to the central value of the 2017 analysis. By renewing the

multijet background, the difference in the central values between 𝑝
ℓ

T and 𝑚
W
T increases by 2 MeV to

approximately 13 MeV. The higher fractions of the multijet background in the SR and the general
sensitivity of the mass measurement to shape changes of the multijet background in the electron
channel initiate this increase of the central values. The combined values for the two productions
updating the multijet background in two steps are in good agreement between the 𝜒

2 fit and the PLH
fit with differences of less than 0.2 MeV. In addition, the statistical uncertainty is close between the
two fit methods. Hence, the implementation of the PLH fit can be considered successful and closes
with the results of the 𝜒

2 fit.
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Figure 6.7: Comparison of the fit results between the 𝜒
2 fit and the PLH fit for different productions taking

solely statistical uncertainties into account. Shown is the comparison to the 2017 analysis and the evolution
of the central value by updating the multijet fractions and the multijet fractions and shapes. The numbers are
given for individual fits for the observables (a) 𝑝ℓT and (b) 𝑚WT , and the combinations explicitly quote the central
values and uncertainties for (c) 𝑝ℓT and (d) 𝑚WT .
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CHAPTER 7

The systematic uncertainties

Every measurement includes uncertainties, whereas the goal of every research work is to understand
and reduce the uncertainties as much as possible. The total uncertainty consists of statistical and
systematic components. Statistical uncertainties originate from the limited number of performed
measurements. They can be reduced by repeating an experiment over and over again. Another source
of uncertainty of statistical nature arises from the limited size of the simulated samples. Infinite
computing resources would allow to approximate this uncertainty to zero but ensuring surpassing
the data statistics by a factor of two is considered sufficient for this analysis. The uncertainties of
statistical origin are characterised by the uncertainty of a Poissonian counting experiment. Systematic
uncertainties parametrise the limited knowledge of experimental conditions or theoretical predictions.
In contrast to statistical uncertainties, the systematic effects need to be studied thoroughly to be
estimated properly and reduce their impact on the final uncertainty as much as possible.

The motivation of the experimental calibrations is to improve the agreement between simulation
and data. One example is the decay of a Z-boson into two leptons which is used for the experimental
calibration procedures as the final state can be identified easily. Plots comparing the corrected
simulation and data are shown through this chapter to illustrate the correct implementation of the
calibrations. The samples for all these systematics are reprocessed and the impact on the measurement
of 𝑚W evaluated with the help of the 𝜒

2 fit using toy pseudodata smeared by the considered systematic.
In contrast to Asimov data, toy data do not represent the sum of all simulated samples but include
fluctuations of the NPs. The fit results are combined following the treatment of systematic uncertainties
of the 𝜒

2 fit as outlined in Section 6.1.2. The impact of each individual systematic uncertainty on 𝑚W
is compared to the numbers of the 2017 analysis. Important findings of this cross-check are discussed
below. The comparison for each uncertainty category between the 2017 analysis and the revision
is shown in the form of tables after the explanation of the corresponding uncertainty category. All
sources of uncertainties are assumed to be fully correlated between the electron and the muon decay
channels, the two charges of the W-boson and all |𝜂ℓ | categories if not stated otherwise. The numbers
and information of the different systematic uncertainties are taken from the reference publication [86].

7.1 The production and decay of vector bosons

The most important process studied in this measurement is the production and decay of a single
W-boson. In addition, the Z → ℓℓ process is the largest background in the context of measuring mass,
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width and lepton universality of theW-boson. Hence, a good theoretical description and an accurate
physics modelling of the single vector boson production is crucial as well as a good understanding of
the decay and the properties of the decay products. As mentioned in Section 3.4.1, the MC samples of
the production of a single W- or Z-boson are simulated using Powheg+Pythia8.

The W- and Z-boson samples are reweighted to include effects of higher-order QCD and EW
corrections, and fit results to simulated kinematic distributions which improve the agreement between
simulation and data. The fully differential Drell-Yan cross-section [153] is factorised into four terms

d𝜎
d𝑝1 d𝑝2

=

[
d𝜎 (𝑚)

d𝑚

] [
d𝜎 (𝑦)

d𝑦

] [
d𝜎

(
𝑝T, 𝑦

)
d𝑝T d𝑦

(
d𝜎 (𝑦)

d𝑦

)−1
]

[(
1 + cos2

𝜃

)
+

7∑︁
𝑖=0

𝐴𝑖

(
𝑝T, 𝑦

)
𝑃𝑖 (cos 𝜃, 𝜙)

]
,

(7.1)

where 𝑝1 and 𝑝2 represent the four momenta of the decayed lepton and antilepton; 𝑚 is the invariant
mass, 𝑝T the transverse momentum and 𝑦 the rapidity of the dilepton system; 𝜃 is the azimuth and
𝜙 the polar angle of the lepton1 in any restframe of the dilepton system; the eight 𝐴𝑖 numerical
coefficients are connected to the spherical harmonics 𝑃𝑖 of order one, two and zero [86]. The four
terms of Eq. (7.1) are subject to different correction procedures described in the following.

7.1.1 Electroweak corrections and uncertainties

The first part of Eq. (7.1), the differential cross-section as a function of the invariant mass of the
dilepton system, is modelled with the Breit-Wigner parametrisation given in Eq. (4.7). The main
source of EW theory corrections applied to the vector boson samples originates from QED FSR.
The influence of the QED ISR is covered by the parton showering of Pythia8. The corresponding
uncertainty of the FSR modelling is found to be negligible. Other sources of EW corrections are
not included in the used MC samples but their effect is taken as systematic uncertainties. They
incorporate the interference between ISR and FSR QED corrections, and pure weak corrections caused
by virtual-loop and box diagrams. The final-state emission of lepton pairs radiated off in the process
𝛾
∗ → ℓℓ is considered as a higher-order correction but strengthens the energy loss of the W-boson

decay products [86]. The last type of uncertainty in the EW category is the uncertainty on the Z-boson
mass scaled to the W-boson mass because the lepton momentum calibration is performed on the
invariant mass distribution of dilepton Z events [86].

The mentioned uncertainties were evaluated at the particle level2 and inclusively in all measurement
categories for the 2017 analysis [86]. For the reanalysis, all of them have been resurrected at detector
level for all measurement categories. The total uncertainty for both lepton channels and the two fitted
kinematic observables 𝑚WT and 𝑝

ℓ

T is shown in Table 7.1. The effect on 𝑚WT is found to be approximately
1 MeV higher in the reanalysis consistent for all measurement categories and similar between the two
channels. The impact on 𝑝

ℓ

T is larger compared to 𝑚
W
T and a difference at the MeV-level between

2017 analysis and reanalysis is stated. Despite this small discrepancy, this uncertainty category is
considered successfully closed.

1 Here, a lepton means either the negatively charged lepton in the case ofW−- or Z-decays, or the neutrino forW+-decays.
2 The particle level refers to the generator level without running the reconstruction algorithms of the detector.
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Uncertainty category [MeV] EWK unc.
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.6 3.4 4.4

0.6 < |𝜂 | < 1.2 3.4 4.5
1.8 < |𝜂 | < 2.4 3.4 4.5

W+
|𝜂 | < 0.6 3.4 4.7

0.6 < |𝜂 | < 1.2 3.4 4.7
1.8 < |𝜂 | < 2.4 3.4 4.5

𝑝
ℓ

T

W−
|𝜂 | < 0.6 5.3 6.4

0.6 < |𝜂 | < 1.2 5.3 6.6
1.8 < |𝜂 | < 2.4 5.3 6.3

W+
|𝜂 | < 0.6 5.3 6.9

0.6 < |𝜂 | < 1.2 5.3 7.0
1.8 < |𝜂 | < 2.4 5.3 6.5

(a) Electron channel.

Uncertainty category [MeV] EWK unc.
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.8 3.4 4.5

0.8 < |𝜂 | < 1.4 3.4 4.6
1.4 < |𝜂 | < 2.0 3.4 4.7
2.0 < |𝜂 | < 2.4 3.4 5.1

W+
|𝜂 | < 0.8 3.4 4.8

0.8 < |𝜂 | < 1.4 3.4 4.7
1.4 < |𝜂 | < 2.0 3.4 5.0
2.0 < |𝜂 | < 2.4 3.4 5.2

𝑝
ℓ

T

W−
|𝜂 | < 0.8 6.0 6.2

0.8 < |𝜂 | < 1.4 6.0 6.5
1.4 < |𝜂 | < 2.0 6.0 6.8
2.0 < |𝜂 | < 2.4 6.0 8.3

W+
|𝜂 | < 0.8 6.0 6.6

0.8 < |𝜂 | < 1.4 6.0 6.8
1.4 < |𝜂 | < 2.0 6.0 7.3
2.0 < |𝜂 | < 2.4 6.0 8.5

(b) Muon channel.

Table 7.1: Comparison of the size of the total uncertainty for the EW category between the 2017 analysis [86]
and the reanalysis. The uncertainties are given in MeV for the two observables 𝑚WT and 𝑝

ℓ

T in all measurement
categories for both leptonic decay channels. The 𝜒

2 fits to evaluate the size of the uncertainty are performed on
the combination of signal and background samples.

7.1.2 Rapidity distribution and angular coefficients

The differential cross-sections depending on the vector boson rapidity 𝑦, the second part of Eq. (7.1),
and the 𝐴𝑖 coefficients are modelled with perturbative QCD fixed-order predictions.

Higher-order corrections caused by ISR introduce an azimuthal asymmetry in the angular distribution
of the decayed lepton as the vector bosons are not produced with zero transverse momentum which is
the case at leading order. Helicity effects cause this asymmetry and are described by eight harmonic
polynomials 𝑃𝑖 and the same number of dimensionless angular coefficients 𝐴𝑖 which represent the
ratio of the helicity cross-sections compared to the unpolarised cross-section [154]. The harmonic
polynomials are a function of the polar angle and azimuth of the decayed lepton measured in the
boson rest frame, whereas the angular coefficients are a function of 𝑝T, 𝑚, and 𝑦 of the boson. The
differential cross-section depending on the boson rapidity and the angular coefficients are predicted
with fixed-order perturbative QCD calculations at order O

(
𝛼

2
𝑆

)
of the strong coupling constant with

the CT10nnlo PDF set [155]. An optimised version of DYNNLO is used for the NNLO calculation of
the predictions [156, 157].

The values of the angular coefficients differ between the Powheg+Pythia8 samples and the NNLO
predictions. This difference is treated with a reweighting procedure formalised in Eq. (7.2). Larger
differences in the 𝑝

W
T spectrum are observed for the coefficients 𝐴0, 𝐴1 and 𝐴2. The coefficients 𝐴5,

𝐴6 and 𝐴7 differ from zero only for order O
(
𝛼

2
𝑆

)
and higher. They are small in the studied 𝑝

W
T region

and hence found to be negligible. The coefficients 𝐴3 and 𝐴4 are sensitive to the coupling between
Z-boson and fermions and are predicted with the help of the weak mixing angle [135].
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Chapter 7 The systematic uncertainties

7.1.3 Transverse momentum distribution

The modelling of the boson transverse momentum distribution at a given rapidity, the third term of
Eq. (7.1), is performed with the parton shower generator of Pythia8. In the low transverse momentum
region 𝑝

W
T < 30 GeV, large logarithmic terms of the form log

(
𝑚W/𝑝

W
T

)
need to be summarised and

non-perturbative effects to be taken into account [158–162].

The QCD parameters used in Pythia8 utilise a measurement of the Z-boson transverse momentum
distribution with the ATLAS detector at

√
𝑠 = 7 TeV [104]. The three parameters considered in the

fit are the intrinsic transverse momentum of the incoming partons, the value of 𝛼𝑆

(
𝑚Z

)
, and the

value of the infrared cut-off taken for the QCD ISR. The fit results establish the AZ tune of the
Pythia8 parameters. This tune is used to predict the 𝑝

W
T distribution as other MC generators predict

a harder 𝑝WT spectrum for a given 𝑝
Z
T distribution which show discrepancies for some detector-level

distributions [86]. The results of the parameter optimisation in Pythia8 for the AZ and the 4C [163]
tune are compared to the 𝑝

Z
T distribution and the corresponding ATLAS measurement of the boson

transverse momentum [104, 164] in Fig. 7.1. Compared are the normalised differential cross-section

 [GeV]
T
llp

0 5 10 15 20 25 30 35 40

]
-1

 [G
eV

T
/d

p
σ

 dσ
 1

/

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08 Data
Pythia 8 4C Tune
Pythia 8 AZ Tune

ATLAS
-1 = 7 TeV, 4.7 fbs

Z+X→pp

 [GeV]
T
llp

0 5 10 15 20 25 30 35 40P
re

d.
 / 

D
at

a

0.9
0.95

1
1.05

1.1

(a)

 [GeV]
T

p

0 10 20 30 40 50 60 70

W
/Z

R

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3
1.4

Data

Pythia 8 AZ Tune

ATLAS
-1Z+X, 4.7 fb→ = 7 TeV, pps
-1W+X, 30 pb→ = 7 TeV, pps

 [GeV]
T

p
0 10 20 30 40 50 60 70P

re
d.

 / 
D

at
a

0.9
0.95

1
1.05

1.1

(b)

Figure 7.1: Cross-section as a dependence of kinematic observables. Whereas (a) shows the normalised
differential cross-section over 𝑝ℓℓT of Z-boson events [104], (b) shows the cross-section ratio 𝑅W/Z

(
𝑝T

)
over the

boson 𝑝T [104, 164]. The measured cross-sections (data) are compared to Pythia8 prediction with the AZ
Tune and the 4C Tune only for (a). The grey band indicated the total experimental uncertainty (taken from [86]).

and the cross-section ratio which is defined as

𝑅W/Z
(
𝑝T

)
=

(
1
𝜎W

·
d𝜎W

(
𝑝T

)
d𝑝T

) (
1
𝜎Z

·
d𝜎Z

(
𝑝T

)
d𝑝T

)−1

.

The theoretical prediction match the experimental measurement for the low kinematic region 𝑝
W
T <

30 GeV which is relevant for this analysis due to the corresponding requirement in theW-boson event
selection (cf. Section 5.2.5).
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7.1 The production and decay of vector bosons

7.1.4 Reweighting procedure

The vector boson MC samples using the described decay model are reweighted on an event-by-event
basis. The kinematic distributions of the vector bosons and their decay products can be predicted
using subsequently a reweighting of the three-dimensional boson production phase space (𝑚, 𝑝T, and
𝑦) and afterwards a reweighting of the two-dimensional boson decay phase space (𝜃, 𝜙) due to the
factorisation of the cross-section.
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Figure 7.2: Comparison of differential vector boson cross-section between simulation and data. (a) shows
the Z-boson cross-section versus the boson rapidity and (b) the W+ and W− cross-section over the lepton
pseudorapidity [136]. The Powheg+Pythia8 simulation using the CT10nnlo set is compared to the measured
cross-section. The error bars represent the total experimental uncertainty, whereas the bands show the PDF
uncertainties of the used set (taken from [86]).

The reweighting procedure itself is split up into several steps. At first, the inclusive rapidity
distribution 𝑦 of the boson is reweighted to the QCD prediction at NNLO. In a second stage, the
Pythia8 AZ tune is used for the reweighting of the vector boson transverse momentum at a given
rapidity. Lastly, the angular decay distributions for a given rapidity and transverse momentum are
reweighted corresponding to

𝑤
(
cos 𝜃, 𝜙, 𝑝T, 𝑦

)
=

1 + cos2
𝜃 + Σ𝑖𝐴

′
𝑖

(
𝑝T, 𝑦

)
𝑃𝑖 (cos 𝜃, 𝜙)

1 + cos2
𝜃 + Σ𝑖𝐴𝑖

(
𝑝T, 𝑦

)
𝑃𝑖 (cos 𝜃, 𝜙)

, (7.2)

where the 𝐴
′
𝑖 coefficients are evaluated at order O

(
𝛼

2
𝑆

)
and the 𝐴𝑖 coefficients belonging to the

MC samples produced with Powheg+Pythia8. This method includes the corrections described in
Sections 7.1.1 and 7.1.2 and the impact of the uncertainties in the QCD modelling explained in
Section 7.1.5.

The reweighting procedure is probed with different PDF sets. The CT10nnlo, CT14 [165], and
MMHT2014 [166] sets are compared to the corresponding ATLAS measurement [136, 167]. The
CT10nnlo PDF set comparison with the W- and Z-boson cross-section measurement is shown in
Fig. 7.2. A 𝜒

2 compatibility test was performed in the context of the 2017 analysis to quantify the
agreement of the predictions with data for different PDF sets. The CT10nnlo set provides the best

105



Chapter 7 The systematic uncertainties

description of the actual data and is hence considered as the baseline PDF set for this analysis. The
other two sets provide an acceptable description and outperform other theoretical predictions [86].

7.1.5 Uncertainties in the QCD modelling

The production and decay of vector bosons are affected by different kinds of systematic uncertainties
originating from the perturbative and non-perturbative modelling of QCD [168–171]. To estimate the
size of uncertainty, the parameters corresponding to the second, third and fourth terms of Eq. (7.1) are
changed and with the help of the described reweighting procedure in Section 7.1.4 propagated to the
varied MC samples.

Uncertainties in the fixed-order predictions

The uncertainty of the chosen PDF set CT10nnlo is derived using the Hessian method [172]. The
resulting 25 eigenvectors each consist of a pair of variations which are given at 90 % CL. Each
eigenvector pair is scaled to a CL of 68 % as all uncertainties are defined at the 1𝜎 envelope. The PDF
variations influence the boson rapidity and the angular coefficients which are assessed with DYNNLO,
and the effect on the 𝑝

W
T distribution is checked with Pythia8.

Uncertainty category [MeV] PDFs
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.6 31.3 31.0

0.6 < |𝜂 | < 1.2 23.9 23.6
1.8 < |𝜂 | < 2.4 28.1 27.4

W+
|𝜂 | < 0.6 28.5 27.9

0.6 < |𝜂 | < 1.2 23.5 23.1
1.8 < |𝜂 | < 2.4 27.3 27.3

𝑝
ℓ

T

W−
|𝜂 | < 0.6 26.6 26.3

0.6 < |𝜂 | < 1.2 20.9 20.3
1.8 < |𝜂 | < 2.4 22.7 22.3

W+
|𝜂 | < 0.6 24.5 24.0

0.6 < |𝜂 | < 1.2 20.5 20.2
1.8 < |𝜂 | < 2.4 24.1 23.7

(a) Electron channel.

Uncertainty category [MeV] PDFs
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.8 30.6 30.5

0.8 < |𝜂 | < 1.4 22.2 21.7
1.4 < |𝜂 | < 2.0 23.1 22.8
2.0 < |𝜂 | < 2.4 34.1 33.5

W+
|𝜂 | < 0.8 28.4 28.2

0.8 < |𝜂 | < 1.4 23.3 22.4
1.4 < |𝜂 | < 2.0 27.2 26.6
2.0 < |𝜂 | < 2.4 32.8 32.8

𝑝
ℓ

T

W−
|𝜂 | < 0.8 26.4 26.3

0.8 < |𝜂 | < 1.4 19.8 19.2
1.4 < |𝜂 | < 2.0 20.6 20.1
2.0 < |𝜂 | < 2.4 32.7 31.6

W+
|𝜂 | < 0.8 24.7 24.4

0.8 < |𝜂 | < 1.4 20.6 20.3
1.4 < |𝜂 | < 2.0 25.2 24.3
2.0 < |𝜂 | < 2.4 31.8 31.2

(b) Muon channel.

Table 7.2: Comparison of the size of the total uncertainty for the PDF category between the 2017 analysis [86]
and the reanalysis. The uncertainties are given in MeV for the two observables 𝑚WT and 𝑝

ℓ

T in all measurement
categories for both leptonic decay channels. The 𝜒

2 fits to evaluate the size of the uncertainty are performed on
the combination of signal and background samples.

The PDF uncertainties are the dominant source of physics-modelling uncertainties in this measure-
ment. The combination of the 25 eigenvectors of the 2017 analysis and the reanalysis is summarised in
Table 7.2. The comparison between the two analyses shows a consistent picture with a closure at the
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7.1 The production and decay of vector bosons

MeV level. The size of this uncertainty is of similar magnitude between the two observables 𝑚WT and
𝑝
ℓ

T and between the two lepton channels. The uncertainties in the PDFs are strongly anti-correlated
between the opposite charges of theW-boson. The reason is that the total sea PDF of light quarks is
well constrained by deep inelastic scattering experiments but the individual sea decomposition of the
u-, d- and s-quark is less precisely known [173]. Changing the contribution of u in the production of
W− directly influences the contribution of d for theW+ production as the total amount is constant [134].

The other PDF sets MMHT2014 and CT14 are considered as alternative choices and the envelope
in 𝑚W fits is taken as an additional PDF uncertainty which was determined to be 3.8 MeV for the
2017 analysis. The effect of missing higher-order corrections at NNLO and the uncertainty of the
LHC beam energy were studied for the 2017 analysis but found to be negligible. To summarise,
this uncertainty category can be considered successfully closed between the 2017 analysis and the
reanalysis.

Uncertainties in the parton shower predictions and angular coefficients

The dominant and only considered source of systematic uncertainty for the parton shower predictions
relates to the decorrelation of the transverse-momentum distribution between W- and Z-bosons if
the production is induced by a heavy quark. A large correlation is expected for the production by
light quarks which is not the case anymore for the charm and bottom quarks. The reason is the
variable-flavour-number scheme PDF evolution for the flavour matching scales 𝜇c and 𝜇b [174].
Therefore, the scale 𝜇𝐹 is varied in the QCD ISR simultaneously for the light quarks in the processes
qq → W , Z (q = u, d, s), but independently for each of the processes cc → Z, bb → Z and cq → W
(q = d, s). The consequence of the scale variation in the process cq → W is scaled down by a factor
of two to account for the presence of only one charm quark in the initial state. In the 2017 analysis, a
data-driven check verified this source of systematic using 𝑢

ℓ

‖ as a control distribution. The fit found
a good agreement using the scale variation of the mentioned process, identified the envelope of
cq → W as the process which impacts the 𝑚W fits most and is therefore the only systematic uncertainty
considered for this source of uncertainty.

The dominant uncertainty originating from the modelling of the angular coefficients is due to
the experimental uncertainty of the Z-boson measurement which is used to validate the predictions
at NNLO [167]. A pseudodata set containing 1 000 toys is produced by fluctuating the angular
coefficients within the experimental uncertainties. The difference between the fluctuated and the
nominal value of an 𝐴𝑖 coefficient is propagated to the same angular coefficient in the production of
the W-boson. The standard deviation of the 𝑚W distribution originating from the 𝜒

2 fit results to
kinematic distributions of the complete pseudodata set is taken as the uncertainty to describe this
effect.

The two main uncertainties in the parton shower predictions and angular coefficients are summarised
in the QCD uncertainty category shown in Table 7.3. The uncertainty of this category is quite
constant across the two observables, the two channels and all measurement categories. There is a good
agreement of the size of uncertainty between the 2017 analysis and the reanalysis at the MeV level.
This ensures that the dominant sources of uncertainties have been considered while neglecting smaller
contributions of other effects and closes the comparison for this uncertainty category successfully.
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Uncertainty category [MeV] QCD unc.
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.6 9.5 10.0

0.6 < |𝜂 | < 1.2 9.7 9.7
1.8 < |𝜂 | < 2.4 9.9 10.1

W+
|𝜂 | < 0.6 9.9 9.7

0.6 < |𝜂 | < 1.2 9.6 10.1
1.8 < |𝜂 | < 2.4 8.4 8.9

𝑝
ℓ

T

W−
|𝜂 | < 0.6 8.1 8.9

0.6 < |𝜂 | < 1.2 8.0 8.8
1.8 < |𝜂 | < 2.4 8.3 9.1

W+
|𝜂 | < 0.6 9.0 9.1

0.6 < |𝜂 | < 1.2 8.9 9.7
1.8 < |𝜂 | < 2.4 6.7 8.8

(a) Electron channel.

Uncertainty category [MeV] QCD unc.
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.8 9.5 9.8

0.8 < |𝜂 | < 1.4 9.7 9.3
1.4 < |𝜂 | < 2.0 9.7 9.3
2.0 < |𝜂 | < 2.4 9.9 9.4

W+
|𝜂 | < 0.8 9.9 9.5

0.8 < |𝜂 | < 1.4 9.6 9.6
1.4 < |𝜂 | < 2.0 9.3 9.5
2.0 < |𝜂 | < 2.4 8.4 8.9

𝑝
ℓ

T

W−
|𝜂 | < 0.8 8.1 8.6

0.8 < |𝜂 | < 1.4 8.0 8.1
1.4 < |𝜂 | < 2.0 8.0 8.2
2.0 < |𝜂 | < 2.4 8.3 8.8

W+
|𝜂 | < 0.8 9.0 8.7

0.8 < |𝜂 | < 1.4 8.9 9.0
1.4 < |𝜂 | < 2.0 8.2 8.6
2.0 < |𝜂 | < 2.4 6.7 8.0

(b) Muon channel.

Table 7.3: Comparison of the size of the total uncertainty for the QCD category between the 2017 analysis [86]
and the reanalysis. The uncertainties are given in MeV for the two observables 𝑚WT and 𝑝

ℓ

T in all measurement
categories for both leptonic decay channels. The 𝜒

2 fits to evaluate the size of the uncertainty are performed on
the combination of signal and background samples.

7.2 Calibration of light leptons

A good calibration of the simulated data is crucial for the presented measurements as the fitted
kinematic distributions are shape sensitive to the properties of the W-boson. In addition, the fitted
distributions are distorted by the energy and momentum resolutions of the leptons as well as the
lepton-selection efficiencies. The process of simulation includes resolution effects but the presented
calibration procedure aims to correct the resolution to match with the data. All corrections are applied
to the simulation samples except for the muon sagitta bias correction and the electron energy response
correction which are both applied to data. All corrections aim to improve the agreement between MC
prediction and data and are, together with the corresponding systematic uncertainties, discussed in the
following sections.

7.2.1 Calibration of muons

The reconstruction of muons is described in detail in Section 3.3.2. The kinematic properties of the
muons are taken only from the information of the ID to reduce the complexity of the calibration.

Muon momentum calibration

The muon momentum can be biased due to two reasons: a radial bias is caused by detector movements
along the particle trajectory, while a sagitta bias is due to curl-distortions or linear twists of the
detector around the 𝑧-axis [175]. The muon momentum scale and resolution corrections are applied
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on simulation, whereas the muon sagitta bias correction is applied on data to correct for misalignment
following the equations

𝑝
MC,corr
T = 𝑝

MC
T × [1 + 𝛼 (𝜂, 𝜙)] ×

[
1 + 𝛽curv (𝜂) · 𝐺 (0, 1) · 𝑝MC

T

]
𝑝

data,corr
T =

𝑝
data
T

1 + 𝑞 · 𝛿 (𝜂, 𝜙) · 𝑝data
T

,

where 𝑝
MC
T and 𝑝

data
T are the uncorrected values of MC and data, respectively, and 𝐺 (0, 1) a Gaussian

distributed random variable with mean zero and width one. The free parameters 𝛼, 𝛽curv and 𝛿

determine the momentum scale, intrinsic resolution and sagitta bias corrections, respectively [86].
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Figure 7.3: Performance plots of the muon momentum calibration. (a) shows the residual muon momentum
scale corrections over the inverse transverse momentum of the muon for different pseudorapidity regions. A
linear function is fitted to the points where the errors bars indicate the statistical uncertainty. (b) illustrates
the sagitta bias 𝛿 as a function of 𝜂ℓ averaged over 𝜙ℓ . Shown are the 𝐸/𝑝 and the Z → 𝜇𝜇 methods and the
combination of both assuming the two measurements are uncorrelated. The error bars of the points give the
statistical uncertainty (taken from [86]).

The former two are calculated using the dimuon invariant mass distribution of Z → 𝜇𝜇 decays
employing the method described in [87]. Samples including the momentum scale and resolution
corrections are compared to data in a 𝜒

2 minimisation of the invariant mass distribution to determine
the best values for 𝛼 and 𝛽curv separately in different detector regions. The parameters 𝛼 and
𝛽curv are sensitive to several sources of uncertainties: the choice of the fit range, a bias caused
by the fit methodology, the background contributions, the theoretical modelling of the Z-boson
production, the non-linear behaviour of contributions, and the material distribution in the ID [86]. The
uncertainties related to the momentum scale 𝛼 and the momentum resolution 𝛽curv are summarised in
a single envelope. The resolution uncertainties were evaluated in bins of pseudorapidity 𝜂 instead
of the absolute pseudorapidity bins |𝜂 | which define the measurement categories. As the statistical
uncertainty is evaluated with the inverse of the square-root of the number of events 1/

√
𝑁 , the

resolution systematics have to be corrected with a factor of 1/
√

2 and are considered uncorrelated
across the muon pseudorapidity. In addition, these two aspects hold for the statistical uncertainty of
the Z → 𝜇𝜇 sample on which the calibration is performed.

109



Chapter 7 The systematic uncertainties

The uncertainty caused by the extrapolation of the Z → 𝜇𝜇 momentum range to the one ofW → 𝜇𝜈

is parametrised as
𝛿𝛼 = 𝑝0 +

𝑝1

〈𝑝ℓT
(
W

)
〉
,

where 〈𝑝ℓT
(
W

)
〉 is the average muon 𝑝T from W-bosons decays, and 𝑝0 and 𝑝1 are free parameters.

The parameters are expected to have the values 𝑝0 = 1 and 𝑝1 = 0 if the correction is momentum-
independent. The fits of 𝛿𝛼 over 1/〈𝑝ℓT

(
W

)
〉 in the different |𝜂 | categories are illustrated in Fig. 7.3(a).

A momentum non-linearity characterised by the maximum of the fitted value of 𝑝1 and its uncertainty
determines the extrapolation systematic uncertainty. This uncertainty is taken uncorrelated over the
pseudorapidity range due to the statistical nature of this uncertainty [86].

 [GeV]ll m

80 82 84 86 88 90 92 94 96 98 100

E
ve

nt
s 

/  
0.

4 
G

eV

10000

20000

30000

40000

50000

60000

 
  Data

−µ+µ →Z
Background

ATLAS
-1 = 7 TeV, 4.1 fbs

 [GeV]ll m
80 82 84 86 88 90 92 94 96 98 100D

at
a 

/ P
re

d.

0.95
1

1.05

                        

(a)

80 85 90 95 100

mℓℓ [GeV]

0.95

1

1.05

P
re

d
.

 / 
D

a
ta

20

40

60

310×

G
e
V

 
0
.4

 / 
E

v
e
n
ts

Data
−µ+µ → Z

Backgrounds

Stat. uncert.

1−pb , 4059VeT 7 = s Data
−µ+µ → Z

Backgrounds

Stat. uncert.

(b)

Figure 7.4: Comparison of the data to simulation agreement of the invariant dimuon mass in Z → 𝜇𝜇 events
between (a) the 2017 analysis (taken from [86]) and (b) the reanalysis. All corrections concerning the momentum
calibration and the selection efficiency are applied to the simulation, whereas the sagitta bias correction is
applied to data. The lower panel shows the ratio of data to simulation where the error bars indicate the statistical
uncertainty and the green band represents the uncertainty caused by the limited simulation sample size.

The derivation of the muon sagitta bias 𝛿 is based on two different methods: the first uses
Z → 𝜇𝜇 events to determine the peak position of the dimuon invariant mass spectrum of data and
simulation. This method can determine the charge dependence of the momentum scale for 𝑝T values
of approximately 42 GeV for different categories in charge and pseudorapidity which corresponds to
the average transverse momentum of muons in Z-boson decays. The second method rests upon tightly
identified electrons in the W → e𝜈 decay [83] and uses the ratio of the electron energy 𝐸 measured
in the ECAL to the electron momentum 𝑝 measured in the ID. This permits a charge-dependent
determination of the correction factors for 𝑝T values of approximately 38 GeV which corresponds to
the average transverse momentum of muons in W-boson decays. The sagitta bias correction factors
combine the two presented methods in different 𝜂 and 𝜙 bins which is shown in Fig. 7.3(b). The two
methods agree within their statistical uncertainties. The total combined uncertainty of this correction
is mainly caused by the finite statistics of the used samples [86]. The envelope describing the final
uncertainty is determined as a fully integrated effect over the pseudorapidity of the lepton. Due to the
four different |𝜂 | measurement categories, this effect has to be multiplied by a factor of two and is
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7.2 Calibration of light leptons

uncorrelated across the muon pseudorapidity.
The outcome of the calibration procedure of the muons is shown in Fig. 7.4 which compares the

invariant mass spectrum of data to simulated Z → 𝜇𝜇 events. The plot is given for the 2017 analysis
and the reanalysis, respectively, to check if all muon calibrations have been implemented successfully.
The data-to-prediction ratio panel indicates a similar trend over the whole invariant mass spectrum
with a good description at the Z mass peak and some slight deviations at the tails. Hence, it can be
assumed that all muon related corrections are applied correctly in the reanalysis measurement.

Muon selection efficiency

In the selection of W- and Z-boson events, the muons must pass a set of requirements on the
reconstruction, trigger and isolation. Differences in the efficiency of these three conditions between
data and simulation can affect the shape of the fitted kinematic observables. Hence, they introduce a
shift in the measured properties. All systematic uncertainties related to the selection efficiency are
treated as uncorrelated between the pseudorapidity categories.

The trigger and reconstruction efficiencies are expected to be constant over 𝑝ℓT for muons with a
transverse momentum of 𝑝ℓT > 15 GeV, whereas the isolation efficiency varies versus 𝑝

ℓ

T. In addition,
the muon selection inefficiency is impacted by the efficiency corrections. This affects the estimate
of the Z → 𝜇𝜇 background and contributes to the W → 𝜇𝜈 selection if a muon is not passing the
reconstruction and selection requirements. A systematic uncertainty is applied for these “missed”
muons.
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Figure 7.5: SFs for the different muon selection efficiencies as a function of the muon transverse momentum.
Given are the reconstruction, trigger and isolation efficiencies received using the tag-and-probe method in
Z → 𝜇𝜇 events. The error bars indicate statistical uncertainties (taken from [86]).

The correction factors of the muon efficiencies are determined between data and simulation using
the tag-and-probe method in Z → 𝜇𝜇 events [87]. The SFs are calculated in different regions split in
𝜂 and 𝜙 to account for the detector geometry. The results of the SF efficiencies are shown in Fig. 7.5
where the trigger and isolation SFs deviate on average less than 0.3 % and the reconstruction SF about
1.1 % from unity. The SF uncertainties consist of the dominant statistical uncertainty of the used
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Chapter 7 The systematic uncertainties

Z → 𝜇𝜇 sample and the systematic uncertainties due to the multijet background contribution and the
momentum-scale uncertainty. The ID tracking efficiency is above 99.5 % for muon candidates and the
corresponding uncertainty is neglected as it is below the per mille level [86]. The plausibility of the
efficiency corrections is checked by comparing corrected simulated kinematic distributions to data as
shown in Fig. 7.4. Further distributions of the pseudorapidity are given in Appendix E.1.

Comparison of muon systematic uncertainties

The mentioned systematic uncertainties affecting the muon momentum calibration and the muon
selection efficiencies are added in quadrature for each measurement category and presented in Table 7.4.

Uncertainty category [MeV] Muon Unc.
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.8 11.6 12.1

0.8 < |𝜂 | < 1.4 18.5 19.7
1.4 < |𝜂 | < 2.0 33.9 34.4
2.0 < |𝜂 | < 2.4 123.7 124.4

W+
|𝜂 | < 0.8 12.4 11.3

0.8 < |𝜂 | < 1.4 19.3 18.8
1.4 < |𝜂 | < 2.0 35.1 34.2
2.0 < |𝜂 | < 2.4 112.4 111.9

𝑝
ℓ

T

W−
|𝜂 | < 0.8 11.6 12.6

0.8 < |𝜂 | < 1.4 18.3 18.8
1.4 < |𝜂 | < 2.0 35.1 34.0
2.0 < |𝜂 | < 2.4 116.1 115.3

W+
|𝜂 | < 0.8 12.2 12.6

0.8 < |𝜂 | < 1.4 19.1 19.6
1.4 < |𝜂 | < 2.0 33.1 32.0
2.0 < |𝜂 | < 2.4 110.1 110.3

Table 7.4: Comparison of the size of the total uncertainty for the muon calibration between the 2017 analysis [86]
and the reanalysis. The uncertainties are given in MeV for the two observables 𝑚WT and 𝑝

ℓ

T in all measurement
categories for the muon decay channel. The 𝜒

2 fits to evaluate the size of the uncertainty are performed on the
combination of signal and background samples.

The uncertainties are comparable between the two observables 𝑚WT and 𝑝
ℓ

T and the two charges of
the W-boson. However, the uncertainties increase by a factor of approximately ten when going from
the low pseudorapidity region |𝜂 | < 0.8 to the one closest to the beampipe (2.0 < |𝜂 | < 2.4). Most of
the systematic uncertainties of this category have a statistical origin and the region 2.0 < |𝜂 | < 2.4 has
the lowest statistics. Another reason for this trend is the poor resolution as only the muon kinematic
properties measured by the ID are used to simplify the calibration procedure. Complications as
alignment and energy loss related to the MS are avoided but this detector part provides a good
resolution in the endcaps. The reference analysis and the revision consistently differ by less than
1.2 MeV, and the recreation of the muon related systematic uncertainties can be closed with success.
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7.2 Calibration of light leptons

7.2.2 Calibration of electrons

Electrons are reconstructed by geometrically matching an energy deposit found in the ECAL to a track
of the ID as outlined in Section 3.3.1.

Electron energy response

The electron energy calibration is based on the electron and photon energy calibration of ATLAS
for Run-1 using Z → ee events [84]. In the initial step, detector effects are corrected for, whereas
energy-scale and calorimeter energy resolution corrections are derived with the dilepton invariant
mass distribution [86]. The term energy response unifies the energy scale and resolution.
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Figure 7.6: Relative data to simulation ratio of the energy-momentum ratio as a function of the azimuth for
electrons. The variations are shown for W- and Z-boson events for (a) |𝜂ℓ | < 1.2 and (b) 1.8 < |𝜂ℓ | < 2.4.
Corrections of the electron energy, the momentum scale, resolution, and sagitta bias are applied. The mean
of the 〈𝐸/𝑝〉 distribution is normalised to unity. The error bars indicate the statistical uncertainties (taken
from [86]).

The corresponding uncertainties of the energy response originate from the limited statistics of the
simulated Z → ee sample, the physics modelling of the resonance, and the calibration procedure.
Additional sources of uncertainties arise from the extrapolation of the electron and photon energy
calibration from the Z-boson calibration to a broad energy spectrum. Furthermore, uncertainties
arise from the non-linearity of the energy response from Z to W-boson decays. The parametrisation
of the inter-calibration of calorimeter layers and in the passive material, the calorimeter read-out
calibrations, and the imperfect electronics pedestal subtraction affect the data, whereas the modelling
of interactions between electrons and the detector material in GEANT4 belongs to the simulation [86].
The corresponding uncertainties are then applied to the simulated samples.

The azimuthal dependence of the electron-energy response due to mechanical deformations in the
ECAL is detected in particular in the endcaps as shown in Fig. 7.6. This deviation is corrected with
the mean of the energy to momentum ratio 〈𝐸/𝑝〉. The belonging uncertainty is neglectable. The
non-Gaussian tails in the energy response are mis-modelled when looking at the 𝐸/𝑝 distribution due
to the imperfect shower reconstruction in the calorimeters. Electrons in mis-modelled regions are
removed and a dedicated systematic uncertainty is assigned [86].
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Figure 7.7: Comparison of the data to simulation agreement of the invariant dielectron mass in Z → ee events
between (a) the 2017 analysis (taken from [86]) and (b) the reanalysis. The corrections concerning the energy
resolution and the selection efficiency are applied to the simulation, whereas the energy scale corrections are
applied to the data. The lower panel shows the ratio of data to simulation where the error bars indicate the
statistical uncertainty and the green band represents the uncertainty caused by the limited simulation sample
size.

The uncertainties related to the mis-modelled energy tails, the response of the detector, the
pedestal subtraction, the inter-calibration of the first and the second calorimeter layers, the energy
resolution of the calorimeter (cf. Eq. (3.4)), and the statistical uncertainty on the Z-based absolute
scale determination are considered uncorrelated across the electron pseudorapidity. The latter two
are statistically dominated and similar to the muon systematic uncertainties evaluated in bins of
pseudorapidity implying half the number of events compared to a binning in absolute values of
pseudorapidity. Hence, the corresponding systematics have to be corrected with a factor of 1/

√
2 to

account for the used measurement categories binned in absolute values of the pseudorapidity.
The complete calibration procedure is applied to the corresponding samples and a comparison of

the dielectron invariant mass in Z → ee events between data and simulation is shown in Fig. 7.7.
The relation of the agreement between the reference publication and the reanalysis is presented as
well. The data-to-prediction ratio in the lower panel indicates a tendency between the two with good
agreement around the Z mass peak and small discrepancies in some tail bins. A perfect agreement
between the two analyses would not have been expected due to the found issues in the electron channel
including an issue in the electron energy calibration (cf. Section 5.2.6). Overall, the energy corrections
are accurately implemented in the reanalysis.

Electron selection efficiency

Similar to muons, efficiency corrections due to the electron selection are derived with W → e𝜈,
Z → ee and J/𝜓 → ee samples for the reconstruction, identification, trigger and isolation [83]. The
corresponding uncertainties are at the sub per cent level between 0.1–0.3 % depending on the SF type
and the detector part [86].

The LAr simple veto is part of the lepton selection first mentioned in Section 5.2.2 and is due to
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7.3 Calibration of the recoil

a failure of several Front-End Boards. Electrons were not reconstructed in the affected parts of the
detector but the trigger acceptance lost could not be simulated perfectly and a dedicated efficiency
correction factor is determined to correct for the mis-modelling. The systematic uncertainty related to
the charge mis-measurement of electrons plays a minor role in the selection efficiency uncertainties
and is therefore neglected for the reanalysis [86].

The correct implementation of the selection efficiency calibrations is illustrated with a good
data-to-simulation agreement as outlined in Fig. 7.7. Further plots of the pseudorapidity distributions
can be found in Appendix E.1.

Comparison of electron systematic uncertainties

The presented electron systematic uncertainties are added in quadrature and summarised in Table 7.5.
Similar to the muon related uncertainties, there is good comparability between the kinematic
observables 𝑚WT and 𝑝

ℓ

T and the charges in the electron channel. There is a slight increase in the size
of the total uncertainty when going from low to high absolute values of the lepton pseudorapidity.
The consistency between the 2017 analysis and the reanalysis is acceptable with small differences
for the measurement categories |𝜂 | < 0.6 and 0.6 < |𝜂 | < 1.2 but discrepancies of up to 2.7 MeV for
1.8 < |𝜂 | < 2.4. However, the systematic uncertainties related to the electron calibration are well
reproduced.

Uncertainty category [MeV] Elec Unc.
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.6 16.4 17.4

0.6 < |𝜂 | < 1.2 18.7 19.5
1.8 < |𝜂 | < 2.4 33.2 30.8

W+
|𝜂 | < 0.6 19.5 18.9

0.6 < |𝜂 | < 1.2 21.4 21.5
1.8 < |𝜂 | < 2.4 26.6 29.3

𝑝
ℓ

T

W−
|𝜂 | < 0.6 19.8 19.8

0.6 < |𝜂 | < 1.2 19.7 21.3
1.8 < |𝜂 | < 2.4 30.7 33.1

W+
|𝜂 | < 0.6 20.1 21.8

0.6 < |𝜂 | < 1.2 21.4 22.2
1.8 < |𝜂 | < 2.4 30.8 33.5

Table 7.5: Comparison of the size of the total uncertainty for the electron calibration between the 2017
analysis [86] and the reanalysis. The uncertainties are given in MeV for the two observables 𝑚WT and 𝑝

ℓ

T in all
measurement categories for the electron decay channel. The 𝜒

2 fits to evaluate the size of the uncertainty are
performed on the combination of signal and background samples.

7.3 Calibration of the recoil

The reconstruction of the recoil 𝑢T is outlined in Section 3.3.5. The recoil itself is not fitted directly
to determine the properties of theW-boson but affects the distribution of the transverse mass of the
W-boson directly and the transverse lepton momentum in addition through the event selection.
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Chapter 7 The systematic uncertainties

7.3.1 Event activity corrections

The mis-modelling of the event activity is corrected in the simulated samples separately forW- and
Z-boson events. The average pile-up 〈𝜇〉 deteriorates the resolution of the recoil. Uncertainties in
the cross-section and in the inelastic collisions cause differences between data and simulation in the
pile-up distribution which are corrected [86].
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Figure 7.8: Distributions visualising the effect of the recoil calibration in Z → 𝜇𝜇 events. Shown are (a) the
Σ𝐸

∗
T distribution before and after the Smirnov transformation and (b) the azimuth 𝜙

(
𝑢T

)
distribution before and

after the 𝑢𝑥,𝑦 correction. The error bars on the data-to-prediction ratio in the lower panel indicate the statistical
uncertainties (taken from [86]).

The remaining differences are due to the mis-modelling of other processes involved in the primary
interaction. The distribution of the transverse energy corrected by the magnitude of the recoil, the
Σ𝐸

∗
T distribution

Σ𝐸
∗
T = 𝐸T − | ®𝑢T |,

is sensitive to such mis-modelling and the residual effects are corrected by a Smirnov transform-
ation [176] to match the distribution between data and simulation. The differences in the Σ𝐸

∗
T

distribution depend on 𝑝
ℓℓ

T of the Z-boson which is why the correction factors are computed for
different boson transverse momentum bins. The results of applying the Smirnov transformation
are shown in Fig. 7.8(a) where the correction significantly improves the agreement between data
and simulation. The transverse momentum of the W-boson can only be deduced from the recoil
momentum which suffers from a worse resolution compared to the one of 𝑝ℓℓT . Hence, it is assumed
that the 𝑝T dependent differences in the Σ𝐸∗

T distribution inW-boson events follow the corresponding
differences in Z-boson events. Subsequently, the correction derived on the 𝑝

ℓℓ

T of Z-boson events is
directly applied to the transverse momentum 𝑝

W
T of the W-boson [86].

7.3.2 Residual response corrections

The transverse momentum distribution of vector bosons is biased in the 𝜙 direction caused by a
difference between the IP and the centre of the detector, a non-zero crossing angle of the colliding
proton beams and imperfections in the calorimeter response. Therefore, the components of the
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7.3 Calibration of the recoil

transverse momentum, 𝑢𝑥 and 𝑢𝑦 , are corrected for the difference between data and simulation using
Z-boson events [86]. The corrected simulation describes much better the data as it is shown for the 𝜙

distribution of the recoil in Fig. 7.8(b).
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Figure 7.9: Comparison of the data to simulation agreement of the 𝑢T distribution in Z → 𝜇𝜇 events between
(a) the 2017 analysis before and after applying all corrections (taken from [86]) and (b) the reanalysis including
all recoil corrections. The lower panel shows the ratio of data to simulation where the error bars indicate the
statistical uncertainty and the green band represents the uncertainty caused by the limited simulation sample
size.

The recoil energy scale and resolution are corrected in bins of Σ𝐸∗
T and 𝑝

ℓℓ

T based on Z-boson
events at the reconstruction level. The energy scale correction removes the difference in 𝑢

Z
‖ + 𝑝

ℓℓ

T
between data and simulation, whereas the resolution correction removes any deviations based on the
𝑢
Z
⊥ distribution. The derived correction functions are applied to 𝑢⊥ and 𝑢 ‖ of the vector bosons while

taking into account the transverse momentum of the W- and Z-boson at the particle level. The recoil
calibration leads to a decent agreement between data and simulation as shown for the 𝑢T distribution
in Z → 𝜇𝜇 events in Fig. 7.9. A comparison to the uncalibrated 𝑢T distribution is shown only for the
2017 analysis in Fig. 7.8(a). Again, the resurrection of the recoil calibrations leads to a good agreement
between the reference publication and the reanalysis, in particular, visible in the data-to-prediction
ratio panel. Other recoil distributions for Z → 𝜇𝜇 and Z → ee are given in Appendix E.2. The
calculated corrections were cross-checked with the alternative MC generator Powheg+Herwig leading
to similar results in the 2017 analysis [86].

7.3.3 Systematic uncertainties on the recoil

Every step of the recoil calibration is potentially a source of uncertainty. Starting with the correction of
the pile-up, the SF is varied within its uncertainty and the recoil calibration procedure is repeated. This
uncertainty plays a minor role in the recoil uncertainty category as found out in the 2017 analysis and
is therefore neglected for the reanalysis. The uncertainty on the Smirnov transformation is evaluated
by comparing the Σ𝐸

∗
T correction on the transverse momentum of the W-boson to a 𝑝T-inclusive

correction [86]. The systematic uncertainty covers the maximal difference in the 𝑝T dependence
betweenW- and Z-boson events. Fractions of this uncertainty are taken as a residual difference and are
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determined separately for the two charges to be 0.62 for W+ and 0.5 for W−. The produced systematic
envelopes are multiplied with the corresponding factor [177].

The corrections on the recoil energy scale and resolution are applied by extrapolation from Z- to
W-boson events. The correction functions are varied by 6 % to determine the systematic uncertainty
related to the Z → W extrapolation which corresponds to the size of the residual resolution correction
explaining observed differences in the 𝑢⊥ distribution between W- and Z-boson events. An additional
uncertainty in this correction procedure is the statistical uncertainty of the correction factors. Finally,
the binned correction is compared to a smooth interpolation between the bins and assigned as an
additional systematic uncertainty [86].

Uncertainty category [MeV] Recoil
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.6 11.8 12.1

0.6 < |𝜂 | < 1.2 11.2 12.8
1.8 < |𝜂 | < 2.4 12.8 11.8

W+
|𝜂 | < 0.6 13.1 16.7

0.6 < |𝜂 | < 1.2 15.1 19.1
1.8 < |𝜂 | < 2.4 16.4 18.9

𝑝
ℓ

T

W−
|𝜂 | < 0.6 2.6 2.1

0.6 < |𝜂 | < 1.2 2.7 2.9
1.8 < |𝜂 | < 2.4 2.7 3.3

W+
|𝜂 | < 0.6 2.6 1.8

0.6 < |𝜂 | < 1.2 2.7 2.1
1.8 < |𝜂 | < 2.4 2.7 2.6

(a) Electron channel.

Uncertainty category [MeV] Recoil
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.8 13.1 13.5

0.8 < |𝜂 | < 1.4 12.2 12.7
1.4 < |𝜂 | < 2.0 10.5 12.0
2.0 < |𝜂 | < 2.4 11.6 14.1

W+
|𝜂 | < 0.8 15.2 19.5

0.8 < |𝜂 | < 1.4 13.0 17.1
1.4 < |𝜂 | < 2.0 14.3 17.7
2.0 < |𝜂 | < 2.4 14.4 17.0

𝑝
ℓ

T

W−
|𝜂 | < 0.8 2.6 2.0

0.8 < |𝜂 | < 1.4 2.5 4.1
1.4 < |𝜂 | < 2.0 2.6 3.9
2.0 < |𝜂 | < 2.4 2.6 2.3

W+
|𝜂 | < 0.8 2.6 2.1

0.8 < |𝜂 | < 1.4 2.5 2.7
1.4 < |𝜂 | < 2.0 2.5 2.1
2.0 < |𝜂 | < 2.4 2.5 3.0

(b) Muon channel.

Table 7.6: Comparison of the size of the total uncertainty for the recoil category between the 2017 analysis [86]
and the reanalysis. The uncertainties are given in MeV for the two observables 𝑚WT and 𝑝

ℓ

T in all measurement
categories for both leptonic decay channels. The 𝜒

2 fits to evaluate the size of the uncertainty are performed on
the combination of signal and background samples.

The systematic uncertainties related to the calibration procedure of the recoil are again added in
quadrature and shown in Table 7.6. Overall, the observable 𝑚

W
T is directly affected by the recoil and

the total uncertainties are higher than for 𝑝
ℓ

T where the uncertainties only enter through the event
selection. There is a good consistency in the size of uncertainty between the 2017 analysis and the
reanalysis for 𝑚WT with bigger differences for W+ of more than 4 MeV which is caused by the Σ𝐸

∗
T

correction. In addition, the Σ𝐸
∗
T correction is responsible for the constantly higher uncertainty in

𝑚
W
T for the positively charged leptons compared to negatively charged leptons. The difference for 𝑝ℓT

is often less than 1 MeV with some bigger differences in the muon channel of up to 1.6 MeV. This
can be explained by an issue found concerning the initial seed of the recoil calibration which was
not properly set in the reference publication but fixed for the reanalysis. However, this uncertainty
category is considered closed.
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7.4 Cross check tests with Z-boson events

7.4 Cross check tests with Z-boson events

Dilepton events originating from Z-boson decays are used not only to determine calibrations but to
check their correctness in kinematic distributions. A Z-boson candidate event selection is set up
similar to the one forW-bosons as mentioned in Section 5.2.5. In addition to the aforementioned cuts,
a requirement on the transverse momentum of the dilepton system is demanded to 𝑝

ℓℓ

T < 30 GeV.
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Figure 7.10: Comparison of the data to simulation agreement of the 𝑝
ℓℓ

T distributions from Z-boson events
between the 2017 analysis (a,c) (taken from [86]) and the reanalysis (b,d). Shown are Z → 𝜇𝜇 events (a,b) and
Z → ee events (c,d). The physics-modelling corrections and detector calibrations are applied to the simulation.
The lower panel illustrates the data-to-prediction ratio with the error bars indicating the statistical uncertainties
and the green band represents the uncertainty caused by the limited simulation sample size.

The fundamental difference between a W- and Z-boson decay is, besides the mass of the mother
particle, the neutrino in the final state of the W-boson. The presence of a neutrino allows it to define
kinematic quantities like 𝐸

miss
T and the transverse mass of the boson 𝑚T. To overcome this difference

in Z-boson decays, one of the leptons is considered as the neutrino to define the mentioned properties.
This method is repeated per Z-boson event by removing the positively and the negatively charged
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Figure 7.11: Comparison of the data to simulation agreement of the 𝑝
ℓ

T distributions illustrating the transverse
momentum of both decayed leptons from Z-boson events between the 2017 analysis (a,c) (taken from [86]) and
the reanalysis (b,d). Shown are Z → 𝜇𝜇 events (a,b) and Z → ee events (c,d). The physics-modelling corrections
and detector calibrations are applied to the simulation. The lower panel illustrates the data-to-prediction ratio
with the error bars indicating the statistical uncertainties and the green band represents the uncertainty caused
by the limited simulation sample size.

lepton one by one [86].
The background contributions from EW contributions and top-quark processes are evaluated using

the MC samples discussed in Section 3.4.1. The backgrounds are normalised to the corresponding
cross-section. They contribute around 0.1 % to both decay channels. The multijet background was
found to be negligible in the 2017 publication [86]. The contribution was checked with bb and cc
MC samples in the muon channel and a data-driven estimate in the electron channel similarly to the
multijet background estimation for the W-boson candidate selection (cf. Section 5.3).

The 𝑝
ℓℓ

T distribution shown in Fig. 7.10 proves the correctness of the applied calibration in Z-boson
events. It is insensitive to 𝑚Z as the observable reflects the transverse momentum of the boson. The
Z-boson decays at rest at LO and the distribution is smeared by ISR, FSR and the detector resolution (cf.
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7.5 Uncertainties of background processes

the considerations to the origin of the Jacobian peak in Section 4.2). In contrast, the 𝑝
ℓ

T distributions
illustrated in Fig. 7.11 are sensitive to the Z-boson mass similar to the observable 𝑝

ℓ

T of the decayed
charged lepton in the W-boson decay (cf. Section 4.2). The agreement between data and simulation is
at the per cent level for the transverse momentum distributions of the dilepton system and the single
lepton. Furthermore, Figs. 7.10 and 7.11 compare the agreement between the 2017 analysis and
the reanalysis. The lower panel shows a similar trend of the data-to-prediction ratio with a slightly
better agreement for Z → 𝜇𝜇 events compared to Z → ee events. Further cross-check distributions of
Z-boson events can be found in Appendix E.3. The reference publication performed a template 𝜒

2 fit
of the Z-boson mass in different measurement categories in the kinematic observables 𝑚ℓℓ , 𝑝ℓT and
𝑚T. This proves the consistency of the applied calibrations and corrections [86] but is not repeated for
this measurement.

7.5 Uncertainties of background processes

The physics of the signal and background processes is discussed in Section 5.1. The used cross-section
values and the corresponding uncertainties are elucidated there. The multijet background is estimated
with a data-driven technique and the uncertainties of the fraction fit are outlined in Section 5.3. The
shape extrapolation which is different to the reference analysis is followed by a new uncertainty
estimation of the multijet background shape extrapolation for this thesis. Both types of uncertainties
belonging to the multijet background, the fraction and the shape in the SR, are determined individually
for the two lepton channels, the different charges and the pseudorapidity regions. Hence, these
uncertainties are considered uncorrelated across all measurement categories.

7.5.1 Uncertainty of the multijet background shape extrapolation

In the 2017 analysis, the uncertainty was evaluated using the toy MC method. Therefore, the bin
contents of the histograms of the CR1 and the CR2 were changed within their statistical uncertainties.
The fit of the transfer function (cf. Eq. (5.2)) was repeated on the ratio histogram of CR2 divided
by CR1. The result was injected as the shape of the multijet background and the W-boson mass fit
repeated. This procedure was rerun 500 times and the spread of the resulting 𝑚W distribution was
taken as the uncertainty of the shape extrapolation method.

For the reanalysis, the uncertainty is based on the eigenvector decomposition of the covariance
matrix of the transfer function fit result. The three free parameters in the fit eventuate in three
eigenvectors. Each of them corresponds to a different systematic uncertainty. The first systematic
uncertainty is based on the first eigenvector and so forth. The systematic of eigenvector 𝑖 is a variation
of all three free parameters of the transfer function following

𝑎
up, down
𝑛,𝑖

= 𝑎𝑛 ±
√︁
𝜆𝑖𝑣𝑛,𝑖 ,

where 𝑛 is the index of the free parameter and 𝑣𝑛,𝑖 represents the eigenvector value of parameter 𝑛 for
eigenvector 𝑖. The eigenvector value is subtracted to build the down variation or added in case of the
up variation. The multiplication of the eigenvector value with the square root of the corresponding
eigenvalue 𝜆𝑖 is necessary to correctly normalise. The three envelopes for positively charged muons
and the distribution 𝑝

ℓ

T are shown in Fig. 7.12.
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Figure 7.12: Illustration of three exemplary eigenvector envelopes describing the uncertainty of the multijet
background shape extrapolation. Shown is the ratio of the bin contents of CR1 divided by CR2 versus 𝑝

ℓ

T of
positively charged muons. The green and blue lines represent the up and down variations of the extrapolation
method, respectively, the red line represents the transfer function, and the red band represents the 1𝜎 uncertainty
band of the transfer function.

The new method to evaluate the uncertainty on the shape extrapolation has the advantage that the
resulting envelopes can be used in both fit methods, the 𝜒

2 fit and the PLH fit. The 500 toys would
have been converted into envelopes to be suited for the PLH fit. Hence, the toy MC method is not
repeated. Instead, the new envelopes are used to provide the impact on the mass measurement and to
compare the size of the systematic uncertainty with the 2017 analysis.

7.5.2 Comparison of background systematic uncertainties

The impact on the W-boson mass fits by the uncertainties related to the simulated samples and the
multijet background fit method are evaluated and added in quadrature. They are compared to the ones
of the 2017 analysis in Table 7.7. Compared to the other uncertainty categories, this is the one with the
largest differences between the reference analysis and the reanalysis visible across both lepton channels,
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Uncertainty category [MeV] Bkg unc.
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.6 15.5 8.4

0.6 < |𝜂 | < 1.2 12.8 10.6
1.8 < |𝜂 | < 2.4 35.1 23.1

W+
|𝜂 | < 0.6 15.3 8.5

0.6 < |𝜂 | < 1.2 13.2 9.8
1.8 < |𝜂 | < 2.4 32.8 21.3

𝑝
ℓ

T

W−
|𝜂 | < 0.6 7.2 5.4

0.6 < |𝜂 | < 1.2 7.3 7.0
1.8 < |𝜂 | < 2.4 11.5 8.9

W+
|𝜂 | < 0.6 6.4 5.1

0.6 < |𝜂 | < 1.2 6.7 5.3
1.8 < |𝜂 | < 2.4 11.9 7.0

(a) Electron channel.

Uncertainty category [MeV] Bkg unc.
Channel Legacy Reanalysis

𝑚
W
T

W−
|𝜂 | < 0.8 8.5 8.2

0.8 < |𝜂 | < 1.4 7.7 6.1
1.4 < |𝜂 | < 2.0 8.1 7.0
2.0 < |𝜂 | < 2.4 10.2 18.2

W+
|𝜂 | < 0.8 8.1 8.2

0.8 < |𝜂 | < 1.4 6.8 4.5
1.4 < |𝜂 | < 2.0 7.2 5.9
2.0 < |𝜂 | < 2.4 9.0 12.0

𝑝
ℓ

T

W−
|𝜂 | < 0.8 5.8 4.9

0.8 < |𝜂 | < 1.4 5.6 3.2
1.4 < |𝜂 | < 2.0 5.6 5.4
2.0 < |𝜂 | < 2.4 7.6 15.9

W+
|𝜂 | < 0.8 5.1 4.3

0.8 < |𝜂 | < 1.4 4.7 2.6
1.4 < |𝜂 | < 2.0 4.9 4.5
2.0 < |𝜂 | < 2.4 6.4 9.7

(b) Muon channel.

Table 7.7: Comparison of the size of the total uncertainty for the background category between the 2017
analysis [86] and the reanalysis. The uncertainties are given in MeV for the two observables 𝑚WT and 𝑝

ℓ

T in all
measurement categories for both leptonic decay channels. The 𝜒

2 fits to evaluate the size of the uncertainty are
performed on the combination of signal and background samples.

both observables and all other measurement categories. The uncertainties on the cross-section for the
simulated samples did not change, whereas the uncertainty on the fractions of the multijet background
differs little between the 2017 analysis and the reanalysis. The main discrepancy is due to the new
estimate of the multijet background shape extrapolation uncertainties which are more accurate and
smaller than for the old method. This explains the smaller uncertainties for the reanalysis which
can be found in all measurement categories except for the last pseudorapidity bin 2.0 < |𝜂 | < 2.4 in
the muon channel. This higher uncertainty is mainly caused by the cross-section uncertainty on the
Z → 𝜇𝜇 processes which is evaluated separately for the pseudorapidity regions in contrast to the
inclusive determination of the 2017 analysis. The fraction of Z → 𝜇𝜇 background processes on the
total yield increases with higer values of 𝜂ℓ because the muon reconstruction efficiency drops at high
pseudorapidity values (cf. Fig. 3.8(b)) and it is therefore more likely that one of the two muons in the
Z-boson decay is missed in the detector. The size of the total uncertainties approximates between the
two lepton channels as the electron channel is suffering more from multijet background contamination
and hence profiting more from the better uncertainty estimate. Despite the explained variations, the
total uncertainty size for the reanalysis is in the same order as for the 2017 analysis and the uncertainty
category is considered successfully closed.

7.6 Principal component analysis

Some systematic uncertainties are only available in the format of toy systematics (cf. Section 6.1.2).
The creation of the toy pseudodata sets for the studied systematics is outlined in Sections 7.1 to 7.3.
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An underlying distribution describing the systematic effect was used to generate a number of toys
fluctuating in the given variation. The toy systematics are then fitted in the 𝜒

2 fit and the size of the
uncertainty is determined by the width of all fit results. This approach is not suitable for the PLH
fit as only one- or two-sided envelope systematics can be handled. Unfortunately, the distributions
characterising the systematic effect are not available anymore. Hence, methods of linear algebra have
to be used to express the concerned systematic uncertainties by uncorrelated variables. With the
help of an orthogonal matrix, a rotation of the original pattern space into a new set of uncorrelated
coordinate vectors is accomplished. The theory of this section is based on [178, 179].

By means of a Principal Component Analysis (PCA) [180, 181], all toys are linearly transformed to
the original variables. The entirety of the correlated toy space is described by 𝑛 individual toys having
𝑝 components 𝑥1, . . . , 𝑥𝑝 each. The 𝑛 × 𝑝 matrix X characterises the toy matrix where the 𝑗

th column
represents the bin contents of toy 𝑗 with the vector x 𝑗 . The PCA seeks for a linear combination of the
columns of the matrix X to transform it into a new set of uncorrelated coordinate vectors

z = A′x, (7.3)

where the 𝑗
th element of z, 𝑧 𝑗 , serves as the 𝑗

th principal component. The orthogonal matrix A3 plays
a key role in this concept as the 𝑗

th column, 𝛼 𝑗 , is the 𝑗
th eigenvector of the covariance matrix 𝚺 of X.

In this measurement, the covariance matrix is unknown and replaced by the sample covariance matrix
S. The 𝑗

th principal component can be expressed as

𝑧 𝑗 = 𝛼
′
𝑗x,

and connects via the relation
var

(
𝑧 𝑗

)
= 𝜆 𝑗

the 𝑗
th eigenvector 𝛼j of unit length with the 𝑗

th largest eigenvalue 𝜆 𝑗 , where var
(
𝑧 𝑗

)
is the variance

of 𝑧 𝑗 . The methods of deriving the results can be read up in the cited literature.
The scikit-learn package is used to perform the PCA [182]. In order to prove the concept and find

the correct normalisation of the eigenvectors, a toy example has been implemented and is described in
detail in Appendix E.4.1. The number of components is always set to be higher than the number of
bins of the analysed histogram to allow the PCA to close. The relative deviation of the systematic toys
with respect to the nominal distribution serves as an input for the PCA. If the sum of the eigenvalues
starting with the highest eigenvalue and adding subsequently decreasing eigenvalues is greater than
99 % of the sum of all eigenvalues, the termination criterion is reached and only those eigenvectors
are considered.

A figure of merit is defined in a way to prove the integrity of the PCA. Therefore, the root-mean-square
(RMS) of the correlated toys and the uncorrelated PCA eigenvectors is compared

𝑥
correlated
RMS =

√√√
1
𝑁

𝑁∑︁
𝑖

(
𝑥𝑖 − 𝑥nom
𝑥nom

)
, 𝑥

uncorrelated
RMS =

√√√
𝑁∑︁
𝑖

(
𝑥𝑖 − 𝑥nom
𝑥nom

)
. (7.4)

In the case of toy systematics, the correlated definition of the RMS of Eq. (7.4) is taken by summing

3 In Eq. (7.3), A′ denotes the transpose of A
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over all toys while the uncorrelated definition of the RMS is used for all eigenvectors of the PCA
included by the termination criterion.

Systematic uncertainty 𝑝
ℓ

T 𝑚
W
T

𝐴𝑖 2 1
Electron ID SF 12 8

Electron Isolation SF 12 8
Electron Reconstruction SF 12 7

Electron Trigger SF 12 8
Muon Isolation SF [35, 34, 34, 34] [35, 34, 34, 33]

Muon Reconstruction SF [36, 36, 36, 36] [36, 36, 35, 36]
Muon Trigger SF [37, 37, 36, 36] [36, 36, 36, 36]
Recoil Z statistics 17 57

Table 7.8: Number of considered eigenvectors for toy systematic uncertainties given for the observable 𝑝
ℓ

T and
𝑚
W
T . The eigenvectors of the muon SF toys are calculated separately for the four 𝜂ℓ bins of the muon channel.

The number for found eigenvectors of every systematic uncertainty transformed by the PCA is
shown in Table 7.8. The eigenvectors of the 𝐴𝑖 and the recoil Z statistics uncertainties are evaluated
inclusively for both channels,W → e𝜈 andW → 𝜇𝜈, both charges and all 𝜂ℓ bins allowing to correlate
the eigenvectors in the fit. The electron SF toys are correlated across the three 𝜂ℓ bins by concatenating
the histograms of the different 𝜂ℓ categories. This type of uncertainty was determined in 5 GeV wide
bins for the 𝑝

ℓ

T distribution. As the considered range for 𝑝ℓT is between 30–50 GeV, four of these 5 GeV
wide bins imply in total twelve bins for all 𝜂ℓ categories. This is exactly the number of eigenvectors
that was found for the electron SF toys illustrating again the reasonableness of the PCA. The muon SF
toys are evaluated separately for the four 𝜂ℓ categories of the muon channel, but inclusively in both
charges explaining the occurrence of four different numbers of eigenvectors for both observables.

Some exemplary figures of merit demonstrating the closure of the PCA are shown in Fig. 7.13. The
plots show a good description of the toys by the eigenvectors of the PCA. The ratio of the RMS of the
two deviates by just a few per cent. Additionally, the eigenvectors of the PCA show a much smoother
behaviour than the toys having some spikes in the distribution of the RMS over the observable 𝑝

ℓ

T.
The 5 GeV structure which is visible for the electron isolation SF systematic can be explained by the
trigger architecture making it necessary to evaluate the SF in these 5 GeV bins. All figures of merit for
all PCAs carried out can be found in Appendix E.4.2. For the mentioned systematic uncertainties, the
methods presented in Sections 7.1 to 7.3 explain the production of toy pseudodata sets, whereas the
demonstrated PCA transforms them into envelopes which can be used in a PLH fit.
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Figure 7.13: Figure of merits demonstrating the closure of the four major PCA categories. Shown is the RMS
for toys (black points) compared to the RMS of the PCA eigenvectors (orange) for (a) the 𝐴𝑖 systematic, (b) the
electron isolation SF, (c) the muon isolation SF, and (d) the Recoil Z statistics systematic.
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CHAPTER 8

The fit results

The topics presented above are the groundwork for the final fit results: they rely on the data and the
simulated samples passing the event selection, and the data-driven multijet background estimate;
they use the statistical methods to determine the W-boson properties by comparing data to signal
and background processes and quantifying their compatibility; and they include the corrections and
systematic uncertainties of the physics-modelling, the lepton calibrations, the recoil calibrations, and
the background processes.

Different aspects of the fit setup are optimised to simplify the structure of the likelihood function
(cf. Eq. (6.6)). Finally, the measured W-boson properties mass, width, and lepton universality are
discussed one at a time. The studies on the W-boson width and the lepton universality presented
in Sections 8.3 and 8.4 are first checked with blinded simulated samples where the width is shifted
by an unknown value in the range between −100 and 100 MeV and the W → 𝜏𝜈 MC sample scaled
with a random number drawn from a Gaussian distribution with mean 0 and width 0.1 for the lepton
universality studies. After achieving consistent results for the fits using the blinded quantity as a free
parameter compared to the other fits including this quantity as an external constraint, the presented
numbers are unblinded.

8.1 The optimisation of the fit setup

The setup of the 𝜒
2 fit remains unchanged compared to the 2017 analysis measuring the mass in 14

different measurement categories (cf. Table 4.1) accounting for the charges of the final state lepton,
the categories in the lepton pseudorapidity, and the lepton flavour of the final state lepton, e.g. electron
or muon, for both considered kinematic observables 𝑝

ℓ

T and 𝑚
W
T . The individual results are then

combined using the method of BLUE. The PLH fit including systematic uncertainties uses the same
measurement categories but combines them all in one global fit which is referred to as the “multi-fit”.

A few aspects concerning some systematic uncertainties are treated differently in the PLH fit than
in the 𝜒

2 fit. The PDF uncertainties related to the processW → 𝜏𝜈 were not handled correctly in the
2017 analysis. They need to be evaluated at the particle level but the information about the tau leptons
is not available at the generator level. Hence, the relative uncertainties were assumed to be the same
betweenW → ℓ𝜈 andW → 𝜏𝜈 which is not right. To correct this mistake, the PDF uncertainty of the
process W → 𝜏𝜈 is doubled to be more conservative. The impact on the final result is expected to be
negligible for the mass and the width measurement but can significantly impact the sensitivity of the
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Chapter 8 The fit results

lepton universality measurement. Other options determining the characteristics of the PLH fit are
presented in the following.

8.1.1 Normalisation

The normalisation is an important aspect of the mass and the width measurements due to their
cross-section dependence which is more pronounced for the width. Two different normalisation
models are defined to account for various needs:

• Model-independent: The normalisation of the different templates is left free in the fit. A
global normalisation factor is applied to all signal samples which can vary simultaneously
across all measurement categories to not overrate one template over another and to take the
cross-section dependence out. The 1.8 % luminosity uncertainty (cf. Section 3.2.6) is applied as
an overall normalisation envelope to the simulated background samples to allow for a change in
the normalisation. The model focuses on the shapes of the distributions for the signal processes.
It does not utilise the full information available but limits the sensitivity of the measurement to
the systematic uncertainties.

• Model-dependent: The normalisation of the different templates is left free in the fit and
the cross-section dependence is considered. No normalisation factor is introduced but the
uncertainty on the luminosity is taken as an overall normalisation uncertainty on all simulated
samples. The dependence of the expected number of events on the measured quantities constrains
the fitted NPs and POIs. This normalisation scheme is model-dependent and explores the full
potential providing the best sensitivity for the mass and width measurement.

The presented PLH fit results of the W-boson mass and width use the model-independent scheme,
whereas sensitivity of the model-dependent scheme is outlined in Appendix F.1.4.

For the lepton universality measurement, a set of three normalisation factors is introduced. The
sum of all histograms with a normalisation factor is required to match the data

𝐻data
!
= 𝜇𝜏 · 𝐻W→𝜏𝜈 + 𝜇ℓ · 𝐻W→ℓ𝜈 + 𝜇bkg · 𝐻bkg

= 𝜇all

(
𝑅𝜏ℓ · 𝐻W→𝜏𝜈 + 𝐻W→ℓ𝜈 + 𝑅bkgℓ · 𝐻bkg

)
,

where 𝐻𝑥 is the histogram of data, W → 𝜏𝜈, W → ℓ𝜈, or the background samples, respectively.
Instead of applying separate normalisation factors 𝜇𝜏 , 𝜇ℓ , and 𝜇bkg to each sample, a single factor
𝜇all = 𝜇ℓ is used as an overall normalisation applied to all samples and the normalisation factors
𝑅𝜏ℓ = 𝜇𝜏/𝜇ℓ and 𝑅bkgℓ = 𝜇bkg/𝜇ℓ are introduced to the tau and the background samples, respectively.
The factor 𝑅𝜏ℓ acts as a POI and is 100 % correlated to the ratio of the branching ratios of the tauonic
W-boson decay to the (light) leptonic W-boson decay (cf. Eq. (2.33)).

8.1.2 Template spacing

A new production ensures a minimum number of templates is incorporated into the likelihood fit
still providing a sufficient accuracy of the interpolation outlined in Section 6.2.2. A test checks how
accurate the morphing algorithm works with a different number of templates. Therefore, a given
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8.1 The optimisation of the fit setup

template is taken as pseudodata but left out for the interpolation. Ideally, the PLH fit finds back the
value of the template inserted as data. The results of this study are shown in Table 8.1 using the
model-dependent normalisation scheme. Out of 49 mass templates already the following 13 provided
a sufficient accuracy

Δ𝑚W =[−400,−200,−80,−60,−40,−20, 0, 20, 40, 60, 80, 200, 400] MeV,

where the spacing is given in MeV compared to the nominal mass template. The number of templates
used for the PLH fit is less than the 34 different mass hypotheses considered for the 𝜒

2 fit results (cf.
Eq. (6.2)). The bin entries depending on the width value of the templates show a non-linear behaviour
(cf. Fig. 6.6). Hence, 75 templates are produced to allow for a precise linear interpolation between any
two template points. 25 templates provide a good precision for the pseudodata study

ΔΓW =[−500,−450,−400,−360,−320,−280,−240,−200,−160,−120,−80,

−40, 0, 40, 80, 120, 160, 200, 240, 280, 320, 360, 400, 450, 500] MeV,

where the chosen width template spacing is given as a difference to the nominal hypothesis in MeV.
The linear interpolation works well for the mass and width fits and finds back the inserted value even
for extreme scenarios within 0.2 MeV. The accuracy for the mass fits in 𝑝

ℓ

T shows no deviations from

𝑚W
80 407.0 MeV 80 431.0 MeV 80 471.0 MeV

𝑝
ℓ

T (80 407.0 +5.9
−5.9) MeV (80 431.0 +5.9

−5.9) MeV (80 471.0 +5.9
−5.9) MeV

𝑚
W
T (80 407.1 +8.0

−7.9) MeV (80 431.1 +8.0
−8.0) MeV (80 471.1 +8.0

−8.0) MeV

ΓW
2 117.0 MeV 2 255.0 MeV 2 425.0 MeV

𝑝
ℓ

T (2 117.1 +0.7
−0.7) MeV (2 255.1 +0.8

−0.8) MeV (2 425.2 +0.9
−0.9) MeV

𝑝
ℓ

T (2 117.1 +0.7
−0.7) MeV (2 255.1 +0.8

−0.8) MeV (2 425.2 +0.9
−0.9) MeV

Table 8.1: Study of the linear interpolation for the two morphing POIs 𝑚W and ΓW . Shown are the results
of the PLH fit for three different injected mass and width values, respectively, into pseudodata. The PLH fit
is performed in the kinematic observable 𝑝

ℓ

T in the fitting range 30–50 GeV, and in the kinematic observable
𝑚
W
T in the fitting range 60–100 GeV. The model-dependent normalisation scheme is used. Only the statistical

uncertainties of the data and simulation are taken into account.

the expected result, whereas the difference in 𝑚
W
T fits is at the level of 0.1 MeV accompanied by a

higher uncertainty. Increasing the number of templates to nine or 13 does not improve the accuracy
of the 𝑚

W
T fits. For the width fits, the precision and uncertainty are similar between the kinematic

observables with an accuracy level of 0.1 MeV for the template values 2 117 MeV and 2 255 MeV, and
0.2 MeV for the width hypothesis 2 425 MeV. Using fewer templates for ΓW fits shows significant
deviations of several MeV to the inserted template values.
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Chapter 8 The fit results

8.1.3 Smoothing and symmetrisation

The systematic uncertainties related to leptonic and recoil calibrations are statistically dominated.
They show large bin-to-bin variations in the fitted kinematic observables which are not caused by
physical conditions but rather by statistical fluctuations. The bin-to-bin fluctuations can introduce
some instabilities in the PLH fit. Hence, a smoothing procedure of the variations is performed to
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Figure 8.1: Distributions of different systematic uncertainties comparing the original (dashed lines) and the
modified (solid lines) envelopes. Shown are the up (red) and down (blue) variations for (a) the muon sagitta,
(b) the electron scale material calorimeter, and (c) the recoil energy resolution systematic uncertainties for a
given measurement category of the leptonic decay channels. The lower panel illustrates the relative uncertainty
compared to the nominal distribution given in per cent where the hatched area represents the statistical uncertainty
of the nominal distribution.

remove the fluctuations of the up and down variations of the corresponding uncertainties. The applied
smoothing procedure is a weighted average over three neighbouring bins

𝑏 (𝑖) = 𝑏 (𝑖 − 1) + 𝑒 · 𝑏 (𝑖) + 𝑏 (𝑖 + 1)
𝑒 + 2

, (8.1)

130



8.1 The optimisation of the fit setup

where 𝑒 is the scale factor of the middle bin. For this measurement, the value 𝑒 = 2 is chosen.
Equation (8.1) is applied to each relative uncertainty envelope and afterwards scaled again to the
same integral. This prevents that the variations change their normalisation. The first bin and last bin
of the smoothed distribution remain unchanged by this smoothing procedure as they only have one
neighbouring bin.

The smoothing procedure is applied to the systematic uncertainties of the muon momentum
calibration, the electron energy response, and the recoil corrections but not to the lepton selection
efficiencies and the recoil Z statistics as those are treated by the PCA (cf. Section 7.6). Furthermore,
those systematic uncertainties are expected to be symmetric in terms of the source and to have a
symmetric effect on the variation. Some of the considered envelopes show an artificial asymmetry
caused by statistical fluctuations. Hence, the relative uncertainty of the up and the down envelope are
symmetrised.

The 𝑝
ℓ

T distributions of one exemplary systematic uncertainty related to the muon, the electron,
and the recoil calibration visualising the smoothing and symmetrisation procedure are visualised in
Fig. 8.1. The envelopes of the other smoothed and symmetrised uncertainties are shown in Appendix F.
The impact of the smoothing and symmetrisation method can be well understood in the lower panel
where the relative deviation compared to the nominal distribution is shown for the uncertainty before
(dashed lines) and after (solid lines) applying the procedure. The smoothing removes the statistical
fluctuations visible in the ratio panel without flattening the envelopes as a whole.

Kinematic
observable

𝑚W ΓW 𝑅𝜏ℓ

raw smoothed & raw smoothed & raw smoothed &
symmetrised symmetrised symmetrised

𝑝
ℓ

T
+7.6
−7.2 MeV +7.8

−7.8 MeV +21.8
−21.4 MeV +22.7

−22.6 MeV +4.5
−4.5 % +4.6

−4.6 %

𝑚
W
T

+11.6
−11.0 MeV +12.4

−12.4 MeV +32.1
−31.5 MeV +33.5

−33.3 MeV +6.4
−6.5 % +6.7

−6.7 %

Table 8.2: Impact of the smoothing and symmetrisation procedure on the different measurements ofW-boson
properties for the two kinematic observables 𝑝

ℓ

T and 𝑚
W
T . For each of the three POIs 𝑚W , ΓW , and 𝑅𝜏ℓ ,

the direct comparison of the total uncertainty using the raw or smoothed and symmetrised envelopes of the
systematic uncertainties is stated. The PLH fit on Asimov data is performed in the fitting ranges 30–50 GeV and
60–100 GeV for 𝑝ℓT and 𝑚

W
T , respectively, using the model-independent normalisation scheme for the morphing

POIs. Only the statistical uncertainties of the data and systematic uncertainties taking part in the smoothing and
symmetrisation procedure are considered.

The impact on the total uncertainty is checked by performing the three measurements considering
only those systematic uncertainties where the smoothing and symmetrisation are applied and the
statistical uncertainty of the data. The total uncertainties including raw or smoothed and symmetrised
variations are compared in Table 8.2. An Asimov dataset1 acts as a placeholder for the real data
to focus only on the total uncertainty. The total uncertainty using the smoothed and symmetrised
envelopes is higher than taking the raw uncertainty but in all cases more symmetric. Hence, the choice
of smoothing and symmetrizing certain NPs is rather motivated by overhauling statistical fluctuations
and unexpected asymmetries than lowering the total uncertainty.
1 The Asimov dataset is a pseudodata set that assumes the nominal signal and background distributions.
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Chapter 8 The fit results

8.1.4 Pruning

Propagating all systematic uncertainties as NPs to the PLH fit complicates the extended likelihood
function of Eq. (6.6). Those systematic uncertainties having a negligible impact on the shape or the
normalisation can be pruned away as they might arise from statistical fluctuations. The shape and the
normalisation of a systematic uncertainty are treated independently.

The optimal threshold value for the pruning combines trimming most of the NPs without reducing
the total uncertainty too much. The optimal pruning values for the shape are determined to be 0.2 ‰
for 𝑝

ℓ

T and 0.1 ‰ for 𝑚WT , whereas a normalisation pruning threshold of 0.5 ‰ is chosen for the
measurements of 𝑚W and ΓW , and 0.25 ‰ for the lepton universality measurement for both kinematic
observables. The full study for both kinematic observables and the three measurements can be found
in Appendix F.1.3.

8.1.5 Fitting ranges

The fitting ranges of the 𝜒
2 fit were optimised in the 2017 analysis to get the smallest total uncertainty

which were determined to be 32–45 GeV and 66–99 GeV for the 𝑝
ℓ

T and the 𝑚
W
T distributions,

respectively. However, the situation is different for the PLH fit and five different fitting ranges are
studied. A fit on all considered POIs is performed on Asimov data to spot the best fitting range with
the expected best sensitivity. The total uncertainties of the three measurements are shown in Table 8.3.
In both fitted observables, all three measurements show the smallest uncertainty for the full kinematic
range which means 30–50 GeV for the 𝑝

ℓ

T distribution and 60–100 GeV for the 𝑚
W
T distribution. The

fits on 𝑚W and 𝑅𝜏ℓ provide the best sensitivity for the observable 𝑝
ℓ

T, whereas the tranveser mass of
the W-boson supplies the highest precision for ΓW fits.

𝑝
ℓ

T 𝑚
W
T

Range 𝑚W ΓW 𝑅𝜏ℓ Range 𝑚W ΓW 𝑅𝜏ℓ

30–45 GeV 16.0 MeV 73.0 MeV 11.7 % 60–90 GeV 23.7 MeV 91.0 MeV 15.8 %
32–45 GeV 16.3 MeV 73.4 MeV 16.9 % 66–99 GeV 23.4 MeV 52.7 MeV 19.7 %
35–50 GeV 16.2 MeV 70.7 MeV 35.6 % 70–100 GeV 25.1 MeV 52.9 MeV 26.0 %
35–45 GeV 16.5 MeV 73.9 MeV 36.3 % 70–90 GeV 26.3 MeV 132.3 MeV 26.4 %
30–50 GeV 15.7 MeV 70.4 MeV 11.2 % 60–100 GeV 23.0 MeV 47.8 MeV 15.2 %

Table 8.3: Expected total uncertainty for different fitting ranges on the different measurements of W-boson
properties. The sensitivity is evaluated with fits on Asimov data in both kinematic observables 𝑝

ℓ

T and 𝑚
W
T for

the indicated ranges and all three POIs. The model-independent normalisation scheme is used for the morphing
fits. All kinds of uncertainties are considered in this study.

The mass measurement shows no preferred kinematic region in the distributions of 𝑝ℓT and 𝑚
W
T . The

fitting regions 30–45 GeV and 35–50 GeV show a similar uncertainty in 𝑝
ℓ

T fits, whereas in 𝑚
W
T fits

the region 60–90 GeV outperforms the range 70–100 GeV. Extending the kinematic range establishes
the most promising possibility to decrease the total uncertainty for W-boson mass fits. The estimated
sensitivity could reach 15.7 MeV which is more than 10 % better than the quoted uncertainty of the
2017 analysis. The width measurement prefers the high kinematic region as a change of ΓW reflects the
most at the endpoints of the kinematic distributions. For 𝑝ℓT fits, the kinematic region 35–50 GeV has
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8.2 Measurement of the W-boson mass

a 2.3 MeV lower uncertainty than the region 30–45 GeV. This difference is more pronounced for 𝑚WT
fits where the fit region 70–100 GeV has a total uncertainty that is approximately 38 GeV lower than
for the region 60–90 GeV. Still, the full kinematic range of 60–100 GeV provides the best sensitivity
with an uncertainty of 47.8 MeV which is close to the uncertainty of 42 MeV of the world average [25].
The presented results use the model-independent normalisation scheme for the measurements of 𝑚W
and ΓW but those of the model-dependent normalisation outlined in Appendix F.1.4 permit the same
conclusions.

For the lepton universality measurement, the sensitivity increases in the low kinematic regions of
both observables as the total uncertainty in the fitting ranges 30–45 GeV (𝑝ℓT) and 60–90 GeV (𝑚WT ) is
significantly lower than in the ranges 35–50 GeV (𝑝ℓT) and 70–100 GeV (𝑚WT ). Due to the additional
neutrinos in the final state of the decay W → 𝜏𝜈 (cf. Fig. 2.10), the kinematic spectrum is softer than
for the prompt lepton decay of theW-boson and the distribution of the intermediate tau lepton decay
more populated in the low kinematic region. The expected sensitivity is approximately 11 % which is
above the aimed per cent level sensitivity achieved by the LEP experiments (cf. Section 4.3.3).

8.2 Measurement of the W-boson mass

The result with the total uncertainty is revised with the 𝜒
2 fit using the reprocessed samples and

systematic uncertainties. In the next step, the mass is fitted with the PLH fit. First, the fit is performed
in a similar setup to the 2017 analysis to draw comparisons between the two fitting methods for the full
result. Afterwards, the setup of the PLH fit is changed to explore the full potential of this measurement.

8.2.1 Updated 𝝌2 fit combinations

The central values of the 𝜒
2 fit of the reanalysis as given in Section 6.1.3 and the impact of the

re-evaluated systematic uncertainties on 𝑚W as presented in Chapter 7 are combined using the BLUE
method [143] as carried out for the 2017 analysis. The results are shown in Table 8.4.

Validation step 𝑚W (e- and 𝜇-channel) 𝛿𝑚W 𝑚W (e-channel) 𝑚W (𝜇-channel)
Published 80369.5 18.5 80349.8 80381.9
Production A 80369.2 18.6 80350.0 80382.1
Production B 80369.4 18.5 80351.3 80382.1
Production C 80369.2 18.6 80350.9 80382.1
Production D 80369.2 18.6 80350.9 80382.1
Production E 80368.4 18.5 80349.3 80382.1
New multijet background 80370.2 18.5 80354.6 80381.9fractions
New multijet background 80371.3 18.5 80357.9 80381.2fractions and shapes
Reprocessing all 80371.9 18.8 80356.6 80382.7systematic uncertainties

Table 8.4: Evolution of the fully combined central value of 𝑚W , its total uncertainty 𝛿𝑚W , and the central values
respectively obtained from combining the electron and muon channels separately.
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Chapter 8 The fit results

The evolution of the central value and the total uncertainty from the published result of the reference
analysis to the result of the reanalysis is presented in several steps:

• First, the published results of the 2017 analysis are stated.

• The results from the reprocessed samples using the central values of the statistics only fit
from the different cross-check productions of the electron channel are presented afterwards.
The central values in the muon channel from production A to E reflect the paper setup of the
reanalysis which changes the central value by 0.2 MeV.

From production A to E, the central values of the electron channel change and impacts the
combined central value. The result of production A drops by 0.3 MeV compared to the published
analysis. Including the missing data in production B changes the combined central value slightly
by 0.2 MeV and goes back to the 80 369.2 MeV for the productions C and D which unblind the
mass of theW-boson and change the production site. Fixing the electron energy calibration seed
bug in production E drops the central value by ∼1 MeV compared to production D. The impact
of the systematic uncertainties on 𝑚W is taken from the 2017 analysis. The total uncertainty
stays around 18.5 MeV.

• In the next two combinations, the multijet background is updated: first, the fractions in the
different measurement categories are modified, and second the new extrapolated shapes. The
systematic uncertainties remain unchanged compared to the published analysis. The central
values of the combination of both leptonic channels increase by about 2 MeV for updating
only the multijet background fractions and by another ∼1 MeV for updating the whole multijet
background. This increment is driven by the electron channel which is more affected by the
multijet background than the muon channel as discussed in Section 6.1.3.

• The central values of the statistics only fit remain unchanged compared to the previous
combinations but the impact of the systematic uncertainties on 𝑚W is revised with the
reprocessed samples of the systematic uncertainties. This changes the central value of
the combination by 0.6 MeV compared to the previous combination. The total uncertainty
increases by 0.3 MeV, whereas it only varied by maximally 0.1 MeV for introducing the different
cross-check productions and the new multijet background estimate. The increase is mainly
caused by the uncertainties on the electron selection efficiencies which were underestimated in
the 2017 analysis. Furthermore, the uncertainty on the Z-boson mass scaled to the W-boson
mass was double-counted in the 2017 analysis as it was considered on particle level in the
category of the EW corrections and on detector level in the category of the electron energy
response. The latter one is removed in this step with a negligible impact on the final result.

The result of fixing all issues in the event selection, updating the multijet background, reprocessing
and combining all systematic uncertainties is as in the 2017 analysis is 𝑚W = (80 371.9 ± 18.8) MeV.
However, the multijet background was found to be considered fully correlated across the leptonic
decay channels for the 2017 analysis. This is not optimal as the evaluation is performed separately
in the two channels. Correcting this fallacy, the fit result is 𝑚W = (80 371.7 ± 18.5) MeV. So far,
the uncertainty on the choice of the PDF set, with a value of 3.8 MeV (cf. Section 7.1.5), is added in
quadrature to the combined uncertainty. In the last step, this uncertainty is evaluated inclusively in all
single measurement categories and accounted for the error weighted combined value. This represents
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8.2 Measurement of the W-boson mass

a statistical improvement compared to the 2017 analysis. Hence, the final 𝜒2 fit result of the reanalysis
is

𝑚W = (80 374.0 ± 18.3) MeV. (8.2)

Different measurement categories are combined in Table 8.5. In the first step, the calculation of
theW-boson mass in the 𝑚

W
T distribution for the electron and the muon decay channels is performed

separately for the positive, the negative, and both charge categories. The central values are compatible
with each other within their uncertainties. The same combination for fits in the 𝑝

ℓ

T distribution shows a
similar compatibility. The uncertainty of the determination in the 𝑚WT distribution is higher than for fits
in the 𝑝

ℓ

T distribution caused by the recoil calibrations. For the determination in the 𝑝
ℓ

T distribution, the
effect of the PDF and 𝑝

W
T uncertainties could be reduced by the choice of the optimal fitting range [86].

In the next step, the electron and muon decay channels are combined for the mass determination from
𝑝
ℓ

T or 𝑚WT distributions. Again, the results are compatible. When combining the results of the fits in
𝑝
ℓ

T and 𝑚
W
T , the difference between the electron and the muon decay channels is 23.5 MeV. The stated

Combined categories Central value [MeV] Total uncertainty [MeV]

𝑚
W
T , W+, 𝑒-𝜇 80 372.4 32.0

𝑚
W
T , W−, 𝑒-𝜇 80 393.4 29.9

𝑚
W
T , W±, 𝑒-𝜇 80 385.1 25.1

𝑝
ℓ

T, W+, 𝑒-𝜇 80 353.2 23.5

𝑝
ℓ

T, W−, 𝑒-𝜇 80 387.9 24.2

𝑝
ℓ

T, W±, 𝑒-𝜇 80 373.6 18.6

𝑝
ℓ

T, W±, 𝑒 80 354.0 23.5

𝑚
W
T , W±, 𝑒 80 385.8 30.0

𝑚
W
T -𝑝ℓT, W±, 𝑒 80 359.5 23.1

𝑝
ℓ

T, W±, 𝜇 80 384.4 21.0

𝑚
W
T , W±, 𝜇 80 381.3 27.7

𝑚
W
T -𝑝ℓT, W±, 𝜇 80 383.0 20.6

𝑚
W
T -𝑝ℓT, W+, 𝑒-𝜇 80 353.2 23.3

𝑚
W
T -𝑝ℓT, W−, 𝑒-𝜇 80 389.6 23.8

𝑚
W
T -𝑝ℓT, W±, 𝑒-𝜇 80 374.0 18.3

Table 8.5: Results of the 𝑚W measurements for various combinations of individual categories. Given are the
central values and the total uncertainties in MeV.
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values agree within their uncertainties which validates the consistent implementation of electron and
muon calibrations. The exclusive combinations of the positive and the negative charge categories
give a difference of 36.4 MeV which is comparable to the difference of 30.9 MeV stated for the 2017
analysis [86].

8.2.2 Results of the PLH fit

The updated 𝜒
2 fit result of Eq. (8.2) combines the result of the fits in the kinematic observables 𝑝

ℓ

T
and 𝑚

W
T with the BLUE method. The PLH fit avoids this step as all uncertainties are correlated in this

statistical method which complicates the combination. Already the fit in the 𝑝
ℓ

T distribution exceeds
the sensitivity of the 𝜒

2 fit combination. The 𝑚W determination in the 𝑚
W
T distribution serves as a

cross-check as the study on the fitting ranges (cf. Table 8.3) promises a smaller uncertainty if using the
transverse momentum of the lepton. As the differences for the model-dependent normalisation scheme
are expected to be small from the study on the fitting ranges (cf. Section 8.1.5), this normalisation
model is not considered further for theW-boson mass. The 𝑝

ℓ

T fit results of the individual measurement
categories and the combination of both fitting methods are shown in Fig. 8.2. Whereas the 𝜒

2 fit
determined the optimal fitting range with the lowest total uncertainty to 32–45 GeV, the complete
orifice of the kinematic range to 30–50 GeV offers the highest sensitivity for the PLH fit. The latter one
includes the uncertainty on theW-boson width from the combination of the predecessor measurements.
Adding the width as an external constraint to the fit increases the total uncertainty of the combination
by 0.1 MeV which justifies retrospectively the neglection in the 2017 analysis. It can be nicely seen
that incorporating the systematic uncertainties into the optimisation of the PLH fit shifts the central
values with respect to the 𝜒

2 fit. The central values of some single fits agree within a few MeV
between the PLH fit and the 𝜒

2 fit, e.g. 𝜇, |𝜂 | < 0.8, 𝑞 = −1, whereas others differ by more than
40 MeV, e.g. 𝑒, |𝜂 | < 0.6, 𝑞 = +1. In summary, it can be said that the central values between the two
fitting methods agree within their uncertainties. Combining the 14 single measurement categories
produces a fit result of

𝑚W = (80 354.7 ± 15.7) MeV. (8.3)

With an accuracy of 2 × 10−4, this measurement is sensitive to the LO corrections on the radiative
corrections (cf. Eq. (2.28)) which are two orders of magnitude higher. Within the stated uncertainties,
it is in agreement with the indirectly determined value of the W-boson mass in a global EW fit (cf.
Eq. (2.29)). Compared to the 𝜒

2 fit in the 𝑝
ℓ

T distribution, the central value decreases by approximately
19 MeV and the uncertainty by more than 10 %. In every single measurement category, the total
uncertainty decreases if changing the fit method from the 𝜒

2 fit to the PLH fit. On the one hand, this
is caused by incorporating the systematic uncertainties as NPs into the global optimisation of the
minimal likelihood value which allows exploring correlations between the different uncertainties. On
the other hand, the extension of the fitting range reduces the statistical uncertainties but allows the
PLH fit to constrain the NP even more.

Similar to other experimental measurements, the result stated in Eq. (8.3) is in tension with the
recently published measurement by the CDF collaboration [126]. Before an interpretation in terms
of the consistency of the experimental results with the Standard Model prediction is pursued, the
discrepancy of the central values needs to be understood. A good theoretical description and accurate
physics modelling of the production and decay of vector bosons (cf. Section 7.1) is crucial for a
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Figure 8.2: Comparison of the results of the PLH fit and the 𝜒
2 fit for theW-boson mass measurement performed

in the 𝑝
ℓ

T distribution for the individual measurement categories and their combined fit. Indicated are the central
values, the total uncertainties, and the statistical uncertainties. The red and the black line mark the central
values of the combination.
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correct treatment of higher-order QCD effects. A common standard of the QCD modelling needs to
be defined. It is important to describe the hard process in the simulation step with the used PDF set
which is not done for the CDF measurement [183]. Spin-effects of the W-boson decay products are
covered by a reweighting procedure of the angular coefficients. The scientific discourse between the
LHC experiments and the CDF collaboration will be essential to understand this discrepancy.

The mass value of the fit in the 𝑝
ℓ

T distribution given in Eq. (8.3) agrees with the combined fit in
the 𝑚

W
T distribution which is determined to (80 373.0 ± 22.9) MeV. Unfortunately, a fully correlated

simultaneous fit between the two kinematic observables would be statistically inconsistent as they
both use the same data. Hence, it is not straightforward to determine the correlation between fits
using different kinematic observables but still the ultimate goal. A possible determination of a
combined result needs to use the statistical correlation between the two kinematic distributions and
the correlation of all incorporated NPs. A combined value would be mainly influenced by the result of
the fit performed in the observable 𝑝

ℓ

T as its uncertainty is lower than for fits carried out in the 𝑚
W
T

distribution. A full comparison of all measurement categories and the combination between fits in the
𝑝
ℓ

T and 𝑚
W
T distributions is shown in Appendix F.2, Fig. F.11. All other tables and illustrations for the

PLH fit carried out in the 𝑚
W
T distribution can as well be found in Appendix F.2.

Source of uncertainty Impact on 𝑚W [MeV] Ratio

PLH fit 𝜒
2 fit 𝜒

2 fit
PLH fit

Electron calibrations 7.6 6.5 0.84
Muon calibrations 6.7 6.3 0.95
PDFs 6.1 8.6 1.41
EW corrections 6.1 6.7 1.09
Parton shower predictions and angular coefficients 5.3 8.7 1.64
External measurement constraint 2.4 not included -
Cross-section and multijet background uncertainties 2.1 2.8 1.35
Recoil calibrations 1.8 2.4 1.29
Simulation sample size 1.7 3.7 2.12
Luminosity 1.4 not included -
Total systematic uncertainty 14.9 17.5 1.17
Data sample size 4.9 5.7 1.15
Total 15.7 18.3 1.17

Table 8.6: Comparison of the impact of the different uncertainty categories on the total uncertainty of the
W-boson mass measurement performed in the 𝑝

ℓ

T distribution between the 𝜒
2 fit and the PLH fit. Shown are the

1𝜎 standard deviations which are in the PLH fit calculated by leaving out a group of systematic uncertainties
and determining the impact via quadratic error propagation compared to the original fit. In addition, the ratio of
the impacts between the two fitting methods is given.

The impact of different sources of uncertainty on the 𝑚W measurement for the PLH fit and the 𝜒
2

fit, as well as their ratio, is shown in Table 8.6. To determine the impact of a group of systematic
uncertainties in the PLH fit, the group is left out for the combined fit which reduced the total uncertainty.
The impact is then determined by quadratic error propagation by comparing the reduced uncertainty
to the total uncertainty of the full fit including all systematic uncertainties. Due to the correlations
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8.2 Measurement of the W-boson mass

of the NPs among each other, the quadratic sum of the impacts does not necessarily result in the
total uncertainty which states an important difference to the quoted numbers of the 𝜒

2 fit. Added in
quadrature, they result in the total uncertainty. The increase in the impact of the lepton calibrations on
the W-boson mass measurement from the 𝜒

2 fit to the PLH fit can be explained by the correlations to
other systematic uncertainties in the fit. Beyond, all sources of uncertainty improve due to the profiling
with a particularly large decrease for the parton shower predictions and angular coefficients, and the
PDF uncertainties. The impact of the latter source of uncertainty could be significantly reduced by
introducing the PLH fit which is important as the uncertainty on the PDFs is still the category with
the third-highest impact on the W-boson mass measurement using this improved fit technique. No
separate uncertainty for the choice of the PDF set is assigned as the normalisation of the systematic
uncertainties, in contrast to the 𝜒

2 fit, is considered which should describe the uncertainty made by
the selection of a certain PDF variation. To prove this assumption, a fit with different PDF sets has to
assure the central values are close enough due to the profiling that the differences are covered by the
uncertainty of the PDF modelling.

Furthermore, a more exclusive determination which individual NPs impact theW-boson mass fit are
ranked in Fig. 8.3 for the combined fit. This ranking is determined by comparing the central value of
the nominal fit to fits where the individual NPs are fixed to their post-fit pulls varied by the constraints
in both directions. Only the ten most important NPs are given in Fig. 8.3. The highest and the ten

2− 1− 0 1 2

         θ∆)/0θ-θPull = (

EW MZ Scale

|<2.4ηExtrapolation 2.0<|
Muon

Muon Method

L2 Gain
Electron Scales
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pTW cxW
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Muon

Ai EV 1

EW Weak

5− 0 5

 [MeV]     Wm∆Impact = 
Pull

 Impactσ+1

 Impactσ-1
-channelµ-/e, 1−pb , 4591/4059VeT 7 = s

Pull

 Impactσ+1

 Impactσ-1

Figure 8.3: The ten NPs with the highest impact on the W-boson mass measurement performed in the 𝑝
ℓ

T
distribution. Indicated are the +1𝜎 and −1𝜎 impacts, as well as the pull with its uncertainty.
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highest ranked NPs both belong the uncertainty category of the EW corrections which has the fourth
highest impact in Table 8.6 and only includes one other systematic uncertainty which is not among the
ten highest ranked NPs given in Fig. 8.3. The second and fourth highest ranked NPs are the parton
shower predictions and angular coefficients. Three muon calibration uncertainties are listed in Fig. 8.3
but solely one of the electron calibration uncertainties though this category has a higher impact on the
W-boson mass measurement. This can be explained as the electron calibrations incorporate a greater
number of different effects leading to more NPs where their impact does not concentrate on single
uncertainties. The ranking is completed by one PDF eigenvector and the external constraint from the
width measurement at position five and six, respectively.

80300 80350 80400

 [MeV]µ
Wm

80300

80350

80400

 [M
eV

]
e W

m

Best fit
e
Wm=µ

Wm
σ1 
σ2 

1−pb , 4591/4059VeT 7 = s
-channelµ-/e

Best fit
e
Wm=µ

Wm
σ1 
σ2 

(a)

80300 80350 80400

 [MeV]+
Wm

80300

80350

80400

 [M
eV

]
- W

m

Best fit
-
Wm=+

Wm
σ1 
σ2 

1−pb , 4591/4059VeT 7 = s
-channelµ-/e

Best fit
-
Wm=+

Wm
σ1 
σ2 

(b)

Figure 8.4: Consistency plots for different sub-fits of the W-boson mass measurement performed in the 𝑝
ℓ

T
distribution. Shown are the central value and the 1𝜎 and 2𝜎 uncertainty contours for two POIs acting (a) on
the different leptonic decay channels and (b) on the different charges of the final state lepton.

In addition to the fit results of the combination, the consistency of different combinations of
individual measurement categories targeting the lepton flavour of the decay channel or the positive and
negative charge categories is crucial to check. Therefore, different POIs affecting the corresponding
measurement categories are fitted simultaneously taking the correlation of all systematic uncertainties
into account. This allows to not only receive a combination of central values but to determine the
uncertainty contour in the respective plane in addition. The corresponding fit results are shown in
Fig. 8.4. The shown 1𝜎 and 2𝜎 contours belong to the combination of W-boson mass values whose
Δ (NLL) differs by 0.5 and 2.0, respectively, from the likelihood value of the minimum. In contrast to
a one-dimensional problem, the given contours correspond to CLs of 39.4 % and 63.2 %, respectively,
as those quantiles mark one and two standard deviations of a two-dimensional Gaussian distribution.
The central values between the leptonic decay channels show a difference of 25.6 MeV which is
smaller compared to the difference of 30.4 MeV in the 𝜒

2 fit results of the reanalysis (cf. Table 8.5).
This difference agrees at about 1𝜎 with the hypothesis of an equal mass value for the decays into
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8.2 Measurement of the W-boson mass

electrons and muons. The combined fit to the different charges of the final state leptons returns a
difference of 34.0 MeV which agrees at the 2𝜎 level with the hypothesis of equal mass values for W+

and W− as illustrated in Fig. 8.4. The 𝜒
2 fit indicates a comparable difference of 34.7 MeV between

the two charges.
Figures 8.5 and 8.6 compare the post-fit distributions of 𝑝ℓT between the fitted value of the 𝜒

2 fit
(cf. Eq. (8.2)) and the PLH fit (cf. Eq. (8.3)) for the electron and the muon channel, respectively. As
for the 2017 publication, the 𝑚W value of the 𝜒

2 fit is determined in the range 32–45 GeV but shown
over the full kinematic range. In every measurement category, the simulation samples are normalised
to data for the post-fit 𝜒2 fit distributions. In the ratio panel of the illustrated plots, a better data to
prediction ratio is clearly visible for the PLH fit compared to the 𝜒

2 fit. The difference relates to the
pulls of the systematic uncertainties which are part of the global optimisation in the PLH fit. Further
post-fit distributions of the observables 𝑝WT , 𝑢ℓ‖ , and 𝑢

ℓ

⊥ are given in Appendix F.2, Figs. F.9 and F.10.
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Figure 8.5: Comparison of the post-fit 𝑝ℓT distributions in the electron channel between 𝜒
2 fit (a,c) and PLH fit

(b,d) for the W-boson mass measurement. The distributions are inclusive in pseudorapidity but given explicitly
for positively (a,b) and negatively charged electrons (c,d). The lower panel shows the ratio of data to simulation
where the error bars indicate the statistical uncertainty and the shaded band represents the total uncertainty.
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Figure 8.6: Comparison of the post-fit 𝑝ℓT distributions in the muon channel between 𝜒
2 fit (a,c) and PLH fit

(b,d) for the W-boson mass measurement. The distributions are inclusive in pseudorapidity but given explicitly
for positively (a,b) and negatively charged muons (c,d). The lower panel shows the ratio of data to simulation
where the error bars indicate the statistical uncertainty and the shaded band represents the total uncertainty.

By reference to these distributions, one can study the impact of the individual NPs post-fit pulls on the
data to simulation agreement. As an improvement of this measurement, the recoil distributions could
be included as CRs into the fit to further constrain systematic uncertainties related to the recoil or 𝑝WT .

8.3 Measurement of the W-boson width

In contrast to the mass fits, the W-boson width measurement is solely performed with a PLH fit.
Hence, no comparison can be drawn to a reference 𝜒

2 fit. The different measurement categories as
well as the combined result between fits in the 𝑝

ℓ

T and the 𝑚
W
T distribution are compared in Fig. 8.7.

In general, the fits performed in the 𝑝
ℓ

T distribution prefer a higher central value than those carried
out in the 𝑚

W
T distribution for all single measurement categories except for three. The single fit

categories show a smaller total uncertainty for 𝑝ℓT than for 𝑚WT fits, whereas the combination of fits
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Figure 8.7: Results of the PLH fit for the measurement of theW-boson width for the individual measurement
categories and their combined fit using the kinematic observables 𝑝
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Chapter 8 The fit results

in the 𝑚
W
T distribution profits a lot from connecting the single fits and exceeds the combination of

fits in the 𝑝
ℓ

T distribution with still worse statistical uncertainties. Comparing the central values of
individual measurement categories of fits carried out in 𝑝

ℓ

T or 𝑚WT distributions, most of them agree
within their uncertainties. Only three sub-fits show a difference of approximately 200 MeV of PLH
fits performed in the two considered kinematic distributions. The combination of the 𝑝

ℓ

T fits shows an
asymmetric total uncertainty which is due to systematic uncertainties as the statistical uncertainty
is completely symmetric. This behaviour of asymmetric uncertainties becomes visible in all single
measurements of both leptonic decay channels except for the fits performed in regions with large
values of pseudorapidity. The result stated for this thesis is the combination of all individual 𝑚WT fits
as it reaches the highest sensitivity with a W-boson width value of

ΓW = (2 154 ± 48) MeV. (8.4)

This is the most accurate measurement of the W-boson width down to the present day which achieves
a precision of about 2 %. TheW-boson width is fitted as a NP in the same global EW fit as the indirect
determination of the mass [28] where the result of (2 091 ± 1) MeV is still in good agreement with
the result of Eq. (8.4) within the uncertainties. The result of Eq. (8.4) achieved in fits in the 𝑚

W
T

distributions is comparable to the best fit in the 𝑝
ℓ

T distributions which is ΓW = (2 179 ± 79) MeV.
Similar to the W-boson mass measurement, a statistical combination of the results of 𝑝ℓT and 𝑚

W
T fits

is desired but not completed within the scope of this thesis. A combination will be dominated by the
results of the fits carried out in 𝑚

W
T distributions due to the lower total uncertainty. As suggested in

Section 8.1.5, extending the fit range in the 𝑚
W
T distribution to higher kinematic ranges could reduce

the total uncertainty even further. A fit performed on Asimov data in the range 60–120 GeV leads

Source of uncertainty Impact on ΓW [MeV]
Recoil calibrations 17.1
Electron calibrations 15.9
Parton shower predictions and angular coefficients 13.8
External measurement constraint 12.0
Muon calibrations 10.5
Cross-section and multijet background uncertainties 10.4
Luminosity 8.9
PDFs 7.1
Simulation sample size 6.0
EW corrections 2.0
Total systematic uncertainty 42.0
Data sample size 24.0
Total 48.3

Table 8.7: Impact of the different uncertainty categories on the total uncertainty of the W-boson width
measurement performed in the 𝑚

W
T distribution. Shown are the 1𝜎 standard deviations which are calculated by

leaving out a group of systematic uncertainties and determining the impact via quadratic error propagation
compared to the original fit.
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8.3 Measurement of the W-boson width

to a total uncertainty of approximately 30 MeV. Detailed studies of the multijet background and the
systematic uncertainties beyond the range of 100 GeV need to be done to explore the full potential of
the W-boson width measurement.

Table 8.7 gives an overview how the total uncertainty splits up into different categories. The impact
of the different sources of uncertainties is derived the same way as for the mass measurement. The
highest impact on theW-boson width measurement is due to the recoil calibrations with an impact
of more than 17 MeV. It is expected that they have a higher impact for fits performed in the 𝑚

W
T

distribution than for those done in the 𝑝
ℓ

T distribution due to the definition of the kinematic observable.
The electron calibrations play a more dominant role with an impact of around 16 MeV compared to
the muon calibrations having an impact of approximately 10 MeV. The uncertainties on the PDFs
contribute less to the total uncertainty than for the mass measurement. The external constraint of
the mass using all measurements taken so far except the 2017 analysis has a significant impact of
approximately 12 MeV. The parton shower predictions and angular coefficients are the third most
contributing uncertainty category which consists just of the 𝑝

W
T uncertainty and one eigenvector of the

𝐴𝑖 uncertainty in contrast to two eigenvectors which are used for 𝑝ℓT fits.
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Figure 8.8: The ten NPs with the highest impact on the W-boson width measurement performed in the 𝑚
W
T

distribution. Indicated are the +1𝜎 and −1𝜎 impacts, as well as the pull with its uncertainty.

Hence, it is not surprising that these two individual uncertainties are placed as first and fourth among
the ten highest-ranked single NPs as it is shown in Fig. 8.8. The external mass constraint is listed in the
second place and the fit pulls the mass constraint downwards which is in agreement with theW-boson
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Chapter 8 The fit results

mass fits itself where a value below the world average without the 2017 ATLAS measurement of
80 399 MeV is preferred. Individual NPs of the electron and recoil calibration categories represent the
other rankings as well as the uncertainty on the luminosity and the cross-section uncertainty on the
Z → ℓℓ background for the positively charged leptons. The latter two affect only the normalisation of
one or all simulated background processes.
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Figure 8.9: Consistency plots for different sub-fits of the W-boson width measurement performed in the 𝑚
W
T

distribution. Shown are the central value and the 1𝜎 and 2𝜎 uncertainty contours for two POIs acting (a) on
the different leptonic decay channels and (b) on the different charges of the final state lepton.

It is crucial to check if combining several individual measurement categories still return a consistent
result of theW-boson width between the fits performed on the two different leptonic decay channels
and the two charges of the final state lepton. The best fit values can be found in Fig. 8.9. The difference
of fits performed on the different flavours of the final state leptons is 58 MeV which agrees at the
1𝜎 level with the hypothesis of equal widths for decays into electrons and muons. Fits combining
the different measurement categories according to a given charge of the final state lepton indicate a
difference of 19 MeV which is close to the hypothesis of equal widths forW+ and W− decays.

The post-fit agreement of the fitted simulation samples to data is shown in Fig. 8.10 separately
for the electron and the muon decay channels and the positively and negatively charged leptons but
inclusively in pseudorapidity. In the lower panels, the good agreement between data and the post-fit
prediction within the total uncertainties is visible. The post-fit illustrations of recoil distributions 𝑝

W
T ,

𝑢
ℓ

‖ , and 𝑢
ℓ

⊥ as well as allW-boson width results for fits performed in the 𝑝
ℓ

T distributions can be found
in Appendix F.3.
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Figure 8.10: Post-fit distributions of 𝑚WT for theW-boson width measurement. The distributions are inclusive in
pseudorapidity but given explicitly for positively (a) and negatively charged electrons (b), and positively (c)
and negatively charged muons (d). The lower panel shows the ratio of data to simulation where the error bars
indicate the statistical uncertainty and the shaded band represents the total uncertainty.

8.4 Measurement of the lepton universality

The results of fits performed in the 𝑝
ℓ

T and the 𝑚WT distributions are compared in Fig. 8.11. As expected
from fits to Asimov data (cf. Table 8.3), fits carried out in the 𝑝

ℓ

T distribution are more sensitive than
those done in 𝑚

W
T . The stated value of this thesis for the lepton universality measurement origins from

the 𝑝
ℓ

T fits and is
𝑅𝜏ℓ = 0.96 ± 0.11. (8.5)

The sensitivity is one order of magnitude worse than the combination of the lepton universality
measurements of the LEP experiments (cf. Eq. (4.6)). The result of Eq. (8.5) is in agreement with
the best fit value achieved in 𝑚

W
T fits which is 𝑅𝜏ℓ = 1.16 ± 0.15. Furthermore, the individual

measurements of fits performed in the 𝑝
ℓ

T and the 𝑚
W
T distributions are compared in Fig. 8.11. The fit
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Figure 8.11: Results of the PLH fit for the measurement of the lepton universality for the individual measurement
categories and their combined fit using the kinematic observables 𝑝

ℓ

T (red) and 𝑚
W
T (blue). Indicated are the

central values, the total uncertainties, and the statistical uncertainties.
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8.4 Measurement of the lepton universality

results of both kinematic observables agree with each other.
The total uncertainty can be split up into the contribution of different categories of sources of

uncertainties as in Table 8.8. The PDFs are dominating this measurement with an impact of 5.0 %. The
usage of a more modern PDF set could decrease the total uncertainty of this measurement. Another
possibility to improve the sensitivity is to produce a higher statistics of simulated MC samples as
their impact of 4.2 % is the third higest on 𝑅𝜏ℓ . The contribution of the parton shower predicitons
and angular coefficients is the second largest, whereas the EW corrections, the external measurement
constraints, and the recoil calibrations contribute only little to the total uncertainty.

Source of uncertainty Impact on 𝑅𝜏ℓ [%]
PDFs 5.0
Parton shower predictions and angular coefficients 4.5
Simulation sample size 4.2
Muon calibrations 3.8
Electron calibrations 3.6
Cross-section and multijet background uncertainties 3.3
EW corrections 2.8
External measurement constraints 2.1
Recoil calibrations 2.0
Total systematic uncertainty 10.9
Data sample size 3.5
Total 11.1

Table 8.8: Impact of the different uncertainty categories on the total uncertainty of the lepton universality
measurement performed in the 𝑝

ℓ

T distribution. Shown are the 1𝜎 standard deviations which are calculated by
leaving out a group of systematic uncertainties and determining the impact via quadratic error propagation
compared to the original fit.

The impact of individual NPs to the lepton universality measurement is further split up in Fig. 8.12.
The first 𝐴𝑖 eigenvector is the uncertainty with the highest impact followed by two PDF eigenvectors.
The ranking plot is completed by two uncertainties belonging to the EW corrections, the mass
constraint, two muon extrapolation uncertainties applied to different pseudorapidity slices, and a shape
uncertainty on the multijet background. The latter one shows an asymmetric impact behaviour.

The consistency between the leptonic decay channels and the two charges of the final state lepton is
illustrated in Fig. 8.13. Due to technical reasons, the contours representing the 2𝜎 uncertainty ellipses
could not be produced but are extrapolated. The central values of the different combinations of the
leptonic decay channels differ by 0.20 which agrees at about 2𝜎 with the hypothesis of equal ratios of
branching ratios. The combinations of different charges of the final state leptons differ by 0.08 which
represents a good consistency.

Figure 8.14 shows the post-fit agreement of data to simulation. A good data to prediciton ratio is
visible for the electon and the muon decay channel as well as for positively and negatively charged
leptons. The post-fit plots of the recoil distributions 𝑝WT , 𝑢ℓ‖ , and 𝑢

ℓ

⊥ as well as more information about

the lepton universality fits performed in the 𝑚
W
T distribution can be found in Appendix F.4.

The sensitivity of the lepton universality measurement can be further increased by using lifetime
information of the tau lepton decay. The tau lepton decays on average after travelling a distance of
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Figure 8.13: Consistency plots for different sub-fits of the lepton universality measurement performed in the 𝑝
ℓ

T
distribution. Shown are the central value and the 1𝜎 and 2𝜎 uncertainty contours for two POIs acting (a) on
the different leptonic decay channels and (b) on the different charges of the final state lepton.
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Figure 8.14: Post-fit distributions of 𝑝ℓT for the lepton universality measurement. The distributions are inclusive
in pseudorapidity but given explicitly for positively (a) and negatively charged electrons (b), and positively (c)
and negatively charged muons (d). The lower panel shows the ratio of data to simulation where the error bars
indicate the statistical uncertainty and the shaded band represents the total uncertainty.

87 µm in the detector in contrast to the prompt light lepton decay. The ID measures the distance of
secondary vertices to the primary vertex in the transverse and longitudinal projection. The inclusion
of the transverse impact parameter 𝑑0 or the longitudinal impact parameter 𝑧0 into the PLH fit would
decrease the total uncertainty. The different shapes of the W → 𝜏𝜈 and the W → 𝜇𝜈 processes are
shown in Fig. 8.15(b). However, the simulation of the impact parameters agrees not well with the data
as illustrated in Fig. 8.15(c) due to known issues in the simulation, e.g. underestimation of the impact
parameter resolution, a 𝑑0 bias introduced by the Pixel clustering, and a charge asymmetric bias
added in the Geant4 simulation step. The sensitivity of incorporating the transverse impact parameter
into the PLH fit was studied in a thesis [184]. The total statistical uncertainty can be reduced from
3.6 % when just fitting in 𝑝

ℓ

T by implementing a two-dimensional fit of 𝑝ℓT and the transverse impact
parameter 𝑑0 to 2.1 %. An attempt to calibrate the MC samples to get a sufficient data-to-simulation
agreement was performed in a thesis [185]. The longitudinal impact parameter 𝑧0 is easier to calibrate
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(c) 𝑑0 data-simulation agreement.

Figure 8.15: Several illustrations indicate possible improvements in the context of the lepton universality
measurement. (a) and (b) show the normalised 𝑝

ℓ

T and 𝑑0 distributions, respectively, where the background, the
W → 𝜏𝜈, and theW → 𝜇𝜈 processes are separately normalised to a unity integral. (c) shows the data to MC
simulation agreement for 𝑑0 with the black dots in the lower panel indicating the ratio where the green band
illustrates the statistical uncertainty of the simulation and the error bars the statistical uncertainty of the data.

but the question of assigning an appropriate systematic uncertainty could not be answered definitely.
In addition, the relaxation of kinematic cuts increases the statistics of theW → 𝜏𝜈 process and hence

increases the sensitivity. The distributions ofW → 𝜏𝜈 processes are preferably found at low kinematic
regions as shown in Fig. 8.15(a) due to the additional neutrinos in the final state (cf. Fig. 2.10). The
requirement 𝑝ℓT > 30 GeV removes about 48 % of theW → 𝜏𝜈 process but only approximately 16 %
of the W → ℓ𝜈 process compared to a cut at 𝑝

ℓ

T > 25 GeV. Due to the correlations of the two
observables, the kinematic cut on 𝑚

W
T should be relaxed to 50 GeV instead of 60 GeV. Further relaxing

of the kinematic cuts is not possible due to the trigger threshold of 22 GeV in the electron channel
and a commonW-boson event selection for both decay channels. The multijet background estimate
procedure (cf. Section 5.3) is repeated for the relaxed kinematic cuts as outlined in Appendix F and
the corresponding multijet background shapes are used for the illustrations in Fig. 8.15. By relaxing
the kinematic cuts, the statistical sensitivity can be reduced by a factor of approximately 2.3 [184]
which manifests the potential of this measurement.
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CHAPTER 9

Summary and Conclusions

The Standard Model of particle physics provides an excellent showcase for a quantum field theory
describing elementary particles and their interactions. The W-boson is the charged mediator of
the weak force, one of the three forces incorporated by the Standard Model. Its mass requires the
existence of the electroweak symmetry breaking. In the Standard Model, this is facilitated via the
Higgs mechanism. The interaction between the aforementioned field and the W-boson generates
the W-boson mass, 𝑚W , which can be expressed by the following Standard Model parameters: the
fine-structure constant 𝛼em, the Fermi constant 𝐺F, and the sine of the Weinberg angle sin 𝜃W. Hence,
it was possible to estimate theW-boson mass already before its discovery in 1983 at the Spp̄S collider.
Higher-order corrections on 𝑚W depend on the top mass, 𝑚t, and the Higgs mass, 𝑚H , and are at the
order of 10−2. The description of the W-boson as a spin-1 particle and a plane wave allows to predict
the W-boson width, ΓW , at next-to-leading order. Measuring the W-boson mass and width is crucial
to test the overall consistency of the Standard Model by comparing it to indirect measurements. It
helps to constrain other Standard Model parameters and effects of physics beyond the Standard Model.
Furthermore, the weak charged current does not differentiate in terms of the coupling strength to the
different leptonic final states at leading-order which is known as lepton universality.

This thesis presented measurements of theW-boson properties mass, width, and lepton universality
using the leptonic decay modes of theW-boson. It uses data provided by the Large Hadron Collider in
2011 with a centre-of-mass energy

√
𝑠 = 7 TeV recorded by the ATLAS detector with an integrated

luminosity of Lint = 4.59 fb−1. The reference analysis was published in 2017 [86] and was the most
precise measurement of the W-boson at the time it was published. Based on the extensive studies of
systematic uncertainties in the 2017 publication, the presented analysis shares the same event selection.
The data-driven estimate of the multijet background was improved. In addition, the treatment of
several systematic uncertainties has been advanced by utilizing a principal component analysis.

The 2017 analysis evaluated the central value of 𝑚W with a 𝜒
2 fit in different fitting categories

for the lepton flavour, the charge of the lepton, and different slices of 𝜂ℓ to account for the detector
geometry. The fit was performed in the kinematic observables 𝑝

ℓ

T and 𝑚
W
T which reflect the Jacobian

edge and are therefore sensitive to the mass. Templates using different mass and width hypotheses
were produced based on the Breit-Wigner parametrisation with a running width and then compared to
data. The impact of the systematic uncertainties was calculated independently, taken uncorrelated
among each other, and did not affect the central value. Both, the determination of the central value and
the size of the considered uncertainties were repeated with success and close to the published results
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Chapter 9 Summary and Conclusions

at the MeV level. However, the statistical treatment of the analysis can be optimised by introducing
a profile likelihood fit. It allows the data to profile the systematic uncertainties and explore their
correlations. The fitted central value is the result of an optimisation taking statistical and systematic
errors into account. Therefore, this fitting technique is expected to lower the total uncertainty and
to change the central value of the parameter of interest compared to a fit including only statistical
uncertainties.

Using the improvements in systematic uncertainties and background determination, theW-boson
mass, 𝑚W , measurement was repeated with the 𝜒

2 fit method leading to a result of 𝑚W =(80 374.0 ±
18.3) MeV which has a higher central value of 4.5 MeV and a smaller total uncertainty of 0.2 MeV
compared to the 2017 analysis. Improving the fitting technique further using a profile likelihood fit
led to a result of

𝑚W = (80 354.7 ± 15.7) MeV.

This result is in agreement with the indirect determination of theW-boson mass in a global electroweak
fit. The central value decreases by 19.3 MeV compared to the 𝜒

2 fit result of the reanalysis which is
due to incorporating the systematic uncertainties as nuisance parameters into the global fit optimisation.
The total uncertainty decreases from 18.3 MeV of the 𝜒

2 fit to 15.7 MeV achieved by the profile
likelihood fit which marks an accuracy of around 2 × 10−4. Therefore, the analysis is sensitive to
higher-order corrections. The profile likelihood fit shows good consistency between fits performed
in the two kinematic observables 𝑝

ℓ

T and 𝑚
W
T , between the charges of the decayed leptons, and the

flavours of the decayed leptons. The presented W-boson mass measurement surpasses the one of
the 2017 publication but gives a larger total uncertainty than the recently published result by the
CDF collaboration [126]. The present measurement is in tension with the recent result from CDF. To
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Figure 9.1: Overview and comparison of different mass and width measurements to the global electroweak
fit. Shown are the best fit values, the full uncertainties, and the statistical uncertainties for different individual
measurements and combinations indicating the reference.
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further study the tension between the CDF result and this measurement, a focus should be set on a
consistent integration of the hard process with the used parton distribution functions in the simulation
process, and a correct treatment and reweighting procedure of the angular coefficients representing the
ratio of the helicity weighted cross-sections compared to the unpolarised cross-sections. Once these
differences are understood, a final interpretation of the results in terms of their consistency with the
Standard Model prediction can be attempted. It can be expected that further precision measurements
of the W-boson mass will be a highlight for the physics program of the Large Hadron Collider and
future experiments to shed light on the current tension between the individual best fit values.

The measurement of theW-boson width, ΓW , is the first determination with the ATLAS detector
and at the Large Hadron Collider with a result of

ΓW = (2 154 ± 48) MeV.

Again, all fits performed in separate categories are consistent with each other. The stated uncertainty is
comparable with the uncertainty of the current world average. The result of ΓW marks the most precise
single measurement of this quantity down to the present day. The central value is still in agreement
with the W-boson width value preferred by the global electroweak fit within the stated uncertainties.
The best fit values and their uncertainties of different individual measurements and combinations are
compared to the global electroweak fit for the W-boson mass and the width in Fig. 9.1. Whereas all
measurements of the W-boson width are consistent with each other, the newly published result by the
CDF collaboration shows a clear tension with the electroweak fit and all other experimental results as
well as with the best fit presented in this thesis.

Last but not least, a measurement of the lepton universality, 𝑅𝜏ℓ , was presented by comparing the
branching ratios of W-boson decays to electrons or muons to those decaying to tau leptons. The fitted
value of

𝑅𝜏ℓ = 0.96 ± 0.11

is in agreement with the Standard Model value of 1 but its uncertainty cannot compete with the most
sensitive existing experimental measurements. Relaxing kinematic requirements in the event selection
and using lifetime information of the decayed lepton could significantly improve this measurement.

The future at the Large Hadron Collider A prospect study [186] has been carried out by ATLAS to
evaluate the potential of the 𝑚W measurement for the high luminosity [187] and the high energy [188]
Large Hadron Collider. The high luminosity is the planned extension of the Large Hadron Collider
with a five times higher instantaneous luminosity compared to the design value of the Large Hadron
Collider starting its physics programm in the late 2020s. The idea of the high energy Large Hadron
Collider covers an additional upgrade of the centre-of-mass energy to

√
𝑠 = 27 TeV. A dataset of∫

L d𝑡 = 200 pb−1 collected in one week of low pile-up runs (L ∼ 5 × 1032 cm−2 s−1, 〈𝜇〉 ∼ 2) at
both energy scales would result in a statistical precision of below 10 MeV on 𝑚W .
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APPENDIX A

Additional information on the theoretical
foundations

A.1 Composing the Standard Model Lagrangian

This section explains in detail the way from Lagrange’s equation to the Euler-Lagrange equation. The
equation of motion of classical mechanics, Lagrange’s equation, is

d
d𝑡

(
𝜕𝐿

𝜕 ¤𝑞𝑖

)
− 𝜕𝐿

𝜕𝑞𝑖
= 0, (A.1)

where 𝑞𝑖 (𝑡) are discrete coordinates depending on the time variable 𝑡. The Lagrange formalism is
extended from discrete coordinates to a continuous system with continuously varying coordinates
𝜙(x, 𝑡)

𝐿
(
𝑞𝑖 , ¤𝑞𝑖 , 𝑡

)
→ ℒ

(
𝜙,

𝜕𝜙

𝜕𝑥𝜇
, 𝑥𝜇

)
. (A.2)

Equation (A.1) becomes the Euler-Lagrange equation (Equation (A.3)) by using the transformation
Equation (A.2)

𝜕

𝜕𝑥𝜇

©­­«
𝜕 ℒ

𝜕

(
𝜕𝜙/𝜕𝑥𝜇

) ª®®¬ −
𝜕ℒ

𝜕𝜙
= 0, (A.3)

where ℒ is named the Lagrangian density.

A.1.1 The strong interaction

This section contains additional information on the transformation of the gauge fields in the context of
QCD. Due to the additional term in Equation (2.16) including the structure constants 𝑓𝑎𝑏𝑐, the field
strength tensor 𝐺𝑎

𝜇𝜈 has a more complicated form than its counterpart in QED

𝐺
𝑎
𝜇𝜈 = 𝜕𝜇𝐺

𝑎
𝜈 − 𝜕𝜈𝐺

𝑎
𝜇 − 𝑔𝑆 𝑓𝑎𝑏𝑐𝐺

𝑏
𝜇𝐺

𝑐
𝜈 .
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Appendix A Additional information on the theoretical foundations

A.2 Relevant properties of the W-boson

Similar to Fig. 2.8, Fig. A.1 shows a two-dimensional scan of the CL of 𝑚W versus sin2
(
𝜃
𝑙
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)
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Figure A.1: Two-dimensional scans with contours at 68 % and 95 % CL of 𝑚W versus sin2
(
𝜃
𝑙
eff

)
. Shown

are indirect measurements of the two parameters including 𝑚H (blue), ΓZ (orange), and excluding both

measurements (grey) as well as a direct measurement of 𝑚W and sin2
(
𝜃
𝑙
eff

)
(green bands and ellipses) (taken

from [28]).
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APPENDIX B

Additional information on the premise

Similar to Fig. 4.7 and Fig. 4.8, Fig. B.1 and Fig. B.2 show the not normalised variations of the
W-boson mass and width concerning the nominal hypothesis for the kinematic observables 𝑝

ℓ

T and
𝑚
W
T . While the cross-section dependence is weak for the mass, it is more pronounced for the width.
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Figure B.1: Mass templates for the nominal hypothesis and two mass variations. Shown is the sum of all fitting
categories of both processes initiated by a W-boson, W → ℓ𝜈 and W → 𝜏𝜈, for the kinematic distributions
𝑝
ℓ

T (a) and 𝑚
W
T (b). The lower panel illustrates the ratio of the mass variations compared to the nominal mass

template.
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ℓ

T
(a) and 𝑚

W
T (b). The lower panel illustrates the ratio of the width variations compared to the nominal width

template.

160



APPENDIX C

Additional information on the analysis design

C.1 Event selection

This section contains additional material on the validation of the reanalysis selection criteria and the
validation of the distributions.

C.1.1 Validation of the reanalysis selection criteria

Similar to Table 5.5, Table C.1 shows the event yields of the W− → e−𝜈e MC sample for the different
productions of the electron channel.

W− → e−𝜈e
Cut A B C D E F 2017 analysis
No cut 20092577 20092577 20092577 20092577 20092577 20092577 20092555
LAr noise bursts 20092577 20092577 20092577 20092577 20092577 20092577 20092555
Good PV 20014287 20014287 20014265 20014265 20014295 20014295 20014265
GRL 20014287 20014287 20014265 20014265 20014295 20014295 20014265
Trigger 8929889 8929889 8931525 8931525 8931067 8931067 8929879
𝑝
e
T > 30 GeV 5292160 5292160 5294271 5294271 5293677 5293677 5292189

Veto tight++ 4295796 4295796 4297481 4297481 4296947 4296947 4295834
One tight++ 4295712 4295712 4297396 4297396 4296862 4296862 4295749
Trigger matching 4295602 4295602 4297287 4297287 4296753 4296753 4295640
Jet cleaning 4294097 4294097 4295780 4295780 4295246 4295246 4294135
LAr simple veto 4289584 4289584 4291264 4291264 4290732 4290732 4289625
𝐸

cone20
T 4237674 4237674 4239316 4239316 4238786 4238786 4237721

𝑝
cone40
T 4145871 4145871 4147451 4147451 4146989 4146989 4145913

𝑝
W
T < 30 GeV 3090798 3090798 3091962 3091962 3091593 3091593 3090832

𝑚
W
T > 60 GeV 2637405 2637405 2638831 2638831 2638600 2638600 2637380

𝐸
miss
T > 30 GeV 2335608 2335608 2336993 2336993 2336727 2336727 2335603

Table C.1: Cutflow comparison for theW− → e−𝜈e sample of the electron channel. Compared are the number
of events for the interesting production sets and the 2017 analysis for the given cut stages. The numbers are
normalised to their cross-section and an integrated luminosity of Lint = 4 591.01 pb−1.
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Appendix C Additional information on the analysis design

C.1.2 Validation of distributions

This section contains additional information on the validation of the distributions of the muon and the
electron channel. Furthermore, it completes the comparison of the reprocessed distributions to the
2017 analysis of Figs. 5.2 and 5.3.

Muon channel For the 𝜂ℓ plots in the muon channel of the 2017 analysis, the original binning was
24 equidistant bins between −2.4 and 2.4 of width 0.2. At some point, this was changed to a variable
binning. The rebinning was performed in the plotting step. Each bin content was divided by the new
bin width and multiplied by the “old” bin width of 0.2. This rebinning procedure was still applied in
the plotting step even though the binning was changed before the production step in the definition
of the histogram. So the 𝜂ℓ plots of the muon channel are not correct in the publication of the 2017
analysis, the plots in the supporting document were not affected by this bug. By repeating this bug,
the wrong paper plots were exactly reproduced.
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Figure C.1: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for negatively charged muons and the observables 𝑝ℓT (first row) and 𝑚

W
T (second

row). Shown are the distributions of three background processes.
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Figure C.2: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = +1 and the observable 𝜂ℓ . Shown are the distributions
of the data sample and the five MC samples.
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Figure C.3: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = −1 and the observable 𝜂ℓ . Shown are the distributions
of the data sample and the five MC samples.
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Figure C.4: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = +1 and the observable 𝐸

miss
T . Shown are the

distributions of the data sample and the five MC samples.
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Figure C.5: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = −1 and the observable 𝐸

miss
T . Shown are the

distributions of the data sample and the five MC samples.
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Figure C.6: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = +1 and the observable 𝑢T. Shown are the distributions
of the data sample and the five MC samples.
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Figure C.7: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = −1 and the observable 𝑢T. Shown are the distributions
of the data sample and the five MC samples.
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Figure C.8: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = +1 and the observable 𝑢ℓ‖ . Shown are the distributions
of the data sample and the five MC samples.
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Figure C.9: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = −1 and the observable 𝑢ℓ‖ . Shown are the distributions
of the data sample and the five MC samples.
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Figure C.10: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = +1 and the observable 𝑢ℓ⊥. Shown are the distributions
of the data sample and the five MC samples.
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Figure C.11: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for muons with charge 𝑞 = −1 and the observable 𝑢ℓ⊥. Shown are the distributions
of the data sample and the five MC samples.
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Appendix C Additional information on the analysis design

Electron channel The 𝜂ℓ plots in the electron channel were erroneously rebinned with the same
procedure as for the muons. This did not have any effect on the bin contents as the bins had a
width of 0.2 except for the bin between 1.82–2.0. This bin content was artificially multiplied by
0.2/0.18 = 1.1111. This explains why exactly 90 % of the old bin content was reproduced. The plots
in the supporting document were not affected by this bug.

The electron recoil plots of the 2017 analysis were produced including the data file containing
721 276 events.
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Figure C.12: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for negatively charged electrons and the observables 𝑝

ℓ

T (first row) and 𝑚
W
T

(second row). Shown are the distributions of three background processes.
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C.1 Event selection
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Figure C.13: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = +1 and the observable 𝜂ℓ . Shown are the
distributions of the data sample and the five MC samples.
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Figure C.14: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = −1 and the observable 𝜂ℓ . Shown are the
distributions of the data sample and the five MC samples.
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Figure C.15: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = +1 and the observable 𝐸

miss
T . Shown are the

distributions of the data sample and the five MC samples.
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Figure C.16: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = −1 and the observable 𝐸

miss
T . Shown are the

distributions of the data sample and the five MC samples.
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Figure C.17: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = +1 and the observable 𝑢T. Shown are the
distributions of the data sample and the five MC samples.
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Figure C.18: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = −1 and the observable 𝑢T. Shown are the
distributions of the data sample and the five MC samples.
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Figure C.19: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = +1 and the observable 𝑢

ℓ

‖ . Shown are the
distributions of the data sample and the five MC samples.
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Figure C.20: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = −1 and the observable 𝑢

ℓ

‖ . Shown are the
distributions of the data sample and the five MC samples.
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C.1 Event selection
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Figure C.21: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = +1 and the observable 𝑢

ℓ

⊥. Shown are the
distributions of the data sample and the five MC samples.
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Figure C.22: Comparison between distributions published in the 2017 analysis (black dots) and the reprocessed
samples (coloured filled areas) for electrons with charge 𝑞 = −1 and the observable 𝑢

ℓ

⊥. Shown are the
distributions of the data sample and the five MC samples.

173



Appendix C Additional information on the analysis design

C.2 Multijet background fit

This section contains additional material about the multijet background fits.

C.2.1 Determination of the multijet contamination fraction

Muon channel Similar to Fig. 5.4, Fig. C.23 shows the data to simulation agreement of the 𝐸
miss
T

distribution in the 𝜇
−-channel for extrapolating the shape of the multijet background from different

isolation regions. Figure C.24 completes the illustration of Fig. 5.5 by showing the template fit plots
of the negatively charged muons.
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Figure C.23: The 𝐸
miss
T distribution in the 𝜇

−-channel for data and simulation where the shape of the multijet
background is extracted from different isolation regions but the fraction is the same. Compared are the first
CR 0.10 < 𝑝

cone20
T /𝑝T < 0.13 (a) and the last CR 0.37 < 𝑝

cone20
T /𝑝T < 0.40 (b). The cuts 𝐸

miss
T > 30 GeV,

𝑚
W
T > 60 GeV and 𝑝

W
T < 30 GeV are removed to increase the impact of the multijet background.
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C.2 Multijet background fit
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Figure C.24: Example of multijet template fits of the observables 𝐸miss
T , 𝑚WT , and 𝑝

ℓ

T/𝑚WT in FR1 (left) and FR2
(right) for the 𝜇

−-channel. The multijet distribution is extracted from the first CR (0.10 < 𝑝
cone20
T /𝑝T < 0.13).

The ratio shows the agreement between data and the template fits.
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Appendix C Additional information on the analysis design

Electron channel Figures C.25 and C.26 show the data to simulation agreement of the 𝐸
miss
T

distribution in the e+-channel and the e−-channel, respectively, for extrapolating the shape of the
multijet background from different isolation regions. Figures C.27 and C.28 illustrate the template fits
in the electron channel for three kinematic distributions and the two fitting regions.
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Figure C.25: The 𝐸
miss
T distribution in the e+-channel for data and simulation where the shape of the multijet

background is extracted from different isolation regions but the fraction is the same. Compared are the first
CR 4 GeV < 𝑝

cone40
T < 5 GeV (a) and the last CR 9 GeV < 𝑝

cone40
T < 10 GeV (b). The cuts 𝐸

miss
T > 30 GeV,

𝑚
W
T > 60 GeV and 𝑝

W
T < 30 GeV are removed to increase the impact of the multijet background.
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Figure C.26: The 𝐸
miss
T distribution in the e−-channel for data and simulation where the shape of the multijet

background is extracted from different isolation regions but the fraction is the same. Compared are the first
CR 4 GeV < 𝑝

cone40
T < 5 GeV (a) and the last CR 9 GeV < 𝑝

cone40
T < 10 GeV (b). The cuts 𝐸

miss
T > 30 GeV,

𝑚
W
T > 60 GeV and 𝑝

W
T < 30 GeV are removed to increase the impact of the multijet background.
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C.2 Multijet background fit
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T and 𝑚
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Figure C.27: Example of multijet template fits of the observables 𝐸miss
T , 𝑚WT , and 𝑝

ℓ

T/𝑚WT in FR1 (left) and FR2
(right) for the e+-channel. The multijet distribution is extracted from the first CR (4 GeV < 𝑝

cone40
T < 5 GeV).

The ratio shows the agreement between data and the template fits.
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Figure C.28: Example of multijet template fits of the observables 𝐸miss
T , 𝑚WT , and 𝑝

ℓ

T/𝑚WT in FR1 (left) and FR2
(right) for the e−-channel. The multijet distribution is extracted from the first CR (4 GeV < 𝑝

cone40
T < 5 GeV).

The ratio shows the agreement between data and the template fits.
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C.2 Multijet background fit

C.2.2 Extrapolation of the multijet background shapes

The ratio of the two control regions to extrapolate the shape of the multijet background into the SR
is shown in Fig. C.29 for the observable 𝑚

W
T . As Fig. 5.9 shows the agreement of the 𝑝

ℓ

T multijet
background shape, Figs. C.30, C.31 and C.32 illustrate the agreement for the observables 𝑚WT , 𝐸miss

T ,
and 𝑝

W
T .
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Figure C.29: Ratio of the multijet background distributions of the two control regions CR2/CR1 for the 𝑚
W
T

distribution. The black points represent the ratio of the histograms of the two CRs, the red line refers to the
fitted transfer function and the red band corresponds to the 1𝜎 confidence interval. The shape extrapolation is
shown for W+ (left) and W− (right) for the muon (upper row) and the electron channel (lower row).
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Figure C.30: Comparison of the multijet background shape between the 2017 analysis and the reanalysis in the
observable 𝑚WT . The agreement is shown forW+ (left) andW− (right) for the muon (upper row) and the electron
channel (lower row).
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C.2 Multijet background fit
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Figure C.31: Comparison of the multijet background shape between the 2017 analysis and the reanalysis in
the observable 𝐸

miss
T . The agreement is shown forW+ (left) and W− (right) for the muon (upper row) and the

electron channel (lower row).
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Figure C.32: Comparison of the multijet background shape between the 2017 analysis and the reanalysis in the
observable 𝑝

W
T . The agreement is shown forW+ (left) andW− (right) for the muon (upper row) and the electron

channel (lower row).
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APPENDIX D

Additional information on the statistical methods

This chapter contains additional information about the interpolation methods used in the PLH fit.

D.1 One-dimensional interpolation

Linear interpolation Figure D.1 is the full version of Figure 6.4 without zoom.
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Figure D.1: Graphical illustration of the linear morphing for the W-boson mass over the whole template range.
The different mass templates are indicated with a coloured cross below the 𝑥-axis, whereas the weight for each
template of the interpolation function is inked with the same colour as the template itself.

Quadratic interpolation The linear template weighting introduced in Section 6.2.2 can be generalised
with the help of Lagrange polynomials first mentioned in 1779 [189]. The description follows
mainly [190]. Again, each template of any desired mass value 𝑚W can be achieved with the relation

𝑇

(
𝑚W

)
=

𝑁∑︁
𝑘=1

𝑤𝑘

(
𝑚W

)
𝑇𝑘 , (D.1)
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Each template 𝑇 can be approximated by a sum of quadratic functions of the form

𝑇

(
Δ𝑚W

)
= 𝑐1 + 𝑐2 · Δ𝑚W + 𝑐3 ·

(
Δ𝑚W

)2
, (D.2)

where Δ𝑚W is the mass difference with respect to the lowest of the three mass values in a given
interval. In every interval, three templates 𝑇1, 𝑇2, and 𝑇3 are needed to derive the prefactors of the

2000 2100 2200

 [MeV]WΓ

0.5−

0

0.5

1W
ei

gh
t

Figure D.2: Graphical illustration of the quadratic morphing for the W-boson width. The different mass
templates are indicated with a coloured cross below the 𝑥-axis, whereas the weight for each template of the
interpolation function is inked with the same colour as the template itself.

quadratic function with a set of three equations constituting like

𝑇1 = 𝑐1

𝑇2 = 𝑐1 + 𝑐2 ·
(
𝑚W ,1 − 𝑚W ,2

)
+ 𝑐3 ·

(
𝑚W ,1 − 𝑚W ,2

)2

𝑇3 = 𝑐1 + 𝑐2 ·
(
𝑚W ,1 − 𝑚W ,3

)
+ 𝑐3 ·

(
𝑚W ,1 − 𝑚W ,3

)3

This can be formulated using the matrix notation

𝑡 = 𝐴 · 𝑐,

where the vectors 𝑡 and 𝑐 look like

𝑡 =
©­«
𝑇1
𝑇2
𝑇3

ª®¬ , 𝑐 =
©­«
𝑐1
𝑐2
𝑐3

ª®¬
and the matrix 𝐴 is defined as

𝐴 =

©­­­­«
1 0 0

1 𝑚W ,1 − 𝑚W ,2

(
𝑚W ,1 − 𝑚W ,2

)2

1 𝑚W ,1 − 𝑚W ,3

(
𝑚W ,1 − 𝑚W ,3

)2

ª®®®®¬
.
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D.1 One-dimensional interpolation

The second and third elements of the first row are zero as 𝑚W ,1 −𝑚W ,1 = 0 which is the reason why the
masses are taken as a difference to the lowest mass value of the three mass templates. This simplifies
the inversion of the matrix 𝐴 which is necessary to get the coefficients 𝑐1, 𝑐2, and 𝑐3 via the relation

𝑐 = 𝐴
−1 · 𝑡,

such that Equation (D.2) expands to

𝑇

(
Δ𝑚W

)
= 𝑐1 + 𝑐2 · Δ𝑚W + 𝑐3 ·

(
Δ𝑚W

)2

= 𝑇1

(
𝑎11 + 𝑎12 · Δ𝑚W ,1 + 𝑎13 ·

(
Δ𝑚W ,1

)2
)
+ 𝑇2

(
𝑎22 · Δ𝑚W ,2 + 𝑎23 ·

(
Δ𝑚W ,2

)2
)

+ 𝑇3

(
𝑎32 · Δ𝑚W ,3 + 𝑎33 ·

(
Δ𝑚W ,3

)2
)

=

3∑︁
𝑖=1

𝑇𝑖𝑁𝑖

(
Δ𝑚W

)
,

where the 𝑎𝑖 𝑗 is the element of the inverted matrix 𝐴
−1 in row 𝑖 and column 𝑗 . The elements 𝑎21 and
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Figure D.3: Graphical illustration of the quadratic morphing for the W-boson width over the whole template
range. The different mass templates are indicated with a coloured cross below the 𝑥-axis, whereas the weight
for each template of the interpolation function is inked with the same colour as the template itself.

𝑎31 are zero due to vanishing elements in the first row of the matrix 𝐴. The 𝑁𝑖 are the weight factors
for the three different templates 𝑇1, 𝑇2, and 𝑇3 in the interval 𝑚W ,1 < 𝑇 < 𝑚W ,2, whereas the next
three templates are used for deriving the functions in the next interval. This procedure continues until
the last interval which uses the weight factors 𝑁𝑖 in addition in the interval 𝑚W ,2 < 𝑇 < 𝑚W ,3. The
weight functions of any template are shown in Figures D.2 and D.3. The entity of 𝑁𝑖 belonging to
a given template 𝑇𝑘 defines the weights 𝑤𝑘 of Equation (D.1) which are piecewise-defined weight
functions.
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D.2 Two-dimensional interpolation

The simultaneous fit of two morphing parameters acting as POIs is outlined and implemented in
TRExFitter. The working principle is the same as for the morphing of one parameter, but the
template 𝑇

(
𝑚W , ΓW

)
depends on the W-boson mass and width value. The individual weights are

based again on a piecewise linear interpolation in both dimensions

𝑤𝑘

(
𝑚W , ΓW

)
=



(
1 −

𝑚
𝑘
W−𝑚W

𝑚
𝑘
W−𝑚

𝑘−1
W

)
∗

(
1 −

Γ
𝑘
W−ΓW

Γ
𝑘
W−Γ

𝑘−1
W

)
, for𝑚𝑘−1

W ≤ 𝑚W ≤ 𝑚
𝑘
W , Γ

𝑘−1
W ≤ ΓW ≤ Γ

𝑘
W(

1 −
𝑚

𝑘
W−𝑚W

𝑚
𝑘
W−𝑚

𝑘−1
W

)
∗

(
1 −

ΓW−Γ
𝑘
W

Γ
𝑘+1
W −Γ𝑘

W

)
, for𝑚𝑘−1

W ≤ 𝑚W ≤ 𝑚
𝑘
W , Γ

𝑘
W ≤ ΓW ≤ Γ

𝑘+1
W(

1 −
𝑚W−𝑚

𝑘
W

𝑚
𝑘+1
W −𝑚𝑘

W

)
∗

(
1 −

Γ
𝑘
W−ΓW

Γ
𝑘
W−Γ

𝑘−1
W

)
, for𝑚𝑘

W ≤ 𝑚W ≤ 𝑚
𝑘+1
W , Γ

𝑘−1
W ≤ ΓW ≤ Γ

𝑘
W(

1 −
𝑚W−𝑚

𝑘
W

𝑚
𝑘+1
W −𝑚𝑘

W

)
∗

(
1 −

ΓW−Γ
𝑘
W

Γ
𝑘+1
W −Γ𝑘

W

)
, for𝑚𝑘

W ≤ 𝑚W ≤ 𝑚
𝑘+1
W , Γ

𝑘
W ≤ ΓW ≤ Γ

𝑘+1
W

0, else.
(D.3)

The weights of Equation (D.3) can be graphically understood by studying Figure D.4. It is shown how
any combination of 𝑚W and ΓW can be achieved by interpolating in a rectangle. The corner points of
this rectangle are given by all four possible combinations of the two mass values 𝑚𝐴

W and 𝑚
𝐵
W and

the two width values Γ𝐴
W and Γ

𝐵
W . The black dot in the centre of the rectangle illustrates the desired

template. Each template has to be weighted by the area of the sub-rectangle which is lying diagonal
opposite to the corner point. The corner point and the sub-rectangle belonging together are inked with
the same colour.
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W mB
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W

mA
W , ΓA

W mB
W , ΓA

W

Figure D.4: Graphical interpretation of the morphing of two POIs. Shown is the interpolation to a given point
represented by the black dot in the rectangular determined by four corner points with the two mass values 𝑚𝐴

W

and 𝑚
𝐵
W and the two width values Γ𝐴

W and Γ
𝐵
W .
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APPENDIX E

Additional information on the systematic
uncertainties

This chapter presents additional material on the systematic uncertainties.

E.1 Calibration of light leptons

Figures E.1 and E.2 show the agreement between data and simulation of the leptonic pseudorapidity
in the muon and the electron channel, respectively, for the 2017 analysis and the reanalysis.
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Figure E.1: Comparison of the data to simulation agreement of the leptonic pseudorapidity in Z → 𝜇𝜇 events
between the 2017 analysis and the reanalysis. Compared are the agreement between data and simulation
consisting of Z signal and backgrounds for (a) the 2017 analysis (taken from [86]) and (b) the reanalysis. All
corrections concerning the momentum calibration and the selection efficiency are applied to the simulation.
The lower panel shows the ratio of data to simulation where the error bars indicate the statistical uncertainty.
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Figure E.2: Comparison of the data to simulation agreement of the leptonic pseudorapidity in Z → ee events
between the 2017 analysis and the reanalysis. Compared are the agreement between data and simulation
consisting of Z signal and backgrounds for (a) the 2017 analysis (taken from [86]) and (b) the reanalysis. The
corrections concerning the energy resolution and the selection efficiency are applied to the simulation whereas
the energy scale corrections are applied to the data. The lower panel shows the ratio of data to simulation where
the error bars indicate the statistical uncertainty.

E.2 Calibration of the recoil

Figure E.3 shows the data to simulation agreement for the kinematic distributions of 𝑢Z‖ , 𝑢
Z
‖ + 𝑝

ℓℓ

T , and

𝑢
Z
⊥ in Z → 𝜇𝜇 events for the 2017 analysis and the reanalysis. Furthermore, Fig. E.4 illustrates the

data to simulation agreement for the recoil distributions 𝑢Z‖ , 𝑢
Z
‖ + 𝑝

ℓℓ

T , 𝑢Z⊥, and 𝑢T in Z → ee events.
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Figure E.3: Comparison of the data to simulation agreement of the recoil distributions 𝑢Z‖ (a,b), 𝑢Z‖ + 𝑝
ℓℓ

T (c,d),

and 𝑢
Z
⊥ (e,f) in Z → 𝜇𝜇 events between the 2017 analysis and the reanalysis. Compared are the agreement

between data and simulation consisting of Z signal and backgrounds for (a), (c), (e) the 2017 analysis before and
after applying all corrections (taken from [86]) and (b), (d), (f) the reanalysis including all recoil corrections.
The lower panel shows the ratio of data to simulation where the error bars indicate the statistical uncertainty.
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Figure E.4: Comparison of the data to simulation agreement of the recoil distributions 𝑢Z‖ (a), 𝑢Z‖ + 𝑝
ℓℓ

T (b), 𝑢Z⊥
(c), and 𝑢T (d) in Z → ee events for the reanalysis. Compared are the agreement between data and simulation
consisting of Z signal and backgrounds after applying all recoil corrections. The lower panel shows the ratio of
data to simulation where the error bars indicate the statistical uncertainty.
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E.3 Cross check tests with Z-boson events

Complementary to Figs. 7.10 and 7.11, Figs. E.5, E.6 and E.7 show the data to simulation agreement
of the recoil rapidity distributions, the 𝑚

Z
T
(
ℓ
+) , and the 𝑚

Z
T
(
ℓ
−) distributions, respectively, for the

2017 analysis and the reanalysis in Z → 𝜇𝜇 and Z → ee events.
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Figure E.5: Comparison of the data to simulation agreement of the recoil rapidity distributions from Z-boson
events between the 2017 analysis (a,c) (taken from [86]) and the reanalysis (b,d). Shown are Z → 𝜇𝜇 events
(a,b) and Z → ee events (c,d). The physics-modelling corrections and detector calibrations are applied to the
simulation. The lower panel illustrates the data-to-prediction ratio with the error bars indicating the statistical
uncertainties.
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Figure E.6: Comparison of the data to simulation agreement of the 𝑚
Z
T
(
ℓ
+) distributions from Z-boson events

between the 2017 analysis (a,c) (taken from [86]) and the reanalysis (b,d). Shown are Z → 𝜇𝜇 events (a,b) and
Z → ee events (c,d). The physics-modelling corrections and detector calibrations are applied to the simulation.
The lower panel illustrates the data-to-prediction ratio with the error bars indicating the statistical uncertainties.
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Figure E.7: Comparison of the data to simulation agreement of the 𝑚
Z
T
(
ℓ
−) distributions from Z-boson events

between the 2017 analysis (a,c) (taken from [86]) and the reanalysis (b,d). Shown are Z → 𝜇𝜇 events (a,b) and
Z → ee events (c,d). The physics-modelling corrections and detector calibrations are applied to the simulation.
The lower panel illustrates the data-to-prediction ratio with the error bars indicating the statistical uncertainties.
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E.4 Principal component analysis

E.4.1 Toy study

This section describes the toy study to prove the working principle and find the correct normalisation
of the eigenvectors. A Gaussian distribution generated by throwing 105 toys serves as a starting point
for this toy example as shown in Fig. E.8(a). The histogram of the Gaussian distribution is smeared by
a constant factor and a linear or quadratic function. The constant factor 𝑐 is a random number from a
gauss with mean 𝜇 = 0 and width 𝜎 = 0.1. The linear and quadratic functions have the form

𝑓linear(𝑥) = 𝑚 · 𝑥, 𝑓quadratic(𝑥) = 𝑚 · 𝑥2
, (E.1)

where 𝑚 is a random number drawn from a uniform distribution between −0.1 and 0.1. Both 𝑐 and 𝑚

are diced 104 times to generate the same number of correlated toys. The relative deviation of those
toys with respect to the original Gaussian distribution served as an input for the PCA. The degree of
freedom of the five components gives the PCA the flexibility to fully cover the two effects inserted.
Only those eigenvectors are considered where the sum of the eigenvalues is greater than 99 % of
the sum of all eigenvalues. If the dimensionality of the original pattern space is unknown, e.g. if
processing systematic uncertainties, the number of components should be higher than the number of
bins of the analysed histogram to allow the PCA to close.

In the case of the smearing with the linear function, the PCA finds back two eigenvectors shown in
Figs. E.8(c) and E.8(d). They exactly describe the original pattern space as expected because one
eigenvector describes the smearing with the linear function and the other one the smearing with a
constant factor. A figure of merit is defined in a way to prove the integrity of the PCA. Therefore, the
RMS of the correlated toys and the uncorrelated PCA eigenvectors is compared

𝑥
correlated
RMS =

√√√
1
𝑁

𝑁∑︁
𝑖

(
𝑥𝑖 − 𝑥nom
𝑥nom

)
, 𝑥

uncorrelated
RMS =

√√√
𝑁∑︁
𝑖

(
𝑥𝑖 − 𝑥nom
𝑥nom

)
. (E.2)

In the case of the toys, the correlated definition of the RMS of Eq. (7.4) is taken by summing over all
toys while the uncorrelated definition of the RMS is used for all eigenvectors of the PCA included by
the termination criterion. Depending on the choice of the smearing function as defined in Eq. (E.1),
both figures of merit Figs. E.8(e) and E.8(f) demonstrate perfectly the working principle of the PCA
with the ratio of the RMS of the toys and of the eigenvectors of the PCA being at 1.
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(e) Figure of merit for smearing with
linear function.
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Figure E.8: Graphical illustration of the toy example for the PCA. (a) shows the gaussian toy distribution being
the base and (b) the linear (blue) and the quadratic (red) function the base distribution is smeared with. The two
eigenvectors originating from the smearing with the linear function are shown in (c) (0th eigenvector) and (d)
(1st eigenvector). The figures of merit in (e) and (f) for the two different smearings compare the RMS of the
toys (black points) to the RMS of the PCA eigenvectors (solid orange histogram) and their ratio indicates the
closure between both quantities.

E.4.2 Additional figures of merit

The additional figures of merit demonstrating the closure of the applied PCAs are shown in Figs. E.9,
E.10, E.11, E.12, E.13, E.14, E.15 and E.16.

195



Appendix E Additional information on the systematic uncertainties

60 70 80 90 100

mWT  [GeV]

0.9

1

1.1

P
C

A
/T

o
y
s

100

200

300

400

G
e

V
 

0
.5

 / 
A

.U
.

RMS PCA

RMS Toys

1−pb , 4591­4059VeT 7 = s

iA

RMS PCA

RMS Toys

(a) 𝐴𝑖 systematic.
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Figure E.9: Figure of merits demonstrating the closure of the PCA for (a) the 𝐴𝑖 systematic and (b) the Recoil Z
statistics systematic for the 𝑚WT distribution. Shown is the RMS for toys (black points) compared to the RMS of
the PCA eigenvectors (orange).
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Figure E.10: Figure of merits demonstrating the closure of the PCA for the electron identification SF systematic.
Shown is the RMS for toys (black points) compared to the RMS of the PCA eigenvectors (orange) for the two
kinematic distributions 𝑝

ℓ

T and 𝑚
W
T and all 𝜂ℓ categories.
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Figure E.11: Figure of merits demonstrating the closure of the PCA for the electron isolation SF systematic.
Shown is the RMS for toys (black points) compared to the RMS of the PCA eigenvectors (orange) for the two
kinematic distributions 𝑝

ℓ

T and 𝑚
W
T and all 𝜂ℓ categories.
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Figure E.12: Figure of merits demonstrating the closure of the PCA for the electron reconstruction SF systematic.
Shown is the RMS for toys (black points) compared to the RMS of the PCA eigenvectors (orange) for the two
kinematic distributions 𝑝

ℓ

T and 𝑚
W
T and all 𝜂ℓ categories.
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Figure E.13: Figure of merits demonstrating the closure of the PCA for the electron trigger SF systematic.
Shown is the RMS for toys (black points) compared to the RMS of the PCA eigenvectors (orange) for the two
kinematic distributions 𝑝

ℓ

T and 𝑚
W
T and all 𝜂ℓ categories.

199



Appendix E Additional information on the systematic uncertainties

30 35 40 45 50

pℓ

T [GeV]

0.9

1

1.1

P
C

A
/T

o
y
s

10

20

30

40G
e

V
 

0
.5

 / 
A

.U
.

RMS PCA

RMS Toys

1−pb , 4059VeT 7 = s

| < 1.4η­channel, 0.8 < |µIso SF, 

RMS PCA

RMS Toys

30 35 40 45 50

pℓ

T [GeV]

0.9

1

1.1

P
C

A
/T

o
y
s

10

20

30

40

50G
e

V
 

0
.5

 / 
A

.U
.

RMS PCA

RMS Toys

1−pb , 4059VeT 7 = s

| < 2.0η­channel, 1.4 < |µIso SF, 

RMS PCA

RMS Toys

30 35 40 45 50

pℓ

T [GeV]

0.9

1

1.1

P
C

A
/T

o
y
s

10

20

30

40

50

G
e

V
 

0
.5

 / 
A

.U
.

RMS PCA

RMS Toys

1−pb , 4059VeT 7 = s

| < 2.4η­channel, 2.0 < |µIso SF, 

RMS PCA

RMS Toys

60 70 80 90 100

mWT  [GeV]

0.9

1

1.1

P
C

A
/T

o
y
s

2

4

6

8

10

12G
e

V
 

0
.5

 / 
A

.U
.

RMS PCA

RMS Toys

1−pb , 4059VeT 7 = s

| < 0.8η­channel, 0.0 < |µIso SF, 

RMS PCA

RMS Toys

60 70 80 90 100

mWT  [GeV]

0.9

1

1.1

P
C

A
/T

o
y
s

5

10

G
e

V
 

0
.5

 / 
A

.U
.

RMS PCA

RMS Toys

1−pb , 4059VeT 7 = s

| < 1.4η­channel, 0.8 < |µIso SF, 

RMS PCA

RMS Toys

60 70 80 90 100

mWT  [GeV]

0.9

1

1.1

P
C

A
/T

o
y
s

5

10

15

G
e

V
 

0
.5

 / 
A

.U
.

RMS PCA

RMS Toys

1−pb , 4059VeT 7 = s

| < 2.0η­channel, 1.4 < |µIso SF, 

RMS PCA

RMS Toys

60 70 80 90 100

mWT  [GeV]

0.9

1

1.1

P
C

A
/T

o
y
s

5

10

15G
e

V
 

0
.5

 / 
A

.U
.

RMS PCA

RMS Toys

1−pb , 4059VeT 7 = s

| < 2.4η­channel, 2.0 < |µIso SF, 

RMS PCA

RMS Toys

Figure E.14: Figure of merits demonstrating the closure of the PCA for the muon isolation SF systematic.
Shown is the RMS for toys (black points) compared to the RMS of the PCA eigenvectors (orange) for the two
kinematic distributions 𝑝

ℓ

T and 𝑚
W
T and all 𝜂ℓ categories.
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Figure E.15: Figure of merits demonstrating the closure of the PCA for the muon reconstruction SF systematic.
Shown is the RMS for toys (black points) compared to the RMS of the PCA eigenvectors (orange) for the two
kinematic distributions 𝑝

ℓ

T and 𝑚
W
T and all 𝜂ℓ categories.
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Figure E.16: Figure of merits demonstrating the closure of the PCA for the muon trigger SF systematic. Shown
is the RMS for toys (black points) compared to the RMS of the PCA eigenvectors (orange) for the two kinematic
distributions 𝑝

ℓ

T and 𝑚
W
T and all 𝜂ℓ categories.
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APPENDIX F

Additional information on the fit results

This chapter contains additional information on the fit results.

F.1 The optimisation of the fit setup

This section complements Section 8.1 by showing further plots and tables.

F.1.1 Normalisation

Table F.1 compares the predicted cross-sections at NLO for differentW-boson mass and width values.
Whereas the dependence of theW production cross-section on 𝑚W is weak, it is more pronounced for
ΓW .

𝑚W [MeV] ΓW [MeV] 𝜎(𝑝𝑝 → W+) [nb]
80085 2.085 6.1338 ± 0.0092
80285 2.085 6.1653 ± 0.0092
80385 2.085 6.1811 ± 0.0092
80485 2.085 6.1969 ± 0.0092
80685 2.085 6.2285 ± 0.0092
80385 1.785 7.2270 ± 0.0110
80385 1.985 6.4947 ± 0.0097
80385 2.085 6.1811 ± 0.0092
80385 2.185 5.8961 ± 0.0088
80385 2.385 5.3980 ± 0.00819

Table F.1: Predicted cross-sections using DYTURBO at NLO for 𝑝𝑝 → W+ for different values of 𝑚W and ΓW .

F.1.2 Smoothing and symmetrisation

The given illustrations complete Fig. 8.1 and illustrate all systematic uncertainties which are smoothed
and symmetrised. Shown are the distributions of the first 𝜂ℓ slice for positively charged leptons in
both leptonic decay channels.
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Figure F.1: Distributions of different systematic uncertainties of the muon channel comparing the original (dashed
lines) and the modified (solid lines) envelopes. The lower panel illustrates the relative uncertainty compared to
the nominal distribution given in per cent where the hatched area represents the statistical uncertainty of the
nominal distribution.
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Figure F.2: Distributions of different systematic uncertainties of the muon channel comparing the original (dashed
lines) and the modified (solid lines) envelopes. The lower panel illustrates the relative uncertainty compared to
the nominal distribution given in per cent where the hatched area represents the statistical uncertainty of the
nominal distribution.
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Figure F.3: Distributions of different systematic uncertainties of the muon channel comparing the original (dashed
lines) and the modified (solid lines) envelopes. The lower panel illustrates the relative uncertainty compared to
the nominal distribution given in per cent where the hatched area represents the statistical uncertainty of the
nominal distribution.
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Figure F.4: Distributions of different systematic uncertainties of the electron channel comparing the original
(dashed lines) and the modified (solid lines) envelopes. The lower panel illustrates the relative uncertainty
compared to the nominal distribution given in per cent where the hatched area represents the statistical uncertainty
of the nominal distribution.
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Figure F.5: Distributions of different systematic uncertainties of the electron channel comparing the original
(dashed lines) and the modified (solid lines) envelopes. The lower panel illustrates the relative uncertainty
compared to the nominal distribution given in per cent where the hatched area represents the statistical uncertainty
of the nominal distribution.
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Figure F.6: Distributions of different systematic uncertainties of the electron channel comparing the original
(dashed lines) and the modified (solid lines) envelopes. The lower panel illustrates the relative uncertainty
compared to the nominal distribution given in per cent where the hatched area represents the statistical uncertainty
of the nominal distribution.
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Figure F.7: Distributions of different systematic uncertainties of the electron channel comparing the original
(dashed lines) and the modified (solid lines) envelopes. The lower panel illustrates the relative uncertainty
compared to the nominal distribution given in per cent where the hatched area represents the statistical uncertainty
of the nominal distribution.
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Figure F.8: Distributions of different systematic uncertainties of the electron channel comparing the original
(dashed lines) and the modified (solid lines) envelopes. The lower panel illustrates the relative uncertainty
compared to the nominal distribution given in per cent where the hatched area represents the statistical uncertainty
of the nominal distribution.
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F.1.3 Pruning

The following condition has to be fulfilled for every given bin 𝑖 of a distribution to drop the shape part
of a systematic uncertainty

𝑏𝑖,variation − 𝑏𝑖,nominal

𝑏𝑖,nominal
< 𝑡shape,

where 𝑏𝑖,variation and 𝑏𝑖,nominal are the bin entries of bin 𝑖 for the up or down variation and the nominal
distribution. The value 𝑡shape is the threshold value determining the requirement on the relative shape
fluctuation of the variation. The variations and the nominal distribution are normalised to the same
area before checking the pruning requirement. The optimal threshold value for the shape combines
trimming most of the NPs without reducing the total uncertainty too much. The total uncertainties for
different threshold values are shown in Tables F.2 and F.3. The total number of NPs is determined
by counting every systematic uncertainty in every measurement category regardless of whether it is
correlated across several measurement categories or not. For the two morphing measurements on 𝑚W
and ΓW , the model-independent normalisation scheme is used as the normalisation does not play any
role. Hence, no pruning on the normalisation is considered for this study. The optimal pruning values
for the shape are determined to be 0.2 ‰ for 𝑝ℓT and 0.1 ‰ for 𝑚WT as for both kinematic observables
about half of the shape systematics are pruned away but the total uncertainty changes by less than 1 %
for the considered measurements.

Pruning threshold shape 𝑚W ΓW 𝑅𝜏ℓ No. of NPs dropped
No pruning 14.6 MeV 68.1 MeV 10.4 % 0/2266

0.1 ‰ 14.5 MeV 68.0 MeV 10.4 % 716/2266
0.2 ‰ 14.5 MeV 68.0 MeV 10.3 % 1046/2266
0.3 ‰ 14.2 MeV 67.9 MeV 10.2 % 1272/2266
0.4 ‰ 14.0 MeV 67.7 MeV 10.1 % 1455/2266
0.5 ‰ 13.5 MeV 67.1 MeV 9.6 % 1586/2266

Table F.2: Impact of the different shape pruning thresholds on the different measurements ofW-boson properties
for the kinematic observable 𝑝

ℓ

T. For each of the three POIs 𝑚W , ΓW , and 𝑅𝜏ℓ , the total uncertainty for different
threshold values is compared. The PLH fit on Asimov data is performed in the kinematic observable 𝑝

ℓ

T in the
fitting range 30–50 GeV. The model-dependent normalisation scheme is used for the fits including morphing.
The MC gammas are not considered for this study. In addition, the number of NPs of morphing fits for which
the shape is dropped for a certain threshold value is shown for the two considered kinematic observables.

The condition a systematic uncertainty has to pass to drop the normalisation part of a systematic
uncertainty is ∫

variation −
∫
nominal∫

nominal

< 𝑡normalisation,

where
∫
variation and

∫
nominal are the integrals of the up or down variations and the nominal distribution.

Similar to the shape requirement, 𝑡normalisation is the threshold value for the normalisation condition.
Again, a study is carried out to find out the optimal pruning threshold value for the normalisation
as outlined in Tables F.4 and F.5. The numbers for the three measurements and the two kinematic
observables 𝑝ℓT and 𝑚

W
T are stated. Again, the model-independent normalisation scheme is used for the
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Pruning threshold shape 𝑚W ΓW 𝑅𝜏ℓ No. of NPs dropped
No pruning 21.8 MeV 42.9 MeV 14.5 % 0/2694

0.1 ‰ 21.7 MeV 42.7 MeV 14.5 % 1159/2694
0.2 ‰ 21.7 MeV 42.1 MeV 14.5 % 1702/2694
0.3 ‰ 21.2 MeV 41.7 MeV 14.3 % 1919/2694
0.4 ‰ 21.0 MeV 41.5 MeV 14.3 % 2041/2694
0.5 ‰ 20.3 MeV 41.3 MeV 14.0 % 2147/2694

Table F.3: Impact of the different shape pruning thresholds on the different measurements ofW-boson properties
for the kinematic observable 𝑚WT . For each of the three POIs 𝑚W , ΓW , and 𝑅𝜏ℓ , the total uncertainty for different
threshold values is compared. The PLH fit on Asimov data is performed in the kinematic observable 𝑚WT in the
fitting range 60–100 GeV. The model-dependent normalisation scheme is used for the fits including morphing.
The MC gammas are not considered for this study. In addition, the number of NPs of morphing fits for which
the shape is dropped for a certain threshold value is shown for the two considered kinematic observables.

morphing fits. The total uncertainties increase sometimes with increasing pruning threshold as shown
in Tables F.4 and F.5. This counter-intuitive behaviour can be explained by numerical instabilities in
the fit. The pruning of the shape is fixed to the optimal values for the kinematic observables. Most of
the normalisation NPs can be pruned away without changing significantly the total uncertainty. The
optimal pruning thresholds on the normalisation are found to be 2 ‰ for both kinematic observables
as the impact on the total uncertainty is again less than 1 %. In contrast, the pruning normalisation
threshold of the lepton universality measurement for 𝑚WT is fixed to 0.25 ‰.

Pruning threshold normalisation 𝑚W ΓW 𝑅𝜏ℓ No. of NPs dropped
No pruning 14.5 MeV 68.0 MeV 10.3 % 0/2280

0.25 ‰ 14.4 MeV 68.0 MeV 10.3 % 1588/2280
0.5 ‰ 14.5 MeV 67.9 MeV 10.2 % 1730/2280
1.0 ‰ 14.4 MeV 68.0 MeV 10.2 % 1849/2280
2.0 ‰ 14.5 MeV 67.7 MeV 10.3 % 1989/2280
3.0 ‰ 14.4 MeV 66.9 MeV 10.2 % 2063/2280

Table F.4: Impact of the different normalisation pruning thresholds on the different measurements ofW-boson
properties for the kinematic observable 𝑝

ℓ

T. For each of the three POIs 𝑚W , ΓW , and 𝑅𝜏ℓ , the total uncertainty
for different threshold values is compared. The PLH fit on Asimov data is performed in the kinematic observable
𝑝
ℓ

T in the fitting range 30–50 GeV. The model-independent normalisation scheme is used for the fits including
morphing. The MC gammas are not considered for this study. The shape pruning value is fixed to 0.2 ‰. In
addition, the number of NPs of morphing fits for which the normalisation is dropped for a certain threshold
value is shown for the two considered kinematic observables.
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Pruning threshold normalisation 𝑚W ΓW 𝑅𝜏ℓ No. of NPs dropped
No pruning 21.7 MeV 42.7 MeV 14.5 % 0/2708

0.25 ‰ 21.7 MeV 42.5 MeV 14.4 % 2036/2708
0.5 ‰ 21.6 MeV 42.7 MeV 14.1 % 2163/2708
1.0 ‰ 21.6 MeV 42.7 MeV 14.0 % 2278/2708
2.0 ‰ 21.8 MeV 42.7 MeV 14.0 % 2418/2708
3.0 ‰ 21.7 MeV 42.8 MeV 13.5 % 2489/2708

Table F.5: Impact of the different normalisation pruning thresholds on the different measurements ofW-boson
properties for the kinematic observable 𝑚WT . For each of the three POIs 𝑚W , ΓW , and 𝑅𝜏ℓ , the total uncertainty
for different threshold values is compared. The PLH fit on Asimov data is performed in the kinematic observable
𝑚
W
T in the fitting range 60–100 GeV. The model-independent normalisation scheme is used for the fits including

morphing. The MC gammas are not considered for this study. The shape pruning value is fixed to 0.1 ‰. In
addition, the number of NPs of morphing fits for which the normalisation is dropped for a certain threshold
value is shown for the two considered kinematic observables.
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F.1.4 Fitting ranges

Table F.6 complements Table 8.3 by showing the expected sensitivity of the model-dependent
normalisation scheme for different fitting ranges, the two morphing POIs 𝑚W and ΓW , and the two
kinematic observables 𝑝

ℓ

T and 𝑚
W
T .

𝑝
ℓ

T 𝑚
W
T

Range 𝑚W ΓW Range 𝑚W ΓW
30–45 GeV 15.9 MeV 26.1 MeV 60–90 GeV 24.0 MeV 27.1 MeV
32–45 GeV 16.1 MeV 26.5 MeV 66–99 GeV 23.3 MeV 23.8 MeV
35–50 GeV 15.9 MeV 26.4 MeV 70–100 GeV 24.8 MeV 24.4 MeV
35–45 GeV 16.1 MeV 27.2 MeV 70–90 GeV 26.2 MeV 28.6 MeV
30–50 GeV 15.6 MeV 25.8 MeV 60–100 GeV 22.9 MeV 23.0 MeV

Table F.6: Expected total uncertainty for different fitting ranges on the two morphing measurements of the
W-boson with the model-dependent normalisation. The sensitivity is evaluated with fits on Asimov data in both
kinematic observables 𝑝

ℓ

T and 𝑚
W
T for the indicated ranges and both morphing POIs 𝑚W and ΓW . All kinds of

uncertainties are considered in this study.

F.2 Measurement of the W-boson mass

In this section, the post-fit distributions of 𝑝WT , 𝑢ℓ‖ , and 𝑢
ℓ

⊥ of W-boson mass fits performed in the 𝑝
ℓ

T
distribution are shown in Figs. F.9 and F.10. The normalisation discrepancy in the recoil post-fit plots
of the e−-channel which is, in addition, visible for the W-boson width and the lepton universality
measurement could be explained by potential mismodelling of systematic uncertainties beyond the
used fitting range in 𝑝

ℓ

T. 5 % of the events passing the event selection have 𝑝
ℓ

T > 50 GeV but those
events are included in the recoil post-fit plots. The next step is to exclude those events for all kind of
post-fit distributions and repeat the comparison between data and simulation afterwards. The results
of PLH fits performed in the 𝑝

ℓ

T or the 𝑚
W
T distributions are compared in Fig. F.11.

Furthermore, a comparison of the fit results of the individual measurement categories and the
combination and the comparison of the impact of different sources of uncertainty on the W-boson
mass measurement between the 𝜒

2 fit and the PLH fit are given in Fig. F.12 and Table F.7, respectively.
The illustrations of the 𝑚

W
T fits are completed by the ranking plot in Fig. F.13, the consistency checks

in Fig. F.14, and the comparison of the post-fit 𝑚WT distributions between the 𝜒
2 fit and the PLH fit in

Figs. F.15 and F.16.
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Figure F.9: Illustration of the post-fit recoil distribution in the electron channel for 𝑝
ℓ

T fits of the W-boson
mass. Shown are the distributions of 𝑝WT (a,b), 𝑢ℓ‖ (c,d), and 𝑢

ℓ

⊥ (e,f) for positively (a,c,e) and negatively (b,d,f)
charged electrons.
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Figure F.10: Illustration of the post-fit recoil distribution in the muon channel for 𝑝ℓT fits of the W-boson mass.
Shown are the distributions of 𝑝WT (a,b), 𝑢ℓ‖ (c,d), and 𝑢

ℓ

⊥ (e,f) for positively (a,c,e) and negatively (b,d,f) charged
muons.
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Figure F.11: Results of the PLH fit for the measurement of theW-boson mass for the individual measurement
categories and their combined fit using the kinematic observables 𝑝

ℓ

T (red) and 𝑚
W
T (blue). Indicated are the

central values, the total uncertainties, and the statistical uncertainties.
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Figure F.12: Comparison of the results of the PLH fit and the 𝜒
2 fit for the W-boson mass measurement

performed in the 𝑚
W
T distribution for the individual measurement categories and their combined fit. Indicated

are the central values, the total uncertainties, and the statistical uncertainties. The red and the black line mark
the central values of the combination.
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Figure F.14: Consistency plots for different sub-fits of the W-boson mass measurement performed in the 𝑚
W
T

distribution. Shown are the central value and the 1𝜎 and 2𝜎 uncertainty contours for two POIs acting (a) on
the different leptonic decay channels and (b) on the different charges of the final state lepton.
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Appendix F Additional information on the fit results

Source of uncertainty Impact on 𝑚W [MeV] Ratio

PLH fit 𝜒
2 fit 𝜒

2 fit
PLH fit

Recoil calibrations 11.6 15.0 1.29
Parton shower predictions and angular coefficients 10.7 9.6 0.90
PDFs 9.3 9.4 1.02
Muon calibrations 8.3 6.8 0.82
Electron calibrations 7.9 6.1 0.77
EW corrections 5.9 4.6 0.78
External measurement constraint 5.7 not included -
Cross-section and multijet background uncertainties 5.0 5.0 1.00
Simulation sample size 2.0 6.3 3.11
Luminosity 1.7 not included -
Total systematic uncertainty 15.1 24.0 1.59
Data sample size 5.0 7.4 1.49
Total 15.9 25.1 1.58

Table F.7: Comparison of the impact of the different uncertainty categories on the total uncertainty of the
W-boson mass measurement performed in the 𝑚WT distribution between the 𝜒

2 fit and the PLH fit. Shown are the
1𝜎 standard deviations which are in the PLH fit calculated by leaving out a group of systematic uncertainties
and determining the impact via quadratic error propagation compared to the original fit. In addition, the ratio of
the impacts between the two fitting methods is given.
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Figure F.15: Comparison of the post-fit 𝑚WT distributions in the electron channel between 𝜒
2 fit (a,c) and PLH fit

(b,d) for the W-boson mass measurement. The distributions are inclusive in pseudorapidity but given explicitly
for positively (a,b) and negatively charged electrons (c,d). The lower panel shows the ratio of data to simulation
where the error bars indicate the statistical uncertainty and the shaded band represents the total uncertainty.
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Figure F.16: Comparison of the post-fit 𝑚WT distributions in the muon channel between 𝜒
2 fit (a,c) and PLH fit

(b,d) for the W-boson mass measurement. The distributions are inclusive in pseudorapidity but given explicitly
for positively (a,b) and negatively charged muons (c,d). The lower panel shows the ratio of data to simulation
where the error bars indicate the statistical uncertainty and the shaded band represents the total uncertainty.
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F.3 Measurement of the W-boson width

Shown are the recoil post-fit distributions of the observables 𝑝
W
T , 𝑢ℓ‖ , and 𝑢

ℓ

⊥ in Figs. F.17 and F.18 for

theW-boson width measurement performed in the 𝑚
W
T distribution. Beyond that, several illustrations

of the 𝑝
ℓ

T fits are shown: the impact table in Table F.8, the ranking plot in Fig. F.19, the consistency
checks in Fig. F.20, and the post-fit 𝑝ℓT distributions in Fig. F.21.

Source of uncertainty Impact on ΓW [MeV]
Parton shower predictions and angular coefficients 69.2
PDFs 24.2
Electron calibrations 20.0
Muon calibrations 15.4
External measurement constraint 14.2
Cross-section and multijet background uncertainties 13.4
Recoil calibrations 13.2
Luminosity 11.0
EW corrections 8.0
Simulation sample size 5.5
Total systematic uncertainty 77.4
Data sample size 13.6
Total 78.6

Table F.8: Impact of the different uncertainty categories on the total uncertainty of the W-boson width
measurement performed in the 𝑝

ℓ

T distribution. Shown are the 1𝜎 standard deviations which are calculated by
leaving out a group of systematic uncertainties and determining the impact via quadratic error propagation
compared to the original fit.
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Figure F.17: Illustration of the post-fit recoil distribution in the electron channel for 𝑝ℓT fits of the W-boson
width. Shown are the distributions of 𝑝WT (a,b), 𝑢ℓ‖ (c,d), and 𝑢

ℓ

⊥ (e,f) for positively (a,c,e) and negatively (b,d,f)
charged electrons.
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Figure F.18: Illustration of the post-fit recoil distribution in the muon channel for 𝑝ℓT fits of theW-boson width.
Shown are the distributions of 𝑝WT (a,b), 𝑢ℓ‖ (c,d), and 𝑢

ℓ

⊥ (e,f) for positively (a,c,e) and negatively (b,d,f) charged
muons.
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Figure F.20: Consistency plots for different sub-fits of the W-boson width measurement performed in the 𝑝
ℓ

T
distribution. Shown are the central value and the 1𝜎 and 2𝜎 uncertainty contours for two POIs acting (a) on
the different leptonic decay channels and (b) on the different charges of the final state lepton.
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Figure F.21: Post-fit distributions of 𝑝ℓT for theW-boson width measurement. The distributions are inclusive in
pseudorapidity but given explicitly for positively (a) and negatively charged electrons (b), and positively (c)
and negatively charged muons (d). The lower panel shows the ratio of data to simulation where the error bars
indicate the statistical uncertainty and the shaded band represents the total uncertainty.
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F.4 Measurement of the lepton universality

Figures F.22 and F.23 show the post-fit distributions of 𝑝
W
T , 𝑢ℓ‖ , and 𝑢

ℓ

⊥ of the lepton universality

measurement performed in the 𝑝
ℓ

T distribution. Furthermore, the impact table in Table F.9, the ranking
plot in Fig. F.24, the consistency checks in Fig. F.25, and the post-fit 𝑚WT distributions in Fig. F.26 are
given for the lepton universality measurement performed in the 𝑚WT distribution. Tables F.10 and F.11
indicate the multijet background fractions in the SR for the electron and muon channel in the case of
relaxed kinematic cuts.

Source of uncertainty Impact on 𝑅𝜏ℓ [%]
Muon calibrations 8.0
PDFs 7.9
External measurement constraints 6.6
Parton shower predictions and angular coefficients 5.5
Cross-section and multijet background uncertainties 5.5
Simulation sample size 4.8
Electron calibrations 4.3
Recoil calibrations 3.7
EW corrections 3.3
Total systematic uncertainty 15.0
Data sample size 4.4
Total 15.2

Table F.9: Impact of the different uncertainty categories on the total uncertainty of the lepton universality
measurement performed in the 𝑚

W
T distribution. Shown are the 1𝜎 standard deviations which are calculated by

leaving out a group of systematic uncertainties and determining the impact via quadratic error propagation
compared to the original fit.
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Figure F.22: Illustration of the post-fit recoil distribution in the electron channel for 𝑝
ℓ

T fits of the lepton
universality. Shown are the distributions of 𝑝WT (a,b), 𝑢ℓ‖ (c,d), and 𝑢

ℓ

⊥ (e,f) for positively (a,c,e) and negatively
(b,d,f) charged electrons.
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Figure F.23: Illustration of the post-fit recoil distribution in the muon channel for 𝑝ℓT fits of the lepton universality.
Shown are the distributions of 𝑝WT (a,b), 𝑢ℓ‖ (c,d), and 𝑢

ℓ

⊥ (e,f) for positively (a,c,e) and negatively (b,d,f) charged
muons.
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Figure F.25: Consistency plots for different sub-fits of the lepton universality measurement performed in the
𝑚
W
T distribution. Shown are the central value and the 1𝜎 and 2𝜎 uncertainty contours for two POIs acting (a)

on the different leptonic decay channels and (b) on the different charges of the final state lepton.
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Figure F.26: Post-fit distributions of 𝑚WT for the lepton universality measurement. The distributions are inclusive
in pseudorapidity but given explicitly for positively (a) and negatively charged electrons (b), and positively (c)
and negatively charged muons (d). The lower panel shows the ratio of data to simulation where the error bars
indicate the statistical uncertainty and the shaded band represents the total uncertainty.
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Fractions [%] Number of Events
W+ 1.20 ± 0.04 65 195 ±2 483
W+, |𝜂 | < 0.8 1.50 ± 0.08 23 148 ±1 253
W+, 0.8 < |𝜂 | < 1.4 1.20 ± 0.05 15 087 ± 583
W+, 1.4 < |𝜂 | < 2.0 1.00 ± 0.04 17 373 ± 619
W+, 2.0 < |𝜂 | < 2.4 0.87 ± 0.04 9 260 ± 396
W− 1.60 ± 0.06 62 029 ±2 352
W−, |𝜂 | < 0.8 1.90 ± 0.09 22 834 ±1 050
W−, 0.8 < |𝜂 | < 1.4 1.60 ± 0.06 14 673 ± 517
W−, 1.4 < |𝜂 | < 2.0 1.50 ± 0.04 16 016 ± 468
W−, 2.0 < |𝜂 | < 2.4 1.30 ± 0.06 14 673 ± 517

Table F.10: Multijet background fractions 𝑓MJ in the muon channel for relaxed kinematic cuts. Shown are the
results and uncertainties for both charges of the W-boson and the different regions in pseudorapidity as well as
the 𝜂 inclusive result.

Fractions [%] Number of Events
W+ 1.80 ± 0.16 75 646 ±6 474
W+, |𝜂 | < 0.6 1.20 ± 0.13 17 698 ±1 914
W+, 0.6 < |𝜂 | < 1.2 1.70 ± 0.17 24 585 ±2 495
W+, 1.8 < |𝜂 | < 2.4 2.60 ± 0.24 29 597 ±2 767
W− 2.80 ± 0.19 82 568 ±5 500
W−, |𝜂 | < 0.6 1.80 ± 0.15 20 588 ±1 709
W−, 0.6 < |𝜂 | < 1.2 2.50 ± 0.26 26 539 ±2 713
W−, 1.8 < |𝜂 | < 2.4 4.40 ± 0.23 31 594 ±1 621

Table F.11: Multijet background fractions 𝑓MJ in the electron channel for relaxed kinematic cuts. Shown are the
results and uncertainties for both charges of the W-boson and the different regions in pseudorapidity as well as
the 𝜂 inclusive result.
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