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Abstract

In this thesis, we address the problem of prediction and editing of the virtual appearance
of knitted cloth. Among the most accurate approaches to model fabrics and other complex
materials is to represent them in terms of dense Bidirectional Texture Functions (BTFs) that
describe the spatially varying material appearance under different viewing and lighting
conditions parametrized on a proxy geometry. This requires taking an exhaustive set of
photographs under different light and view directions to accurately reproduce the appearance
of an existing material, and thus comes at a high cost regarding storage requirements,
motivating the research of convenient compression methods. The current state-of-the-art
neural approach did not fully exploit the capabilities of the proposed architecture, as the
compression ratio did not depend on the complexity of the material. Therefore, in the
first project presented in this thesis, we developed an approach to even further compress
compact BTFs, that were compressed based on state-of-the-art neural compression, and let
the compression ratio depend on the complexity of the material.

Besides high memory requirements, the usage of BTFs does not allow for easy editing
operations. Moreover, BTFs are not suitable for macro-scale geometry representation. Both
these limitations pose a problem in the context of visual prototyping of knitwear. There are
three different levels of knitted cloth design that are important for our task. First, there is
the choice of the yarn, which in turn consists of fibers of the same type or a mix of different
fiber types. Then, the selected yarn is knitted into a chosen pattern producing the actual
knitted cloth. This thesis aims to enable editing operations on all three scales: patterns,
yarns and fibers. To this end, in two projects that constitute the second part of this thesis, we
develop algorithms and models for macroscale representation of knitting patterns, mesoscale
modeling of yarns, and visualization and easy editing of knitting yarns, fibers and patterns
that we automatically induce from images of real yarns or knitted pieces, respectively.
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Chapter 1

Introduction

Fabrics are omnipresent in our daily life. They are used not only in the domain of clothing
and fashion but also in the entertainment industry or for upholstery. Therefore, virtual
design and modeling of fabrics and garments are very important for many applications. For
example, there are many new designs of clothing created by the fashion industry every season.
Such a creation process usually requires several iterative steps, many of them depending on
the visualization of the garments or their fragments and without computer-aided design,
those visualizations can only be achieved during the actual fabrication process. Similar
examples can be observed for upholstery products, such as furniture or car seats. Visual
prototyping, which denotes the prediction and editing of the appearance of virtual objects,
following [Schröder, 2015], aims to replace some of these manufacturing steps by virtual
ones. In this work, we focus on the visual prototyping of knitted cloth as a representative of
one of the most complex and versatile types of fabrics, which is not only popular among
designers but also among a large group of society interested in producing handcrafted
clothing according to their own preferences.

One common way to approach the problem of appearance modeling of fabrics is to use
an image-driven material representation technique, such as dense Bidirectional Texture
Functions (BTFs)[Dana et al., 1999]. For each material, many photographs with cameras
positioned at different angles and directional light coming from various directions need
to be taken and stored. Using these measurements, one can reproduce the appearance of
the corresponding original material. The accurateness of the reproduction depends on the
number of measurements. The more images under different light and view directions are
captured, the more truthful the reproduction becomes. BTFs have proven to accurately
reproduce a wide range of real-world materials, including complex materials such as fabrics.
However, one of the main drawbacks of this technique is its high memory complexity, which
drastically reduces its practicability and arouses the requirement for a compression strategy.
In order to address this problem, Rainer et al. [2019] developed a new compression strategy for
BTFs, where the compact representation for BTFs is learned by an encoder-decoder network.
During the training, the high-resolution textures are transformed into low-dimensional
latent variables. After the learning procedure, only the latent variables, together with the
decoder network need to be stored. This compressed representation can be directly used for
rendering by combining the latent variables with the angles of the light and view directions
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Chapter 1 Introduction

as an input query for the decoder and receiving the corresponding RGB values as an output.
Since compression rates and storage requirements of a material sample in this approach are
directly influenced by the dimension of the latent variables, a critical question of the BTF
compression problem is: Which number of latent dimensions is the most suitable for each
BTF? Rainer et al. [2019] heuristically chose eight as the number of dimensions, independent
of the material, leaving the detailed material-dependent analysis as an open question. We
address this question in the first part of the thesis and make neural BTF representation for
fabrics even more compact by analyzing the latent space depending on the complexity of
each fabric individually, ordering the latent variables according to their contribution to the
reconstruction and determining the most suitable latent space dimensionality.

Another drawback of image-based appearance representation approaches, such as BTFs, is
that performing editing operations is not easily possible. This is a major problem for the
visual prototyping of clothes. In addition, BTFs cannot be used to represent macro-scale
geometry, which is important when representing garments such as knitwear due to their
inherent 3D structure. Besides setting and following color trends in fashion, the design of
knitted cloth takes place at different levels of detail. On the one hand, the composition of
the fabric needs to be chosen, and for knitwear this means deciding on the yarn, which can,
in turn, contain either only one type of fiber or a mixture of different fibers. On the other
hand, there is a vast amount of possible knitting patterns into which the yarn can be knitted.
Ideally, we would like to be able to visualize and edit all these levels of detail (fibers, yarns
and patterns). In order to do this, we need to model these three scales explicitly. Therefore,
in the second part of the thesis, we focus on the macro-scale representation of knitwear in
terms of knitting patterns, mesoscale representations of yarns and the plausible editing and
visualization of knitting yarns and patterns. We also present algorithms for automatically
deriving these representations of yarns and knitting patterns from images of real yarns and
knitting patches.

1.1 Challenges

In the following, the major challenges that are tackled in this thesis are summarized.

Challenges in Determining Task-Dependent Latent Dimension Compact data representa-
tion techniques often transform the input data into a lower-dimensional latent space that
represents the most important features of the input in a compact way. The main challenge of
such compression methods is to find the best trade-off between the dimensionality of the
latent space, which is directly linked to the compression rate, and the reconstruction error
that occurs when approximating the input from the latent code. Due to runtime issues, this
trade-off should be found without multiple training processes with different numbers of
latent dimensions and the subsequent calculation of the reconstruction errors for each model.
The nonlinearity of encoder-decoder functions and the fact that the latent variables are
usually not independent present additional challenges because they make linear approaches
like principal component analysis not suitable for the analysis of latent space.
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1.2 Contributions

Challenges in Inverse Procedural Modeling of Knitwear from a Single Image In the case of
knitwear, the corresponding procedural model is represented through knitting instructions
for patterns. In order to derive a correct knitting instruction from an image of a garment, it is
necessary to both identify and localize the stitches contained in the pattern. The localization
is required in order for the knitting instruction to be valid. In the case of knitting patterns
consisting of the two most common stitch types, purl and knit, a valid stitch pattern is a
regular grid of stitches. The main challenge of stitch identification from images is the vast
amount of variations in appearance. Even though there exists only a small number of stitch
types, the actual knitting pieces can be made of yarns of various thicknesses, fuzziness,
material and other different properties. Depending on the pattern, the neighboring stitches
often partially or sometimes even completely hide adjacent stitches or cast shadows on them.
The problem becomes more challenging for hand-made knitting clothing. Depending on the
style, skill and other characteristics of the person, who knitted the cloth, the stitches exhibit
various deformations like stretching and can range from too tight to very loose throughout
the piece. The challenge in localizing all the stitches in an image consists of recognizing the
correct number of rows and columns in the pattern, which is especially difficult because, due
to the aforementioned variations of stitches, the size of the stitches varies by a considerable
amount. Currently, to the best of our knowledge, there exists no labeled database that would
help to address these challenges with deep learning methods.

Challenges in Image-based Inverse Procedural Modeling of Yarns While for knitwear,
the corresponding knitting instructions could be described based on a well-established
procedural model, a broadly accepted model for the generation of knitting yarns is still under
development. Although some procedural yarn models have been proposed in the literature,
it remains a challenge to generate realistic yarns. After creating or selecting an appropriate
procedural model for yarn generation, the next challenge is to gain control over the output.
The most convenient way for an inexperienced user is to input an image of a desired yarn,
and the system automatically infers the corresponding parameters. This inverse procedural
modeling task is particularly challenging due to the previously mentioned huge appearance
variations of yarns. Hairiness and other irregularities of yarns constitute, at this level of detail,
an even more significant disturbance than in the case of textile pieces. Different illuminations
and other light and camera parameter variations must also be taken into account. Similar to
the case of knitwear, to the best of our knowledge, no labeled database of knitting yarns exist
at the time of completion of this thesis.

1.2 Contributions

In the scope of this thesis, we developed methods to address the previously mentioned
challenges. In particular, the main contributions of this thesis are:

• Task-dependent Specification of the Latent Space Dimensionality in Encoder-
Decoder Architectures We developed a novel approach for analyzing, structuring
and determining a suitable dimension of the latent space in compression schemes
that utilize encoder-decoder architectures. We compute the contributions of latent
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Chapter 1 Introduction

variables towards the reconstruction result using Shapley values and order the variables
according to their contribution. The subsequent reconstruction of the data with ordered
subsets of latent variables and the computation of the cumulative contribution provides
a good measure of how many dimensions are suitable for the particular task, thus
making the latent representation of the data even more compact. We evaluate our
method on several compression applications to demonstrate its effectiveness.

• Connection Between Shapley Values and Principal Component Analysis (PCA) We
establish a link between Shapley values and singular values and prove that in the
case of a linear relation 𝐴𝑥 = 𝑦 between the input data 𝑥 and the output 𝑦 of a model
𝐴, where a singular value decomposition of 𝐴 and a PCA can be applied and the
Eckard-Young-Mirsky theorem states how optimal low-rank approximation 𝐴𝑘 can be
approached, the ordering of the eigenvectors according to their Shapley values is equal
to the ordering of the corresponding singular values. As a direct corollary, we follow
that the optimal rank-𝑘 approximation of a linear model 𝐴 can be computed from the
first 𝑘 elements according to the ordering based on Shapley values.

• Inverse Procedural Modeling of Knitwear We propose a novel approach for inferring
knitting instructions from a single image that does not rely on a labeled database. Our
method includes a template matching step to identify of the stitch types in the image
as well as an integer linear programming step to find the correct stitch positions. It
ensures that the resulting stitch grid is regular and, thus, constitutes a valid knitting
instruction. Since knitted garments are produced by repetitions of the pattern and the
actual pattern usually appears several times in the image, we developed a pattern size
detection step for our pipeline that simultaneously corrects the possible errors that
may result from the template matching step.

• Extended Best Buddies Similarity Measure for Template Matching We improved
the existing similarity measure, which was successfully used in template matching
tasks of various computer vision applications, by enhancing it with a gradient penalty.
The extended version of the similarity measure has proven to outperform many state-
of-the-art techniques when tested in the application of stitch type identification and
localization in an image of knitted cloth.

• Inverse procedural modeling of Yarns We provide a database of very detailed,
annotated synthetic yarn images of high resolution. In order to generate this database,
we enhanced an existing yarn generator with several meaningful parameters to enable
the synthesis of even more realistic yarns. Using our database of synthetic but realistic
yarns, we developed a neural method for the induction of the required procedural
parameters for the yarn generator from images of real-world yarns.

1.3 List of Publications

I have contributed towards the goal of visual prototyping of knitwear over the course of
several research projects. These projects are part of this thesis, and the corresponding
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publications are listed in the following.

• Elena Trunz, Michael Weinmann, Sebastian Merzbach, and Reinhard Klein.
“Efficient structuring of the latent space for controllable data reconstruction and
compression.”
Graphics and Visual Computing (GVC), 7, page 200059, 2022.
doi: 10.1016/j.gvc.2022.200059

• Elena Trunz, Sebastian Merzbach, Jonathan Klein, Thomas Schulze, Michael Weinmann,
and Reinhard Klein.
“Inverse Procedural Modeling of Knitwear.”
2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 8622–
8631, 2019.
doi: 10.1109/CVPR.2019.00883

• Elena Trunz, Jonathan Klein, Jan Müller, Lukas Bode, Ralf Sarlette, Michael Weinmann,
and Reinhard Klein.
“Neural Inverse Procedural Modeling of Knitting Yarns from Images.”
arXiv:2303.00154 (under review), submitted to Computers & Graphics (CG), 2023.
doi: 10.48550/arXiv.2303.00154

Additionally, I also contributed to the following publications, which, however, are not part of
this thesis:

• Stefan Hartmann, Elena Trunz, Björn Krüger, Reinhard Klein, and Matthias B. Hullin.
“Efficient Multi-Constrained Optimization for Example-Based Synthesis.”
The Visual Computer / Proc. Computer Graphics International (CGI 2015), pages 893–904,
2015.
doi: 10.1007/s00371-015-1114-y

• Ilia Mazlov, Sebastian Merzbach, Elena Trunz, and Reinhard Klein.
“Neural Appearance Synthesis and Transfer.”
Workshop on Material Appearance Modeling, pages 35–39, 2019.
doi: 10.2312/mam.20191311

1.4 Thesis Outline

The remainder of this thesis consists of the following chapters:

Chapter 2 contains the summary of the background information and discussion of the previ-
ous works that are related to our research. Next, Chapter 3 summarizes our peer-reviewed
publication "Efficient structuring of the latent space for controllable data reconstruction and
compression" [Trunz et al., 2022], where we introduced the idea of analyzing, ordering and
finding a suitable dimension for the task-dependent latent space, based on the importance of
the corresponding latent variables towards the reconstruction, with the help of the Shapley
values. In the following Chapter 4, we summarize our peer-reviewed publication "Inverse
Procedural Modeling of Knitwear" [Trunz et al., 2019], which presents a pipeline for a robust
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Chapter 1 Introduction

inference of knitting instructions from a single image of a knitting patch. Chapter 5 contains
our publication "Inverse Procedural modeling of knitted yarns" [Trunz et al., 2023], which is
currently under review and available online as a preprint. It presents an approach for the
inference of geometric yarn and flyaway parameters from a photo of knitting yarn and a
corresponding procedural yarn generator, together with an annotated yarn database. Finally,
the thesis concludes with a discussion of the contribution of the introduced techniques and
remaining limitations as well as an outlook regarding potential future developments.
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Chapter 2

Background and Related Work

In this chapter, we give an overview of previous works on the appearance and geometry
modeling of fabrics and briefly review some basic information about the elements of knitted
cloth that is relevant in the context of this thesis. We assume the reader to be familiar with
basic deep-learning concepts, which are explained in detail by Goodfellow et al. [2016].

2.1 Appearance Modeling of Fabrics

The appearance of fabrics and other materials is determined by the complex interactions of
light, optical material properties of the surface and surface geometry. These light-scattering
interactions can be categorized according to the size of the geometric features that affect
them. In the Computer Graphics community, it is common to differentiate between features
on three scales, although one can come across different terminologies for those. For example,
Westin et al. [1992] use the expressions microscale, the milliscale and the object scale, whereas
Fournier [1992] denotes the corresponding scales as microscopic, mesocsopic and macroscopic
scale. Throughout this thesis, we will follow the latter terminology:

• On the level of the microscopic scale, there are object features that correspond to
microscopic surface structures (e.g. roughness) and physical properties of the material,
such as the index of refraction and absorption coefficient. These features are not visible
to the human eye, but are responsible for the reflectance of the object (Fig. 2.1, left).

• Structures at the mesoscopic scale correspond to fine details in the surface geometry
that are barely visible and are still considered part of the material rather than the
geometric shape of the object. Examples include scratches, engravings or yarns and
fibers as mesoscopic features of knitted cloth (Fig. 2.1, center).

• The coarsest level is the macroscopic scale. Its structures define the geometric shape of
the object. However, the boundaries between the scales are not clearly distinguished
and can be chosen based on some prior information about the task, such as the expected
distance of the user. For our visual prototyping task, knitting patterns are viewed as
structures of the macroscopic scale (Fig. 2.1, right).
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Chapter 2 Background and Related Work

Figure 2.1: Illustration of geometric features of knitwear at different scales. Left: The microimage
taken with an electron microscope depicts the features of a single wool fiber on the microscopic scale
(image taken from [Robbins, 2013]); Middle: On the photograph of the yarn, its virgin wool fibers are
clearly visible. Right: A patch of knitwear shows the geometric pattern.

One can further group these scales into two classes and separate the material of an object
(the microscopic and the mesoscopic scales) and its shape (the macroscopic scale). We expect
the designer to view the knitting cloth at a relatively close distance, therefore, in our case,
knitting yarns and fibers serve as material and knitting patterns define the shape of the object.
Whereas the usual representation of the shape is a polygon mesh, there are several commonly
used models to represent optical material properties. In the following, we briefly describe
representations that are most relevant to the content of the thesis. For extensive surveys on
reflectance modeling, we refer to [Haindl and Filip, 2013; Weinmann et al., 2016].

Surface Reflectance There are two classical ways to model material appearance. One
of them is to derive analytical reflectance models, and the other is to use real-world
measurements directly.

One of the most popular ways to represent appearance at the microscale is through Bidirectional
Reflectance Distribution Functions (BRDFs) [Nicodemus et al., 1977]. BRDFs belong to the class
of analytical appearance models and describe the transformation of incoming irradiance
to outgoing radiance at the considered surface point depending on only four parameters:
two spherical angles for the direction of incoming light and another two spherical angles
for the outgoing direction. These models achieve good results for the materials where light
scattering is a local phenomenon. However, they cannot model the effects of the mesoscopic
scale and are therefore not sufficient to describe materials with subsurface scattering, such
as fabrics.

A very powerful approach for realistic appearance modeling of complex materials, such as
fabrics, at both the microscale and the mesoscale, is the image-based technique of Bidirectional
Texture Functions (BTFs) [Dana et al., 1999]. An exhaustive set of photographs is taken
under a directional light source by densely sampling different light and viewing directions.
BTFs are six-dimensional functions that take as input two spherical angles for the incoming
light direction, two angles for the camera direction and 2D coordinates of the position on
the surface and output the corresponding reflectance value. These measurements capture
effects such as subsurface scattering, occlusion or self-shadowing, which allow accurate
reproduction of fabrics and other complex materials.

10



2.1 Appearance Modeling of Fabrics

Four-dimensional functions defined by the evaluation of the BTF at a given 2D point on
the surface are called apparent BRDFs (ABRDFs). One main difference between BRDFs and
ABRDFs is the support of several non-local phenomena, such as subsurface-scattering, as in
the case of BTFs.

The faithful material reconstruction through the BTF approach comes at the cost of high
memory requirements both for storing the data measurements as well as for loading
operations of the rendering process since the number of measurements directly influences
the accuracy of the reconstruction and suffers if the database of measured samples is not
exhaustive enough. One of the primary openly accessible BTF datasets at the moment
is the UBO2014 database [Weinmann et al., 2014] of the University of Bonn. It contains
bidirectional texture functions for 84 various materials, where each BTF consists of 22801
(= 151 light directions× 151 view directions) HDR photographs of a 5𝑐𝑚2 material patch with
the resolution of 512 × 512 texture pixels (texels). Such a large amount of data explains the
need for compression strategies in order to maintain the practicability of the BTF approach.
We describe previous work on BTF compression techniques in the following paragraph.

An interesting approach to the appearance of woven fabrics was presented by Montazeri et al.
[2020], which results in a more efficient rendering. The approach combines a new geometric
model for ply-based woven cloth representation with a new light scattering model, which
was custom tailored for this application.

During the last few years, with the increasing advances in the field of deep neural networks,
another class of material appearance methods has emerged. The neural rendering approach,
which is orthogonal to the two previously described ways of appearance modeling, took
over the focus of researchers. For extensive surveys on neural rendering, we refer to [Tewari
et al., 2020] and the most recent state-of-the-art report [Tewari et al., 2022].

BTF Compression As mentioned above, BTFs require a high amount of memory for storing
and loading the data, which has motivated research towards developing different BTF
compression strategies. A relatively simple but very effective way to compress BTFs is to
apply standard Principle Component Analysis (PCA) to the measured data. As mentioned
before, the BTF stores a four-dimensional ABRDF for every two-dimensional surface point
and is, therefore, originally a tensor. In order to perform a PCA, the data needs to be
transformed into two-dimensional matrices, therefore all 𝑛 ABRDFs are arranged as columns
of a matrix 𝐴 ∈ R𝑚×𝑛 , where 𝑚 denotes the number of BTF texels. Then, a linear matrix
factorization in the form of a Singular Value Decomposition (SVD) is performed on 𝐴:

𝐴 = 𝑈Σ𝑉𝑇

Subsequently, only the most important components are kept. In other words, the data is
compressed by computing the best 𝑘-rank approximation 𝐴𝑘 to the data matrix 𝐴:

𝐴𝑘 =

𝑘∑
𝑖=1

𝜎𝑖𝑢𝑖𝑣
𝑇
𝑖 ,
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Chapter 2 Background and Related Work

where 𝑘 << 𝑛. Because of its simplicity, this PCA-based approach is a very common method
for BTF compression, which was, for example, used in [Koudelka et al., 2003; Liu et al.,
2004] and also implemented to store the data in the aforementioned UBO2014 database
with 𝑘 = 101. Another possibility is first to divide the complete database into convenient
subsets and perform the PCA on them independently [Sattler et al., 2003; Westermann et al.,
2003; Kim et al., 2018]. Assuming that the entire data matrix fits into memory, the full
matrix factorization usually achieves better compression ratios than the factorization of data
subsets.

As an alternative to the matrix representation, several works have performed the decomposi-
tion directly on the tensor representation [Furukawa et al., 2002; Wang et al., 2005; Wu et al.,
2008; Ruiters and Klein, 2009]. However, all factorization approaches assume only linear
dependencies in the data and do not exploit the fact that reflectance data is significantly
more structured.

In order to detect more complex dependencies Rainer et al. [2019] utilized a neural approach
for BTF compression. An asymmetric encoder-decoder is utilized to transform a preprocessed
𝑑-dimensional data vector into latent vectors of dimension 𝑘, where 𝑘 << 𝑑. For each BTF,
a separate model needs to be trained. After the transformation, only the decoder and the
latent vectors are stored. The decoder is then used to recover the approximated dataset by
obtaining the corresponding latent vector and the light and view direction angles 𝜔𝑖 and
𝜔𝑜 . While this method significantly outperformed PCA-based BTF compression, it did not
exploit the possibility of determining the number of latent vectors in dependence on the
BTF complexity and chose the same number for all BTFs instead. Since the number of latent
vectors is directly connected to the compression ratio, determining it based on the data leads
to better compression. In the subsequent work [Rainer et al., 2020], the authors unified
multiple BTFs into one model, but the question of a suitable number of latent dimensions
still remained. In the first part of the thesis, we explore this question by analyzing the
latent space. Therefore, in the following, we discuss previous approaches for determining a
suitable dimension of the latent space and other compression techniques based on network
architecture adaptation.

2.2 Data Compression Through Network Architecture Adjustment

To date, most methods, which rely on an autoencoder or other encoder-decoder architectures,
specified the number of latent variables in the corresponding network by heuristically setting
it to some power of two without any explanation on why this particular number was chosen.
In contrast, some previous works addressed the question of determining the most convenient
latent dimensionality for their encoder-decoder in the context of their specific task [Rainer
et al., 2019; Rainer et al., 2020]. The network was trained for each number of latent variables
anew, and after each training, the results of the output reconstructions were evaluated. Based
on the trade-off between the resulting compression ratio and the reconstruction error, the
suitable number of latent dimensions was chosen. However, this exhaustive approach leads

12



2.3 Geometric Modeling of Fabrics

to a very high runtime consumption and, in the case of high-dimensional data, might be
intractable.

A more complex approach to structure the latent space of an autoencoder [Ladjal et al., 2019;
Pham et al., 2020] is based on the basic idea of the PCA. The architecture of this autoencoder
is built iteratively, such that all latent variables are statistically independent and arranged in
decreasing order of importance regarding the input data. However, this approach also has a
very high runtime complexity, requiring almost a complete learning cycle per latent variable.
In contrast, our method directly computes the contribution of each latent variable based on
their Shapley values [Shapley, 1953], a concept introduced in game theory, in a single step,
thus avoiding many time-consuming training iterations.

In the context of neural image compression, an approach based on slimmable neural networks
[Yu et al., 2018] has been applied [Yang et al., 2021]. It adjusts the width of the hidden layers
of a compressive autoencoder, leading to even better compression rates. For the purpose of
automatic architecture adjustment, several alternatives of slimmable generalized divisive
normalization (GDN) [Ballé et al., 2016a] layers together with slimmable probability models
were evaluated. While this method has shown impressive results in the field of image
compression, our approach (Trunz et al., 2022, see Chapter 3) based on the contributions of
latent variables towards the reconstruction result provides an effective alternative that can
be used in combination with such slimmable neural networks. Furthermore, our method
can improve any compression method which utilizes an encoder–decoder.

2.3 Geometric Modeling of Fabrics

In this section, we discuss previous work on procedural and inverse procedural modeling
and give basic information on the elements of knitted cloth.

Composition of Knitted Cloth Information about the compositional elements of knitted
cloth is essential for any kind of procedural modeling of knitwear. In the following, we
introduce some basic concepts of textile yarns and knitting in general.

In essence, there are three scales of knitted cloth. The basic microscopic scale refers to the
level of fibers and their arrangement. The most exquisite are natural fibers such as cashmere
wool, mohair, virgin wool, cotton or silk. But also synthetic fibers like acrylic or nylon are
very popular choices in the knitwear industry. Many fibers are twisted to form a long strand
called a ply. A ply may consist of only one type of fiber or may contain several different types.
There are various ways of twisting fibers to plys, we refer to [Shaikh, 2002] for a detailed
explanation. For the purpose of realistic modeling, we differentiate between two classes
of fibers: raw yarn fibers and flyaways. Flyaways are fibers that have been displaced from
their original position in the yarn e.g. due to friction. Such fibers contribute significantly
to the hairiness of the yarn. According to [Zhao et al., 2016], we distinguish between loop
flyaways and hair flyaways. Fibers where one side completely left the ply are denoted as
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hairs, whereas fibers that significantly deviate from the main ply structure but where both
ends are still within the ply are denoted as loop flyaways.

When two or more plys are twisted together, they form a yarn, which constitutes the second
level of cloth. Whereas yarns for woven cloth are often made out of two or three plys, the
most common number of plys in a knitted cloth without further twisting is four, followed by
three and five. If the yarn is too thin, it is usually made thicker by twisting several thinner
yarns together (Fig. 2.2).

Figure 2.2: Left: two plys are twisted together to form a thin yarn. Middle: a four-ply yarn that is
thick enough for knitting. Right: two thin yarns are twisted together to form a thicker yarn.

Knitwear is made out of yarns by repeatedly following some knitting instructions, which
results in a pattern that represents the third level of cloth. This process is done either by
hand or with the help of knitting machines. Knitting instructions consist of a regular grid of
symbols, where each symbol corresponds to a three-dimensional loop. Such loops are called
stitches. Each pattern starts with an initial top row of stitches, and all subsequent rows are
generated below by pulling the yarn through the stitches of the previous row. There is only
a small amount of stitch types with which all of the knitting instructions are produced, but
the two fundamental and by far the most common types are a knit and a purl stitch, as shown
in Figure 2.3. A knit stitch occurs when the yarn is pulled through a loop of a stitch of the
upper row from below, while creating a purl stitch requires the yarn to be pulled from above.
If the knitted cloth is viewed from the other side, then purl stitches look like knit stitches and
vice versa. Three simple common knit-purl patterns are called Stockinette, Garter and 2-2 Rib.
However, there exists a huge amount of patterns that can be made only with these two types
of stitches.

Procedural Modeling of Fabrics As already mentioned, for visual prototyping of knitted
cloth, we ideally want to be able to perform editing operations on each of the three scales:
fibers, yarns and patterns. For this purpose, we need to model these scales explicitly and
not only by means of an image-based representation, such as the BTF described in Section
2.1. Procedural modeling is an established technique in computer graphics that helps to
efficiently create a lot of 3D content employing production rules and parameters instead of
the time-consuming manual generation of each shape individually with some modeling
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Figure 2.3: Examples of knit (top) and purl (bottom) stiches.

software. Such production rules have been developed for example for buildings [Müller
et al., 2006], cities [Vanegas et al., 2012] and trees [Longay et al., 2012; Stava et al., 2014].
Recently, Guerrero et al. [Guerrero et al., 2022] presented the first generative model for
procedural materials.

At the pattern level, for woven cloth, such rules can be represented in terms of a weave pattern
matrix, and in the case of knitwear, production rules correspond to knitting instructions. In
order to create any desired knitting pattern, one merely requires a 3D model of each type
of stitch. These stitch shapes are then assembled according to the corresponding knitting
instruction. Due to physical forces, the same stitches in a pattern behave differently when
combined with different types of neighboring stitches (see Figure 2.3). Thus, to increase
realism, several approaches for physical simulation of knitwear and woven cloth have been
proposed [Kaldor et al., 2008; Yuksel et al., 2012; Leaf et al., 2018; Sperl et al., 2020]. After the
whole pattern has been modeled, subsequent iterative physical simulation gives the stitch
loops a more realistic shape and can be combined with the approaches presented in this
thesis.

Jin et al. [2022] focused their work on woven cloth and introduced a procedural model that
approximates yarn geometry with smooth bent cylinders combined with a shading model
for reflectance. In order to edit at the level of fibers and yarns, i.e. the components the
stitches were made of, several variations of procedural models for yarns have been developed.
Sreprateep and Bohez [2006] presented a detailed model of fibers twisted into a single ply.
This model already took into account the fact that fibers do not follow a uniform distribution
within a ply. Furthermore, the idea of fiber migration (i.e. parts of fibers migrating from
their positions within the yarn) was also incorporated into the model. Schröder et al. [2015]
took this model as an inspiration and introduced a procedural yarn model that included hair
flyaways and was able to generate more than one ply. Further extensions and modifications
to this model were made by Zhao et al. [2016]. First, their new model included support
for loop flyaways. Furthermore, instead of simulating hair flyaways with Perlin Noise, the
authors introduced several parameters to control all flyaways. Both modifications result in a
more realistic appearance of yarns and fabrics.

Luan et al. [2017] introduced an approach for efficient and fast rendering of procedural
textiles that does not require the full realization of the procedural model and, thus, can be
applied to large-scale procedural textiles.

In our work, we even further extend the model of Zhao et al. [2016] by including an elliptical
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cross-section of fibers instead of a circular one, changing the orientation of the plys from the
global to the local one and, most importantly, modifying the parameters for the hair flyaways
to better reflect the actual manufacturing process. These enhancements lead to an even more
realistic yarn appearance, which enables the training of neural network models based solely
on synthetic data and still be successfully applied to real-world yarns.

Inverse Procedural Modeling of Fabrics Although forward procedural modeling has been
successfully and widely used in the computer graphics community to efficiently create a large
amount of 3D content, controlling the output remains a well-known open problem. Even for
an experienced user, it is not trivial to correctly set all the parameters of a model in order to
get the desired output. Inverse procedural modeling aims to allow the user to control the
modeling process in terms of the specification of the output. Instead of guessing how the
parameters should be set in order to produce the needed output, the user specifies how the
output should look, usually in terms of an image, a 3D volume or some other specification.
Subsequently, the system itself discovers how to set the corresponding parameters of the
procedural model so as to generate the desired output. Such inverse systems have been
successfully introduced for facades [Weissenberg et al., 2013; Wu et al., 2014; Lienhard et al.,
2017], buildings [Demir et al., 2016; Nishida et al., 2018], trees [Stava et al., 2014] and in
the domain of urban design [Vanegas et al., 2012], among others. We refer to the course of
Aliaga et al. [Aliaga et al., 2016] for an extensive survey on the topic of inverse procedural
modeling.

In the area of cloth modeling, several inverse procedural modeling approaches have been
proposed. A complete pipeline for reverse engineering of woven cloth has been developed
by Schröder et al. [2015]. Guarnera et al. [2017] introduced an alternative approach that
required less runtime for its execution. Both methods demonstrated promising results in
the reverse engineering of woven cloth but were not designed for the analysis of knitwear.
Hussain et al. [2020] cast the problem of weave pattern identification as a classification
problem for a neural network and restricted the number of possible classes to three, based
on the three most commonly used weave patterns: plain, twill, and satin. Recently, Ali et al.
[2022] proposed a neural segmentation approach to detect a weave pattern in a set of micro
CT images.

Knitted stitches have three-dimensional structures, and the overall shape of the loops,
especially in the case of hand-made garments, do not exhibit the similarity and overly regular
structures, without non-rigid deformations, as the warp and weft of woven cloth do. Parallel
to our work on inverse procedural modeling of knitwear, Kaspar et al. [2019] proposed neural
inverse knitwear modeling. However, this approach was designed to handle machine-knitted
textiles and was not able to analyze hand-made patches, which are usually more deformed
than their machine-knitted counterparts. Furthermore, to obtain good results, the number of
rows and columns of the patterns has to be specified in advance, which is a difficult task for
an inexperienced user. In contrast, our approach (Trunz et al., 2019, see Chapter 4) achieves
good results on both machine- and hand-knitted fabrics, and the number of columns and
rows of the pattern is determined automatically.
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Inverse Procedural Modeling of Yarns Already in 2004, Voborova et al. [2004] used an
imaging system containing a microscope, optical fiber lighting and a CCD camera as input
and estimated the hairiness along with the effective diameter and a twist of the yarn. The
work of Zhao et al. [2016] focused on inferring the parameters for their procedural model for
yarns from a given CT scan of a small piece of the yarn. However, this approach requires
expensive hardware and can only be applied for yarns, where all characteristics (such as helix
pitch, yarn radius, etc.) fit into one scan. In order to make an approach to be accessible to
more users, other works focused on determining yarn characteristics from images. Saalfeld
et al. [2018] inferred some of the parameters of the procedural yarn model of Zhao et al.
[2016] by means of gradient descent with momentum approach on artificially generated yarn
images. However, the approach did not achieve good results on the images of real yarns.
Given a single image of a small textile patch and a yarn database as a prior, Wu et al. [2019]
estimated the yarn-level geometry of the fabric. However, the authors conclude that such
input information is not sufficient to extract yarn parameters other than fiber twist and the
number of fibers. To the best of our knowledge, our neural approach (Trunz et al., 2023, see
Chapter 5) for procedural modeling of yarns is the first to infer all required geometry yarn
parameters from a single image.
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Chapter 3

Efficient structuring of the latent space
for controllable data reconstruction

and compression

In this chapter, the contributions and results developed in the following peer-reviewed
publication are discussed:

Elena Trunz, Michael Weinmann, Sebastian Merzbach, and Reinhard Klein.
“Efficient structuring of the latent space for controllable data reconstruction and
compression.”
Graphics and Visual Computing (GVC), 7, page 200059, 2022.
doi: 10.1016/j.gvc.2022.200059

3.1 Summary of the Publication

In the last years, deep neural networks received vast popularity, and much attention has
been devoted to gaining an understanding of their design and behavior. In the case of
autoencoders, it is difficult to explain the contribution of individual latent variables to the
model performance, which complicates the choice of an appropriate dimensionality of the
latent space. In turn, since the most common application of autoencoders and other encoder-
decoder architectures lies in compression, the choice of the number of latent variables directly
influences the compression rates and the compactness of the data representation.

Most methods, which rely on the utilization of an encoder-decoder, specify the number of
the latent variables heuristically, usually setting it to some power of two and providing no
explanation regarding the choice or analysis on the question of whether the choice was a
suitable one. Only a few attempts have been made to determine the most suitable size of the
latent dimension. Rainer et al. [2019] trained their encoder-decoder models for compression
of bidirectional texture functions (BTFs) several times anew, choosing a different latent size
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each time and calculating the resulting reconstruction error. The final size was chosen based
on the compression-reconstruction trade-off. This approach results in high computational
costs, which is why Rainer et al. did not perform the computations for each BTF but chose
the same number of latent variables for all BTFs. However, since each BTF exhibits different
complexity, choosing the same latent dimension for all BTFs is not the optimal decision, as
we demonstrated in our work.

In contrast to this time-consuming approach, the method we presented in this work is
focused on the exploration of the structure of the latent space in encoder-decoder schemes.
We analyze the contribution of the individual latent dimensions to the reconstruction results
and subsequently order them based on their Shapley values [Shapley, 1953] during only
a single training process, thereby avoiding a time-consuming stepwise training process.
The idea of the Shapley values, which has origins in the cooperative game theory domain,
has been successfully applied in the field of interpretable machine learning in applications
such as feature attribution. Given a linear network, we have a direct relation to Principal
Component Analysis (PCA), which provides a natural ordering of the components regarding
their singular values. Starting with the linear models, in our work, we derived the theorem
and gave the theoretical proof that in the linear case, the ordering which results based on the
Shapley values is the same as the order obtained from the singular value decomposition,
thus proving it to be the optimal one.

However, autoencoders and other encoder-decoder models are not linear. While the involved
non-linearity allows encoder-decoders to find more flexible and more powerful latent spaces
that exhibit compactness with respect to the original data domain, it does not allow to
gain structural information of the latent space by means of a PCA. On the other hand, the
non-linearity of a function (encoder-decoder in our case) does not pose a problem for the
computation of the Shapley values for this function. Thus, based on the properties of the
Shapley values, we derived the following algorithm for finding the most suitable number of
latent variables for each particular application: First, the encoder-decoder is trained with a
sufficiently large number of latent variables for a certain number of epochs (usually half of the
intended training). Then, approximate Shapley values for the latent variables are computed,
subsequently ranking the variables in descending order. After the computation of the
cumulative contribution of the ordered sets of latent variables and after the visualization of
to the sets corresponding reconstructions the user can decide how many of the higher-ranked
latent variables will be kept. Subsequently, the last encoder layer and the first decoder layer
are modified, discarding the remaining latent variables and the training is resumed with the
selected variables.

We exemplary demonstrated the beneficial combination of Shapley values and autoencoders
regarding the choice of the dimensionality of the latent space, the ordering of the involved
latent variables according to their importance and the respective capability for reconstruction
and compression of reflectance data (BTFs), as well as images. In the case of the BTF
compression, we demonstrated that different BTFs, due to their different complexity, require
different numbers of latent variables for a similar representation in contrast to the use of a
fixed number of 8 as chosen by Rainer et al. Rainer et al. [2019].
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In our work, we also report, for both applications, the relationship between the running time
for computations of the Shapley values and the number of the latent variables from which
the values were computed. Furthermore, we performed the evaluation of the reconstruction
error depending on the number of latent variables that were ordered based on Shapley
analysis in the middle of the training, at the end of the training and a random ordering.

3.2 Author Contributions of the Publication

In this work, I derived the theorem and the theoretical proof that in the case of a linear model,
the ordering of the elements involved in the reconstruction according to their Shapley values
is optimal. Furthermore, I developed the algorithm for finding the required number of latent
dimensions in an encoder-decoder based on the computation of the Shapley values for the
latent variables and ranking them according to their contribution, with subsequent analysis
of cumulative contribution and visualizations. Additionally, I performed the evaluation of
the proposed approach on different applications: a compact representation of images and
high-dimensional reflectance data.
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Chapter 4

Inverse Procedural Modeling of
Knitwear

In this chapter, the contributions and the results developed in the following peer-reviewed
publication are discussed:

Elena Trunz, Sebastian Merzbach, Jonathan Klein, Thomas Schulze, Michael Wein-
mann, and Reinhard Klein.
“Inverse Procedural Modeling of Knitwear.”
2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR),
pages 8622–8631, 2019.
doi: 10.1109/CVPR.2019.00883

4.1 Summary of the Publication

In order to produce nice and interesting-looking knitted clothing, one requires, among other
things, nice knitting patterns. There are books and websites that describe various patterns.
But what if we see a picture of a clothing piece for which we do not have instruction on how
to knit it but want to use its pattern in order to knit this or possibly some other clothing
piece? How can we recognize the desired pattern? This problem is very challenging, even
for an expert in knitting. Even though there is quite a small amount of stitch types, each
stitch can take several possible shapes, depending on the shapes of the neighboring stitches
and the yarn it is made of. Especially stitches might be partially or completely covered by the
adjacent stitches, making them hard to recognize. To be sure of the final instruction of the
pattern, an expert would often have to stretch the clothing piece and turn it around to be able
to see all the covered stitches. With only one image available, it is not possible to perform
such operations. Additional difficulties arise when analyzing an image of hand-knitted
clothing. While the shapes of the stitches of machine-knitted clothing depend mostly on the
yarn and the adjacent stitches, the shapes of the stitches of hand-knitted clothing include
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various deformations (like stretching, holes, tight stitches, etc.), depending on the behavior
of the person, who knitted the piece.

Recently some approaches on reverse-engineering of weave patterns [Schröder et al., 2015;
Guarnera et al., 2017] were proposed, but, as the authors state themselves, these methods are
not suitable for analyzing knitted textiles. In contrast to the very regularly shaped woven
cloth, knitted textiles are inherently three-dimensional and exhibit occlusions and non-rigid
transformations, which need to be accounted for in order to accurately infer the correct stitch
patterns from a two-dimensional image. Although there are several approaches for inverse
procedural modeling of objects from images, these approaches are designed for a particular
application and cannot be easily applied to the inference of knitting patterns.

In this paper, we tackled this inverse procedural modeling problem of finding a correct
procedural description (knitting instruction) for a given design on an image by proposing a
four-step approach for a stitch pattern analysis of the given image. In this work, we limited
our algorithm to handle the two main and the most common types of stitches, knit and
purl, since there is a large number of knitting designs using only these. Given an input
image, the user initiates the process by manually choosing one sample for each type of
stitch occurring in the image. All other steps of the algorithm are performed automatically.
First, for each pixel of the image, we used template matching in order to determine, which
stitch type it is more likely to belong to. For the computation of the similarity between the
stitch template and the image patch, we used Best Buddies Similarity (BBS [Dekel et al.,
2015]), which we, for our purposes, extended with an additional gradient constraint (BBSg).
The result of the overall template matching procedure was then used to detect the correct
positions of the stitches, which form a regular grid but with irregular row and column
placement. Since there is a huge amount of possible grids, we formulated the search as an
integer linear programming (ILP) problem and solved for the optimum with the Gurobi
Optimizer software [Gurobi Optimization, 2016]. In the resulting optimal regular stitch
grid, possible stitch type detection errors can occur. In order to correct such errors, we
took advantage of the fact that a knitted piece always contains repetitions of the underlying
pattern. During the third step of our pipeline, possible type errors are corrected using the
maximum voting approach, resulting in the size of the desired pattern and the stitches that
it contains. Since each row and column of the pattern constitutes a possible beginning of the
actual knitting pattern, as the last step of our pipeline, we used the Law of Prägnanz and the
Law of Symmetry from Gestalt theory [Bradley, 2014] to find such beginning that results in a
nice clothing piece, when knitted by repeating the pattern. The result is then transformed
into the desired knitting instruction.

We tested our approach on 25 photos and scans of mostly hand-made knitting samples
with different patterns of various complexity. Despite the relatively high complexity of the
patterns, our approach was able to correctly infer the corresponding knitting instructions. As
there were no previous approaches for inverse modeling of knitting patterns, we compared
our approach with a greedy strategy, where instead of optimizing over all possible stitch grids,
we iteratively selected the best local match according to the similarity measure. However,
due to the iterative local instead of global optimization, this strategy did not yield acceptable
results. Furthermore, we compared our extended Best Buddy Similarity (BBSg) measure
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against some other popular template matching measures. Our experiments have shown
how BBSg reduced the matching error. We also reported on the computational time of our
pipeline and especially the ILP solver, and observed that it was less than the running time of
the similarity computations, making the approach feasible for the intended application.

4.2 Author Contributions of the Publication

In this work, I designed a pipeline for the induction of knitting instruction from a single
image. For the first step of the pipeline, I evaluated different metrics for pattern matching,
which were required to find coarse localizations of the stitches in the image. For the second
step, I formulated the integer linear programming (optimization) problem to find an optimal
regular grid structure out of the irregular row and column placement and implemented the
solution with the help of the Gurobi software. For the third and fourth steps, I developed
the error correction and pattern induction algorithm to find the final knitting instruction
from the grid.
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Chapter 5

Neural Inverse Procedural Modeling of
Knitting Yarns from Images

In this chapter, we discuss the contributions and results developed in the following publication
which already appeared as a preprint and is currently under review:

Elena Trunz, Jonathan Klein, Jan Müller, Lukas Bode, Ralf Sarlette, Michael Weinmann,
and Reinhard Klein.
“Neural Inverse Procedural Modeling of Knitting Yarns from Images.”
arXiv:2303.00154 (under review), submitted to Computers & Graphics (CG), 2023.
doi: 10.48550/arXiv.2303.00154

In the following, we include a verbatim copy of the content of this work subject to some
minor editorial changes.

Author Contributions of the Publication In this work, I developed the idea of utilizing
neural networks together with a database of synthetic yarns to estimate geometry parameters
of real-world yarns. Together with my co-authors, I designed a procedural yarn model that
extends the state-of-the-art model in terms of generation of more realistic synthetic yarns. I
also developed a yarn sampler that automatically generates plausible-looking yarns and used
it to generate a database of annotated images of synthetic yarns. Furthermore, I developed
and implemented the network to infer flyaway parameters and a set of parameter-specific
networks for inference of other yarn parameters from images of real yarns. I used the
generated database to train and validate these neural models.

5.1 Abstract

We investigate the capabilities of neural inverse procedural modeling to infer high-quality
procedural yarn models with fiber-level details from single images of depicted yarn samples.
While directly inferring all parameters of the underlying yarn model based on a single neural
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network may seem an intuitive choice, we show that the complexity of yarn structures in terms
of twisting and migration characteristics of the involved fibers can be better encountered in
terms of ensembles of networks that focus on individual characteristics. We analyze the effect
of different loss functions including a parameter loss to penalize the deviation of inferred
parameters to ground truth annotations, a reconstruction loss to enforce similar statistics
of the image generated for the estimated parameters in comparison to training images as
well as an additional regularization term to explicitly penalize deviations between latent
codes of synthetic images and the average latent code of real images in the encoder’s latent
space. We demonstrate that the combination of a carefully designed parametric, procedural
yarn model with respective network ensembles as well as loss functions even allows robust
parameter inference when solely trained on synthetic data. Since our approach relies on the
availability of a yarn database with parameter annotations and we are not aware of such a
respectively available dataset, we additionally provide, to the best of our knowledge, the first
dataset of yarn images with annotations regarding the respective yarn parameters. For this
purpose, we use a novel yarn generator that improves the realism of the produced results
over previous approaches.

5.2 Introduction

Due to their ubiquitous presence, fabrics have a great importance in domains like entertain-
ment, advertisement, fashion and design. In the era of digitization, numerous applications
rely on virtual design and modeling of fabrics and cloths. Besides the use of fabrics in
games and movies, further examples include online retail with its focus on more accurately
depicting the appearance of the respective clothes in images, videos or even virtual try-on
solutions, as well as virtual prototyping and advertisement applications to provide pre-views
on respective product designs.
The accurate digital reproduction of the appearance of fabrics and cloth relies on a fiber-level
based modeling to allow accurately representing light exchange in the fiber and yarn levels.
However, due to their structural and optical complexity imposed by the arrangement of fibers
with diverse characteristics within yarns and the interaction between yarns in the scope
of weave and knitting patterns – where small changes in the fiber and yarn arrangement
may result in significant appearance variations – as well as due to the numerous partial
occlusions of the involved fibers and yarns, capturing and modeling the appearance of yarns,
fabrics and cloth remains a challenge. In the context of reconstructing yarns, Zhao et al.
[2016] addressed the difficulty of scanning the self-occluding fiber arrangements based on
computer-tomography (CT) scans to get accurate 3D reconstructions of the individual yarns.
However, this imposes the need for special hardware. Instead, in this paper, we aim at the
capture and modeling of the appearance of yarns by inferring individual yarn parameters
from a single photograph depicting a small part of a yarn.
To address this goal, we investigate the capabilities of neural inverse procedural modeling.
Whereas directly optimizing all the parameters that determine a yarn’s geometry (including
flyaways i.e. fibers that migrate from the yarn, contributing to the fuzziness of the yarn)
with a single neural network may seem an intuitive choice, the complexity of the depictions

30



5.2 Introduction

of yarns, where twisting characteristics dominate the appearance in the yarn center and
flyaway statistics dominate the appearance in the yarns’ border regions, imposes that the
network has the capacity to understand where which parameters can be predominantly
inferred from. This observation might indicate that other strategies such as training separate
networks for inferring the structural parameters for the main yarn and the characteristics
of flyaways or even using an ensemble of networks, where each of these networks is only
responsible for estimating a single parameter of the underlying yarn model, could be rea-
sonable alternatives. Therefore, we investigate the potential of these approaches for the
task of inverse yarn modeling from a single image. Furthermore, we investigate the effect
of different loss functions including a parameter loss to penalize the deviation of inferred
parameters to ground truth annotations, a reconstruction loss to enforce similar statistics
of the image generated for the estimated parameters in comparison to training images as
well as an additional regularization term to explicitly penalize deviations between latent
codes of synthetic images and the average latent code of real images in the encoder’s latent
space. Thereby, we also analyze to what extent such models can be trained from solely using
synthetic training data.
All of these models are trained based on synthetic training data generated from a high-quality
yarn simulator that improves upon the generator by Zhao et al. [2016] in terms of a more
realistic modeling of hair flyaways, fiber cross-section characteristics and the orientation
of the fibers’ twisting axis. As our approach relies on the availability of a dataset of yarn
images with respective annotations regarding characteristic yarn parameters, such as the
number of plys, the twisting length etc., we introduce – to the best of our knowledge – the
first dataset of synthetic yarns with respective yarn parameter annotations. Both the dataset
and the yarn generator used for the automatic generation of this dataset will be released
upon acceptance of the paper. Our approach for neural inverse procedural modeling of
yarns exhibits robustness to variations in appearance induced by varying capture conditions
such as different exposure times as long as strong over-exposure and under-exposure are
avoided during capture.
In summary, the key contributions of our work are:

• We present a novel neural inverse modeling approach that allows the inference of
accurate yarn parameters including flyaways from a single image of a small part of a
yarn.

• We investigate the effect of different loss formulations on the performance based on
different configurations of a (yarn) parameter loss to penalize deviations in the inferred
parameters with respect to the ground truth, a reconstruction loss to enforce the
statistics of a rendering with the estimated parameters to match the statistics of given
images, and regularization term to explicitly penalize deviations between latent codes
of synthetic images and the average latent code of real images in the encoder’s latent
space.

• We provide, to the best of our knowledge, the first dataset of realistic synthetic yarn
images with annotations regarding the respective yarn parameters.

• We present a yarn generator that supports a large range of input parameters as well as
a yarn sampler that guides the selection of parameter configurations for the automatic
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generation of realistic yarns.

5.3 Related Work

Respective surveys [Schröder et al., 2012; Castillo et al., 2017; Castillo et al., 2019; Pagán
et al., 2020; Amor et al., 2021; Mohammadi and Kalhor, 2021; Noor et al., 2021] indicate
the opportunities of computational approaches for the cloth and apparel industries as well
as challenges regarding the capture, modeling, representation and analysis of cloth. Some
approaches approximate fabrics as 2D sheets. Wang et al. [2008] and Dong et al. [2010] leverage
spatially varying BRDF (SVBRDFs) based on tabulated normal distributions to represent the
appearance of captured materials including embroidered silk satin, whereas others focused
on appearance modeling in terms of bidirectional texture functions (BTFs) [Dana et al., 1997;
Weinmann et al., 2014; Filip et al., 2018].

For scenarios with a focus on efficient simulation and editing or respective manipulation,
yarn-based models [Kaldor et al., 2008; Cirio et al., 2014; Martin-Garrido et al., 2018] have
been shown to be more amenable [Yuksel et al., 2012], however, at the cost of not offering the
capabilities to accurately capture details of fiber-level structures and the resulting lack of
realism. Drago and Chiba [2004] focused on simulating the macro- and microgeometry of
woven painting canvases based on procedural displacement for modeling the arrangement
of the woven yarns (i.e. a spline-based representation) and surface shading. The model
by Irawan and Marschner [2012] also predicts yarn geometry (in terms of curved cylinders
made of spiralling fibers) and yarnwise BRDF modeling to represent the appearance of
different yarn segments within a weaving pattern. However, this approach does not model
shadowing and masking between different threads. The latter has been addressed with
the appearance model for woven cloth by Sadeghi et al. [2013] that relies on extensive
measurements of light scattering from individual threads, thereby taking into account
for shadowing and masking between neighboring threads. However, these approaches
are suitable for scenarios where cloth is viewed from a larger distance, since reproducing
the appearance characteristics oberservable under close-up inspection would additionally
require the capability to handle thick yarns or fuzzy silhouettes as well as the generalization
capability to handle fabrics with strongly varying appearances. To increase the degree of
realism, Guarnera et al. [2017] augment the yarns extracted for woven cloth in terms of
micro-cylinders with adjustments regarding yarn width and misalignments according to
the statistics of real cloth in combination with the simulation of the effect of yarn fibers by
adding 3D Perlin Noise [Perlin, 1985] to the micro-cylinder derived normal map. Several
approaches focus on fitting an appearance model like Bidirectional Reflectance Distribution
Functions (BRDFs) [Dobashi et al., 2019; Jin et al., 2022] to inferred micro-cylinder yarn
models or Bidirectional Curve Scattering Distribution Function (BCSDF) [Schroder et al.,
2011] to simulate the appearance from the fibers within each ply curve extracted for a
pattern without explicitly modeling each individual fiber or applying a pre-computed fiber
simulation [Montazeri et al., 2021]. Extracting yarn paths from image data can be approached
by leveraging the prior of perpendicularly running yarns for woven cloth (e.g., [Schröder
et al., 2015]) as well as based on knitting primitive detection inspired by template matching
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with a refinement according to an underlying knitting pattern structure [Trunz et al., 2022] or
deep learning based program synthesis [Kaspar et al., 2019]. While such approaches allow
the modeling of the underlying yarn arrangements, the detailed yarn modeling with yarn
widths, yarn composition, yarn twisting, hairiness, etc. is not explicitly modeled.
Following investigations on the geometric structure of fabrics in the domain of the textile
research community [Keefe, 1994; Tao, 1996; Morris et al., 1999; Shinohara et al., 2010],
several works focused on a more detailed modeling of the underlying cloth micro-appearance
characteristics to more accurately model the underlying cloth characteristics such as thickness
and fuzziness. This includes volumetric cloth models [Xu et al., 2001; Jakob et al., 2010; Zhao
et al., 2011; Zhao et al., 2012; Zhao et al., 2013], that describe cloth in terms of 3D volumes with
spatially varying density, as well as fiber-based cloth models [Khungurn et al., 2015; Schröder
et al., 2015] that infer the detailed 3D structure of woven cloth at the yarn level with its fiber
arrangement. Zhao et al. [Zhao et al., 2011; Zhao et al., 2012; Zhao et al., 2016] leveraged
a micro-computed tomography (CT) scanner to capture 3D volumetric data. The detailed
volumetric scan allows them to trace the individual fibers and, hence, provides a an accurate
volumetric yarn model that captures high-resolution volumetric yarn structure. For instance,
Zhao et al. [2016] present an automatic yarn fitting approach that allows creating high-quality
procedural yarn models of fabrics with fiber-level details by fitting procedural models to
CT data that are additionally augmented by a measurement-based model of flyaway fibers.
Instead of involving expensive hardware setups such as based on CT scanning, others focused
on inferring yarn parameters from images, thereby representing more practical approaches
for a wide range of users. Voborova et al. [2004] focused on estimating yarn properties
like the effective diameter, hairiness and twist based on initially fitting the yarn’s main axis
based on an imaging system consisting of a CCD Camera, a microscope, and optical fiber
lighting. Furthermore, with a focus on providing accurate models at less computational
costs and memory requirements than required for volumetric models, Schröder et al. [2015]
introduced a procedural yarn model based on several intuitive parameters as well as an
image-based analysis for for the structural patterns of woven cloth. The generalization of
this approach to other types of cloth, such as knitwear, however, has not been provided but
still needs further investigation. Saalfeld et al. [2018] used gradient descent with momentum
to predict some of the procedural yarn parameters used by Zhao et al. [2016] from images
of synthetically generated yarns. Although the results were promising for some of the
parameters, the approach still could not be applied to the real yarn images. Wu et al. [2019]
estimate yarn-level geometry of cloth given a single micro-image taken by a consumer digital
camera with a macro lens, leveraging prior information in terms of a given yarn database for
yarn layout estimation. Large-scale yarn geometry is estimated based on image shading,
whereas fine-scale fiber details are obtained based on fiber tracing and generation algorithms.
However, the authors mention that the use of a single micro-image does not suffice for the
estimation of all relevant yarn parameters of complex procedural yarn models like the ones
by Zhao et al. [2016] or Schröder et al. [2015], and, hence, the authors only consider the two
parameters of fiber twisting and fiber count. Whereas our yarn generator is conceptually
similar to the one by Zhao et al. [2016], there is an important difference in how we model the
orientation of the twisting axis of the fibers. Instead of using the global 𝑧-axis, we align the
twisting axis with the relative 𝑧-axis of the next hierarchy level, resulting in a more realistic
yarn structure. This relative implementation allows adding additional hierarchy levels, i.e.
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especially for the hand knitting it is common to twist different yarns if they are too thin,
thus creating the next level. Furthermore, our model’s realism is further increased by also
considering elliptic fiber cross-sections as occurring for natural hair fibers like wool and by
considering a more natural modeling of flyaways.
In the context of inferring physical yarn properties from visual information, Bouman et al.
[2013] estimated cloth density and stiffness from the video-based dynamics information
of wind-blown cloth. Others focused on a neural network based classification of cloths
according how stretching and bending stiffness influence their dynamics. Furthermore,
Rasheed et al. [2020] focused on the estimation of the friction coefficient between cloth
and other objects. Based on the combination of neural networks with physically-based
cloth simulation, Runia et al. [2020] trained a neural network to fit the parameters used for
simulation to make the simulated cloth match to the one observed in video data. Liang et al.
[2019] and Li et al. [2022] presented approaches for cloth parameter estimation based on
sheet-level differentiable cloth models. Gong et al. [2022] introduced a differentiable physics
model at a more fine-grained level, where yarns are modelled individually, thereby allowing
to model cloth with mixed yarns and different woven patterns. Their model leverages
differentiable forces on or between yarns, including contact, friction and shear.

5.4 Generation of synthetic training data

Our learning-based approach to infer yarn parameters from images relies on the availability
of a database of images of yarns with respective annotations. However, to the best of
our knowledge, no such database exists to this day. Since the exact measurements of the
parameters of a real yarn is a complex task that requires experts as well as additional
hardware such as a CT scanner, we overcome this problem by leveraging modeling and
rendering tools from the field of computer graphics to create images of synthetic yarns with
known parameters that can be directly used for learning applications.

To enable robust parameter inference from photographs of real yarns, the synthetic yarn
images used for training the underlying neural model must be highly realistic, i.e. they must
accurately model the yarn structure with its underlying arrangement of individual fibers.
Similar to Zhao et al. [2016], we chose a fiber-based model rather than a volumetric one
to gain more control over the generation and achieve higher quality. However, to increase
the realism of the synthetic yarns, we extended the yarn model of Zhao et al. by including
elliptical fiber cross-sections, local coordinate frame transformation for helix mapping and
considering more complex modeling of hair flyaways.

We mimic the actual manufacturing process by introducing a hierarchical approach. Multiple
fibers are twisted together to form a ply, and, in turn, multiple plies are twisted together to
form a yarn. If necessary, multiple thinner yarns can be twisted into a thicker yarn, which
is sometimes the case in knitwear manufacturing. We denote the yarn resulting from this
hierarchical procedure as raw yarn.

In addition to capturing the characteristics of the fiber arrangement of the yarn structure, we
must also consider that some of the fibers, referred to as flyaways, may deviate from their
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intended arrangement within yarns and run outside the thread. These deviations are caused
by friction, aging or errors in the manufacturing process and play a central role in the overall
appearance of yarns and the fabrics made from them.

Therefore, our yarn model is controlled by a number of parameters, which belong to two
types: raw yarn parameters and flyaway parameters. During generation, these parameters
are stored along with the respective resulting images, and later serve as training labels for
the network training.

The raw yarn is recursively built from multiple hierarchical levels (see Fig. 5.1 and Alg. 1).
In the next step, flyaways are added (Alg. 2) and detailed fiber parameters such as material
and cross section are defined. The yarn is then ready to be rendered. We generate and
render the synthetic yarn images using Blender, which offers advanced modeling capabilities
that can be fully controlled by Python scripts, making it suitable for procedural modeling.
Especially, the high level mesh modifiers allow for relatively compact scripts. Additionally, it
also contains a path tracer capable of rendering photo-realistic images, which allows us to
build an all-in-one pipeline.

5.4.1 Hierarchical yarn model

During the first step, yarns, plies and fibers are represented as polygonal lines, i.e. a tuple
(𝑉, 𝐸) that stores the vertex positions𝑉 =

{
𝑣𝑖 ∈ R3 |𝑖 ∈ N

}
and their edges 𝐸 = {(𝑖 , 𝑗)|𝑖 , 𝑗 ∈ N}.

Note that our generation process allows for an arbitrary number of levels. However, in the
rest of the paper, we will demonstrate the concept using three levels, fibers, plies, and yarns.
Algorithm 1 presents an overview over our recursive hierarchical generation of the raw yarn.
The input of the first level, the fiber level, is a simple straight polygonal line that must be
chosen large enough to allow for the required resolution. The vertices 𝑣𝑖 of the line are given
by

𝑣𝑖 =
(

0 0 𝑖𝛼 𝑓

)𝑇 (5.1)

Here, 𝛼 𝑓 denotes the distance between two consecutive vertices of a fiber. In each of the
higher levels, we start by creating a set of 𝑁 2D instance start positions 𝑝𝑖 . We define two
variations of this procedure, one for small amounts of instances (∼ 7), and one for larger (in
practice up to 200). Both are illustrated in Fig. 5.2. In both cases, we add some jitter 𝑗𝑥𝑦 to
the sample positions. For small numbers 𝑁 of instances, we generate a regular pattern on a
circle with radius 𝑟:

𝑝𝑖 = 𝑟

(
sin�𝑖

cos�𝑖

)
+ 𝑗𝑥𝑦𝑅

(
1
1

)
, �𝑖 = 2𝜋 𝑖

𝑁
(5.2)

Here and in the following, 𝑅 is a zero-mean, normal distributed random variable with a
standard deviation of 1 that is redrawn for each occurrence.
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Algorithm 1 Recursive hierarchical generation of raw yarn
Require: level of raw yarn 𝑙𝑒𝑣𝑒𝑙

1: procedure buildlevel(𝑙𝑒𝑣𝑒𝑙)
2: if 𝑙𝑒𝑣𝑒𝑙 = 0 then
3: create straight polygonal line 𝑙𝑖𝑛𝑒

4: return 𝑙𝑖𝑛𝑒

5: else
6: 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 ← buildlevel(𝑙𝑒𝑣𝑒𝑙 − 1)
7: end if
8: 𝑃 ← create 𝑁 instance positions using Eq. 5.2 or Eq. 5.3
9: 𝑜𝑢𝑡𝑝𝑢𝑡 ← ∅

10: for all 𝑝 ∈ 𝑃 do
11: 𝐼 ← 𝑐𝑜𝑝𝑦(𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒)
12: 𝐼 ← scale 𝑥 coordinate of 𝐼 with 𝑒 for elliptical cross-section
13: 𝐼 ← rotate 𝐼 using Eq. 5.4
14: center 𝐼 at position 𝑝

15: generate helix at position 𝑝 using Eq. 5.5-5.7 and let 𝐼 follow the helix
16: 𝑜𝑢𝑡𝑝𝑢𝑡 ← 𝑜𝑢𝑡𝑝𝑢𝑡 ∪ 𝐼

17: end for
18: return 𝑜𝑢𝑡𝑝𝑢𝑡

19: end procedure

a) b) c) d) e)

Figure 5.1: Hierarchical twisting process. a) Level 1 corresponds to a straight polygonal line. b)
Twisted fibers from level 1 form a ply on the second level. c) Before twisting plies into a yarn, the
𝑥-axis of each ply is downscaled to create an elliptical cross-section. d) Multiple initial positions (blue)
are sampled, and a helix curve with the specified properties is created at each. These curves, called
center lines, represent the paths of the different plies. e) Deformed copies of the initial input follow
each helix curve, resulting in the yarn on the third level and forming the input for the next step.
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Figure 5.2: Ply and fiber distribution for the process explained in Fig. 5.1. For each level, multiple
instances of the previous level are created and placed at initial positions according to a specified
distribution. We use more randomness (middle) and jitter (right) on the fiber level and more structure
on the ply level (left).

For larger numbers of instances, we sample the whole area of a disc. We distribute fewer
samples towards the center, as instances in the middle are mostly occluded by the outer
ones:

𝑝𝑖 = 𝑟𝑖

(
sin�𝑖

cos�𝑖

)
+ 𝑗𝑥𝑦𝑅

(
1
1

)
, 𝑟𝑖 = 𝑟

𝑖0.3

𝑁0.3 , �𝑖 = 2𝜋 · 0.137 · 𝑖 (5.3)

The heuristically chosen constants create a slightly pseudo-random distribution that is
enhanced by the added jitter.

Next, for each sample point, we copy the instance template from the previous level, and then
each instance is transformed as follows: Since the sampling patterns are roughly circular, we
downscale the template along the 𝑥-axis, transforming its cross-section into an ellipse (see
Fig. 5.1, c). The rotation ensures that the smaller radius of the ellipse is oriented toward the
center, which simulates the squeezing of the individual fibers for dense packing. As a last
step, the template is translated to the position of the sampling point.

To simulate the twisting that occurs during the production of real yarns, we create a helix in
the 𝑧-direction at each sample point 𝑝 = (𝑝𝑥 , 𝑝𝑦)𝑇 and transform the template to follow it
accordingly (Fig. 5.1). The helix is given by:

�𝑖 =
𝑖

𝐻
2𝜋 + arctan2

(
𝑝𝑦 , 𝑝𝑥

)
(5.4)

𝑟ℎ =

√
𝑝2
𝑥 + 𝑝2

𝑦 (5.5)

𝑠𝑖 = 1 +max(0, 𝑅ℎ) · cos
(
2𝑅ℎ +

𝑖

𝐻
2𝜋𝑅ℎ

)
(5.6)

𝑣𝑖 =
(
𝑟ℎ𝑠𝑖 sin�𝑖 𝑟ℎ𝑠𝑖 cos�𝑖

𝑖
𝐻 𝛼ℎ + 𝑗𝑧𝑅𝑖

)𝑇 (5.7)

Here, 𝛼ℎ is the height of each complete turn, called the pitch of a helix. 𝐻 is the helix
resolution, i.e. the number of vertices per turn. The number of turns for the helix depends
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a) b) c) d)

Figure 5.3: Generation of flyaways. a) A random vertex strip is selected and duplicated to become the
new flyaway. b) The flyaway is scaled along its up-axis to exaggerate details. c) Hair flyaway: The
flyaway from b) is rotated along its lowest point. d) Loop flyaway: The flyaway from b), where the
vertices are moved radially according to a sine function, except for the first and last vertices, which
remain at their previous locations, while the middle vertex is offset the most to simulate a loop.

on the desired total length of the generated yarn. Since the helix is always curved around the
center line, its radius 𝑟ℎ is determined by the position of the sample point 𝑝. The angle �𝑖 has
an offset that ensures that the 0th vertex coincides with 𝑝. The random variables 𝑅𝑖 and 𝑅ℎ

are drawn once per vertex and once per helix, respectively. However, different occurrences
of 𝑅𝑖 and 𝑅ℎ are drawn independently. 𝑠𝑖 is the fiber migration value, modulation of the
helix radius that varies along the vertical axis. It is realized by scaling the radius with a
height-dependent cosine function with random amplitude, offset and phase speed.

Note that each template point is transformed to a local coordinate frame given by the helix
at the corresponding height. We do not perform an actual physical simulation for the
twisting process, as this would require a complex numerical simulation and thus increase
computation time drastically.

For our recursive hierarchical raw yarn generation, we used generic variable names, such as
𝑁 , 𝑅 and 𝛼ℎ . The parameters of each level for the three-level fiber-ply-yarn model, used in
the following, are summarised in Table 5.B.1.

5.4.2 Flyaway generation

After creating the raw yarn structure according to the previous section, we now model the
flyaways. Flyaways are fibers that got displaced from their original position within the yarn.
Following the previous work [Schröder et al., 2015; Zhao et al., 2016], we distinguish between
two different categories of flyaways. Hair flyaways are fibers where one side is completely
outside the yarn, while loop flyaways are fibers where both ends of the fiber are still inside
the yarn, but the middle part is outside the main yarn. Both types of flyaways and the key
steps of their creation are shown in Figure 5.3. The generation of flyaways is summarized in
Algorithm 2. Flyaways are created by copying and transforming parts of the yarn. First, we
determine whether the new flyaway will be a loop or a hair flyaway by drawing a uniformly
distributed random number in [0, 1] and determining whether it is greater or less than the
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loop probability 𝑝𝑙 . In both cases, the flyaway length is determined from a given mean and a

Algorithm 2 Flyaway generation
Require: flyaway parameter 𝑔, 𝑝𝑙 , 𝛽, 𝑙ℎ𝑎𝑖𝑟 , 𝑠, 𝑙𝑙𝑜𝑜𝑝 , 𝑑𝑚𝑒𝑎𝑛 , 𝑑𝑠𝑡𝑑

1: procedure addflyaways(𝑔, 𝑝𝑙 , 𝛽, 𝑙ℎ𝑎𝑖𝑟 , 𝑠, 𝑙𝑙𝑜𝑜𝑝 , 𝑑𝑚𝑒𝑎𝑛 , 𝑑𝑠𝑡𝑑)
2: for 𝑘 ∈ [1, 𝑔] do
3: 𝑓 𝑙𝑦 ← 𝑙𝑜𝑜𝑝 with probability 𝑝𝑙 , or 𝑓 𝑙𝑦 ← ℎ𝑎𝑖𝑟 else
4: end for
5: if 𝑓 𝑙𝑦 = 𝑙𝑜𝑜𝑝 then
6: 𝑙𝑒𝑛𝑔𝑡ℎ ← 𝑙𝑙𝑜𝑜𝑝 + 0.01𝑅 (𝑅 as explained in 5.4.1)
7: else
8: 𝑙𝑒𝑛𝑔𝑡ℎ ← 𝑙ℎ𝑎𝑖𝑟 + 0.05𝑅
9: end if

10: find fiber segment 𝑆 of length 𝑙𝑒𝑛𝑔𝑡ℎ via rejection sampling
11: if 𝑓 𝑙𝑦 = 𝑙𝑜𝑜𝑝 then
12: create loop flyaway using Eq. 5.8 on 𝑆

13: else
14: scale 𝑧 coordinates of 𝑆 and rotate by 𝛽 to create hair flyaways (Fig. 5.3)
15: end if
16: end procedure

fixed standard deviation. Note that typical means are of the same order of magnitude as the
standard deviations used. To find a fiber segment for the new flyaway, a random vertex is
selected and the chain of connected vertices is followed in a random direction. If this chain
ends before the desired length is reached, the process is repeated with a different starting
vertex (rejection sampling). Once a suitable segment is found, it is copied and transformed
according to its type in the next step. Copying a segment from the original yarn, rather than
creating a new vertex line, preserves the deformation from the overlapping helixes from
different levels, adding realistic detail.

Loop flyaways are created by overlaying the segment with a sine wave by adding an offset to
each vertex:

𝑜𝑖 = 𝑑 sin
(
𝑖𝜋
𝑗

) (
𝑣𝑥 𝑣𝑦 0

)𝑇
, 𝑑 = 𝑑𝑚𝑒𝑎𝑛 + 𝑑𝑠𝑡𝑑𝑅 (5.8)

The sine wave moves the vertex in a radial direction, keeping its vertical coordinate untouched.
𝑗 is the total number of vertices in the segment, so exactly half a period of the sine wave is
used, ensuring that the first and last vertices remain at their original positions, thus creating
the loop shape. The amplitude 𝑑 is chosen per flyaway, not per vertex.

Hair flyaways are created by rotating the segment by the angle 𝛽 (see Fig. 5.3). Prior to
rotation, they are scaled along the vertical axis by a value of 𝑠 to amplify their shape.
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Table 5.1: Parameters of our procedural Blender yarn model. Top: Fiber parameters, Middle:
Ply parameters, Bottom: Flyaway parameters. Although fiber distribution and migration are not
technically flyaway parameters, we consider them as such for our parameter prediction due to their
probabilistic nature.

Parameter type Parameter
name

Explained

Fiber amount 𝑚 Number of fibers in each ply
Fiber ellipse 𝑡𝑥 , 𝑡𝑦 Radii of fiber ellipse
Fiber twist 𝛼 Pitch of the ply helix
Number of plies 𝑛 Number of plies in the yarn
Ply ellipse 𝑟𝑥 , 𝑟𝑦 Radii of ply ellipse
Ply twist 𝛼𝑝𝑙𝑦 , 𝑅𝑝𝑙𝑦 Pitch and radius of the yarn

helix
Fiber migration 𝑗𝑧 ,𝑗 Jitter of the fibers in 𝑧 and in

radial direction
Fiber distribution 𝑗𝑥𝑦 Jitter of fibers in 𝑥𝑦 plane di-

rection
Flyaway amount 𝑔 Number of flyaways
Loop probability 𝑝 Probability for loop type fly-

away
Hair flyaways 𝛽, 𝑙ℎ𝑎𝑖𝑟 , 𝑠 Angle, hair length, fuzziness
Loop flyaways 𝑙𝑙𝑜𝑜𝑝 ,

𝑑𝑚𝑒𝑎𝑛 ,
𝑑𝑠𝑡𝑑

Loop length, Mean and std
of distance from ply center

Once all levels and flyaways are created, the bevel parameter is set to control the thickness
and ellipticity of each fiber, giving the object a proper volume. All learnable parameters for
the yarn and the flyaways are summarized in Table 5.B.1.

5.4.3 Further Implementation Details

To increase the realism of the resulting yarn appearance, we apply a reflectance model to
the individual fibers, which describes their view- and illumination-dependent appearance.
This allow us to obtain synthetic images of yarns by placing the yarn in a pre-built scene
that resembles our measurement environment in the lab where we took the photos of real
yarns.

We implement the yarn generation as a Python script inside the 3D modeling suite Blender,
since it not only provides many of the operations needed during the generation, but also has
powerful rendering capabilities. In particular, we leveraged Blender’s principled hair BSDF
shader, which is particularly relevant for our scenario of fiber-based yarn representation, as
well as the built-in path tracer capable of rendering photo-realistic images with full global
illumination to generate images depicting the synthesized yarns according to the conditions
we expect to occur in photographs of real yarns.

5.4.4 Extensions to State-of-the-art Yarn Generator

Whereas Zhao et al. [2016] focused on woven cloth made of cotton, silk, rayon and polyester
yarns, we observed that in addition to these fiber types, knitwear is often made of various
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a) b) c)

Figure 5.4: A ply (blue) is mapped to a helix segment (grey). The figure shows a very similar scene to
Fig. 5.1, but drastically simplified and with exaggerated dimensions. a) The ply before mapping. b)
Mapping by shifting orthogonal to the global vertical axis, as implemented in [Zhao et al., 2016]. c)
Mapping by applying a local coordinate frame transformation, as implemented in our generator.

types of natural wool (cashmere, virgin wool, etc.) and acrylic a as wool substitute, as they
offer exceptional warming properties and knitwear is mainly worn or used in the colder
months. These and most other fiber types have longer flyaways, and their fibers exhibit
elliptical cross-sections rather than circular ones, as assumed by Zhao et al. [2016]. These
observations inspired us to make the following extensions to the current state-of-the-art
models [Schröder et al., 2015; Zhao et al., 2016]:

• Hair flyaways: Instead of implementing hair flyaways in terms of adding hair arcs,
we simulate them similarly to loop flyaways in terms of being pulled out of the plies.
Hence, the twist characteristics are preserved (see Fig. 5.3, c)). Furthermore, we leverage
hair squeezing to simulate the effect that when flyaways are released from the twist,
they are less stretched and contract slightly (see Fig. 5.3, b). These two steps make even
the longer flyaways look realistic (see Fig. 5.5, d-f).

• Elliptical fiber cross-sections: We implement the ellipticity of the cross-section of many
types of fibers, which is particularly prominent in natural hair fibers such as wool.
Although the geometric changes are too small to be seen directly, the shape of the
cross-section affects the shading during the rendering, especially the prominence of
specular highlights (see Fig. 5.5, a-c).

• Local coordinate frame transformation for helix mapping: Previously, in [Zhao et al.,
2016], plies were twisted by sliding individual vertices orthogonal to the global vertical
axis. Instead, we introduce a proper coordinate system transformation, which leads
to more plausible results. In some cases, the differences are small, in others they are
much more obvious. Fig. 5.4 shows an exaggerated case to illustrate the difference.

• Hierarchical generation: Sometimes, when multiple thinner threads are twisted into a
thicker thread, yarns with more than three levels occur. Our hierarchical generator
allows for any number of levels.

Evaluation of performance Although in its current implementation, the yarn generation
process is more optimized for clarity and ease of use rather than efficiency, the time for
generating all fiber and flyaway curves (about 6-12 seconds per image) is significantly less
than the rendering time (about 1 to 4 minutes). This makes it suitable for our purpose of
generating a database of yarns, but further optimization of the generation process may be an
aspect for future developement.
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a) b) c) d) e) f)

Figure 5.5: Left: Comparisson of fiber cross section. a) Photograph of a wool yarn with elliptical cross
section. b) Virtual yarn generated with elliptical fiber cross-section. c) Virtual yarn generated with
circular fiber cross-section. The changes in geometry are hard to spot when zoomed out, however the
shading and in particular the strength of the specular highlights is clearly affected by the cross-section
shape. Right: Effect of the squeeze parameter 𝑠. d) Reference, e) With squeeze, f) Without squeeze.

5.4.5 Yarn dataset

To represent the variations in color and reflective characteristics encountered in real yarns
in our synthesized yarn dataset, we sample different of these parameter configurations by
uniformly sampling the parameters within the corresponding, heuristically determined
intervals shown in Table 5.B.1 and then rendering the resulting yarns in different conditions
that we expect to occur when considering photos of real yarns. We provide details of our
guided parameter sampling procedure in the Section 5.B. All yarns in our database consist
of two to six plies. Note that our yarn generator allows the generation of yarns with more
plies, but our observations indicate that three, four and five plies are the most common
scenarios in the case of knitting yarns. Fig. 5.6 depicts some of the yarns from the database.
In total, we sampled 4000 parameter configurations for the synthetic training set and 345
parameter configurations for the synthetic validation set, resulting in 4000 images with a
resolution of 2000x600 pixels for training and 345 images with a resolution of 2000x600 pixels
for validation.

Although our yarn generator can generate many levels of hierarchy, for proof-of-concept
purposes, in this paper, we focused on yarns made up of plies and did not investigate learning
the next level, where multiple thinner yarns are twisted into a thicker yarn. Therefore, our
database does not include such yarns. Furthermore, by rendering the yarn in different scenes,
including various indoor and outdoor settings, training data for in-the-wild yarn parameter
estimation could be generated.

5.5 Inference of yarn characteristics from input images

We model the prediction of the parameters for our procedural yarn model from images as a
regression problem. Our training and validation dataset consists of annotated synthetic yarn
images that we use to train a model that allows inferring yarn parameters from novel images
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Figure 5.6: Examples of synthetic yarns in our database.

of yarns not seen during training or validation. Before providing details of our respective
approach (see Section 5.5.1), we motivate our choice of a suitable network architecture that is
capable of handling the challenging nature of the underlying problem.We considered the
saliency maps [Simonyan et al., 2014] of networks trained to predict the set of raw yarn’s
parameters and the set of the flyaway parameters with two independent models. An entry
𝑚𝑖 , 𝑗 in a saliency map for a model 𝑓 that has been trained on a subset of 𝑃 parameters is the
maximum derivative of the average value of the predicted parameters with respect to a pixel
𝑥𝑖 , 𝑗 ,𝑐 in the input image over the color channels 𝑐, i.e.

𝑚𝑖 , 𝑗 = max
𝑐

����� 𝜕

𝜕𝑥𝑖 , 𝑗 ,𝑐

(
1
𝑃

∑
𝑝

𝑓𝑝(𝑥)
)�����. (5.9)

In contrast to saliency maps that have been proposed within the context of classification
networks, we consider the derivative of the mean of the predicted parameters because we
need to investigate the effect of a pixel on the entire subset on which the network was
trained.

The saliency maps (Figure 5.7) for the network trained to predict the raw yarn parameters
illustrate a higher susceptibility to changes in the yarn center region of the image. On the
other hand, the saliency maps for the network that predicts the flyaway parameters indicate
that such a network exhibits a higher sensitivity towards the border regions within the input
images. Motivated by these saliency maps, we concluded that it is better to train separate
models for the raw yarn parameters and the flyaway parameters.

5.5.1 Inference of yarn parameters

As already mentioned before, we formulate the problem in terms of a regression problem.
Here an encoder 𝑓 maps an input image to a latent code which then becomes the input to
a regression head ℎ (Fig. 5.8) which performs the parameter regression. This regression
path within our model is trained to minimize an 𝐿1 loss between the prediction obtained
on synthetic yarn images 𝑥(𝑖) and their ground truth parameter 𝑦(𝑖) used in the generation
model.
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Yarn Flyaways Input

Figure 5.7: Saliency maps computed for network configurations that are trained either to predict
geometry (columns 1) or flyaway parameters (column 2) of the yarn model and either respective
inputs (column 3). The color temperature in a saliency map indicates an input pixel’s influence on the
predicated parameter. Lighter/warmer colors correspond to a stronger influence.

ℒregress = E
[ℎ( 𝑓 (𝑥(𝑖))) − �̂�(𝑖)


1

]
(5.10)

We will refer to this network simply as 𝑅𝑒𝑔.

Although the synthetic training data was carefully generated to match the appearance of real
yarn photographs as accurately as possible, a domain gap between the synthetic and real
images cannot be ruled out. To address the domain gap, we investigated the impact of adding
some not annotated real images to the training and utilized a semi-supervised training
process which interleaves synthetic and real images in the training process to improve the
extrapolation from synthetic images with known yarn parameters to real photographs. For
this purpose, we extended our aforementioned regression model into an autoencoder with
an additional regression by adding a decoder model 𝑑. The autoencoder of the path is
trained to minimize a simple image reconstruction loss both on synthetic and real images:

ℒrecon = E
[
∥𝑑( 𝑓 (𝑥(𝑖))) − 𝑥(𝑖)∥2𝐹

]
. (5.11)

This unsupervised training process enables our encoder to be trained to map synthetic and
real images into the same latent space from which the regression head predicts the yarn
parameters for synthetic data points. During inference, only the encoder and regression head
are required to predict inputs for the parametric yarn model. In an ideal case, the encoder
maps the synthetic and real images of similar yarn to vectors that are within a close proximity
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in its latent space. However, such a behavior is not guaranteed by the reconstruction loss.
On the contrary, the encoder might learn to distinguish between the synthetic and real
images so that their latent vectors from two distinctive clusters. We propose an additional
regularization term which explicitly penalizes the distance between latent codes of synthetic
images and the average latent code of real images in the encoder’s latent space:

ℒlatent = E
[
∥ 𝑓 (𝑥(𝑖)) − sg(�SMA)∥2𝐹

]
(5.12)

where sg denotes the stop gradient function (i.e. �SMA is considered to be a constant in the
backward step) and �SMA is a simple moving average of latent codes of real images for the
last 5 batches. With this additional regularization term the average latent code of synthetic
and real images are close to each other, and distinctive clusters become energetically less
optimal. Note that the evidence lower bound (ELBO) in the objective function of variational
autoencoder could be considered as an alternative regularization. However, it is more
restrictive by forcing the latent code to be roughly normal distributed which is not necessary
in this application.

In three different networks 𝑅𝑒𝑔𝑙𝑎𝑡𝑒𝑛𝑡 , 𝑅𝑒𝑔𝑎𝑒 and 𝑅𝑒𝑔𝑎𝑒
𝑙𝑎𝑡𝑒𝑛𝑡

we investigated the following three
combinations of those losses:

• Network 𝑅𝑒𝑔𝑙𝑎𝑡𝑒𝑛𝑡 : ℒreglat = ℒregress + �latent1ℒlatent.

• Network 𝑅𝑒𝑔𝑎𝑒 : ℒregrec = ℒregress + �recon1ℒrecon.

• Network 𝑅𝑒𝑔𝑎𝑒
𝑙𝑎𝑡𝑒𝑛𝑡

: The combination of both previous variants, i.e.: ℒcombined =

ℒregress + �reconℒrecon + �latentℒlatent.

where �recon ,�recon1 ,�latent ,�latent1 are hyper-parameters of the models. The combined
architecture is provided in Figure 5.8.

Figure 5.8: Overview of the interleaved training process. The depicted architecture combines all the
different networks we investigated: The networks 𝑅𝑒𝑔 and 𝑅𝑒𝑔𝑙𝑎𝑡𝑒𝑛𝑡 consist of the encoder and the
regression head, while the networks 𝑅𝑒𝑔𝑎𝑒 and 𝑅𝑒𝑔𝑎𝑒

𝑙𝑎𝑡𝑒𝑛𝑡
additionally include the decoder.
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Parameter
networks

𝑅𝑒𝑔

network Input

Figure 5.9: Sailiency maps for the yarn twist pitch 𝛼𝑝𝑙𝑦 (top row) and the yarn radius 𝑅𝑝𝑙𝑦 (bottom
row).

Network Architecture The encoder architecture is a pure CNN model based on ResNet [He
et al., 2015] were the average pooling has been moved to the regression head i.e. the latent
codes are the tensors which result from the convolution stack. We explore both the ResNet18
and ResNet34 configurations with the standard ResNet block as proposed in [He et al.,
2015] as well as the more recently proposed convnext blocks which also replaces the batch
normalization with layer normalization [Liu et al., 2022]. If the encoder uses a ResNet18 or
ResNet34 architecture, the regression head ℎ is a two layer MLP with a hidden dimension
of 512 and Exponential Linear Unit activation function after the first layer. Otherwise, the
regression head is a linear projection of the 512-dimensional input onto the required output
dimension.

The decoder 𝑔 consists of four transposed convolutions with kernel sizes 𝑘1 = 2, 𝑘2 = 2,
𝑘3 = 2, 𝑘4 = 2, the stride 𝑠𝑖 = 𝑘𝑖/2 and output kernel sizes 256, 128, 64, 3. The first three layers
use ReLU activations, while the last layer uses the Tanh function to ensure that the output
values are within the range of the pixel values.

Whereas small modifications of the parameters of the basic yarn structure (i.e. without
flyaways) already have a significant visual effect on the resulting yarn (see Fig. 5.16 for
different values of the parameter 𝛼𝑝𝑙𝑦), small variations of the parameters for the flyaway
characteristics do not have such a significant impact on the generated yarn since only the
distribution of the flyaway characteristics has to be matched to obtain plausible flyaways.
For this reason, we compared the saliency maps from models trained for different raw yarn
parameters individually (e.g., Fig. 5.9 shows the maps for the yarn radius and parameter
𝛼𝑝𝑙𝑦) and found that they differ. Motivated by the results of the individual saliency maps,
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Figure 5.10: Our setup for capturing the test yarns.

we investigated the use of separate networks for the separate prediction of each of the raw
yarn parameters. A similar separation of models has already been observed by Nishida
et al. [2018]. We compared the previously described approach of using separate networks to
predict the raw yarn parameters and the flyaway characteristics with the approach of using
separate networks to predict each raw yarn parameter separately along with a network to
predict the flyaway characteristics.

In this context, we leveraged further priors for some of the parameters to exploit their
underlying nature. For the parameter number of plys, we changed the last layer from the
identity function as used for regression to a softmax function, thereby framing the prediction
of this discrete parameter as a classification problem. The underlying motivation is that most
knitting yarns have 2 to 6 plys and the estimation of the number of plys based a classification
might be easier that based on a regression. Furthermore, we distinguish fibers according to
their elliptic cross-section characteristics into thin fibers (𝑡𝑥 = 0.01, 𝑡𝑦 = 0.007) and thick fibers
(𝑡𝑥 = 0.018, 𝑡𝑦 = 0.01), which we also frame as a classification problem since considering
all intermediate states seems tricky and there seems to be no such significant perceptual
difference for these intermediate states.

5.6 Experiments

Training, validation and test data We use 4000 synthetic yarns for training and 345 synthetic
yarns for validation as mentioned in Section 5.4.5. To get insights on the performance of
our method for parameter inference for real yarns depicted in photographs, we tested our
approach on different knitting yarns, which were made either of one type of fiber such as
wool, acrylic, cotton, polyamide, etc. or of a mix of different types of fibers (Fig. 5.12, top
row, second yarn). We took the corresponding photos of the yarns under a simple lab setup
(see Fig. 5.10) with a Sony 𝛼7RIII camera using the makrolens Makro G OSS with FE 90 mm
F2.8. Then we cropped the photos to the size of 600 × 2000 pixels, ensuring that the yarn
roughly runs through the center of the image. These cropped photos served as an input for
the parameter inference. As our networks were trained for inputs of 1200 times 584 pixels, we
again crop the previously cropped photos randomly to the required size before performing
the forward pass and hence determining the parameters.
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Figure 5.11: Examples of validation loss comparisons for hyperparameter determination for parameters
𝛼 (left), 𝛼𝑝𝑙𝑦 (middle) and 𝑅𝑝𝑙𝑦 (right). Based on the loss values we chose the model of ResNet18,
learning rate = 1𝑒−4 and epoch 850 for 𝛼, ResNet34, learning rate = 1𝑒−4 and epoch 850 for 𝛼𝑝𝑙𝑦 and
ResNet18, learning rate = 1𝑒−5 and epoch 1000 for 𝑅𝑝𝑙𝑦 .

Details of the training process To improve the robustness of the trained models, we
increase the variety of the training data by randomly cropping the 4000 images of a size of
2000x600 pixels to the network input size of 1200x584 pixels during each epoch. Then we run
the training for 1000 epochs with a batch size of 32 and a learning rate of 0.0001 based on
the Adam optimizer [Kingma and Ba, 2015]. For this purpose, we used three Nvidia Titan
XP GPUs, each having 12 GB of RAM. Based on this hardware, the training for the flyaway
network and the full regression network took each approx. 11 hours. When training only for
one parameter, the training for the ResNet34 took ca. 4 hours, while for the ResNet18 it was
2.5 hours.

5.6.1 Parameter inference on real data

Validation of training process First, we need to validate whether the trained model shows
the potential to perform well on synthetic validation data. For this purpose, we compared
the inference of yarn parameters for validation data through a set of different models against
one model for all parameters. In this scope, we compared the the approaches of using
two separate networks for predicting the raw yarn parameters and flyaway characteristics
and using separate parameter specific networks for predicting each individual raw yarn
parameter separately together with a network for predicting the flyaway characteristics,
and have chosen the best hyperparameters and the best epoch based on the validation loss
computed on synthetic validation set. Figure 5.11 illustrates the validation losses for the
twisting parameters 𝛼, 𝛼𝑝𝑙𝑦 and yarn radius 𝑅𝑝𝑙𝑦 . Table 5.2 shows the comparison of the best
models of every case. We can see that the loss over each parameter is bigger when training
one model for all parameters of the raw yarn instead of training specific models with different
hyperparameters for each parameter separately. While this indicates a better capability to
infer yarn parameters on synthetic data, we did not yet analyze the generalization to images
depicting real yarns, which will follow with the experiments regarding performance analysis
on real data.
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Table 5.2: Validation loss of different networks. Note that especially the important yarn twist
parameters 𝛼, 𝛼𝑝𝑙𝑦 and 𝑅𝑝𝑙𝑦 are better learned with parameter specific networks.

parameter
specific
net-
works

𝑅𝑒𝑔 𝑅𝑒𝑔𝑎𝑒 𝑅𝑒𝑔𝑙𝑎𝑡𝑒𝑛𝑡 𝑅𝑒𝑔𝑎𝑒
𝑙𝑎𝑡𝑒𝑛𝑡

𝑟𝑥 0.0080 0.0082 0.0080 0.0097 0.0087
𝑟𝑦 0.0066 0.0066 0.0074 0.0083 0.0079
𝑚 12 12 13 14 14
𝛼 0.0807 0.2493 0.2587 0.3230 0.3026
𝛼𝑝𝑙𝑦 0.0614 0.1953 0.2101 0.2400 0.2433
𝑅𝑝𝑙𝑦 0.00444 0.0082 0.0092 0.0092 0.0095

Performance evaluation We now provide an evaluation of the performance of the different
approaches of using a single network for predicting all parameters of the raw yarn and a
network for the prediction of the flyaway parameters when using different loss formulations
as discussed before in comparison to using also separate networks for the prediction of the
raw yarn parameters. This means the model for prediction of the flyaway parameters is
the same for all these approaches. In our experiments, the flyaway model with the lowest
validation loss was the ResNet18 model trained with a learning rate of 0.001 and MAE
loss, which we therefore use for the subsequent experiments. Exemplary results of our
experiments including a comparison between the investigated approaches can be observed
in Figure 5.12. The corresponding inferred parameters are presented in Table 5.A. The
renderings of the parameters inferred from parameter specific networks for each parameter
of the raw yarn look more similar to the input image, than the renderings from the other
approaches.Since we do not have the ground truth parameters for our real world yarns,
we can only compare the geometry appearance of the yarns. Based on the appearance
comparison to the input image, we conclude that the approach of the parameter specific
networks is most suitable for the given task.

Additionally, we utilize the parameter inference for renderings of knitting samples. In
Figure 5.13, we show the renderings of knitting samples, made with the three yarns of the
top row from Figure 5.12 with the parameters from the ensemble of per-parameter networks
for the raw yarn structure. We observe that yarns with different geometry lead to entirely
different appearances of the same pattern. Furthermore, we can see that if the inferred yarn
looks similar to the yarn in the image, the pattern rendered with the inferred yarn will also
look similar to the pattern knitted with the real yarn.

Once the parameters are inferred, we can use them also for editing and for the creation of
new yarns. Some examples for modification of the twist parameters 𝛼 and 𝛼𝑝𝑙𝑦 as well as
some flyaways parameters are depicted in Figure 5.15.

Ablation study regarding effect of resolution To get insights on the effect of the resolution
of the input images, we trained the networks for the different yarn parameters on images of
significantly lower resolution. We experimented with the reduction to 50 and 25 percent
of the original resolution of 1200 times 584 pixels. Figure 5.14 shows the validation loss
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in 1 2 3 4 5 in 1 2 3 4 5 in 1 2 3 4 5

Figure 5.12: in = input image, 1 = reconstruction image from parameter specific models, trained for
each yarn parameter separately, 2 = Reg, 3 = 𝑅𝑒𝑔𝑙𝑎𝑡𝑒𝑛𝑡 , 4 = 𝑅𝑒𝑔𝑎𝑒 , 5 = 𝑅𝑒𝑔𝑎𝑒

𝑙𝑎𝑡𝑒𝑛𝑡
. The rectangle region

shows the input image, which was randomly cropped from the whole image.

plots for the alphaply and yarn radius parameters for different resolutions. Figure 5.16
shows some visual comparisons of reconstructed yarns with the corresponding parameters
for alphaply. As can be observed, the achieved accuracy decreases with decreasing image
resolution. We expect this to be a result of the lower quality of the depiction of the individual
fiber arrangements that can be seen in terms of a blurring of the yarn structure. In order to
demonstrate the robustness of our approach to different exposure times we made exposure
series of the input yarns and tested images with different exposure times. The results show
that as long as the images are not too dark or over-exposed, the inferred parameters vary
only insignificantly and the reconstructions are very similar.

5.6.2 Limitations

In addition to the dependence on the quality of the depicted fiber arrangements (as shown
in the previous section), our approach depends on having the variations to be expected in
the test data included in the training data. Note that our dataset includes only yarns with a
normal (helix-like) fiber twisting. However, other fiber twisting-types could also occur as
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Figure 5.13: 1st and 3rd rows: images of a real knitted cloth (made with yarns from the top row of
Fig. 5.12) for the pattern consisting of knit (1st row) and purl (3rd row) stitches. 2nd and 4th rows:
rendering of the same stitch pattern with the inferred yarn with default material settings.

Figure 5.14: Validation loss comparisons for trainings with different resolution of input images. Left:
full loss curves, right: loss curves without the first element.

shown with the example in Figure 5.17. The depiction shows a reconstruction that exhibits
a high similarity to the input yarn. The thickness on both ply- and yarn-level as well as
the number of twists closely follow the original structure.Since we did not consider this
type of ply-twist in our yarn generator, there is also some deviation. We expect that such
deviations might be handled by further extending the dataset regarding further types of
yarn variations.

Furthermore, despite the fact that our yarn generator also supports the fourth hierarchical
level (i.e., where thinner yarns are twisted into thicker yarns, see Figure 5.17 d)-e)), we only
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Figure 5.15: Two examples of editing operations for yarns with original inferred parameters and
the edited ones together with corresponding renderings of knitted patches. Reflectance parameters
were not part of the inference but chosen arbitrarily for demonstration. 1st row: golden yarn from
Figure 5.12 in the 3rd row, left. 2nd row: the same yarn but with both pitch parameters 𝛼 and 𝛼𝑝𝑙𝑦

divided by 2. 3rd row: yellow yarn from Figure 5.12 in the 3rd row. 4th row: the same yarn but with
parameters for flyaway amount and length multiplied by 2.
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in 1 2 3 in 1 2 3

Figure 5.16: in = input image, 1 = reconstruction image from different models trained for each yarn
parameter separately, where the 𝛼𝑝𝑙𝑦 parameter was trained on images with full resolution, 2 = 𝛼𝑝𝑙𝑦

parameter was trained on images with 50% of the full resolution, 3 = 𝛼𝑝𝑙𝑦 parameter was trained on
images with 25% of the full resolution.

included yarns represented based on the first three levels, which limits our approach to the
prediction of the characteristics up to the third level. However, the extension to the level of
also twisting yarns is straightforward and we leave it for future work.

5.7 Conclusions

We presented an investigation of different neural inverse procedural modeling methods
with different architectures and loss formulations to infer procedural yarn parameters from
a single yarn image. The key to our approach was the accurate hierarchical parametric
modeling of yarns, enhanced by handling elliptic fiber cross-sections, as occurring in many
types of natural hair fibers, as well as more accurately handling flyaway characteristics
and the twisting axis and the respective generation of synthetic yarns that are realistic
enough so that the trained model can extrapolate to the real yarn inputs. Our experiments
indicate that that the complexity of yarn structures in terms of twisting and migration
characteristics of the involved fibers can be better encountered in terms of ensembles of
networks that focus on individual characteristics than in terms of a single neural network that
estimates all parameters. In addition, we demonstrated that carefully designed parametric,
procedural yarn models in combination with respective neural architectures and respective
loss functions even allow robust parameter inference based on models trained on purely
synthetic data. In the scope of this paper we focused solely on the geometric fiber arrangement
including migration characteristics (i.e. flyaways) and left the prediction of the reflectance
characteristics of knitting yarns for future work. Further developments may also consider a
further hierarchical level of yarns, i.e. thinner yarns twisted to thicker yarns. Whereas we
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a) b) c) d) e)

Figure 5.17: a) Input image of a yarn made by unusual (non-helical) fiber twisting procedure. b)
Rendering of a yarn with infered parameters with default material. c) Rendering with color. d) and e)
Examples of yarns of fourth level, where two thinner yarns are twisted into one to make it thicker
and better suitable for knitting: d) Two yarns of the thin grey yarn from Figure 5.12, fourth row, e)
Two yarns of the thick grey yarn from second row of Figure 5.12

did not focus on inferring parameters for this kind of yarns, our yarn generator would be able
to produce the respective characteristics and might allow enriching the dataset accordingly
in future work.
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Appendix

5.A Inferred yarn parameters

In Section 5.6, we presented exemplary results of our experiments on yarn parameter
inference, including a comparison between all investigated approaches (Figure 5.12). The
corresponding inferred parameters are presented in the Tables 5.A.1 (raw yarn parameters)
and 5.A.2 (flyaway parameters).

5.B Yarn sampler

In the course of our experiments, we heuristically determined parameter sampling intervals
that produced natural-looking yarns. These intervals are presented below. For some of
the parameters, we defined sampling intervals directly, while for others, the sampling was
implemented through auxiliary variables.

The intervals for fiber thickness were chosen as follows:

𝑡𝑦 = [0.006, 0.01] (5.13)
𝑡𝑥 = [𝑡𝑦 , 2.5 · 𝑡𝑦] (5.14)

For the number 𝑛 of plies, we sampled integers between 2 and 6, while for the number 𝑚
of fibers, we sampled integers between 40 and 200. All other raw yarn parameters were
sampled indirectly using auxiliary variables.

Let 𝑟 𝑓 𝑟𝑎𝑐 =
𝑟𝑦
𝑟𝑥

be the parameter that reflects how much a ply has been squeezed during the
twisting and how much it deviates from its original circular cross-section (Fig. 1 in the
paper). The fewer plies there are in the yarn, the less they resemble a circle after twisting:

𝑛 = 2⇒ 𝑟 𝑓 𝑟𝑎𝑐 = [0.67, 0.9] (5.15)
𝑛 = 3⇒ 𝑟 𝑓 𝑟𝑎𝑐 = [0.72, 0.91] (5.16)
𝑛 > 3⇒ 𝑟 𝑓 𝑟𝑎𝑐 = [0.85, 0.95] (5.17)
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Table 5.A.1: Inferred raw yarn parameters for the yarns of the Figure 5.12 from top to bottom and from
left to right. For each yarn there are 5 rows, each corresponding to parameter detection from different
experiments: from top to bottom: parameter specific models, 𝑅𝑒𝑔, 𝑅𝑒𝑔𝑎𝑒 , 𝑅𝑒𝑔𝑙𝑎𝑡𝑒𝑛𝑡 , 𝑅𝑒𝑔𝑎𝑒𝑙𝑎𝑡𝑒𝑛𝑡

yarn 𝑛 𝛼𝑝𝑙𝑦 𝑅𝑝𝑙𝑦 𝛼 𝑟𝑥 𝑟𝑦 𝑚 thickness

rose

4 4.515 0.555 -3.611 0.329 0.283 72 2
4 4.591 0.614 -3.217 0.305 0.285 102 0.021,0.008
5 5.186 0.603 -3.989 0.327 0.286 107 0.020,0.008
4 5.053 0.546 -3.545 0.332 0.295 100 0.018,0.008
5 5.110 0.581 -3.474 0.304 0.274 118 0.018,0.007

red

4 7.815 0.449 -2.442 0.297 0.240 131 1
5 6.636 0.518 -2.647 0.250 0.225 106 0.018,0.008
4 7.760 0.520 -3.273 0.282 0.249 132 0.017,0.008
4 7.911 0.477 -3.033 0.282 0.246 139 0.018,0.008
5 7.663 0.504 -3.786 0.280 0.238 135 0.016,0.008

golden

3 6.474 0.289 -2.392 0.241 0.195 43 2
3 5.823 0.291 -2.326 0.236 0.200 62 0.022,0.008
4 5.708 0.292 -3.175 0.228 0.192 87 0.020,0.008
3 6.714 0.261 -3.223 0.238 0.206 81 0.019,0.008
4 6.021 0.280 -3.150 0.227 0.194 72 0.017,0.007

pink 6ply

6 10.679 0.672 -3.288 0.390 0.350 64 2
5 9.884 0.758 -4.457 0.358 0.373 86 0.021,0.008
5 9.079 0.669 -5.512 0.399 0.363 92 0.021,0.008
5 11.173 0.636 -3.868 0.371 0.328 106 0.018,0.008
6 11.000 0.688 -6.077 0.377 0.332 113 0.017,0.007

mixed

3 14.961 0.639 -6.152 0.521 0.423 99 2
3 13.159 0.598 -5.445 0.472 0.415 112 0.022,0.008
3 11.965 0.572 -6.160 0.478 0.409 129 0.020,0.008
4 14.522 0.540 -4.994 0.441 0.386 135 0.019,0.008
4 15.316 0.635 -6.440 0.433 0.391 124 0.018,0.007

blue

4 11.009 0.602 -2.866 0.406 0.298 74 1
4 10.108 0.663 -6.308 0.458 0.407 151 0.017,0.008
5 7.545 0.631 -7.674 0.395 0.359 120 0.017,0.008
4 11.868 0.606 -4.054 0.383 0.335 114 0.019,0.008
6 9.505 0.638 -6.250 0.366 0.325 123 0.017,0.007

yellow

4 6.398 0.393 -2.023 0.278 0.236 65 1
4 6.176 0.425 -2.838 0.272 0.237 92 0.015,0.007
4 6.087 0.435 -3.384 0.254 0.222 110 0.014,0.007
4 5.897 0.424 -1.953 0.261 0.233 103 0.014,0.007
5 5.996 0.415 -3.054 0.247 0.217 105 0.014,0.007

grey thin

2 3.348 0.139 -1.175 0.146 0.115 82 1
2 3.230 0.179 -1.329 0.155 0.122 105 0.017,0.008
3 3.005 0.171 -1.430 0.147 0.118 97 0.017,0.007
2 3.648 0.154 -1.320 0.162 0.130 84 0.016,0.008
3 3.456 0.168 -1.306 0.134 0.108 102 0.015,0.007

pink 4ply

4 5.605 0.364 -2.419 0.249 0.230 49 2
4 4.867 0.400 -2.529 0.248 0.222 67 0.021,0.008
4 5.206 0.367 -3.360 0.264 0.222 91 0.020,0.008
4 5.381 0.359 -3.160 0.251 0.218 72 0.019,0.008
5 5.704 0.381 -3.189 0.251 0.219 83 0.018,0.007

grey thick

2 3.825 0.254 -2.525 0.334 0.232 148 1
2 4.142 0.308 -3.109 0.322 0.250 188 0.014,0.007
2 3.630 0.284 -3.015 0.342 0.274 163 0.016,0.008
2 3.770 0.291 -3.057 0.326 0.246 173 0.016,0.008
3 4.126 0.296 -3.328 0.317 0.260 176 0.014,0.007

orange

4 6.995 0.440 -3.181 0.309 0.275 52 2
5 6.275 0.447 -3.745 0.270 0.246 66 0.021,0.008
5 6.762 0.454 -5.513 0.299 0.234 70 0.020,0.008
4 6.932 0.405 -3.506 0.312 0.276 71 0.018,0.008
5 6.921 0.440 -5.403 0.290 0.256 69 0.018,0.007

light

2 10.705 0.369 -3.654 0.380 0.318 93 2
3 8.471 0.477 -5.574 0.433 0.380 101 0.017,0.008
4 7.926 0.465 -6.81 0.369 0.324 101 0.016,0.008
3 10.433 0.409 -4.501 0.410 0.357 113 0.017,0.008
4 9.913 0.472 -5.625 0.363 0.319 90 0.014,0.007
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Table 5.A.2: Inferred flyaway parameters for the Figure 5.12.

yarn 𝑚 𝑝 𝑙ℎ𝑎𝑖𝑟 𝛽 𝑠 𝑙𝑙𝑜𝑜𝑝 𝑑𝑚𝑒𝑎𝑛 𝑑𝑠𝑡𝑑 𝑗𝑥𝑦 𝑗

red 151 0.48 2.41 0.86 0.65 4.75 7.77 2.35 0.014 0.20
golden 123 0.50 2.26 0.77 0.44 4.48 4.44 2.08 0.014 0.19
light
3ply

160 0.53 4.71 0.77 0.55 12.38 11.10 2.68 0.019 0.19

orange 163 0.54 3.50 1.07 0.46 5.14 7.83 1.78 0.015 0.20
rose 147 0.51 2.61 0.83 0.49 4.40 8.30 1.53 0.014 0.21
grey-
blue

177 0.44 1.93 0.97 0.43 4.03 5.42 1.70 0.010 0.16

pink
4ply

154 0.56 3.1 0.82 0.45 4.66 4.69 2.35 0.018 0.23

blue 182 0.45 2.91 0.85 0.73 7.20 10.61 1.68 0.014 0.19
grey 200 0.42 1.72 0.85 0.36 3.22 3.38 1.52 0.015 0.17
yellow 183 0.35 1.78 0.88 0.52 4.14 7.79 1.45 0.011 0.16
pink
6ply

175 0.54 3.70 0.97 0.62 7.04 10.74 2.14 0.016 0.22

light
2ply

223 0.47 4.75 1.12 0.48 8.14 13.12 2.08 0.011 0.23

Let the parameter 𝑎𝑟𝑒𝑎𝑝𝑙𝑦
𝑓 𝑟𝑎𝑐

represent different fiber densities in a ply:

𝑎𝑟𝑒𝑎
𝑝𝑙𝑦

𝑓 𝑟𝑎𝑐
=

𝑚 · 𝑡𝑥 · 𝑡𝑦 · 𝜋
𝑟𝑥 · 𝑟𝑦 · 𝜋

=
𝑚 · 𝑡𝑥 · 𝑡𝑦
𝑟2
𝑥 · 𝑟 𝑓 𝑟𝑎𝑐

(5.18)

We sample it from the following interval:

𝑎𝑟𝑒𝑎
𝑝𝑙𝑦

𝑓 𝑟𝑎𝑐
= [0.035, 0.215] (5.19)

Then the parameters 𝑟𝑥 and 𝑟𝑦 can be computed as

𝑟𝑥 =

√√
𝑚 · 𝑡𝑥 · 𝑡𝑦

𝑎𝑟𝑒𝑎
𝑝𝑙𝑦

𝑓 𝑟𝑎𝑐
· 𝑟 𝑓 𝑟𝑎𝑐

(5.20)

𝑟𝑦 = 𝑟 𝑓 𝑟𝑎𝑐 · 𝑟𝑥 (5.21)

The auxiliary variable 𝑎𝑟𝑒𝑎
𝑦𝑎𝑟𝑛

𝑓 𝑟𝑎𝑐
depicts the ply density in the yarn:

𝑎𝑟𝑒𝑎
𝑦𝑎𝑟𝑛

𝑓 𝑟𝑎𝑐
=

𝑚 · 𝑡𝑥 · 𝑡𝑦 · 𝜋
𝑟𝑥 · 𝑟𝑦 · 𝜋

=
𝑚 · 𝑡𝑥 · 𝑡𝑦
𝑟2
𝑥 · 𝑟 𝑓 𝑟𝑎𝑐

(5.22)

We sample from the following interval:

𝑎𝑟𝑒𝑎
𝑦𝑎𝑟𝑛

𝑓 𝑟𝑎𝑐
= [0.55, 0.82] (5.23)

Furthermore, we sample both the auxiliary variable 𝛾 of the helix angle of the fiber twist in a

57



Chapter 5 Neural Inverse Procedural Modeling of Knitting Yarns from Images

Table 5.B.1: Value intervals of the learnable parameters in our synthetic yarn database.

Parameter Value interval
𝑚 [20,200]
𝑡𝑥 [0.006,0.01]
𝑡𝑦 [0.006,0.02]
𝛼 [-25.778, -

0.476]
𝑛 [2,6]
𝑟𝑥 [0.029,0.789]
𝑟𝑦 [0.042,0.830]
𝛼𝑝𝑙𝑦 [0.639,31.655]
𝑅𝑝𝑙𝑦 [0.053,1.486]
𝑗 [0,0.3]
𝑗𝑥𝑦 [0,0.03]
𝑔 [30,300]
𝑝 [0.35,0.65]
𝛽 [0.050,1.571]
𝑙ℎ𝑎𝑖𝑟 [0.222,14.5]
𝑠 [0,1]
𝑙𝑙𝑜𝑜𝑝 [0.407,34.627]
𝑑𝑚𝑒𝑎𝑛 [0.394,30.469]
𝑑𝑠𝑡𝑑 [0.007,5]

ply and the auxiliary variable 𝛾𝑝𝑙𝑦 of the helix angle of the ply twist in the yarn as follows
(both angles are represented in radians):

𝛾𝑝𝑙𝑦 = [50, 80] · 𝜋
180 (5.24)

𝛾 = [50, 80] · 𝜋
180 (5.25)

Then, following the helix formula, we compute the parameters for the pitch 𝛼 of the ply helix
and the pitch 𝛼𝑝𝑙𝑦 and radius 𝑅𝑝𝑙𝑦 of the yarn helix:

𝑅𝑝𝑙𝑦 =

√√√
𝑛 · 𝑟 𝑓 𝑟𝑎𝑐( 𝑟𝑥

𝑠𝑖𝑛(𝛾𝑝𝑙𝑦) )
2

𝑎𝑟𝑒𝑎
𝑦𝑎𝑟𝑛

𝑓 𝑟𝑎𝑐

− 𝑟 𝑓 𝑟𝑎𝑐
𝑟𝑥

𝑠𝑖𝑛(𝛾𝑝𝑙𝑦)
(5.26)

𝛼𝑝𝑙𝑦 = 2𝜋𝑅𝑝𝑙𝑦 · 𝑡𝑎𝑛(𝛾𝑝𝑙𝑦) (5.27)
𝛼 = −1 · 2𝜋𝑟𝑥 · 𝑡𝑎𝑛(𝛾) (5.28)

Note the opposite signs for the clockwise and counterclockwise directions of the twist
of the ply and yarn. This is not true for all existing yarns, but it is true for all knitting
yarns that we have observed. If necessary, yarns with other combinations of clockwise and
counterclockwise twist can be added to the database.

The overall intervals of all learnable yarn parameters are shown in Table 5.B.1.
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Chapter 6

Conclusion

In this chapter, we summarize the contributions of the publications included in this thesis,
discuss the limitations and give an overview of potential future developments.

6.1 Contributions and Impact

In the scope of this thesis, we presented three research projects that were directed towards
the goal of visual prototyping of knitted cloth. The first project (Chapter 3) aimed to improve
compression rates of a state-of-the-art encoder-decoder-based compression method for
bidirectional texture functions (BTFs). BTFs are known to accurately model the appearance of
fabrics, but the accuracy comes at the cost of high storage consumption. Our key contributions
to this project are the determination of task-dependent latent space dimensionality in encoder-
decoder architectures and the establishment of a connection between Shapley values [Shapley,
1953] and principal component analysis. The second and the third project (Chapters 4 and
5 respectively) focused on the editability and controlled image-based reconstruction of all
three scales of knitwear: fibers, yarns and patterns. We contributed to these projects with
the pipelines for inverse procedural modeling of yarns and knitwear and the extension of
the Best Buddies similarity measure [Dekel et al., 2015] for template matching.

Task-dependent Latent Space Dimensionality in Encoder-Decoder Even though BTFs
present a well-established technique for appearance modeling of complex materials, such
as fabrics, their high memory requirements pose a problem for the practicability of this
approach, thus motivating the research on compression methods. While the current state-of-
the-art encoder-decoder-based approach significantly outperformed the previously widely
used PCA-based compression technique, it did not exploit the full potential of encoder-
decoder schemes. Since the dimensionality of the latent variables is directly connected to
the compression rate of the method, it is essential to determine which number of latent
variables is most convenient for each particular application. For this purpose, we developed
an algorithm [Trunz et al., 2022] for efficient task-dependent analysis of the latent space
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using Shapley values. It enables the user to decide on the suitable latent dimensionality, thus
contributing to a more compact representation of data.

Connection Between Shapley Values and Principal Component Analysis (PCA) In order
to motivate the usage of Shapley values for the latent space analysis, we found a direct
connection between Shapley values and singular values involved in the principal component
analysis [Trunz et al., 2022]. During the PCA, the principal components are ordered according
to their singular values. We proved that if for model 𝐴, the input data 𝑥 and the output 𝑦
of 𝐴 the following linear relation 𝐴𝑥 = 𝑦 holds and a singular value decomposition, and
therefore a PCA can be applied on 𝐴, the ordering of the singular values is the same as the
ordering of the corresponding eigenvectors according to their Shapley values. As a direct
conclusion of our theorem in combination with the Eckard-Young-Mirsky theorem [Eckart
and Young, 1936] that states how to calculate the optimal low-rank approximation of 𝐴, we
follow that using the first 𝑘 elements in consistency with the ordering based on Shapley
values the optimal rank-𝑘 approximation of a linear model 𝐴 can be determined.

Inverse procedural modeling of Yarns BTFs belong to image-based appearance repre-
sentation techniques and do not allow for easy editing operations on different scales of
geometric features. A very convenient way to support such editing is to use procedural
models for data generation. The challenge of data generation based on procedural models is
determining which parameters yield the desired output. A user-friendly solution to control
the output is to allow the user to specify the appearance of the output by means of an image
while the algorithm automatically finds all parameter values required to generate a similar
output. This technique is known as inverse procedural modeling. In the context of inverse
procedural modeling of yarns and fibers [Trunz et al., 2023], we first extended an existing
procedural yarn generator [Zhao et al., 2016] resulting in the synthesis of very realistic yarns.
Using this enhanced generator, we created, to the best of our knowledge, the first annotated
database of synthetic but natural-looking yarns. This database was the foundation of our
newly developed neural approach for the automatic inference of parameters from images
of real yarns. We demonstrated how the yarns generated from images with this approach
could be easily edited and used to synthesize larger knitwear patches.

Inverse Procedural Modeling of Knitwear Given the yarn parameters, we can generate and
visualize knitted cloth. However, to match the appearance of a particular knitted garment,
apart from the yarn parameters, one requires the same knitting instruction used to produce
the garment. In our project for inverse procedural modeling of knitwear [Trunz et al., 2019],
we developed a novel approach for the induction of knitting instructions from an image of a
knitwear piece, focusing on two fundamental stitch types: knit and purl. Our method is
independent of any labeled database and can be easily utilized even by an inexperienced
user. The algorithm includes a four-step pipeline, each step solving a sub-problem of the
overall challenge. The first step utilizes a template-matching technique targeting per-pixel
identification of the stitch types present in the image. After the coarse stitch identification,
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the next step is directed toward the refinement of the correct positions of all included stitches
and establishing their adjacent relations. Since a valid knitting pattern made of knits and
purls is always a regular grid of stitches, we need to ensure that established adjacencies
also result in a regular grid. To approach this sub-problem of finding the correct regular
grid of stitches, we first determined the correct numbers of rows and columns in the grid
and then formulated the task as an integer linear programming (ILP) problem that could
be solved with an existing ILP software. Utilizing the key insight that knitted garments
are produced by repeating the instructions many times, and therefore the actual pattern
commonly appears in the image several times, we subsequently implemented a pattern size
detection step, which at the same time corrects the possible template matching errors.

Extended Best Buddies Similarity Measure for Template Matching In the course of the
project on inverse procedural modeling of knitwear [Trunz et al., 2019], we tackled the
problem of coarse identification of stitch types in an image of knitted cloth. Neither of
the existing template-matching approaches we tried produced satisfactory results for our
particular task. We introduced a gradient penalty to a state-of-the-art similarity measure
called Best Buddies Similarity [Dekel et al., 2015]. Applying template matching with our
improved version of this similarity measure led to very good results on our application of
identifying and localizing stitches in images of knitted textiles and has outperformed many
other state-of-the-art approaches.

6.2 Limitations and Future Work

While many challenges of visual prototyping of knitted cloth have been tackled by the
approaches developed in the course of this thesis, there are still some problems that require
future research. In the following, we outline some potential directions for future work and
discuss further open questions.

BTF Editing Through Latent Space Modification During our first project (Chapter 3) in this
thesis, we addressed one of the main problems of the BTFs, their high storage requirement.
We enhanced a neural model approach to make BTF representation even more compact.
However, the editability of the BTFs still remains an open question. In this neural model,
materials are represented through the latent space of an encoder-decoder model, and at
this point, there is no direct mapping between latent variables and quantities that have
an intuitive visual explanation, like albedo, roughness or glossiness. Recent advances in
the field of deep neural networks suggest further development in this area, while the open
problem of explainable AI is being extensively researched. Therefore, a potential direction of
research would be to link the latent space, possibly in an iterative manner, to some intuitive
parameters for material representation, thus enabling easy editing support and taking a
further step towards explainable encoder-decoder models.
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Inverse Procedural Modeling of Knitwear There are several different aspects that can be
improved in our pipeline for inverse procedural modeling of knitwear (Chapter 4). During
our research, we focused on two fundamental stitch types: the knit stitch and the purl stitch.
Even though there is a vast amount of possible knitting patterns that can be produced with
only these two stitch types, it would be interesting to be able to infer knitting instructions that
contain other stitch types, such as holes. These knitting instructions still have a regular grid-
like structure, but the corresponding knitted garment is usually deformed in a way that such
a grid is not visually recognizable. Therefore, additional constraints or rules could be added
to our optimization approach. Another research direction could be making the approach
completely automatic, without any user interaction. Both of these open problems could be
addressed with a deep neural approach. For example, one could create a labeled database of
synthetically generated and real-world stitches or stitch pairs made of different yarns under
different environmental conditions and pose the problem as classification, segmentation or
localization. Subsequently, an optimization could be performed to infer the actual grid of
instructions. A further possibility could be to directly target the grid localization utilizing an
image database of knitted patches depicting various patterns. Parallel to our work, a neural
inverse knitting approach [Kaspar et al., 2019] was presented. This approach was unsuitable
for hand-made knitted textiles and the input patches had to have the same pattern size as the
patches in the images on which the network was trained. However, it presented a possibility
for fast rendering of a database of synthetic knitted patches. Utilizing this idea and extending
it to produce more detailed and physically correctly simulated knitted patches could lead to
a database that would be sufficient for fully automatic pattern extraction from images.

Inverse Procedural Modeling of Yarns In the course of our project on inverse procedural
modeling of yarns (Chapter 5), we inferred geometrical parameters of real-world yarns
for our procedural yarn model. A potential future work direction would be to extend the
parameter prediction to estimate the reflectance parameters of yarns and fibers from the
yarn input images. In our experiments, this task has proven to be particularly challenging
and could not be solved in the same manner as inferring the geometry parameters, namely
by parameter regression with an L1 loss formulation. One could introduce some additional
rendering loss that would express visual similarity since an L1 loss over parameters is not a
suitable choice for visual image comparison. Another possibility would be to create a large
BTF database of knitted materials. Then, one can either apply a differentiable rendering
approach for material appearance estimation or utilize this database to train a network model
in the unified neural BTF approach of Rainer et al. [2020] and try reconstructing unseen
materials.

Similar to previous works, the generation of our database for natural-looking synthetic
yarns [Trunz et al., 2023] did not include physically-based simulation. While at the scale
of knitwear patterns, physically-based simulation has been successfully applied [Kaldor
et al., 2008; Yuksel et al., 2012; Leaf et al., 2018; Sperl et al., 2020], there are currently no
yarn generators that support this feature. The reason could be that such simulations often
require numerical integration procedures that can be costly in terms of runtime requirements.
However, since physically-based simulation considerably increased the level of realism for
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knitting patterns, it might be worth including the simulation in the scale of yarns and plys or
even fibers as well.

Moreover, since our current yarn database does not contain yarns of the fourth level, i.e.,
when thinner yarns are regarded as plys and twisted into thicker yarns, we did not include
this yarn type in our yarn parameter inference approach. However, our yarn generator
supports this level of the hierarchy, so the straightforward extension would be generating
additional yarns for the database and training new models to support the detection of the
parameters of this new level of hierarchy.
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a b s t r a c t

Explainable neural models have gained a lot of attention in recent years. However, conventional
encoder–decoder models do not capture information regarding the importance of the involved latent
variables and rely on a heuristic a-priori specification of the dimensionality of the latent space or
its selection based on multiple trainings. In this paper, we focus on the efficient structuring of the
latent space of encoder–decoder approaches for explainable data reconstruction and compression. For
this purpose, we leverage the concept of Shapley values to determine the contribution of the latent
variables on the model’s output and rank them according to decreasing importance. As a result, a trun-
cation of the latent dimensions to those that contribute the most to the overall reconstruction allows
a trade-off between model compactness (i.e. dimensionality of the latent space) and representational
power (i.e. reconstruction quality). In contrast to other recent autoencoder variants that incorporate
a PCA-based ordering of the latent variables, our approach does not require time-consuming training
processes and does not introduce additional weights. This makes our approach particularly valuable for
compact representation and compression. We validate our approach at the examples of representing
and compressing images as well as high-dimensional reflectance data.

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The rapid progress in deep learning has led to huge improve-
ments in numerous application areas including data reconstruc-
tion, compression and streaming, where explainability of the
model’s behavior and decisions is of particular importance. Re-
spective approaches including autoencoders rely on the core idea
of encoding the information extracted from the input data in
another latent space, from where it can be decoded back to
the original domain. Powerful and compact representations can
then be obtained based on the combination of an information
bottleneck, i.e. choosing the dimensionality of the latent space
to be lower than the input dimensionality so that only the most
salient features are preserved, and appropriate loss functions.

In this paper, we put our attention to the challenging problem
of the efficient specification of a convenient dimensionality of
the latent space that preserves model accuracy for respectively
considered tasks.

✩ This article was recommended for publication by D. Bommes.
∗ Correspondence to: Visual Computing Department, FriedrichHirzebruch-

Allee 5, 53115 Bonn, Germany.
E-mail addresses: trunz@cs.uni-bonn.de (E. Trunz),

M.Weinmann@tudelft.nl (M. Weinmann), merzbach@cs.uni-bonn.de
(S. Merzbach), rk@cs.uni-bonn.de (R. Klein).

So far, most approaches for designing encoder–decoder sche-
mes have been based on a heuristic specification of the number
of latent dimensions, i.e. without an actual explanation why
the respective dimensionality has been chosen and without an
analysis regarding the dimensionality that best suits the par-
ticular application. In contrast, determining a suitable number
of latent variables has also been addressed for some encoder–
decoder approaches (e.g. [1,2]) that are trained with different
numbers of latent variables, where finally the dimensionality
leading to the best trade-off between small dimensionality of the
latent space and reconstruction quality is chosen. However, this
procedure is very time-consuming, since the encoder–decoder
needs to be trained anew for each number of latent variables,
and, for high-dimensional latent spaces, such a repeated training
may even be infeasible. Instead, we propose a novel approach for
the specification of a suitable dimensionality of the latent space
by analyzing the contribution of the individual latent dimensions
and their respective ranking in encoder–decoder schemes based
on their Shapley values [3]. The concept of Shapley values has
originally been introduced in cooperative game theory for feature
attribution, and we leverage this concept similar to the compu-
tation of a natural ordering of the components regarding their
contribution based on principal component analysis (PCA) [4,5],
but instead for the more general non-linear relationship that

https://doi.org/10.1016/j.gvc.2022.200059
2666-6294/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).
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typically allows autoencoders to find more flexible and more
powerful latent spaces. While the latent space of an autoencoder
exhibits compactness with respect to the original data domain,
it does not allow gaining structural information of the latent
space as in the case of a PCA. More sophisticated autoencoder
variants [6,7] allow the ordering of the dimensions of the la-
tent codes according a decreasing importance with respect to
the input data while preserving statistically independent com-
ponents. However, these approaches are based on progressively
increasing the dimensionality of the latent space, i.e. learning one
new dimension per step. Instead, our approach avoids such a
progressive adaption of the required dimensionality by the direct
use of the contribution of individual latent dimensions according
to their Shapley values. The computation of the contributions
of individual latent dimensionalities and their ordering in terms
of the Shapley value based analysis can be applied at different
times during training as long as the training loss does not sig-
nificantly change over the epochs anymore. In the scope of our
experiments, we will compare the results of applying the Shapley
value based analysis in the middle of the training and at the
end of the training. We investigate the beneficial combination of
Shapley values and encoder–decoders regarding the choice of the
dimensionality of the latent space, the ordering of the involved
latent variables according their importance and the respective
capability for reconstruction and compression. This is motivated
by the fact proven in the paper that in case of a linear model the
ordering based on Shapley values is the same as the one after the
singular value decomposition and, hence, optimal. In summary,
the key contributions of this paper are:

• We present novel method for ranking the latent variables
in an encoder–decoder, based on their contribution to the
result, and the subsequent specification of a suitable dimen-
sionality of the latent space.

• We demonstrate the benefits of our approach by evaluations
on various different application scenarios.

• We provide the theorem and the proof of the optimality of
the Shapley ordering in the linear case.

2. Related work

The complexity of the concept of interpretability [8,9] makes
a general interpretation regarding a model’s behavior/decisions
intractable. The key objective of feature attribution methods that
focus on local interpretability is the identification of relevant
features based on a scalar attribution score, relevance score [10]
or contribution [11] that defines how much each input feature
contributes to a model’s behavior. However, a limited theoret-
ical understanding as well as the lack of reliable quantitative
metrics for evaluating explanations in case on ground truth is
available [12] may lead to unreliable or even misleading results
that may still appear visually appealing [12–15]. This problem
has been addressed based on incorporating desirable axioms into
the attribution method [13,16–19]. These axioms have to be
fulfilled by any explanation obtained from the respective attri-
bution methods and allow the design of attribution methods
with theoretical guarantees [17]. In the context of deep learning,
backpropagation-based attribution methods rely on the idea of
computing the attribution based on backward passes through
the network. Examples include the computation of attributions
by exploiting gradients that carry the information regarding the
local perturbations of features that mostly influence the output.
Here, attributions can be obtained in terms of saliency maps [20],
that refer to the gradient of the class score with respect to the
input image, or by elementwise multiplications of input data

and signed gradients (Gradient×Input) [21]. However, this ap-
proach only provides local information in case of highly non-
linear functions and, hence, not suitable to compute marginal
contributions of features. Therefore, other approaches such as
Layer-wise Relevance Propagation (LRP) [10,18], DeepLIFT vari-
ants [11,21] and Integrated Gradients [17] make use of different
propagation rules in comparison to the use of the instant gradient
in the Gradient×Input approach. However, perceptually similar
inputs with the same predicted labels may be interpreted dif-
ferently as even small random perturbations affect the feature
importance and systematic perturbations may change the inter-
pretation while keeping the label [14]. In contrast, perturbation-
based approaches rely on the computation of the relevance of
input features by analyzing the behavior of a neural network in
case of feature removal or perturbation [22–24].

A related classical concept developed in the domain of co-
operative game theory in order to distribute the contribution
of individual players in a cooperative game while fulfilling de-
sirable axioms is given by the Shapley values [3] and resulting
feature attributions even seem to agree to human intuition [19].
As discussed in literature, computing exact Shapley values re-
mains an NP-hard problem [25] and, in practice, can only be
performed for less than 20 to 25 players (i.e. input features in
our case respectively). For this reason, much effort was spent
on finding adequate approximations of Shapley values such as
in terms of sampling-based methods [26–29] as well as on in-
vestigating new classes of additive feature importance measures
for particular predictions as denoted by SHapley Additive ex-
Planations (SHAP) [19]. To avoid the rapidly increasing number
model evaluations for increasing numbers of input features, ad-
ditional lasso regression has been used in KernelSHAP [19] and
its respective extensions towards global interpretability [30], dif-
ferent importance metrics and feature packing [31], handling
dependent features [32,33] and producing additional types of
explanations [34] such as explaining whether samples are likely
to a certain class, why prediction differ depending on the obser-
vations and when the model has a bad performance. Furthermore,
approximations based on the assumption of model linearity have
been proposed (such as DeepSHAP) [19] and extended to mixed
model types [35] in terms of a layerwise propagation of Shapley
values built upon DeepLIFT [11,21]. This also enables computa-
tional tractability for obtaining exact Shapley values for certain
model types like tree-based models [36], such as random forests
or gradient boosted trees, and allows attributing stacks of mixed
models such as the feature extraction of neural networks into
a tree model and also attributing loss functions. Polynomial ap-
proximations for specific games such as voting games [37] allow
a polynomial-time approximation of Shapley values as shown
with Deep Approximate Shapley Propagation (DASP) [38]. Fur-
ther work includes extensions towards global explainability (by
combining the Shapley value concept with Lorenz zonoids [39]
to combine the advantages of the local Shapley value based
approach with the properties of the Lorenz Zonoids), the general-
ization of Shapley values to the Shapley–Taylor index that reflects
attributions of subsets of features [40] and the exploitation of
assumptions regarding the underlying data structures [41]. As
a counterpart, Shapely Residuals [42] have been introduced to
capture the information not preserved by Shapley values.

However, most of the approaches for calculating Shapley val-
ues rely on post-hoc explanations. Therefore, the explanation
approach cannot be used for designing and training models. Gen-
eralized Additive Models (GAM) based on tree boosting [43,44] or
neural networks [45] allow the simultaneous prediction and com-
putation of the corresponding exact SHAP explanation, but their
representational is power inherently limited. Instead, Shapley
Explanation Networks [46] rely on directly incorporating Shap-
ley values as the learned latent representations in deep neural
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networks. SHapley Additive exPlanations connect local expla-
nations with optimal credit allocation and has been used to
rank input variables for identification and prediction of failure
modes [47]. Furthermore, Shapley value based error apportion-
ing (SVEA) [48] has been introduced where the key idea is the
apportioning of the total training error among the features and
Ghorbani and Zou [49] focus on equitable data valuation in the
context of supervised learning, where data Shapley values are
used to rate the contribution of each training sample to the pre-
diction performance. Covert et al. [50] focused on explainability
in terms of simulating the effect of feature removal to determine
the influence of individual features. Their framework analyzes
how features are removed for different methods, the respectively
explained model behavior, and how methods summarize the fea-
tures’ contributions. In addition, by assigning contribution scores
to edges instead of nodes within a causal graph structure, Shap-
ley Flow [51] generalizes the Shapley value axioms to directed
acyclic graphs. Ghorbani and Zou [52] used Shapley values for
quantifying the importance of individual neurons for network
predictions and performance. This allows a more efficient identi-
fication of important filters in comparison to the use of activation
patterns. Furthermore, Ma et al. [53] considered Shapley values in
the scope of Bayesian networks and showed a relation between
Shapley values and conditional independence.

We exploit feature attribution based on Shapley values in
encoder–decoder frameworks to efficiently structure the latent
space by ordering the latent variables according to their impor-
tance and exploit this strategy for explainable data reconstruction
and compression.

Aside from feature attribution, several works specifically focus
on data compression to allow efficient storage and transmission
of contents through constrained channels, where in particular
neural image compression has gained a lot of attention in recent
years. The targeted tradeoff of determining an as-compact-as-
possible binary representation (i.e. lowest rate bitstream) while
preserving a certain level of fidelity (i.e. minimum distortion) of
the data has been investigated in terms of autoencoder architec-
tures with quantization and entropy coding. Such compressive
autoencoders [54–56] rely on also minimizing the combination
of rate and distortion during training and have been improved
by multi-scale extensions of the encoder and/or decoder [57–59]
or adding generalized divisive normalization (GDN) layers [56,
60]. Furthermore, end-to-end training can be achieved based on
replacing the non-differentiable quantization by differentiable
proxies [55,61,62]. In addition, hyperpriors [63] and contextual
models [64–68] have been used to improve entropy coding. Sev-
eral works also focus on adversarial training schemes to achieve
very low rates [58,69,70].

Targeting variable rate image compression, traditional com-
pression methods were based on quantizing Discrete Cosine
Transform (DCT) coefficients according to the target rate. Further
techniques include the learning of rate-specific bottleneck scaling
(i.e. scaling the bottleneck features before quantization) [55], the
modulation of intermediate features based on modulated autoen-
coders (MAEs) [71] and conditional autoencoders (cAEs) [72],
the use of recurrent neural networks [54] and the use of a
multi-scale decomposition network where each scale targets a
different rate. Furthermore, increasing the efficiency of deep
learning for resource-limited scenarios as occurring for tablets or
smartphones has been generally addressed in terms of search-
ing lightweight architectures [73–75], integer and binary net-
works [76–78], automatic architecture search [79], or adjusting
the width of layers to achieve a trade-off between computational
efficiency and accuracy based on slimmable neural networks [80].
In the scope of neural image compression, network architecture
search [81] or progressive ecoding [82] have been used to address

runtime and latency respectively. However, memory require-
ments and the computational burden do not change significantly
and only a single rate–distortion tradeoff is considered which
prohibits flexibility regarding rate, memory or the computational
burden. To increase the practicality of neural image compression,
slimmable compressive autoencoders [83] also allow controlling
computation, memory and rate. While these approaches have
shown great potential in the context of image compression, our
approach represents a powerful alternative that can be combined
with these approaches and can be applied to any compression
method, which utilizes an encoder–decoder.

3. Structuring and pruning of latent space representations

Data reconstruction and compression techniques often rely on
the transformation of the input data into a lower-dimensional
latent space that describes the most salient features. Here, the
dimensionality of the latent space has to be chosen to adequately
represent the distribution of the input data while allowing an as-
compact-as possible latent representation. This trade-off between
reconstruction accuracy and compression rate has to be carefully
considered depending on the underlying task and its implications.
For this purpose, we have to focus on the following central que-
stions:

1. What is a suitable choice for the dimensionality of the
latent space, i.e. how many latent variables are required?

2. Can we relate the lossy compression induced by discarding
dimensions to individual features’ importance?

3. Does the structure of the latent space exhibit insights on
how much we gain by taking less or more latent variables,
thereby allowing the efficient control for the specification
of a suitable dimensionality of the latent space without
the need of having to train different autoencoders for each
dimensionality like in the approach by Rainer et al. [1]?

Gaining control over latent variables and the ability to detect
the contribution of each dimension to the overall performance
of the model is an important step towards explainable models.
In fact, we would even wish to determine the contribution of
sets of important dimensions, i.e. we would like to get insights
regarding which subsets of k dimensions exhibit the largest im-
portance instead of taking the k individually most contributing
features. That way, we can order the dimensions according their
contribution and, hence, structure the latent space, which, in turn,
allows taking the first most important k dimensions to get a
rank-k approximation of the data for lossy compression.

In the following, we first provide an overview on how these
questions have been handled in the scope of linear approaches.
In this regard, we will demonstrate that, in the linear case, where
the Eckart–Young–Mirsky theorem states how low-rank approx-
imation can be approached, the ordering of the eigenvectors
according to their Shapley values is equal to the ordering of
the corresponding singular values. Then, we motivate why these
questions become much more challenging in the case of non-
linear models such as autoencoders and finally devise a strategy
towards an efficient model that helps answering the aforemen-
tioned questions. Due to the properties of Shapley values that
directly measure contributions of individual components, we aim
at analyzing whether these could also serve in these non-linear
scenarios (where the Eckart–Young–Mirsky theorem would not
be applicable) and experimentally address these questions.

3.1. Latent space representations in linear models

Before analyzing whether the properties of Shapely values
regarding their capability to directly measure contributions of
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individual components make them suitable for non-linear scenar-
ios as given for encoder–decoder architectures, we first demon-
strate that in the linear case, where the Eckart–Young–Mirsky
theorem states how low-rank approximation can be approached,
the ordering of the eigenvectors according to their Shapley values
is equal to the ordering of the corresponding singular values.

In case of a linear relationship Ax = y between inputs x and
model outputs y, we can compute the best rank-k approximation
Ak to A in the L2-norm in terms of an analytical solution, i.e. by
performing a singular value decomposition of A = UΣV ∗, as pos-
tulated by the Eckart–Young–Mirsky theorem [84]. This low-rank
approximation Ak is given by

Ak =

k∑
i=1

(σiuiv
∗

i ), (1)

where σi are the singular values, ui are the columns of U and
vi are the columns of V . Classical low-rank approximations such
as SVD-based approaches and respective robust variants [4,5,
85] have been proven to work for matrix-based data. However,
the extension of these methods to higher-dimensional data is
not straight-forward and comes at the loss of some of their
underlying unique properties. For this reason, higher-order ten-
sor decomposition models such as multilinear SVD [86], higher-
order orthogonal iteration (HOOI) and the higher order power-
method (HOPM) [87] as well as the CANDECOMP/PARAFAC (CP)
model [88,89] and the Tucker tensor model [90] have been widely
applied. Tensor decomposition can be interpreted as a general-
ization of the SVD approach to higher-order tensor data and the
original data can be approximated based on a rank-reduced ten-
sor decomposition [91,92]. Furthermore, latent variable models
such as factor analysis [93] and probabilistic principal compo-
nent analysis [94–96] exploit low-dimensional features to define
powerful generative models.

3.2. Latent space representations in non-linear models

In contrast to linear models, deep neural networks enable
non-linear mappings [97,98] and have demonstrated their power
in modeling high-dimensional data. Autoencoders focus on the
reconstruction of the inputs by first using an encoder e to project
the input data to a latent space, which is followed by a decoder
d that transfers the latent code back into the original domain to
get a reconstruction of the input.

Therefore, their objective consists of minimizing reconstruc-
tion errors given by the reconstruction loss, where specific per-
formance metrics v such as the L2-norm are widely used. To
prevent autoencoders from directly copying the inputs and in-
stead force the encoder to learn useful properties of the data,
autoencoders typically constrain the latent representation to be
lower-dimensional than the input, thereby enforcing them to
instead capture the most salient features of the input. In addi-
tion, if the latent space has lower dimensionality than the input
space X , the latent vector e(x) can be regarded as a compressed
representation of the input x ∈ X . Ideally, the dimension of the
latent space should be chosen according to the complexity of the
considered problem.

Unfortunately, the latent space is not represented in terms
of independent components that can be ordered according to a
decreasing relevance for the data as in the case of the PCA. Hence,
there is no analytical solution for rank-k approximation problems
equivalent to the case of PCA that provides insights regarding
the top-k latent components that together most contribute to
the reconstruction quality. This induces the initial prerequisite
to design a neural network architecture that suits the require-
ments of a particular task by manually selecting the number

of latent variables which, a-priori, is non-trivial. A reasonable
and widely followed approach is choosing a sufficiently high
number of dimensions of the latent space and adding a respective
regularization term.

In fact, we would instead wish to rate the contributions of
latent dimensions based on a function φ that fulfills the following
three axioms:

1. Zero-player: Latent variables that do not contribute to the
resulting output should be assigned the weight 0 (or a
baseline value).

2. Symmetry: The loss should not depend on the ordering of
the latent variables but instead only on their presence.

3. Efficiency: Contributions of individual latent variables sum
up to the contribution of all latent variables.

For the sake of explainability in terms of getting insights on
the structure of the latent space, it would be useful to have a
respective ordering of components according to an importance
score and the respectively resulting error induced by rank-k ap-
proximation similar to the ordering in terms of singular values
in the linear case. A naive way to approach this goal is the
training of several autoencoders with different numbers of latent
variables [2]. As a result, the corresponding error for each number
of dimensions is obtained and, hence, the dimensionality that
results in the best trade-off between dimensionality of the latent
space and reconstruction quality can be selected. However, the
multitude of involved training procedures make this procedure
time- and resource-demanding.

In contrast, the PCA-like autoencoder [6] and the principal
Component Analysis Autoencoder (PCAAE) [7] organize the di-
mensions of the latent space in decreasing importance with re-
spect to the input data while preserving statistically independent
components. For this purpose, these approaches rely on pro-
gressively increasing the dimensionality of the latent space and
learning one new dimension per step as well as extending the
standard autoencoder reconstruction loss by an additional co-
variance loss applied to the latent codes to enforce statistically
independent latent space components. However, this procedure
is very time-consuming, as the decoder needs to be re-trained
with every additional dimension. Instead, we propose to leverage
the ordering of the latent variables according to their contribution
defined in terms of Shapley values [3], a concept of game theory
for computing the contribution of players in a cooperative game.

3.3. Shapley value guided latent representation

In the scope of a cooperative game, Shapley values [3] as-
sign the participating players, in our case latent variables, their
respective contribution to the overall task, in our case the recon-
struction of the latent code through the decoder. More formally,
the Shapely value φi(v,N) of a latent dimension i is calculated as

φi(v,N) =

∑
S⊆N\{i}

|S|!(n − |S| − 1)!
n!

(v(S ∪ {i}) − v(S)), (2)

where v is a coalition function that maps each subset S ⊆ N
of the players to real numbers, which represent the outcome of
the game when players in S participate in it. In our scenario, N
is the set of n = |N| latent dimensions and the function v can
be adapted for a decoder function d by defining the baseline as
discussed by Ancona et al. [38]. This way we replaced v(S) in
(2) by d(zS) and zS denotes the original latent vector z where
all entries not included in S are replaced with the baseline value,
which is zero in our case. Since we have to process more than one
latent vector in order to calculate the contribution of one latent
dimension, we randomly choose a set of m example latent vectors
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from the space of all possible ones and average the resulting
contributions.

Shapely values fulfill several desirable axioms and in particular
the three axioms described in Section 3.2, which are of great
relevance for our envisioned objective of ranking individual latent
variables according to their contributions and specifying which
set of them to keep for an as-compact-as-possible but still pow-
erful latent representation. Since we are interested in the correct
ordering of the latent dimensions according their descending
contribution, we need to validate that the ordering according
to the Shapley values exhibits this property. Therefore, we first
prove that in the case of a linear model the ordering according to
the Shapley values is optimal:

Theorem 1. Let A ∈ Rm×n be a real matrix with m ≥ n and A =

UΣV T be the singular value decomposition of A, where Σ is an m×n
diagonal matrix with entries σ1, . . . , σn, such that σ1 ≥ · · · ≥ σn.
Furthermore, let N = {u1, . . . , un} be the set of left-singular vectors,
i.e. the columns of U. Let v be a function, which assigns a set S ⊆ N
the corresponding reconstruction error, i.e. v(S) = ∥A−AS∥2, where
AS =

∑
i∈S σiuiv

T
i denotes the approximation of the matrix A with

the vectors from the set S. Then for all pairs i, j with i ̸= j the
following holds: σi ≥ σj ⇔ φi(v,N) ≤ φj(v,N), where φi(v,N)
is defined according to (2).

We provide the proof of this theorem in the supplemental.
Note that in our case v is not a function of the reconstruction
error but a function of the actual reconstruction, i.e. the decoder.
We can still apply the theorem, if we change (v(S ∪{i})− v(S)) in
(2) to the absolute value, as used in the remainder of our paper.
As a direct corollary to this theorem we conclude that the first
k elements according to the Shapley values constitute the best
rank-k approximation of a linear model A.

In other words, the aforementioned Theorem 1 demonstrates
that, in the linear case, where the Eckart–Young–Mirsky theorem
states how low-rank approximation problem can be approached,
the ordering of the eigenvectors according to their Shapley values
is equal to the ordering of the corresponding singular values. In
our work, we additionally (experimentally) investigate whether
the properties of Shapley values in terms of being a measure for
the contribution of individual components also brings benefits for
non-linear scenarios, where the Eckart–Young–Mirsky theorem
would not be applicable.

Unfortunately, the computation of exact Shapley values re-
mains an NP-hard problem [25] and is feasible only for a very
limited number of less than 20 to 25 players or, in our case, latent
dimensions respectively. Recently, Deep Approximate Shapley
Propagation (DASP) [38] has been introduced as an approach
that allows incorporating desirable axioms in the scope of a
polynomial-time approximation of Shapley values which makes
them suitable for being used in deep neural networks. We use this
approach to approximate the Shapley values of the latent dimen-
sion for our purposes. The Shapley values are then approximated
by the average of the expected contribution to a random coalition
according to

E[φi] =
1
n

n−1∑
j=0

Ej[φi,j]. (3)

Here the expectations Ej are calculated over the distribution
of sets of size j and Ej[φi,j] denotes the contribution of the latent
entry zi to any random coalition of size j. Ej[φi,j] is then calculated
as follows:

Ej[φi,j] = | E
S⊆N\{i},|S|=j

[d(zS∪{i})] − E
S⊆N\{i},|S|=j

[d(zS)]| (4)

As already described, we use the absolute value instead of the
difference. If our decoder function outputs values with more than

one dimension, as it does for example in the case of RGB values,
then the difference in (4) is computed componentwise and then
we sum over all dimensions of the output.

3.4. Choice of the latent space dimensionality

In order to choose an appropriate dimensionality for the latent
space that allows capturing the most salient features in an as-
compact-as-possible latent representation, we start the training
of the network with a sufficiently (i.e. typically too) large number
of dimensions of the latent space, thereby following the intuition
that a too large size of the latent space can be determined quite
easily. To be sure that the initial ‘‘big drop-off’’ of the loss is
passed and we reach a plateau-like behavior, we let the training
progress for half the number of the epochs of a full training.
We then compute the contribution of each latent dimension
in terms of their Shapley values and order the dimensions in
a descending order according to these contributions. Note that
in earlier epochs of the training the adaptions to the network
weights, and hence also the adaptions of the distribution of data
in the latent space, are strongly changing. Therefore, Shapley
value based contribution assignments to individual dimensions of
the latent space would provide less insights there while requiring
a computational overhead, and, hence, we apply the Shapley
value based analysis only when approaching a plateau-like be-
havior of the loss. Subsequently, we compute the loss for each set
of the h first dimensions. Based on the cumulative contribution
and cumulative loss we choose the dimensionality k of the latent
space and also specify which of the latent variables to take for the
continuation of the training by taking a reference of the coverage
percentage of the contributions, i.e. according to the percentage
of contribution that should be covered. As a result, we prune
the latent space custom-tailored according to the complexity of
the considered application scenario. The training continues with
the same autoencoder as before but without the discarded latent
dimensions and the corresponding neurons in the input layer of
the decoder. The overall training is finished in the same total
amount of epochs as the full training with the only overhead of
the computation of Shapley values. Hence, this strategy does not
require a time-consuming training process based on successively
adding one more dimensions for iteratively conducted trainings.
Instead, it only requires a single training to identify less relevant
latent variables, and several of these latent variables with low
importance can be discarded in a single step. The individual steps
of our approach are presented in Algorithm 1.

Algorithm 1 Shapley value based pruning of latent dimensions
1: Train model for a certain number of epochs with initially

specified number of latent dimensions
2: Select a subset of m samples of the latent codes (obtained for

training examples)
3: Compute approximate Shapley values for the latent variables

based on the selected m samples and the decoder function
(i.e., coalition function), e.g. based on DASP

4: Order the latent variables in descending order w.r.t. the
Shapley values and compute the cumulative contribution and
visualizations

5: Decide from the orderings, cumulative contribution and
visualizations how many dimensions k will be kept

6: Modify the last layer encoder layer and the first decoder layer
by only keeping the connections/neurons belonging to the
first k latent variables

7: Resume the training

Note that the Shapley value based analysis to compute the
contributions of individual latent dimensionalities and their or-
dering can be applied at different times during training. The
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only requirement is that the training loss does not significantly
change over the epochs, but instead is (almost) approaching a
flat decreasing behavior. In the scope of our experiments, we
will compare the effects of conducting the Shapley value based
analysis in the middle of the training as well as at the end of the
training. We observed that the importance of latent dimensions
still changes until the end of the training and performing the
Shapley analysis early might overestimate the number of dimen-
sions that are needed. Instead, to get the best results we should
perform the analysis in the end. However, in the scope of our
experiments we show that for a good estimation it is sufficient to
perform the analysis in the middle of the training to save time,
since the changes of the importance of latent dimensions are only
small afterwards.

4. Experiments

In the following, we validate our approach for determining
a suitable dimensionality of the latent space and the compres-
sion of models. To demonstrate the versatile applicability of our
approach, we focus on a set of different exemplary application
scenarios that differ in the type of data and their respective
complexity. We validate the benefits of incorporating Shapley
values within autoencoder frameworks regarding the choice of
the latent code size and the respective ordering of the dimensions
according their importance at the examples of representing and
compressing images as well as high-dimensional reflectance data.
All experiments were performed on a desktop computer with an
Intel(R) Xeon(R) CPU E5-2640 v4 @ 2.40 GHz and an Nvidia Titan
XP GPU with 12 GB of RAM.

4.1. Reflectance representation and compression

First, we demonstrate the potential of our approach for the
task of representing and compressing reflectance data. Bidirec-
tional texture functions (BTFs) f (x, λ, ωi, ωo) have been proven to
accurately capture local material appearance at surface positions
x of a material sample under varying viewing conditions ωo and
lighting conditions ωi and possibly also depending on the wave-
length λ [99], however, at the cost of massive memory consump-
tion. In the scope of our experiments, we used publicly available
BTF datasets provided by Weinmann et al. [100] and particularly
focused on leather, carpet and fabric materials due to their com-
plex reflectance behavior. These measurements come at a high
angular resolution (i.e. 151 × 151 = 22801 light/view configu-
rations with approximately identical samplings of the light and
view configurations) and a spatial resolution of 400 × 400 texels.

The measurements for individual surface positions x are stored
as 4D reflectance functions fx,λ(ωi, ωo) that are denoted as appar-
ent bidirectional reflectance distribution functions (ABRDFs). In con-
trast to bidirectional reflectance distribution functions (BRDFs),
ABRDFs also capture non-local effects of light exchange at the
surface such as local subsurface scattering, self-masking or self-
shadowing. Finally, material samples are represented in terms of
a matrix A ∈ Rm×n, where the columns represent the ABRDFs of
the m considered surface texels. Recent work on BTF compression
and interpolation, which is particularly required for efficiently
storing and rendering such data, includes the neural approach by
Rainer et al. [1]. In contrast to matrix factorization techniques,
that may cause blurring or ghosting artefacts in case of coarse an-
gular resolution, and the fitting of analytic models with a reduced
representation capability regarding complex non-local lighting
effects, Rainer et al. leveraged the concept of autoencoders to
introduce a neural network-based BTF representation. Here, the
local surface appearance under different viewing and lighting
conditions is first compressed to a latent representation by an

Fig. 1. MSE errors observed for different BTFs when training with different
numbers of latent variables from scratch (points) vs. when starting training with
64 dimensions and pruning after 200 epochs to a different number of (most
important) latent variables (crosses). We observe that both methods converge
to nearly the same results. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

encoder component, and the decoder decodes the latter with
additional light and view specifications to render the color of a
particular surface point, thereby overcoming limitations based on
a linear interpolation between measurements. However, for each
BTF a new autoencoder needs to be trained. To make a reasonable
choice regarding the dimensionality of the latent space, Rainer
et al. [1] separately trained autoencoders for different numbers
of dimensions of the latent space up to n = 32 and finally
selected 8 latent variables, based on the trade-off between the
compression rate and the reconstruction error. Besides the re-
sulting high computational burden for all these trainings, the
selection of an actually optimal trade-off can only be reached for
the single, considered BTF as the network has been trained for
each BTF separately. From the observations for a single BTF or
a very limited set of BTFs, Rainer et al. concluded 8 dimensions
to be a suitable size of the latent space. However, this chosen
dimensionality may not be adequate for other materials, e.g. with
different or more complex appearance characteristics that had
not been investigated. Indeed, the resulting mean squared error
for the fully trained networks for different numbers of latent
dimensions for 3 BTFs depicted in Fig. 1 reveal that the curves
deviate, i.e. the reconstruction based on the same number of la-
tent dimensions will result in different quality levels for different
materials/BTFs. Instead, a separate analysis of a suitable trade-off
choice of dimensions even further increases the computational
effort to also address these materials. This demonstrates that
the provided trade-off value is not an optimal choice in general,
despite the high computational burden.

In the scope of our experiments, as suggested by Rainer et al.
[1], we applied a log transform as well as a whitening to the
input ABRDFs and used 400 epochs for the full training. On one
GPU, one full training took approximately 4 h. We used DASP to
approximate Shapley values after training for the first 200 epochs.
In order to calculate the Shapley values of the latent dimen-
sions according to the coalition function, which is the decoder
function d in our case, we need to generate some latent vector
examples Z = {z1, . . . , zm}. For this we randomly sampled 2000
pairs of view and light directions (out of the 151 × 151 view-
light sampling) for 100 randomly pixels (within the 100 × 100
available ones), resulting in 200000 latent vectors in total. The
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Fig. 2. Cumulative contributions observed when performing Shapley analysis
after half of the training vs. after the full training for leather11 BTF (top), fabric01
BTF (middle) and carpet01 (bottom).

Shapley value based analysis took about 8 min and Figs. 2 and 3
depicts the resulting contributions and MSE plots, whereas Figs. 4,
5 and Fig. 1 in supplemental provide respective visualizations. As
a reference, we also show plots and visualizations obtained for
a full training. In Table 1, we present a detailed analysis of the

Fig. 3. Cumulative errors with respect to the full net, observed when performing
Shapley analysis after half of the training vs. after the full training for leather11
BTF (top), fabric01 BTF (middle) and carpet01 (bottom).

relationship between the number of latent variables and the time
required to compute the Shapley values with the DASP method.
In Fig. 2, we observe that different BTFs need different numbers
of latent dimensions to achieve the same cumulative contribution
percentage.
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Fig. 4. Visualizations of the material appearance reconstructed based on differ-
ent numbers of latent variables (for h = 1, . . . , 32) for two different pairs of
light and view directions (L = 3, V = 3 (top) and L = 35, V = 100 (bottom),
see Fig. 8) for the material leather11. On the left we see the visualizations after
200 epochs, in the middle the visualizations after 400 epochs and on the right
the visualization according to a random ordering after 200 epochs.

Fig. 5. Visualizations of the material appearance reconstructed based on dif-
ferent numbers of latent variables for two different pairs of light and view
directions for carpet05. Top: L = 3, V = 3 and bottom L = 35, V =

100 (see Fig. 8). On the left we see the visualizations after 200 epochs,
on the right the visualization after 400 epochs, each with the first h =

1, 4, 7, 9, 10, 13, 16, 19, 22, 25, 28, 32 latent variables according to the Shapley
ordering.

For instance, taking 8 latent variables for the material lea-
ther11 results in capturing about 98% of the contribution of all
latent variables. In contrast, matching this reconstruction quality

Fig. 6. Visualizations of the material appearance reconstructed based on dif-
ferent numbers of latent variables for two different pairs of light and view
directions for leather11 after training with 32 latent variables (left) and 5
latent variables (right) and their difference. Top: L = 3, V = 3 and bottom
L = 35, V = 100 (see Fig. 8).

Fig. 7. Visualizations of the material appearance reconstructed based on dif-
ferent numbers of latent variables for two different pairs of light and view
directions for carpet05 after training with 32 latent variables (left) and 9
latent variables (right) and their difference. Top: L = 3, V = 3 and bottom
L = 35, V = 100 (see Fig. 8).

Table 1
Relation between the time (in minutes) required to compute the Shapley values
and the number of latent variables. When the number of latent variables doubles,
the time for the computation of Shapley values with DASP increases by a factor
of about four.

8 16 32 64 128

BTF 0,43 1,73 7,2 30,3 141,6
IC 2,5 10,5 41 171 695

in terms of 98% of the overall contributions requires a dimen-
sionality of 12 for the latent space for the fabric01 BTF and a
dimensionality of 17 for the latent space for the carpet05 BTF.
Besides these significant variations of the cumulative contribu-
tions over the number of latent variables, we get evidence that
the fixed choice of 8 latent dimensions independent of the con-
sidered material as used by Rainer et al. [1] can be suboptimal for
different materials.

When analyzing the accumulated contributions (see Fig. 2),
the MSE behavior depending on the number of used dimensions
(see Fig. 3) as well as the corresponding visual depictions (see
Figs. 4, 5 and Fig. 1 in supplemental), we observe that we can
take the first ordered latent variables that contribute to 95%–
96% of the overall reconstruction and continue training with
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Fig. 8. Angles displayed on the unit disk: view direction V (green), light direction L (red). LE eft: L = 3, V = 3 and right: L = 35, V = 100. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

the dimensions 5, 7 and 9 for leather11, fabric01 and carpet05
respectively. Figs. 6, 7 and Fig. 2 in supplemental in show the
visualizations of these pruned trainings in comparison to the
full training with the initial 32 dimensions. Hence, we achieve
a guidance of the compression that allows using different dimen-
sionalities of the latent spaces to represent different materials
depending on the complexity of their appearance characteristics
which allows a more suitable reconstruction and compression
than taking a single fixed number of dimensions for all materials
as done by Rainer et al.. To analyze whether the ordering of
latent variables according to their Shapley values is reasonable,
we provide a comparison of the ordering of the latent dimensions
according to their Shapley values to a random ordering (Figs. 3,
4). We observe that the random ordering does not allow insights
regarding the choice of a plausible dimensionality of the latent
space in contrast to our approach based on Shapley values.

4.2. Image compression

As already discussed in Section 2, there has been significant
progress in neural image compression and in particular advanced
autoencoder architectures have been demonstrated to be promis-
ing. The targeted trade-off of determining an as-compact-as-
possible binary representation (i.e. lowest rate bitstream) while
preserving a certain level of fidelity (i.e. minimum distortion) of
the data has been investigated in terms of autoencoder archi-
tectures with quantization and entropy coding. One popular ap-
proach for image compression is the lossy compression approach
based on compressive autoencoders by Theis et al. [55]. We used
the publicly available implementation of this approach [https:
//github.com/alexandru-dinu/cae], which combines the proposed
network architecture with the idea of compressing the code with
stochastic binarization [54] instead of rounding it. The benefits
of such stochastic binarization for image compression as de-
scribed by Toderici et al. [54] also include the advantage that
bit vectors are trivially serializable/deserializable which helps in
efficient data transmission. The latent code then exhibits the
form of a binary matrix, where the matrix dimensions directly
correspond to the number of bits stored per image and the MSE
loss is used for the optimization. Each image is pre-processed
in terms of an arrangement of 10 × 6 non-overlapping patches
of size 128 × 128 so that an image is represented based on 60
patches and, hence, based on 60 latent codes. For the subsequent

processing, we took one of the models provided with the imple-
mentation with dimensions of 32 × 32 × 32 (i.e. 32 channels of
size 32 × 32 resulting from the used encoder architecture) and
analyzed, whether and how much we can reduce the dimension
of channels based on the Shapley value based analysis.

Furthermore, for our respective experiments, we used the
YouTube-8M dataset that was taken from [https://research.googl
e.com/youtube8m/] for training. Due to the missing information
regarding a suitable explicit specification of the number of epochs
during training by Theis et al. [55], we analyzed the behavior
of training and validation losses and concluded 50 epochs to be
a suitable choice for a complete training process. After training
for 25 epochs, i.e. after half of the overall training, we perform
an analysis of the latent space based on Shapley values. For
this purpose, we used the code provided along the DASP ap-
proach [38] and extended their implementation of Lightweight
Probabilistic Deep Networks [101] by the remaining probability
layers required for the underlying architecture that have not been
included in the DASP framework.

Even though using DASP for the approximation of the Shapley
values is quite fast, it still depends on the number m of examples
used for the computation and the time which is used to process
a batch, i.e. forward pass of the decoder. So since the decoder of
this network is a lot more complex than the one used for the BTF
compression, we took less latent codes for Shapley computations
for this application. When using sample sizes of six randomly
selected patches from 21 randomly chosen images, i.e. 126 latent
codes in total, the DASP computation took about 43 min, while
the overall training took about 12 h, i.e. the total time is only
moderately influenced by the DASP computation.

Figs. 9 and 10 show the contributions and MSE curves obtained
by our approach, while Fig. 11 provides a depiction of qualitative
results. We can observe that the first 25 ordered latent variables
contribute to 95% of the reconstruction but after observing the
error plot and some visualizations, we conclude that for this
application taking 22 dimensions, which correspond to 92% of
contribution, is still a reasonable choice for the subsequent train-
ing. Table 2 shows the test error we get if we continue training
with different numbers of latent dimensions. Fig. 12 shows the
results after the continued training with 22 latent dimensions vs.
the full training with 32 channels. Furthermore, Figs. 9 and 10
provide the plots we obtain if we perform the Shapley analysis
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Fig. 9. Cumulative contributions observed when performing Shapley analysis
after half of the training vs. after the full training for image compression.

Fig. 10. Illustration of the reconstruction error depending on the number of
latent variables that are used for the reconstruction. Note, how the error
decays much quicker when variables are added in the order of their importance
compared to a random selection of the same number of variables (blue vs. green
plot). At the same time, there is no significant difference between applying the
Shapley value based analysis after the full or after half of the training (blue vs.
orange plot). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

after a full training. As demonstrated, the results do not sig-
nificantly change already after 25 epochs, which indicates that
applying the analysis regarding relevant dimensions to be used
for the subsequent training based on Shapley values after half of
the overall training epochs seems a reasonable choice.

To validate that the ordering of latent variables according to
their Shapley values is a good choice, we again compared it to
the random ordering. Fig. 10 depicts the error for the ordering
of the dimensions according to their contribution as computed
by the Shapley values in comparison to a random ordering and
respective qualitative results are provided in Fig. 11.

Since the main effect of our method is the compression of
the latent space, in order to compare to other methods, we
studied the effect of alternatively compressing the latent space
of the autoencoder based on PCA. Fig. 13 shows the error plot
which results if we perform the PCA on the latent matrix and
then reconstruct the latent matrix using different numbers p of
principal components. From this plot and some image series like

Fig. 11. Two different images reconstructed with different numbers of latent
variables and applying the Shapley value based analysis after half of the
training. Left: The latent variables are added in accordance to their estimated
importance. Right: The latent variables are selected randomly. Note how the
random selection leads to a significantly slower convergence. (The blocking
artefacts result from the implementation of tiling the original image into patches
and are not originating from our approach.)

Table 2
Correspondence between the estimated importance from the Shapley analysis to
the final image reconstruction error. While Fig. 13 suggest, that 7 latent variables
are sufficient for good quality (a-priori estimation), this analysis shows that more
variables should be used (a-posteriori analysis).
%
contribution

Dim of
net

MSE MSE increase
compared to
full net (in %)

MSE increase per pruned
dimension compared to
full net (in %)

58 7 0.00119 75 3
92 22 0.00075 10,3 1,3
95 25 0.00073 7,35 1,5
98 29 0.00070 3 1
100 32 0.00068 – –

in 14 we observed that 7 principal components already suffice
to reconstruct the image quite well. So if we link the principal
components to the idea of the latent variables and conclude that
we only need to train with 7 latent dimensions, we would see that
PCA under-estimates the required number of latent dimensions.
Fig. 12 shows the reconstructions obtained with the full network,
with a pruned network with 22 channels resulting from our
choice after the Shapley analysis and with a pruned network with
7 channels, as chosen after a PCA analysis. Moreover, Table 2
also reports the procentual increase of the error. We observe that
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Fig. 12. Final image reconstructions achieved after the full training for different
numbers of latent variables.

Fig. 13. Resulting error if we perform the PCA on the latent matrix and then
reconstruct the latent matrix using different numbers of principal components.
While this plot suggests that a low number of variables may be sufficient for
the final reconstruction, we find that this does not translate to the number of
latent variables required during the training.

with 7 dimensions the quality of the reconstruction is signifi-
cantly reduced as opposed to what we expected when performing
the reconstruction using the PCA. The explanation is that even
though we can use only 7 components, the PCA was performed

Fig. 14. Images corresponding to the PCA selection strategy shown in Fig. 13.

on the whole set of 32 dimensions which means that this full
dimensionality is still indirectly included and not reduced as in
the case of retraining the network with less dimensions.

Discussion. We experimented with leather11, fabric01 and car-
pet05 by training with different initial number of latent variables
(32, 64 and 128), performing Shapley analysis in the middle of the
training and observed that we get the same results if we prune
the latent space of a model with 32 and 64 dimensions. If we
prune a model with 128 dimensions, it tends to overestimate the
number of latent dimensions (12 in case of leather, 15 in the case
of fabric and 17 in the case of carpet). One way to overcome this,
when choosing a very large number of dimensions beforehand,
would be to perform the Shapley analysis again in the end of the
training, prune again and continue training (in our case, training
for another 100 epochs was sufficient) to converge to the same
result as the one when starting with 64 or 32 dimensions.

Limitations. While DASP allows a better handling of larger num-
bers of dimensions, the computation of the Shapley values
directly involves the decoder function. As a result, the compu-
tational burden increases with the complexity of the decoder
structure, which results in increasing processing times.

5. Conclusions

We presented a novel approach for efficiently structuring the
latent space for explainable data reconstruction and compression
in a single training process. In particular, we have demonstrated
that leveraging Shapley values to determine the contribution
of the latent variables on the model’s output which, in turn,
allows organizing the latent variables according to a decreasing
importance, discarding several latent variables at the same step
and, finally, specifying a reasonable size of the latent codes. The
truncation obtained when discarding latent variables after the
first k latent variables with most importance results in an effect
similar to a rank-k approximation as achieved when applying PCA
in the linear case. We have demonstrated the relevance of this
approach for compact representation and compression for images
and high-dimensional material appearance.
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Appendix A. Supplementary data

Supplementary material related to this article can be found
online at https://doi.org/10.1016/j.gvc.2022.200059.
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Abstract

The analysis and modeling of cloth has received a lot
of attention in recent years. While recent approaches are
focused on woven cloth, we present a novel practical ap-
proach for the inference of more complex knitwear struc-
tures as well as the respective knitting instructions from only
a single image without attached annotations. Knitwear is
produced by repeating instances of the same pattern, con-
sisting of grid-like arrangements of a small set of basic
stitch types. Our framework addresses the identification
and localization of the occurring stitch types, which is chal-
lenging due to huge appearance variations. The resulting
coarsely localized stitch types are used to infer the under-
lying grid structure as well as for the extraction of the knit-
ting instruction of pattern repeats, taking into account prin-
ciples of Gestalt theory. Finally, the derived instructions
allow the reproduction of the knitting structures, either as
renderings or by actual knitting, as demonstrated in several
examples.

1. Introduction
Fabrics are an essential matter in our daily life. In con-

trast to their woven counterparts, knitted clothing visually
sticks out due to complicated underlying stitch structures
formed by various knitting operations, each inducing a char-
acteristic appearance. Furthermore, knitting clothing of var-
ious types still belongs to a handcraft mastered by a rather
large group of our society covering all ages. One reason for
this may be the interest in manufacturing one’s own clothing
with knitting patterns following the individual subjective
preferences. While there are books and websites that pro-
vide a wide range of patterns together with their respective
construction instructions, it would be desirable to be able to
reproduce patterns from images provided e.g. by standard
search engines such as Google, which lack the correspond-
ing knitting instruction.

Unfortunately, inferring the underlying knitting patterns
by only ”reading” a single image is particularly challenging,

even for experts. The visual appearance of stitches exhibits
a large variety as neighboring stitches may occlude them or
cast shadows. The variability in the appearance of the ba-
sic stitch types is further increased by the properties of the
used yarns, such as their thickness, type of yarns, etc., or
the individual knitting styles of different people leading to
various deformations, such as stretchings, holes and tight
or loose stitches. Therefore, even experts often prefer ana-
lyzing the respective physical clothing pieces by stretching
it and performing the inspection from both sides, in order
to reliably infer the knitting instructions, including other-
wise covered stitches. These manipulations are not possible
when analyzing knitted fabrics in single photos.

Inverse procedural modeling of objects from only a few
or even single examples has received a lot of attention in
the last decade. Corresponding applications encompass the
derivation of production rules for plants, woven fabrics,
buildings and facades. However, the developed approaches
are custom tailored for the corresponding applications and
cannot be easily transformed to infer knitting patterns.

In this paper, we direct our attention to the inference
of the complicated structures of knitwear and the deriva-
tion of the respective knitting instructions, to the best of our
knowledge, for the first time from only a single image with-
out annotations. This implies solving the labeling problem,
i.e. the identification of the occurring stitch types as well as
their proper localization from the visually complex appear-
ance depicted in the input photographs. For this purpose, we
introduce a novel pipeline that involves four major compo-
nents represented by (1) the search for the individual stitch
types across the image, (2) the inference of the underlying
grid structure from the coarsely localized stitches from the
previous step, (3) an error correction and pattern size detec-
tion step that determines the size of the desired pattern and
corrects the labeling errors from the first step, and, finally,
(4) the derivation of the final knitting instruction (in anal-
ogy to instructions in knitting books), based on the found
pattern size and corrected underlying grid structure, taking
into account the intuition of human perception by applying
the Law of Symmetry and the Law of Prägnanz [5]. These



Figure 1: Exemplary appearance variations of knits (top)
and purls (bottom).

derived instructions allow the reproduction of the knitting
patterns with possibly different yarn types as demonstrated
in several examples.

In summary, the key contributions of this paper are:

• A novel method for inverse procedural modeling of
knitwear from a single image.

• The derivation of the underlying optimal regular grid
structure from initially determined hypotheses regard-
ing the coarse localization of stitch types.

• An error correction technique that determines the cor-
rect size of the knitting pattern and corrects possible
recognition errors.

• A final induction of the knitting instruction from the
derived grid structure following human intuition.

2. Background
Knitting relies only on a relatively small set of basic ac-

tions, and their combinations allow to generate the under-
lying knit structures for various patterns [34]. Therefore,
even children can learn to produce caps, scarfs or pothold-
ers. These basic actions and their combinations result in a
number of stitch types, which are used to generate a wide
range of various knitting designs by repetitions and different
orderings. In this paper, we focus on the two fundamental
stitch types: knit and purl (see Figure 1).

The usual shape of a knit resembles the structure of a
”v”. If there is a purl stitch above or below (or both), a knit
stitch becomes partially covered by the purl stitch(es). Ad-
ditionally, the width of the stitch gets smaller than it would
be if it had other knits as an upper and/or lower neighbor.
The purl stitch usually resembles a wave structure. This
wave becomes wider if there are knit stitches underneath
and above the purl. However, in case there is a knit stitch
on the right or the left side (or both) of a purl, then the purl
stitch gets partially covered. Figure 1 illustrates some of the
appearance/shape variations of purls and knits. Note that
the shown stitch variations are solely induced by arranging
the basic stitch types in different orderings. Additionally,
these appearance variations heavily depend on the proper-
ties of the used yarn, as well as stitch deformations resulting
from subjective knitting styles, making almost every stitch
of a hand-made piece of knitted fabric individual.

3. Related Work
The major components of our framework for inverse

modeling of knitwear include the search for occurrences of
basic stitch types as marked by the user within the image,
the inference of a grid structure based on the stitch candi-
dates and underlying repeating patterns. As a consequence,
we briefly review the developments in the areas of template
matching and inverse procedural modeling. We refrain from
a detailed discussion regarding the visualization of knitted
fabrics, but only refer to the work by Yuksel et al. [34].

Template matching: Traditional techniques for effi-
ciently searching a query patch within an image are usually
based on using the Sum-of-Squared-Distances (SSD), the
Sum-of-Absolute-Distances (SAD) or Normalized Cross-
Correlation (NCC). Subsequent works addressed their lack-
ing robustness towards handling noise [10] and illumina-
tion changes [13]. Further improvements came with the
use of robust error functions [6, 22, 21, 18]. Later, Barnes
et al. [2, 3] introduced the PatchMatch algorithm for nearest
neighbor matching across translations, rotations and scales.
However, all of these techniques only allow a one-to-one
mapping between a template and the query region and rely
on a strict rigid geometric deformation between the tem-
plate patch and the target patch. As a consequence, they
are not capable of dealing with the geometric deformations
we expect for patches containing knitting primitives (knits
and purls). Towards handling appearance variations for ma-
terial recognition, other approaches rely on the matching
of histograms extracted for different images by considering
various descriptors (e.g. [20]) within classification frame-
works. Furthermore, set-based matching has been explored
to allow a more robust matching of textures based on the
consideration of the appearance space of textures [14, 31].

Other approaches have been designed to explicitly han-
dle parametric deformations such as 2D affine transfor-
mations [16] or more general non-rigid distortions [29].
However, despite the requirement of a parametric distortion
model for the underlying geometry, these techniques also
rely on the assumption of a one-to-one mapping between
the query and target patch, which is susceptible to errors in
the presence of occlusions or background clutter.

Further work explores the bi-directional similarity be-
tween target and query patch. Simakov et al. [23] rep-
resent images in terms of a set of patches and the con-
sidered bi-directional similarity (BDS) measure considers
the sum of distances between a patch in the first image
and its nearest neighbor in the second image and vice
versa. To also distinguish between inliers and outliers aris-
ing from foreground/background parts of the considered
patches, the Best Buddies Similarity (BBS) has been pro-
posed [7], based on counting the Best Buddy Pairs and,
hence, using the actual distances only implicitly. Therefore,
an increased robustness in comparison to BDS has been



achieved. Talmi et al. [26] extended this work by enforcing
diversity in the mutual nearest-neighbor matching and ex-
plicitly considering the deformation of the nearest-neighbor
field. To achieve a speed up of the matching process, they
use an approximate nearest neighbor search.

While any of the template matching techniques could be
applied to derive probability maps for the localization of
certain basic primitives required in our approach, we use
template matching based on BBS due to its proven robust-
ness to deformations that are expected to occur for the prim-
itives of knitting. We improved the BBS technique by the
use of additional gradient information. In the evaluation,
we compare several template matching techniques and show
that the extended BBS approach outperforms the other tech-
niques in the context of our particular problem.

Image-based detection of weave patterns: Cloth mod-
eling has received a lot of attention so far. Especially
approaches for detecting weave patterns from images are
closely related to our work. In particular, the complete
reverse-engineering of woven cloth at the yarn level as
approached by Schröder et al. [19] and Guarnera et al.
[11] has been demonstrated to be the current state-of-the-
art technique. While these approaches are powerful for the
analysis of woven cloth, they are not designed to handle
knitted textiles. Knitted clothing is inherently 3D and the
final shapes of stitches, especially hand-made stitches, do
not possess the similarity and regularity of warp and weft
of woven cloth, where occlusions and non-rigid deforma-
tions of the yarn have to be taken into account in order to be
able to find the actual position and the type of the stitches
in the image. To the best of our knowledge, we are the first
to tackle the problem of detecting knitting patterns and the
respective knitting instructions from a single image.

Inverse procedural modeling: Inverse procedural mod-
eling (IPM) is the problem of inferring a set of parameters
[28, 30] or even a whole procedural description for a given
model. Early investigations on applying inverse procedural
modeling for graphics applications include the works on 3D
meshes [4] and 2D vector designs [24], but there has been a
lot of progress in this area of research. Meanwhile, inverse
procedural modeling is widely used and has been applied
for varying purposes ranging from the inference of 3D de-
sign patterns [27] over the modeling of plants [25, 17] to
editing of building point clouds [8] as well as inferring pro-
cedural descriptions of building facades [32, 33, 9, 17] and
reverse engineering of woven cloth [19]. For a detailed and
extensive survey on inverse procedural modeling, we refer
to the report by Aliaga et al. [1].

4. Stitch Pattern Inference Approach
In this section, we introduce our approach to infer knit-

ting patterns and the respective instructions for their gener-
ation from single input images. An initial pre-processing

step compensates for non-axis-alignment of the depicted
knit patterns and, hence, makes our framework capable of
handling tilted images of knitwear. In the next step, the user
provides exemplars of particular basic stitch types, such
as knits or purls within the image via an intuitive inter-
face. Subsequently, image patches containing these stitch
types are searched within the whole image and the result-
ing coarse localization of the individual stitch types is used
to infer the underlying grid structure. Furthermore, an er-
ror correction procedure allows to compensate for possible
misclassifications of the stitch types in the grid and detects
the size of the repeating pattern. The found size and the
optimized grid structure are then used to find the starting
position of the pattern, thus finalizing the process of stitch
pattern inference. Finally, we derive the underlying produc-
tion rules and convert them into corresponding knitting in-
structions that allow the reproduction of the knitting pattern
depicted in the input image. Details regarding the involved
components are described in the following sections.

4.1. Pre-Processing

Before allowing the user to specify templates for the rel-
evant stitch types in the image, we perform a pre-processing
step to facilitate the annotation process. To compensate for
deviations from axis-alignment, we use Histograms of Ori-
ented Gradients (HOG) to determine the most dominant di-
rections in the photo, which is justified due to the inherent
grid structure resulting from the production process. This
allows the reversal of rotations to align the grid structure
with the axes and, hence, makes our algorithm capable of
also handling non-axis-aligned input patterns. Respective
examples are shown in the supplemental material.

4.2. Interactive Selection of Relevant Stitch Types

The detection of stitch types could possibly be ap-
proached with a completely automatic pipeline. However,
this would require huge annotated databases depicting the
possibly occurring stitch types with various stitch neigh-
borhoods and distortions with yarns of different properties
(yarn thickness, reflectance behavior, etc.) under different
illumination conditions. As such databases, to the best of
our knowledge, are not yet publicly available, we refrain
from relying on a completely automatic approach to de-
tect stitch types across the image based on machine learn-
ing techniques. Instead we let the user guide the search for
stitch types by providing a single template for the individ-
ual stitch types occurring in the input image, in order to
keep user interaction as minimal as possible. For this pur-
pose, we implemented an easy-to-use interface that allows
the user to choose a sample for each stitch type by simply
drawing a rectangle over a stitch. In turn, considering the
possibly strong variations of the occurring stitches requires
a subsequently applied robust template matching technique.



4.3. Derivation of Stitch Localization Hypotheses

Finding certain stitch types in an image is complicated
because their appearance may significantly vary due to par-
tial occlusions by neighboring stitches, variances in the used
yarn types including their reflectance behavior, thickness
and hairiness, as well as variations induced by the individ-
ual knitting style during manufacturing, manifested in de-
formations like tight or loose stitches. To be able to find
stitch types across the image based on a given template,
handling distortions and partial matches becomes an essen-
tial prerequisite for the derivation of hypotheses of where
the respective stitch types are found.

Best Buddies Similarity (BBS) based template match-
ing [7] has been designed towards these goals of matching
distorted and partially occluded patterns and proven to out-
perform most previous techniques in this regard. We there-
fore apply this technique for the detection of hypotheses
for the individual stitch types such as knits or purls. Fol-
lowing Dekel et al. [7], the BBS between two point sets
P = {pi}Ni=1 and Q = {qi}Mi=1 extracted from a local im-
age region and a template is defined according to

BBS(P,Q) =
1

min(M,N)

N∑

i=1

M∑

j=1

bb(pi, qj , P,Q). (1)

Here,

bb(pi, qj , P,Q) =





1, if NN(pi, Q) = qj

and NN(qj , P ) = pi

0, otherwise
(2)

acts as an indicator function influenced by the nearest neigh-
bor definition

NN(pi, Q) = argminq∈Qd(pi, q) (3)

and the distance measure

d(p, q) = ||p(A)
i − q(A)

j ||22 + λG||p(G)
i − q(G)

j ||22
+λL ||p(L)

i − q(L)
j ||22. (4)

In comparison to the original implementation [7], we ex-
tend the RGB-based appearance (A) and spatial distance (L)
within the patch with an additional gradient constraint (G),
that enforces similar gradients within the patches. Based on
several examples, we determined λG = 100 to be suitable
for our purpose, and otherwise follow the original imple-
mentation in using λL = 2 and a decomposition of image
and template into k × k patches with k = 3.

As a result, we obtain BBS likelihood maps that indicate
where the respective stitch types are (coarsely) localized.
Finally, we merge the likelihood maps obtained for the dif-
ferent stitch types to a resulting likelihood map that con-
tains the maximum likelihood of the individual stitch types
obtained per pixel as well as the corresponding most likely
stitch type. An example of these maps is shown in Figure 2.

Figure 2: User-specified stitch templates (left) and corre-
sponding likelihood maps (middle). The likelihood value is
indicated with the colorization, i.e. the lighter the spot the
higher the probability. The image on the right depicts the
maximum likelihood map including the assignments to the
stitch types (knit = orange, purl = blue).

4.4. Inference of Grid Structure of Stitches

The maximum likelihood map retrieved in the last step
contains the coarse per-pixel likelihood regarding the local
presence of respective stitch types. From this coarse local-
ization we need to determine the fine-grained arrangement
and the corresponding classes of the individual stitches. For
this purpose, we exploit the presence of an underlying grid-
like structure induced by the knitting process to account for
the fact that the spatial extension of the individual stitches
constrains their locations. In general, the latter will not be
equidistant and the grid may exhibit significant distortions
due to the non-ideal man-made manufacturing process or
the respective treatment of the fabric. To model this be-
havior, we associate the centers of the stitches with a set of
labeled points arranged in a 2D grid-like structure. These
points have to fulfill the following properties:

• Each point is assigned a high likelihood of represent-
ing a certain stitch type such as knits or purls (P1).

• Neighboring points must preserve a minimal distance
(on the order of magnitude of a stitch prototype) to
each other (P2).

• Adjacent points cannot be further apart than the maxi-
mal extension of a stitch type (P3).

• The set of points has the structure of a regular approx-
imately rectangular grid (P4).

Finding the optimal set of points fulfilling the above
stated properties can then be formulated in terms of a point
selection problem.

4.4.1 Stitch Localization as Point Selection Problem

To infer the positions of the centers of the individual
stitches, we solve a point selection problem that can be for-
mulated in terms of an integer linear program (ILP). Let P
denote the set of all possible points (pixels) of the input im-
age. Furthermore, let Popt be the point set corresponding
to the solution of our optimization problem. Denoting the



likelihood value of a pixel pi ∈ P to be assigned to a cer-
tain stitch type according to the likelihood map from the
previous step with score(i) and using the binary variables

oi =

{
0 if pi /∈ Popt

1 if pi ∈ Popt

(5)

that determine whether a point pi is assigned to the optimal
solution, we maximize the functional

∑

pi∈P
score(i) oi (6)

subject to the constraints following from the aforemen-
tioned properties P2, P3 and P4. To ensure the properties
P2 and P3, we determine for each pixel pj ∈ P two corre-
sponding rectangular regions Pmin

j ⊂ P and Pmax
j ⊂ P

that represent the uncertainty in the location of neighboring
points in the grid structure . Pmin

j has the width wmin and
the height hmin of the estimated minimal extension of the
stitch and Pmax

j has the widthwmax and the height hmax of
the estimated maximal extension. The computation of the
corresponding extension size values and the uncertainties is
discussed in Section 4.4.3. To account for the property P2,
we constrain each region Pmin

j to contain at most one op-
timal point p ∈ Popt and, to account for the property P3,
each region Pmax

j is constrained to have at least one point
p ∈ Popt, i.e.:

∑

∀i:pi∈Pmin
j

oi ≤ 1 and
∑

∀i:pi∈Pmax
j

oi ≥ 1 ∀pj ∈ P.

(7)
In order to force the points of the optimal solution to have

a grid-like structure (P4), we subdivide the input image into
r · c grid cells Gk ⊂ P with the width wi

c (1 − uw) and
the height hi

r (1 − uh), where wi and hi denote the width
and the height of the image respectively and c and r de-
note the number of rows and columns of the grid. These
are precomputed, as described in Section 4.4.2. With uw
and uh, we denote the uncertainties in the spatial extension
of the stitches in x and y direction respectively, which are
used here to allow the overlap of the cells. The values of
uw and uh are computed as described in Section 4.4.3. We
constrain the optimal solution to contain at least one point
in each grid cell. Furthermore, the number of points in the
solution is constrained to be equal to r · c. Both constraints
ensure (P4) while allowing for overlapping cells:

∑

∀i:pi∈Gj

oi ≥ 1 ∀Gj ∈ G, (8)

∑

∀i:pi∈P
oi = r · c. (9)

G denotes the set of all grid cells. To solve this ILP, we
use the Gurobi solver [12]. From the points contained in

the resulting optimal solution we construct the grid in the
following manner: We sort all points according to the x
coordinates of the pixels and assign to each row of the grid
c points. The stitch types assigned to the individual points
are stored in a matrix Mr×c.

4.4.2 Computing the Number of Rows and Columns

To determine the number of columns in the grid, we use the
position of one of the stitch samples selected by the user
during the initial step of the inference approach and select
the region around the stitch position within the likelihood
map. The height of the selected region corresponds to the
height of the selected template with some additional toler-
ance and the respective width is given by the image width.
To account for possible distortions, the height is allowed to
deviate up to uy in each direction from the center of the cho-
sen stitch sample (in our experiments, we use uy = 25%).
Using the data of this truncated map, we apply a similar ILP
formulation as before with slight changes. In contrast to the
optimization described before, the point variables consist of
the pixels from the chosen strip. The objective functional
and all constraints except for the row and the column num-
ber constraints remain unmodified. The number r of rows
is set to 1. Now we compute the possible minimal value of
the number of columns c as cmin = wi

Wmax
, where Wmax

denotes the maximal width of both templates, since we do
not yet know the correct stitch labelings of this strip. To ac-
count for possible stitch occlusions, we compute the maxi-
mal value of c as cmax = 2 wi

Wmin
, where Wmin denotes the

minimal width of both templates. We iterate through the
possible numbers of columns from cmin to cmax and divide
the resulting objective function of each optimal solution by
the current number of columns. Finally, we obtain the num-
ber c of columns corresponding to the largest value of the
normalized objective function as the optimal solution. The
number of rows is determined accordingly.

4.4.3 Uncertainty in the Locations of Adjacent Stitches

Because of occlusions and different deformations the
stitches vary from each other in size. Additional variations
are induced by the use of different yarn types and incon-
sistencies of the knitter. We implicitly take these aspects
into account by analyzing the strips extracted from the pre-
vious step to estimate uncertainties in the spatial extensions
of the stitches. First, we compute the average width wa and
height ha of the stitches taken from the four strips (two for
each sample). By computing the maximum absolute devi-
ation for the width (dw) and height (dh) separately, we get
the uncertainties uw = dw

wa
and uh = dh

ha
, yielding the val-

ues wmin = wa − uw and wmax = wa + uw for the width
and analogous values hmin and hmax for the height, which
are then used for the optimization.



For the computation of the number of rows and columns
we use the average of the actual sizes of the templates se-
lected by the user and set the values of uncertainties ux and
uy to be equal to 25% of the average template size each.
Note that large uncertainty values result in an increasing
number of variables during the optimization, hence signifi-
cantly increasing computational time.

4.5. Error Correction and Repeat Size Detection

After the inference of the underlying grid structure M
from the previous step, we aim at finding an intuitive re-
peating pattern of minimal size. For this purpose, we as-
sume that the knitting pattern of interest is at least twice
contained completely within the image, but unfinished re-
peats may occur as well. In order to find the pattern, we first
find the correct size and subsequently determine the starting
position of the pattern. As the extracted matrix M of stitch
types resulting from the grid optimization step might still
contain some wrongly recognized stitch types, the identifi-
cation of the pattern size in the matrix M as well as the po-
tentially required error correction have to be conducted si-
multaneously. While the size of the repeating structure may
be derived from the matrix M without labeling errors of the
stitch types using region growing procedures as proposed by
Wu et al. [33], the occurrence of errors in M instead forces
us to perform an exhaustive search over all possible repeat
sizes and to compute an error score for each possible repeat
size. Finally, the size with the least error score is assumed
to be the correct one.

Let r and c denote the number of the rows and columns
of a possible repeat. Assuming the presence of at least two
occurrences of the pattern in the image, we only consider
repeat sizes s = (r, c) that satisfy at least one of conditions
r ≤ R

2 and c ≤ C
2 . In more detail, we fully partitionM into

a set of non-overlapping submatrices Ms for each possible
repeat size s = (r, c), where each Ms

i ∈ Ms has the size s
(or smaller if depicting an unfinished repeat on a boundary).
The partitions are evaluated at different positions (m,n) of
M with m = r k and n = c h with k = 1, . . . , bRr c and
h = 1, . . . , bCc c, respectively. Subsequently, we align all
Ms

i ∈ Ms according to their indices and compute the ma-
trix Ms

max, which contains the stitch type with the maximal
occurrence for each equal index of the submatrices. Then,
we compute the Hamming distance Di between each Ms

i

and Ms
max. The sum of all Hamming distances yields the

overall distance Ds of the current repeat size s.
We consider the size and the underlying stitch type ma-

trixMs
max with the minimal distance as the resulting pattern

size. If there are several sizes with the same edit distance,
we take the one with the smallest value r + c, since other-
wise there is evidence for having another repeat withing the
repeat. In the case that we cannot determine the type with
maximal occurrence for an index position due to an equal

number of the stitch types at this position, we compare the
corresponding likelihood values of the pixels from which
these types were derived to determine the final type.

If the distance of the resulting optimal repeat deviates
from zero, errors have been detected in the matrix M . In
this case, the corresponding Ms

max is determined to have
the correct labelings of the stitches and all the submatrices
are corrected according to Ms

max.

4.6. Repeat Position Determination

Finally, the localization of an as intuitive as possible re-
peating pattern from the underlying grid structure and the
size of the repeating pattern has to be computed. In or-
der to select an intuitive pattern repeat, we take inspiration
from human perception and make use of two of the basic
laws in Gestalt theory [5]. The Law of Symmetry states
that symmetrical elements tend to be perceived as a unified
group. Taking this into consideration, we search for sym-
metry along the x-direction of the pattern. If there is a sym-
metry, we take it into account when selecting the starting
position of the repeat. If there is no symmetry in the struc-
ture of the repeat, we apply the Law of Prägnanz. Accord-
ing to this law, humans prefer simpler and ordered states
that require less cognitive effort and, hence, can be faster
processed than complex structures that, in turn, might have
to be reorganized or even further decomposed. In our case,
this corresponds to selecting the starting position of the pat-
tern from all the possible positions that leads to the least
amount of changes from one type of stitch to another when
computing the sum of the type changes from each two ad-
jacent rows and columns of the pattern in question. This
ensures that individual structures such as squares or circles
appearing in the pattern will not be broken.

5. Results and Discussion
Sample selection: In order to test our approach, we have

chosen 25 photos and scans that depict knitting samples
with different patterns and were produced with yarns of var-
ious types and colors. Eight of the photos were taken from
the internet, one photo depicts a machine knitted piece and
sixteen photos depict hand-made knitting fabrics. The fo-
cus on hand-made samples results from the fact that these
exhibit a higher degree of variation and, hence, are more
challenging than machine-knitted samples.

Performance analysis: Table 1 provides an overview
over the computation times as well as the problem sizes for
the four examples selected for this paper. More examples
with corresponding running times are shown in the supple-
mental material. Since the most time-consuming operations
were computations of the similarity maps with BBS and
solving for the optimum with the Gurobi solver [12], we
report the computation times only for these steps. The other
steps required only a negligible amount of time. All com-



putations were performed with an unoptimized implemen-
tation on an Intel(R) Core(TM) i7-5820K CPU with 3.30
GHz.

Table 1: The columns contain the image size (IS), the run-
times (in seconds) of BBS and ILP, as well as the size of
both the grid (GS) and the pattern (PS). eG and eP denote
the fraction of misclassified stitch types for the overall grid
and the pattern after error correction.

ID IS BBS ILP GS PS eG eP
1 673× 257 102.53 11.02 9×5 4×2 1/45 0
2 690×370 31.93 8.13 15×11 7×6 1/165 0
3 803×844 219.79 62.02 11×17 8×8 4/187 0
4 516×347 137.74 4.78 7×6 3×4 0 0

Visual quality: Figure 3 demonstrates the results of the
individual steps of the pipeline for four of the example tex-
tiles. For the example in the second row one stitch in the
input image (the sixth stitch from the left in the bottom row)
has actually been wrongly knitted (knit instead of purl).
This error was recognized and corrected by our method. To
obtain the shown realistic renderings (last column), we syn-
thesize yarns using the procedural model of Zhao et al. [35].
We then deform the yarn according to the discovered knit-
ting instructions and discretize the resulting fiber geometry
into a voxel grid, storing averaged densities and fiber ori-
entations per voxel [15]. This voxel-based representation is
then rendered using a volumetric path tracer [15]. Further-
more, Figure 4 shows results for the inferred grid structure
obtained when applying our method on worn clothing.

Susceptibility to template selection: To evaluate the ro-
bustness regarding the selection of templates for the individ-
ual stitch types, we performed a study where 10 people aged
from 10 to 67 years were asked to provide respective anno-
tations. The results do not exhibit significant differences, as
long as the testers follow the simple instruction of selecting
two templates, which look similar to other stitches of the
same type (Figure 1) (see supplemental material).

Table 2: Performance comparison of several template
matching techniques: The rows contain the fractions of mis-
classified pixels ePx, stitch types for the overall grid eG and
the pattern after error correction eP . For the computation of
the first measure we excluded pixels within a small band at
the transitions between different stitch types. In 32% of the
tests, the optimization based on the SAD likelihood maps
did not succeed in detecting the correct number of rows
and/or columns of the grid. These cases are excluded from
the reported values eG and eP for SAD.

SAD NCC DDIS BBS BBSg
ePx 0.422 0.453 0.216 0.342 0.194
eG 0.633 0.087 0.062 0.071 0.040
eP 0.268 0.056 0.051 0.046 0.029

Suitability of different template matching schemes:
We evaluated the suitability of different template matching
schemes for the generation of likelihood maps for the indi-
vidual stitch types. For this purpose, we compare our ex-
tended version of the BBS technique with additional gradi-
ent information (BBSg) to the normalized cross-correlation
(NCC), the sum of absolute differences (SAD), the original
BBS approach [7] without the proposed extension and the
deformable diverse similarity (DDIS) approach [26]. Ta-
ble 2 summarizes the respective results. In order to achieve
meaningful results, the resolution of the input image is re-
quired to be sufficient so that the minimal template size is
not smaller that 30× 30 pixels.

Computational efficiency: In order to find the final cen-
ter positions of stitches, we apply a global optimization
that is formulated as an ILP problem. As ILP problems
are known to be NP-hard, the computational times may be
impractical. In order to speed-up the inference of optimal
grids, which is particularly required for larger images, we
downsize the corresponding likelihood maps by the factor
of 0.5. The downsizing significantly decreases the compu-
tational time of the optimization, while still yielding similar
results as without downsizing (for the evaluation of scaling
we refer to the supplemental material).

Another possibility to decrease the computational time
is to choose some iterative locally optimal approach instead
of global optimization. For comparison, we use the like-
lihood and the stitch type assignments from the template
matching step as the starting point for a greedy strategy to
select neighboring stitch centers, where we also exploit un-
certainty of the template sizes. In a first step, we take the
maximum of the likelihood to find the the most likely loca-
tion of a stitch and define a minimum distance within which
no other stitch is allowed to occur depending on the tem-
plate uncertainty. After discarding the respective area in the
likelihood, we continue to search for the next highest like-
lihood, place a stitch center and again remove the region
from the likelihood. This process is iterated until no fur-
ther stitch center can be placed or the remaining likelihoods
are lower than a certain threshold t (we used t = 0.2). As
shown in Figure 3, this approach does not result in accept-
able stitch center hypotheses, due to the iterative local op-
timization. Furthermore, this method does not compute the
uncertainties automatically but requires their manual speci-
fication for each fabric sample individually. In contrast, our
global optimization technique yields stitch center hypothe-
ses at a higher quality.

Pattern search: In principle, once the size and cor-
rect labeling of the repeated pattern is found, one could
reproduce the initial knitted example, since the knitting is
done periodically. However, when knitting whole clothing
pieces, the borders of the piece should be appealing. Hence,
we need to identify the starting position of the correct or at



input knit map purl map greedy ours pattern rendering

Figure 3: From left to right: input image, likelihoods for both stitch types, stitch center hypotheses derived via a greedy
approach and grid structure inferred via our approach, corresponding knitting instruction (counting the rows from bottom to
top, empty cells correspond to knits in odd rows and purls in even rows while cells containing bars correspond to purls in odd
rows and knits in even rows) and rendering.

Figure 4: General, unrestricted setup of knitwear worn by a
person (left) with detected grid structures for some regions
of interest (right).

least of a nice pattern. In the supplementary material, we
illustrate the problem of choosing an intuitive pattern. With
our pattern search procedure we try to avoid breaking ex-
isting structures of the pattern, such as triangles or checker-
boards, thereby following the Gestalt principles.

Limitations: In this paper, we limit our approach to
the two fundamental stitch types: knit and purl. However,
the number of stitch types is not strictly limited to two.
In the supplemental material we also provide an example
with three stitch types. However, including stitch types (e.g.
holes) that deform the grid-like structure of the patten, re-
quires including additional constraints, which we want to
pursue in future work. Furthermore, if the input image
is of low quality or contains almost completely occluded

stitches, so that already the coarse localization does not
yield meaningful results, the optimization technique will
not produce the correct labeling.

6. Conclusion and Future Work
We have presented a novel practical framework for the

inference of the complicated structures of knitwear as well
as the corresponding knitting instructions from a single im-
age. Templates for individual stitch types, as provided by
the user, are roughly localized across the complete image
and the resulting stitch positions are subsequently refined
by optimizing the underlying grid structure within an in-
teger linear program. The size of the repeating pattern is
computed from the derived stitch labeling at the vertices
of the resulting grid. Subsequently, we apply the Law of
Symmetry and the Law of Prägnanz from Gestalt theory to
find an intuitive pattern repeat and derive the corresponding
knitting instruction. While our approach was demonstrated
to allow the derivation of the knitting instructions for sev-
eral different knitwears, there are still some open challenges
to be addressed by future research. Including further stitch
types into the framework as well as further reducing the de-
gree of user interaction based on the combination of a large
database of stitch types with their respective appearance
variations and machine learning techniques is a promising
avenue of research that we plan to pursue in future work.
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