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Abstract

This thesis presents a comprehensive theoretical investigation of the alkali halide 𝐹 center. It explores
how density functional theory (DFT) and statistical mechanics can be applied to obtain the defective
system’s electronic properties, its dynamic properties, its interaction with small gas phase molecules,
and its effect on various hydrogenation reactions.

In the first two chapters of this thesis, the topic of catalysis and alkali halide 𝐹 centers are introduced,
and the theoretical fundamentals required to describe the defective alkali halides are elaborated.

The third chapter investigates how DFT describes the electronic properties of the alkali halides NaCl,
KCl, NaBr, and KBr, employing a multi-level approach with the generalized-gradient approximation
(GGA) functional PBE and the dispersion correction D3(BJ) for optimization and the self-consistent
dielectric-dependent global hybrid (sc-DDGH) functional sc-PBE0 for the calculation of all electronic
properties. In a comparison with experimental measurements, the method is found to reproduce the
dielectric constants, electronic band gaps, ionization energies, and electron affinities of the investigated
alkali halides within experimental errors, greatly surpassing the results of GGA-level theory and the
standard global hybrid functional PBE0. After substantiating the accuracy of this methodology, it is
employed to calculate the electronic properties and the defect orbitals of the alkali halide 𝐹 center.
The results for the defect level energy of the 𝐹 centers are consistent with previous research and show
that the defects are predominantly affected by Coulomb interaction, exhibiting an anti-proportional
relationship between the lattice parameter and the defect level energy. Furthermore, the KCl 𝑀 center
is calculated and characterized as a system of two largely uncoupled 𝐹 centers in an antiferromagnetic
ground state, which is in accordance with the results from magnetic resonance experiments.

Chapter four investigates the migration of the 𝐹 center across the bulk lattice and the (100) surface
of NaCl, KCl, NaBr, and KBr with the same multi-level approach, vibrational thermodynamic
corrections, and thermal corrections to make the theoretical model comparable with the experimental
high-temperature measurements. The obtained migration enthalpies are in close agreement with the
experimental results for NaCl, KCl, and KBr, and the barrier for NaBr is predicted. Furthermore,
the barriers are found to correlate with the single vibrational mode of the primitive unit cells of the
respective alkali halides. The migration across the (100) surface is simulated and the barrier heights
are found to be lower than for the bulk migration because of symmetry reduction. The electronic
structure and geometry of the transition states are evaluated, and the delocalized nature of the defect
electron in the transition state is identified to cause a self-interaction error in the order of 0.2 − 0.4 eV,
necessitating a description by hybrid-level DFT.

Chapter five deals with the activation and reactivity of nitrogen on the NaCl and KCl 𝐹 center on
the (100) surface. The simulated defect reduces the nitrogen molecule and activates its triple bond for
a reaction with hydrogen, significantly diminishing the reaction barrier of the reaction compared to the
gas phase. The transfer of the defect electron into the lowest unoccupied molecular orbital (LUMO) of
gaseous nitrogen is found to be the driving force behind the enhanced reactivity, while the surface
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provides additional stabilization to the transition states and intermediate structures.
Chapter six investigates the activation and hydrogenation of carbon monoxide and carbon dioxide on

the KCl 𝐹 center. The defect reduces all carbon-containing reagents and intermediates by occupying
their LUMOs, and it weakens their bonds for reaction with hydrogen. The thermodynamic and
kinetic properties of all reaction steps are calculated, and the barriers for the hydrogenation are
found to be significantly lower than the barriers for the gas phase reaction. The computed reaction
rate is comparable to the rate measured for the conventional copper-based catalyst. The homolytic
dissociation of the intermediates formic acid, water, and methanol are explored and found to inhibit
the synthesis of methanol on the 𝐹 center.

Chapter seven examines the effects of doping the KCl 𝐹 center with a copper atom. The metal atom
is found to strongly interact with the defect, changing its electronic structure from an open-shell into a
closed-shell state. The doped defect still stabilizes the adsorbates CO, H2CO, and CH3OH, but it does
not dissociate methanol to methane. The reaction of the adsorbates with hydrogen is investigated,
and bi-hydrogenated copper, HCuH, is identified as a more thermodynamically stable state than a
single copper atom in the defect. Moreover, it catalyzes the synthesis of methanol in a step-wise,
copper-mediated hydrogen addition. The kinetic properties of the reaction are analyzed with a kinetic
Monte Carlo simulation, yielding a reaction rate that surpasses the rate on the empty defect and on the
conventional catalyst by several orders of magnitude.

In the summary and outlook, all findings are summarized and evaluated on how they provide a
foundation for future research into the physical, chemical, and catalytic properties of defective alkali
halides and electronically similar systems, as the copper-doped 𝐹 center in particular presents a
promising candidate for catalytic hydrogenation.
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Kurzzusammenfassung

In dieser Arbeit wird eine umfassende theoretische Untersuchung des Alkalihalogenid-𝐹-Zentrums
vorgestellt. Es wird untersucht, in welcher Weise Dichtefunktionaltheorie (DFT) und statistische
Mechanik angewendet werden können, um die elektronischen und dynamischen Eigenschaften des
defekten Systems sowie dessen Wechselwirkung mit kleinen Gasphasenmolekülen und den Einfluss
auf verschiedene Hydrierungsreaktionen zu beschreiben.

In den ersten zwei Kapiteln dieser Arbeit werden das Thema Katalyse und die Alkalihalogenid-𝐹-
Zentren vorgestellt und die theoretischen Grundlagen zur Beschreibung der Defekte erarbeitet.

In Kapitel drei wird untersucht, wie DFT die elektronischen Eigenschaften der Alkalihalogenide
NaCl, KCl, NaBr und KBr beschreibt. Hierzu wird ein Mehrebenenansatz eingesetzt, welcher aus dem
verallgemeinerten Gradientennäherungsfunktional PBE und der Dispersionskorrektur D3(BJ) zur Op-
timierung und dem selbstkonsistenten, dielektrizitätsabhängigen globalen Hybridfunktional sc-PBE0
zur Berechnung aller elektronischer Eigenschaften besteht. In einem Vergleich mit experimentellen
Messungen reproduziert diese Methode die dielektrischen Konstanten, elektronischen Bandlücken,
Ionisationsenergien und Elektronenaffinitäten der untersuchten Alkalihalide im Rahmen des experi-
mentellen Messfehlers, womit es die Ergebnisse von PBE und dem globalen Hybridfunktional PBE0
deutlich übertrifft. Nachdem die Genauigkeit dieser Methode nachgewiesen wurde, wird sie dazu einge-
setzt, um die elektronischen Eigenschaften und die Defektorbitale des Alkalihalogenid-𝐹-Zentrums
zu berechnen. Die berechneten Ergebnisse für die Defektniveauenergie des 𝐹-Zentrums stimmen
mit den Ergebnissen der bisherigen Forschung überein und zeigen, dass der Defekt hauptsächlich
von der Coulombwechselwirkung bestimmt wird, welches durch eine antiproportionale Abhängigkeit
zwischen der Gitterkonstante und der Defektniveauenergie untermauert wird. Darüber hinaus wird das
𝑀-Zentrum auf KCl berechet, welches ein System aus zwei größtenteils entkoppelten 𝐹-Zentren in
einem antiferromagnetischen Grundzustand darstellt, wie es bereits in Magnetresonanzexperimenten
gemessen wurde.

In Kapitel vier wird die Wanderung des 𝐹-Zentrums durch den Festkörper und über die (100)-
Oberflächen von NaCl, KCl, NaBr und KBr mit dem zuvor etablierten Mehrebenenansatz, thermody-
namischen Schwingungskorrekturen und thermischen Korrekturen untersucht, um das Modell mit
den experimentellen Hochtemperaturmessungen vergleichbar zu machen. Die berechneten Migra-
tionsenthalpien stimmen gut mit den experimentellen Ergebnissen für NaCl, KCl und KBr überein,
und die Barriere für NaBr wird vorhergesagt. Zudem korrelieren die Barrieren mit der fundamentalen
Schwingungsmode der primitiven Einheitszellen der jeweiligen Alkalihalogenide. Die Wanderung
entlang der (100)-Oberfläche wird simuliert, und es wird festgestellt, dass die Wanderungsbarriere
aufgrund der erniedrigten Symmetrie geringer ist als für die Wanderung durch den Festkörper. Die
elektronische Struktur und die Geometrie der Übergangszustände werden ermittelt, und es wird
festgestellt, dass die Delokalisierung des Defektelektrons im Übergangszustand zu einem Selbstwech-
selwirkungsfehler in der Größenordnung 0.2 − 0.4 eV führt, welcher eine Beschreibung durch DFT
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auf Hybridniveau erforderlich macht.
Kapitel fünf beschäftigt sich mit der Aktivierung und der Reaktivität von molekularem Stickstoff im

𝐹-Zentrum auf der (100)-Oberfläche von NaCl und KCl. Der Defekt reduziert das Stickstoffmolekül
und aktiviert dessen Dreifachbindung für eine Reaktion mit Wasserstoff. Die dafür erforderliche
Reaktionsbarriere ist auf dem Defekt deutlich geringer als in der Gasphasenreaktion. Der Transfer des
Defektelektrons vom 𝐹-Zentrum in das niedrigste unbesetzte Molekülorbital (LUMO) des Stickstoffs
stellt die treibende Kraft hinter der gesteigerten Reaktivität dar, während die Oberfläche eine zusätzliche
Stabilisierung der Übergangszustände und Zwischenzustände bewirkt.

In Kapitel sechs wird die Aktivierung und Hydrierung von Kohlenmonoxid und Kohlendioxid auf
dem 𝐹-Zentrum von KCl untersucht. Der Defekt reduziert alle kohlenstoffhaltigen Edukte, Produkte
und Zwischenprodukte der Hydrierung, indem er ihre LUMOs besetzt, und er schwächt ihre Bindungen
für die Reaktion mit Wasserstoff. Die thermodynamischen und kinetischen Eigenschaften aller Reak-
tionsschritte werden berechnet, wobei sich herausstellt, dass die Barrieren für die Hydrierung auf dem
Defekt deutlich niedriger sind als in der Gasphasenreaktion. Die berechnete Reaktionsgeschwindigkeit
ist vergleichbar mit der Reaktionsgeschwindigkeit, die für den herkömmlichen Kupferkatalysator
gemessen wurde. Die homolytische Spaltung der Zwischenprodukte Ameisensäure, Wasser und
Methanol werden untersucht und es wird festgestellt, dass sie die Methanolsynthese auf dem 𝐹-Zentrum
hemmen.

In Kapitel sieben werden die Auswirkungen einer Kupferdotierung des 𝐹-Zentrums auf der KCl-
(100)-Oberfläche untersucht. Es zeigt sich, dass das Metallatom stark mit dem Defekt wechselwirkt und
dessen elektronische Struktur von einem offenschaligen Zustand in einen geschlossenschaligen Zustand
umwandelt. Der dotierte Defekt stabilisiert immer noch die Adsorbate CO, H2CO, und CH3OH,
jedoch dissoziiert er Methanol nicht zu Methan. Anschließend wird die Reaktion der Adsorbate
mit Wasserstoff untersucht, und zweifach hydriertes Kupfer, HCuH, wird als ein thermodynamisch
stabilerer Zustand identifiziert als ein einzelnes Kupferatom im Defekt. Diese Zwischenstruktur
katalysiert die Synthese von Methanol in einer schrittweisen, kupfervermittelten Wasserstoffaddition.
Die kinetischen Eigenschaften dieser Reaktion werden mit einer kinetischen Monte Carlo Simulation
analysiert. Das Ergebnis ist eine Reaktionsgeschwindigkeit, die die Reaktionsgeschwindigkeit im
leeren Defekt und auf dem herkömmlichen Katalysator um mehrere Größenordnungen übertrifft.

In der Zusammenfassung und dem Ausblick werden die Ergebnisse dieser Arbeit zusammengefasst
und bewertet, in welcher Weise sie die Grundlage für die zukünftige Forschung zu den physikalischen,
chemischen und katalytischen Eigenschaften defekter Alkalihalogenide und elektronisch ähnlicher
Systeme bilden. Inbesondere das kupferdotierte 𝐹-Zentrum stellt einen vielversprechenden Kandidaten
für katalytische Hydrierungen dar.
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CHAPTER 1

Introduction

Catalysis is one of the most important fields of contemporary chemistry, as it is an indispensable asset
for the efficient large-scale production of substances like methanol, ammonia, and their derivatives,
which is in the order of several hundred million tons per year as it enables and facilitates kinetically
hindered reactions.[1, 2] The topic is divided into homogenous catalysis, in which the catalyst is in the
same phase as the reactants, and heterogeneous catalysis, which takes place at the phase boundary
between catalyst and reactants and is the focus of this work.[3, 4]

Catalysts come in all shapes and forms, and even the same reaction can be catalyzed in different
ways. This is notably the case for the first reaction examined in this work, the hydrogenation of nitrogen.
Thanks to its apolarity, stable triple bond, and low boiling point, the nitrogen molecule has become the
most abundant component in the Earth’s atmosphere, comprising about 70% of it. Yet, the element
nitrogen is also an essential component of amino acids and nucleobases, which are the fundamental
building blocks of life, meaning that any reaction from the gaseous to its bound form has to overcome
the second-strongest covalent bond in chemisty.[5] This results in reaction barriers in the range of
4 − 6 eV,[6, 7] so the assistance of a catalyst is required to make the reaction thermodynamically
feasible. In nature, this task is taken over by a class of enzymes called nitrogenases,[8–10] which
carry out the reaction in alternating steps of protonation and single-electron reduction in aqueous
solution at room temperature. In the industry, the Haber–Bosch process is the method of choice to
react molecular hydrogen and nitrogen via homolytic cleavage of the molecules on iron.[6, 11–13]
Developed at the beginning of the 20th century,[11, 12] this process is indispensible for the production
of nitrogen-based fertilizers, but it suffers from a huge energy usage of 1-2% of the worldwide annual
energy production due to the high temperatures of 700 − 800 K and pressures of 50 − 200 bar required
for the reaction. The reaction also consumes 3-5% of the annual natural gas production to generate the
required amounts of hydrogen,[14] but it remains without a reasonable alternative to date. Hence,
there is plenty of research for alternative catalysts to reduce the energy requirements, with the most
promising candidate currently being an electride-assisted reductive ruthenium catalyst.[15, 16]

The other reaction investigated in this work is the hydrogenation of carbon monoxide and carbon
dioxide. In this case, the choice of catalyst determines the final product based on the same reagents.
Copper-based catalysts lead to the synthesis of methanol, as employed in the industrial methanol
synthesis with CO/CO2,[17] but nickel-based catalysts yield a complete reduction to methane, as
utilized in the Sabatier process with CO2.[18] The former is an industrially crucial process with an
annual production of above 100 million tons of methanol,[2] which is the focus in this work, while
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Chapter 1 Introduction

the latter is a crucial reaction in the methaniation of the greenhouse gas carbon dioxide to synthetic
natural gas for the generation of carbon neutral fuels.[19]

The current catalysts used for the synthesis of methanol are still based on the original copper/zinc
oxide catalyst first developed in 1966.[17] Although they feature additional oxides such as MgO,
Al2O3, or SiO2 to improve stability during synthesis, the general chemistry and overall reaction
rates for modern catalysts have remained the same, requiring high temperatures of ∼ 500 K and high
pressures of ∼ 50 bar to operate, which has led to extensive research into optimizing and improving
the catalyst.[17, 20–29]

Since the use of catalysis is so widespread and crucial for modern life, the search for cheaper,
more efficient, more stable, and less toxic catalysts is just as important as understanding already
established catalysts, as many reactions still rely on expensive nobel metals like platinum, ruthenium,
or iridium or on toxic compounds like osmium-(VIII)-oxide and numerous organometallic molecules.
For most of the 20th century, this research was limited to experimental investigations, but thanks to the
increasing computational power of computers and the development of efficient quantum chemical
methods such as density functional theory (DFT) or domain based local pair-natural orbital singles
and doubles coupled cluster theory with perturbative triples (DLNPO-CCSD(T)),[30] the field of
theoretical chemistry has become a powerful tool to predict the properties of prospective catalytic
materials and analyze reaction mechanisms to further facilitate research.[31–37]

In the wake of this development, this work shines a light on a group of crystalline substances that
are generally not known for their heterogeneous catalytic activity, namely the alkali halides, e.g., halite
(NaCl, rock salt) and sylvite (KCl, potash salt). These compounds are readily accessible in large
underground deposits or in ocean water and are largely non-hazardous to human and environmental
health, making them cheap and sustainable reagents, but they are also almost completely inert in their
pristine solid state due to their wide band gap.[38] However, the introduction of defects into their
lattice significantly changes their electronic structure, potentially activating their surface and turning
them into catalytically active materials.

Generally, there exists a wide range of crystallographic defects.[39] There are two-dimensional
planar defects like grain boundaries, which occur at the interface between crystals, or stacking faults,
where repeating atom layers are stacked in the wrong order, and one-dimensional line defects like edge
dislocations and screw dislocations, where a plane of atoms in the lattice terminates within the bulk.
The simplest defects are zero-dimensional point defects, which are centered around a single lattice
point, e.g., vacancy defects such as Schottky defects, where some lattice sites are left unoccupied,
substitutions with atoms of other elements, and interstitial defects such as Frenkel defects, where an
atom leaves its lattice site and moves to a site between the regularly occupied lattice positions.

Of those, the 𝐹 center is a particularly promising candidate for chemical activity, because it is
composed of a single electron that replaces a halide ion in the alkali halide lattice,[40] which is much
more mobile than the ion. Named after its ability to tint the otherwise transparent crystals (𝐹 stands
for "Farbe", engl. color), it occurs naturally or can be introduced via heating, irradiation, additive
coloring, or electrolysis. The physical properties of the defect have been investigated experimentally
in extensive detail, from their formation process [41–48] and their response to pressure [49, 50] to
their interaction with electromagnetic radiation [51–64] and their diffusion behavior.[65–72]

On the other hand, the chemical potential of the 𝐹 centers has only been studied in a few experimental
works about the dissociation of water [73, 74] and the reduction of adsorbed salicylic acid.[75, 76]
And although there exists ample of theoretical work on the alkali halides 𝐹 centers in the bulk of LiF
and NaCl [77–84] and other systems,[85, 86], only a handful investigated the defect on the surface and
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its interaction with adsorbates,[84, 87–89] corroborating the findings for salicylic acid and indicating
that the defect acts as a strong local reducing agent.

In continuation of these studies, this work seeks to deepen the theoretical understanding of the
physical properties of the 𝐹 center and explore its chemical properties in closer detail, investigating
the influence of the defect on reactions of small adsorbed molecules.

First, the electronic properties of the alkali halides NaCl, KCl, NaBr, and KBr and their 𝐹 centers
are assessed in chapter 3. Employing the theoretical multi-level approach introduced in [89], an
optimization with the GGA-functional PBE [90] followed by a single-point calculation with a self-
consistent dielectric-dependent global hybrid, the dielectric constant, the band gap, the conduction
band minimum, and the valence band maximum of the pristine alkali halides are evaluated and
compared to experimental references. Next, the band structures of the defective alkali halides are
calculated and the electronic properties of the 𝐹 center are characterized and examined for similarities,
trends, and differences between the different structures. In the final section, the simplest defect
agglomeration, the 𝑀 center, is explored. Composed of two directly adjacent 𝐹 centers, it is a natural
side product of their generation and a potential candidate for optical information storage systems [91,
92] that was extensively investigated in experiments.[93–102].

Chapter 4 is about the mobility of the 𝐹 center in the bulk and across the (100) surface of the same
set of alkali halides, which is relevant for understanding the dynamic properties of the defect and its
potential ramifications for its interaction with adsorbed molecules and its catalytic activity. Moreover,
the results are evaluated in a comparison with experimental data on the 𝐹 center migration in alkali
halides,[65–72] and the relevance of electronic and thermal effects is investigated.

After establishing the theoretical framework and basic understanding of the properties of the 𝐹
center, the methodology is employed to investigate the hydrogenation of nitrogen on the defective KCl
(100) surface in chapter 5. This reaction is not only of great significance for contemporary chemistry,
as mentioned above, but it is also a perfect model system for studying the catalytic capabilites of the
alkali halide 𝐹 center, because it consists of small molecules that can react only in a limited range
of reactions. First, the interaction of N2 with the 𝐹 center is evaluated, before the reaction with H2
toward hydrazine is modeled and calculated based on the two reaction paths found in the gas-phase
reaction to examine the strength and nature of a catalytic effect. In addition, parts of these calculations
are repeated on NaCl to check the similarities and differences between the KCl and NaCl 𝐹 centers
with respect to their chemical capabilities.

Chapter 6 is about the hydrogenation of the gaseous carbon oxides on the defective KCl (100)
surface, which is another set of reactions chosen for their model simplicity, relevance in contemporary
chemistry, and the fact that neither of them takes place without a catalyst. The interaction of the
various reagents, intermediates, and products with the 𝐹 center is evaluated, and the reactions from
CO and CO2 to methanol are calculated and evaluated regarding their thermodynamic and kinetic
properties. Finally, interfering side reactions are investigated and the results are compared to the
gas-phase reaction and the performance of conventional copper catalysts.

In chapter 7, the KCl 𝐹 center is doped with a copper atom to examine the effect of doping on the
reductive behavior and catalytic effect regarding the hydrogenation of carbon monoxide to methanol.
The interaction with all relevant reactants is examined, and the reaction diagram of the hydrogenation
is investigated until complete reduction to methane. The theoretical performance of the copper-doped
𝐹 center as catalyst is then simulated and compared to the empty 𝐹 center and industrial catalysts.

Finally, the results of this thesis are summarized in chapter 8, based on which the future chemical
and catalytic potential of the alkali halide 𝐹 centers is evaluated.
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CHAPTER 2

Theoretical Background

In this chapter, the theoretical foundations for this thesis are explained on the base of literature and
lectures on quantum chemistry,[103–105], ranging from the quantum mechanical description of
many-particle systems to solid-state theory and statistical mechanics.

2.1 Many-Body Wave Function

The most fundamental problem quantum chemistry seeks to solve is the Schrödinger equation of a
system composed of 𝑀 nuclei and 𝑁 electrons, which in its time-independent, non-relativistic form is
described by

ĤΨ(®𝑟, ®𝑅) = 𝐸Ψ(®𝑟, ®𝑅) (2.1)

where the Hamilton operator Ĥ is applied to the wave function Ψ of the system to yield its total energy
𝐸 . Ĥ for a system of 𝑀 nuclei 𝐴 and 𝐵 at the positions ®𝑅 and 𝑁 electrons 𝑖 and 𝑗 at the positions ®𝑟
can be written as

Ĥ = −
𝑁∑︁
𝑖=1

∇2
𝑖

2
−

𝑀∑︁
𝐴=1

∇2
𝐴

2𝑀𝐴

−
𝑁∑︁
𝑖=1

𝑀∑︁
𝐴=1

𝑍𝐴

𝑟𝑖𝐴
+

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗>𝑖

1
𝑟𝑖 𝑗

+
𝑀∑︁
𝐴=1

𝑀∑︁
𝐵>𝐴

𝑍𝐴𝑍𝐵

𝑅𝐴𝐵

= T̂N + T̂e + V̂NN + V̂eN + V̂ee

(2.2)

where T̂ are the kinetic operators and V̂ the potential operators of the nuclei and electrons. Their mass
is considered by the mass ratio 𝑀𝐴 between the nucleus 𝐴 and the electron mass 𝑚e and the charge of
𝐴 is reflected by 𝑍𝐴.

Equation 2.2 can be further simplified via the application of the Born–Oppenheimer approxima-
tion [106]. Since the mass of the nuclei is at least three orders of magnitude greater than that of the
electrons, their motion can be separated as the movement of the nuclei is effectively frozen compared
to the movement of the electrons. Consequently, the kinetic energy of the nuclei can be neglected,
their interaction treated as a Coulomb repulsion between point charges at fixed positions, and the
Coulomb attraction to the electrons is simplified.

ĤBO = −
𝑁∑︁
𝑖=1

∇2
𝑖

2
−

𝑁∑︁
𝑖=1

𝑀∑︁
𝐴=1

𝑍𝐴

𝑟𝑖𝐴
+

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗>𝑖

1
𝑟𝑖 𝑗

+
𝑀∑︁
𝐴=1

𝑀∑︁
𝐵>𝐴

𝑍𝐴𝑍𝐵

𝑅𝐴𝐵
(2.3)
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Chapter 2 Theoretical Background

The many-body wave function Ψ can be approximated as a Slater determinant of 𝑁 orthonormal
single-electron spin orbitals 𝜒𝑖 (𝑞𝑖) as

Ψ(1, 2, . . . , 𝑁) = 1
√
𝑁!

���������
𝜒1(𝑞1) 𝜒2(𝑞1) · · · 𝜒𝑁 (𝑞1)
𝜒1(𝑞2) 𝜒2(𝑞2) · · · 𝜒𝑁 (𝑞2)
...

...
. . .

...

𝜒1(𝑞𝑁 ) 𝜒2(𝑞𝑁 ) · · · 𝜒𝑁 (𝑞𝑁 )

��������� (2.4)

with 𝑞𝑖 (𝑖 = 1, . . . , 𝑁) being the spatial and spin coordinates of electron 𝑖. This ansatz inherently
fulfills the basic requirements of a fermionic wave function, which consist of its anti-symmetry and
the Pauli principle.

2.2 Density Functional Theory

One way to numerically approximate the solution of the many-body Schrödinger equation is the
density functional theory (DFT). According to the equations by Hohenberg and Kohn,[107] it links
the electron density 𝜌 of a quantum mechanical system to its ground state energy 𝐸0 via a functional
𝐹. This formulation replaces the many-body problem by an effective one-electron density, which only
depends on the spatial coordinates and the number 𝑁 of electrons in the system.

2.2.1 Hohenberg–Kohn Theorems

The relationship of 𝜌 and 𝐸0 is specified by the two theorems by Hohenberg and Kohn. The first
theorem shows that it is possible to calculate the exact ground state energy from the electron density
with the exact functional 𝐹exact,

𝐸0 = 𝐹exact
[
𝜌0

]
(2.5)

The second theorem applies the variational principle by Rayleigh and Ritz [108, 109] to the first
theorem, stating that any valid test density yields an energy larger or equal to the ground state energy,
according to

𝐸0 ≤ 𝐹exact [𝜌test(®𝑟)] (2.6)

This circumstance makes numerical convergence to the true density possible. The exact functional
𝐹exact is not yet known, but there are various approximations to it.

2.2.2 Kohn–Sham Equations

The energy functional 𝐸𝐾𝑆 can be composed of terms similar to the Hamilton operator in equation 2.2
as

𝐸𝐾𝑆 [𝜌(®𝑟)] = 𝑇e [𝜌(®𝑟)] +𝑉NN +𝑉eN [𝜌(®𝑟)] + 𝐽 [𝜌(®𝑟)] + 𝐸𝑥𝑐 [𝜌(®𝑟)] (2.7)

where 𝐽 is the classical Coulomb interaction of the electrons and 𝐸𝑥𝑐 an expression containing all
non-classical exchange and correlation interactions.

DFT does not require orbitals to calculate the energy from the electron density, but it can only
approximate the kinetic energy 𝑇e and the exchange correlation term 𝐸𝑥𝑐.Unfortunately, 𝑇e represents a
large part of the total energy, and purely density-based functionals struggle to describe it with sufficient
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2.2 Density Functional Theory

accuracy. To address this, Kohn and Sham introduced orbitals to DFT, which is denoted as Kohn–Sham
density functional theory (KS-DFT). This allows the exact calculation of the non-interacting part of
the kinetic energy 𝑇𝐾𝑆 , which accounts for the largest share of 𝑇𝑒. The remainder 𝑇𝑐, which is based
on the correlation of the electrons, is consequently merged into the exchange correlation term 𝐸𝑥𝑐.

The density 𝜌 is obtained as the integral of the squared all-electron KS wave function Φe as

𝜌(®𝑟) = 𝑁
∫

|Φe(®𝑟2, · · · , ®𝑟𝑁 ) |
2
𝑑®𝑟2 · · · 𝑑®𝑟𝑁 (2.8)

Analogous to equation 2.4, Φe is composed as a Slater determinant of the KS orbitals 𝜙𝑖 (®𝑟).
Similarly, the one-electron Schrödinger equation for KS-DFT is based on the Kohn–Sham orbitals

instead of the electron density, yielding the Kohn–Sham equation−
1
2
∇2
𝑖 −

𝑀∑︁
𝐴

𝑍𝐴���®𝑟 − ®𝑅𝐴
��� +

∫
𝜌(®𝑟′)
|®𝑟 − ®𝑟′| +𝑉𝑥𝑐 (®𝑟)

 𝜙𝑖 (®𝑟) = 𝜀𝑖𝜙𝑖 (®𝑟). (2.9)

where 𝑉𝑥𝑐 is the exchange correlation potential containing all approximations, and 𝜀𝑖 is the energy of
orbital 𝜙𝑖 .

2.2.3 Exchange-Correlation Functionals

Whereas the exact exchange-correlation functional remains unknown, many approximations to it have
been developed over the course of time. The quality of the various functionals usually correlates with
computational effort, but unlike methods from wave function theory, they cannot be systematically
improved. Yet, they can be divided into different classes depending on their complexity. The most
common subdivision is called Jacob’s ladder after Perdew and Schmidt,[110], and in the following, its
rungs are depicted in ascending order of complexity. The simplest functionals are based on LSDA
(Local Spin Density Approximation) for open-shell calculations and LDA for closed-shell calculations.
These functionals assume that the gradient of the electron density is sufficiently small that the exchange
and correlation at each point of the system can be approximated by the homogeneous electron gas. In
this case, the electron exchange energy 𝐸𝑥 for a given density 𝜌 is analytically known as

𝐸
LDA
𝑥 [𝜌] =

∫
𝜌(®𝑟)𝜖𝑥 (𝜌(®𝑟))𝑑®𝑟 (2.10)

with the exchange term 𝜖𝑥 amounting to

𝜖𝑥 = −3
4

(
3
𝜋

) 1
3

[𝜌(®𝑟)]
1
3 . (2.11)

The correlation energy 𝐸𝑐 is obtained as a numerical fit of a quantum Monte Carlo simulation of the
homogeneous electron gas.

By their nature, LD(S)A functionals are a sufficient approximation for homogeneous systems like
metals, but they exhibit shortcomings in describing the geometry and electronic structure of more
complex systems. The local inhomogeneity of their electron density can be taken into account by
considering the gradient of the density, and the type of approximation utilizing this approach is called

7



Chapter 2 Theoretical Background

generalized gradient approximation (GGA). The corresponding functionals scale the exchange of the
homogeneous electron gas with a factor 𝐹 (𝑠) according to

𝜖
GGA
𝑥 [𝜌] = 𝜖LDA

𝑥 𝐹 (𝑠) (2.12)

where the scaling factor depends on the dimensionless density gradient 𝑠,

𝑠 =
|∇𝜌 |

2(3𝜋2)
1
3 𝜌

4
3

(2.13)

In the case of the GGA-functional PBE [90], which is applied extensively in this thesis, 𝐹 (𝑠) depends
on two parameters 𝜅 and 𝜇 according to

𝐹
PBE(𝑠) = 1 + 𝜅 − 𝜅

1 + 𝜇𝑠2/𝜅
. (2.14)

Both parameters are derived from physical considerations based on model systems.

The next rung on the Jacob’s ladder consists of the meta-GGA functionals, which also take the
second derivative of the electron density into consideration. Apart from a generally more accurate
calculation of the exchange energy, it also allows the kinetic energy density

𝜏𝜎 (®𝑟) =
𝑜𝑐𝑐∑︁
𝑖

1
2

��∇Φe(®𝑟)
��2 (2.15)

of the occupied Kohn–Sham orbitals Φe to be fully considered. Two prominent representatives of this
rung are TPSS [111] and SCAN [112].

All functionals up to this point are impeded by the fact that KS-DFT reduces the information
contained in the many-electron wave function as it maps it to the electron density. This approximation
breaks down the moment the interaction of an electron with itself is considered, because the electron
density makes it impossible to distinguish electrons and a functional consequently yields Coulomb
repulsion where it should be zero. Hence, this error is called self-interaction error (SIE). One way to
address this inadequacy is to replace a fraction 𝛼 of a functional’s exchange with exact Fock exchange
𝐸

F
𝑥 , obtained as two-electron integral based on the KS orbitals 𝜙𝑖 according to

𝐸
F
𝑥 = −1

2

∑︁
𝑖, 𝑗

∬
𝜙
∗
𝑖 (®𝑟1)𝜙

∗
𝑗 (®𝑟2)

1
𝑟12

𝜙 𝑗 (®𝑟1)𝜙𝑖 (®𝑟2)𝑑®𝑟1𝑑®𝑟2. (2.16)

The resulting functional is called hybrid functional, which in its most basic shape is defined as

𝐸
hyb
𝑥𝑐 = 𝐸

GGA
𝑐 + (1 − 𝛼)𝐸GGA

𝑥 + 𝛼𝐸F
𝑥 . (2.17)

A particular hybrid functional employed in this thesis is PBE0,[113] which is based on the GGA
functional PBE, with 25 % exact exchange. For solid state insulators, there exists a physical relationship
between the exact exchange fraction 𝛼 and the static dielectric constant 𝜖∞ of the system, described by
Skone et al. [114] as

𝛼 =
1
𝜖∞
. (2.18)
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2.2 Density Functional Theory

𝛼 can be calculated from experimental data for 𝜖∞, or alternatively be obtained from first principles
based on density functional second-order perturbation theory [115, 116]. In this work, this was done
in a self-consistent manner until a convergence of Δ𝛼 < 0.1% was reached. The resulting hybrid
functional is a self-consistent dielectric-dependent global hybrid (sc-DDGH), and the one used in this
thesis is denoted as sc-PBE0, since it is based on PBE0.

2.2.4 Dispersion Correction

In addition to the self-interaction error, the London dispersion forces are another significant non-local
interaction which are insufficiently described by density functional theory. As a consequence of
the fluctuating electron distribution in a system, they pertain to the correlated interactions and
can be described by post-Hartree–Fock methods or approximated by a correction scheme like the
D3(BJ)-correction by Grimme et al. [117, 118]

This method is based on the pairwise interaction of a system’s 𝑀 nuclei 𝐴, 𝐵 according to

𝐸
𝐷3(𝐵𝐽 )
disp = −1

2

𝑀∑︁
𝐴,𝐵

∑︁
𝑛=6,8

𝑠𝑛
𝐶
𝐴𝐵
𝑛

𝑟
𝑛
𝐴𝐵 +

[
𝑓 (𝑟0

𝐴𝐵)
]𝑛 (2.19)

where 𝑅𝐴𝐵 is the distance between the nuclei, 𝐶𝑛 represents the average dispersion coefficient of the
𝑛th order, and 𝑠𝑛 is the functional-dependent scaling factor. The dispersion coefficient of the sixth
order 𝐶6 is obtained from the Casimir–Polder equation

𝐶
𝐴𝐵
6 =

3
𝜋

∫ ∞

0
𝛼
𝐴(𝑖𝜔)𝛼𝐵 (𝑖𝜔)𝑑𝜔 (2.20)

in which 𝛼 and 𝛽 are the averaged dipole polarizabilities at frequency 𝜔. In practice, the coefficient is
computed with TD-DFT calculations for model hydrides of all elements. 𝐶6 of the real system is then
calculated by mapping the geometric coordination number of the nuclei to the model system values
and interpolating or extrapolating the coefficient accordingly.
𝐶8 is computed from 𝐶6 according to

𝐶
𝐴𝐵
8 = 3𝐶𝐴𝐵6

√︃
𝑄
𝐴
𝑄
𝐵 (2.21)

with 𝑄 depending on the multipole-type expectation values the nuclear charge of their respective
nuclei.

For small distances, D3 shows an unphysical singularity. This is counteracted by the additional
damping term 𝑓 (𝑟0

𝐴𝐵), whose function was proposed by Becke and Johnson [118] as

𝑓 (𝑟0
𝐴𝐵) = 𝑎1𝑅

0
𝐴𝐵 + 𝑎2 (2.22)

with

𝑅
0
𝐴𝐵 =

√√
𝐶
𝐴𝐵
8

𝐶
𝐴𝐵
6

(2.23)

and the empirically fitted parameters 𝑎1 and 𝑎2.
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Chapter 2 Theoretical Background

2.3 Solid State Quantum Chemistry

In its ideal configuration, a crystalline solid can be described as a three-dimensional, infinite
arrangement of atoms composed of repeating lattice points. These points are indistinguishable from
each other and are related by lattice vectors ®𝑇 . Accordingly, neighboring lattice points are linked
through basis vectors ®𝑎 as

®𝑇 =

3∑︁
𝑖=1

𝑛𝑖 ®𝑎𝑖 , 𝑛𝑖 ∈ Z, (2.24)

generating a network of the smallest periodically repeating parallelepipeds, called primitive unit cells
(PUC). However, in crystallographic terms, the conventional unit cell (CUC) is usually of greater
interest, since it contains the entire symmetry of the crystal. The CUC is composed of one to four
lattice points and belongs to one of 230 space groups.

Positions inside the unit cell are represented by ®𝑓 , which are constructed from the basis vectors ®𝑎
and fractional coordinates 𝑢 as

®𝑓 =
3∑︁
𝑖=1

𝑢𝑖 ®𝑎𝑖 , 𝑢𝑖 ∈ R (2.25)

Unlike a notation in Cartesian coordinates, these are independent of the size and shape of the unit cell.

For the quantum-chemical description of a periodic solid, it is often necessary to use a reciprocal
lattice with the basis vectors 𝑏. These are related to 𝑎 via

®𝑏𝑖 · ®𝑎 𝑗 = 2𝜋𝛿𝑖 𝑗 ,

®𝑏𝑘 = 2𝜋
®𝑎 𝑗 × ®𝑎𝑖
𝑉

, 𝑖, 𝑗 , 𝑘 ∈ 1, 2, 3
(2.26)

where 𝑉 is the volume of the PUC and 𝛿𝑖 𝑗 the Kronecker delta. Analogous to the real basis vectors,
the reciprocal lattice vectors ®𝑏 produce a reciprocal lattice vector ®𝐺 via

®𝐺 =

3∑︁
𝑖=1

𝑚𝑖
®𝑏𝑖 , 𝑚𝑖 ∈ Z. (2.27)

Similarly, a general position in reciprocal space is given by the vector ®𝑘 ,

®𝑘 =

3∑︁
𝑖=1

𝑘𝑖
®𝑏𝑖 , 𝑘𝑖 ∈ R. (2.28)

Instead of a parallelepiped, the reciprocal unit cell consists of the first or irreducible Brillouin zone
(IBZ). It is constructed as a Voronoi cell around the origin of the reciprocal lattice, which terminates
halfway to the adjacent lattice points. Its real-space counterpart is called the Wigner–Seitz cell.
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2.3 Solid State Quantum Chemistry

2.3.1 Bloch’s theorem

Due to the periodicity of the infinite crystal, the electrons experience a similarly periodic nuclear
attraction 𝑉 , which repeats with ®𝑇 as

𝑉 (®𝑟) = 𝑉 (®𝑟 + ®𝑇). (2.29)

Because of the translational symmetry of the system, the translational operator 𝑇 commutes with the
Hamilton operator, yielding a common eigenbasis. Consequently, every periodically repeated section
of the wave function 𝜙(®𝑟 + ®𝑇) can be separated into a phase factor and the wave function in the origin
cell as follows

𝜙(®𝑟 + ®𝑇) = 𝑒𝑖 ®𝑘 · ®𝑇𝜙(®𝑟). (2.30)

Equation 2.30 is the fundamental result of Bloch’s theorem.
On this basis, the eigenfunctions of the Hamilton operator can be constructed as the product of a

plane wave 𝑒𝑖 ®𝑘 · ®𝑟 and a lattice-periodic function 𝑢𝑘 ,

𝜙
®𝑘 (®𝑟) = 𝑒𝑖 ®𝑘 · ®𝑟𝑢𝑘 (®𝑟) (2.31)

to obtain the so-called Bloch functions.
The crystal wave function consists of crystal orbitals 𝜑 ®𝑘

𝑎, which are obtained as a linear combination
of Bloch functions 𝜙 ®𝑘

𝑎 according to

𝜑
®𝑘
𝑎 (®𝑟) =

∑︁
𝜇

𝑐
®𝑘
𝜇𝑎𝜙

®𝑘 (®𝑟). (2.32)

The nature of the lattice-periodic function 𝑢𝑘 (equation 2.31) is dependent on the choice of basis set.
It can consist of atom-centered atomic orbitals like in the solid-state program package CRYSTAL [119],
or of atom-independent plane waves of the general shape

𝑢 ®𝐺 (®𝑟) = 𝑒
𝑖 ®𝐺 · ®𝑟 (2.33)

determined by the reciprocal lattice vector ®𝐺, as defined in equation 2.27.
The basis set is truncated through 𝐸cut, which limits ®𝐺 according to

𝐸cut ≥
1
2

��� ®𝐺���2 . (2.34)

The choice of 𝐸cut is usually tied to convergence criteria related to the total energy, geometry, or
electronic structure of the system.

11
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2.3.2 Born–von Kármán Boundary Conditons

So far, the crystal was assumed to be perfect and infinitely extended. However, the description of
such a system is not possible in practice, and a truncation has to be made in a way that maintains the
translational invariance of the crystal. This condition is fulfilled by the boundary conditions proposed
by Born and von Kármán for a large part of the crystal, the main region,

𝜙(®𝑟) = 𝜙(®𝑟 + 𝑁𝑖 ®𝑎𝑖), 𝑖 ∈ 1, 2, 3, 𝑁𝑖 ∈ N. (2.35)

containing 𝑁 unit cells in all three dimensions of the lattice 𝑁𝑖 being

𝑁 =

3∏
𝑖=1

𝑁𝑖 . (2.36)

Applying these periodic boundary conditions to the Bloch functions yields

𝜙(®𝑟 + 𝑁𝑖 ®𝑎𝑖 , ®𝑘) = 𝑒
𝑖 ®𝑘 ·𝑁𝑖 ®𝑎𝑖𝜙(®𝑟, ®𝑘) (2.37)

on the condition that 𝑒𝑖 ®𝑘 ·𝑁𝑖 ®𝑎𝑖 = 1. This is given by

𝑒
𝑖 ®𝑘 ·𝑁𝑖 ®𝑎𝑖 = 𝑒𝑖Σ

3
𝑗=1𝑘 𝑗

®𝑏 𝑗 ·𝑁𝑖 ®𝑎𝑖 = 𝑒𝑖Σ
3
𝑗=1𝑘 𝑗2𝜋 𝛿𝑖 𝑗𝑁𝑖 = 𝑒

𝑖2𝜋𝑘𝑖𝑁𝑖 = 1. (2.38)

This restricts the set of all wave vectors ®𝐺 (equation 2.27) to a subset of allowed wave vectors ®𝜅,
which are limited as follows

®𝜅 =
3∑︁
𝑖=1

2𝜋𝑚𝑖
𝑁𝑖

®𝑏𝑖 , 𝑚𝑖 ∈ Z. (2.39)

The overall number of ®𝜅 is still infinite, but the phase vectors in equation 2.38 are 2𝜋-periodic, which
makes it possible to limit the choice of 𝑚𝑖 to the interval [0, 1] or [− 1

2 ,
1
2 ] corresponding to the

irreducible Brillouin zone (IBZ).

2.3.3 Monkhorst–Pack Grid

One way to implement the Born–von Kármán boundary conditions in practice is the Monkhorst–Pack
grid [120, 121]. It subdivides the reciprocal lattice vectors ®𝑏𝑖 with the shrinking factors 𝑠𝑖 into even
sections

®𝑏1
𝑠1
,
®𝑏2
𝑠2
,
®𝑏3
𝑠3
. (2.40)

This truncates the amount of allowed wave vectors, determining the number of 𝜅-points considered
within the IBZ. Symmetry equivalent points on the boundaries of the IBZ are weighted accordingly.
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2.4 Thermodynamics and Kinetics

The electronic energies 𝐸0 obtained from a quantum chemical calculation cannot directly be correlated
with experimental results. They need to be augmented with thermodynamic contributions to obtain the
system’s enthalpy 𝐻, entropy 𝑆, and Gibbs free energy 𝐺, which can be compared to measurements.
The Gibbs free energy 𝐺, which is the most relevant quantity for reaction kinetics, is computed from
the enthalpy 𝐻 and the entropy 𝑆 at a given temperature 𝑇 according to

𝐺 (𝑇) = 𝐻 (𝑇) − 𝑇𝑆(𝑇). (2.41)

The enthalpy 𝐻 herein is calculated as

𝐻 (𝑇) = 𝑈 (𝑇) + 𝑝𝑉 (2.42)

where𝑈 is the inner energy, 𝑝 is the pressure, and𝑉 the volume assumed by the system. Approximately,
the latter term for 𝑝𝑉 is close to 0 for the solid state and derived from the ideal gas law for the gas
phase

𝑝𝑉 = 𝑛𝑅𝑇 (2.43)

where 𝑛 is the molar amount of substance and 𝑅 the ideal gas constant. The inner energy𝑈 is finally
obtained from the electronic energy 𝐸0, the zero-point vibrational energy 𝐸𝑍𝑃𝑉𝐸 , and the various
thermal contributions 𝐸𝑇 :

𝑈 (𝑇) = 𝐸0 + 𝐸𝑍𝑃𝑉𝐸 + 𝐸𝑇 (𝑇) (2.44)

For gas-phase molecules, 𝐸𝑍𝑃𝑉𝐸 and 𝐸𝑇 (𝑇) are calculated in the RRHO-approximation with a
frequency calculation as implemented in the ORCA program package [122–124]. For the solid
state and the adsorbed molecules, the thermal contributions are obtained in a similar fashion with
a frequency calculation with VASP. Using the method of finite differences [125], the frequencies
𝜔 are obtained in the harmonic approximation via the diagonalized, mass-weighted Hesse matrix.
The results of the frequency calculation help to distinguish not fully converged structures from local
minima, which contain no imaginary frequencies, and transitions states, which contain one imaginary
frequency. Furthermore, the frequencies can be used to calculate the thermal corrections and the
entropy 𝑆 according to eqns. 2.45 and 2.46 from statistical mechanics, respectively.

𝐸𝑍𝑃𝑉𝐸 + 𝐸𝑇 (𝑇) = ℎ𝜔𝑖
𝑁∑︁
𝑖=1

©­«1
2
+ 1

𝑒
ℎ𝜔𝑖
𝑘B𝑇 − 1

ª®¬ (2.45)

𝑆(𝑇) = 𝑘B

𝑁∑︁
𝑖=1

©­« ℎ𝜔𝑖

𝑘B𝑇𝑒
ℎ𝜔𝑖
𝑘B𝑇 − 1

− ln
(
1 − 𝑒

ℎ𝜔𝑖
𝑘B𝑇

)ª®¬ (2.46)

Due to the singularity of the harmonic entropy for low frequencies, an approximation proposed by
Ribeiro et al. [126] was introduced in which all frequencies smaller than 100 cm-1 were shifted to
100 cm-1.
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For the adsorption of gas-phase molecules, the change of the Gibbs free energy also includes a
contribution of the molecular partial pressure 𝑝 according to

𝐸𝑝 (𝑝, 𝑇) = 𝑘B𝑇 ln

(
𝑝

𝑝
0

)
(2.47)

where the reference pressure 𝑝0 is set to 1 bar.
With the Gibbs energy of the ground states and transition states, the kinetic properties of the

corresponding reactions can be computed. The most fundamental quantity of kinetics, the rate constant
𝑘 , is obtained as

𝑘 =
𝑘B𝑇

ℎ
𝑒

−Δ𝐺‡
𝑘B𝑇 (2.48)

where Δ𝐺
‡ is the energetic difference of the ground state and the transition state. The second

fundamental quantity, the equilibrium constant 𝐾eq, quantifies the concentration ratio of two states
obtained from their energy difference Δ𝐺 as

𝐾eq = 𝑒
−Δ𝐺
𝑘B𝑇 . (2.49)

Alternatively, it is related to the rate constants 𝑘 and 𝑘 ′ for the reaction and corresponding back
reaction via

𝐾eq =
𝑘

𝑘
′ . (2.50)

Combined with equation 2.47, they furthermore result in the Langmuir adsorption equation, which
yields the relative coverage of a surface 𝜃 as

𝜃 =
𝐾eq𝑝

1 + 𝐾eq𝑝
(2.51)

These equations are the foundation for all kinetic calculations in this thesis.

2.4.1 Kinetic Monte Carlo Simulation

The kinetic Monte Carlo (kMC) method is an established method in solid state physics to simulate
diffusion and migration processes in the bulk or on the surface. [127–132] In this work, the same
method was implemented according to the equations by Voter [133] and employed to simulate a
system as it moves from a reagent to a product across a network of reactions, as the fundamental
kinetic principles are the same as for a diffusion or migration process. In principle, the Gibbs free
activation energy Δ𝐺

‡
𝑖 𝑗

at temperature 𝑇 is the only property required for the kMC simulation, yielding
the corresponding rate constant 𝑘𝑖 𝑗 for a reaction from state 𝑖 to 𝑗 as

𝑘𝑖 𝑗 =
𝑘B𝑇

ℎ
𝑒
−

Δ𝐺
‡
𝑖 𝑗

𝑘B𝑇 (2.52)

At any ground state 𝑖, the total reaction rate 𝑘 tot,𝑖 to all attainable states 𝑗 is obtained via the sum of
all individual reaction rates,
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2.4 Thermodynamics and Kinetics

𝑘 tot,𝑖 =
∑︁
𝑗

𝑘𝑖 𝑗 (2.53)

In combination with a uniformly distributed random number 𝑟 from the interval (0,1), 𝑘 tot,𝑖
determines how long the system remains in state 𝑖 before it moves to another state according to

𝑡step = − 1
𝑘 tot,𝑖

ln(𝑟) (2.54)

After the time 𝑡step elapses, the subsequent state is determined via an evaluation of the normalized
reaction rates of all available reaction paths with a probability of

𝑝ij =
𝑘𝑖 𝑗

𝑘 tot,𝑖
(2.55)

each. This process is either repeated to obtain and quantify the equilibrium of all states involved in the
reaction, or it is interrupted once a certain state 𝐽 is reached and returned to another state 𝐼 to simulate
the turnover frequency from state 𝐼 to 𝐽.
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Chapter 3 Electronic Properties of the Alkali Halide 𝐹 and 𝑀 Center

To explore the chemical behavior of the alkali halide 𝐹 center, a theoretical methodology is
established that accurately describes the electronic properties of the alkali halides and the defects.
Based on previous studies,[88, 89] this work employs a multi-level approach with the generalized-
gradient approximation (GGA) functional PBE [90] and the dispersion correction D3(BJ) [117, 118]
for optimization and the PBE-based dielectric-dependent self-consistent hybrid functional sc-PBE0
for the electronic properties,[114, 134] in combination with a plane-wave method as implemented in
the program package VASP.[135–138]

Due to the lack of experimental references for the electronic structure of the alkali halide 𝐹 centers,
the methodology is evaluated on the properties of the pristine bulk and (100) surface of NaCl, KCl,
NaBr, and KBr. The calculated dielectric constants 𝜖∞ for NaCl, KCl, NaBr, and KBr reproduce
the experimental dielectric constants [139] within a 1% error. To enhance the comparability of
the calculated band structure with the experiments, the electron-phonon coupling is computed on
GGA-level, yielding a result for NaCl that is in line with a previous calculation.[140] For NaCl, the
calculated electronic band gap (BG), conduction band minimum (CBM), and valence band maximum
(VBM) are within 0.3 eV of the experimental values (literature review [141]), and for KCl, they are
within 0.2 eV of the experiments (literature review [89]). For KBr, the results are within 0.2 eV of the
averaged experimental results,[142–160] and for NaBr, the results for BG and VBM are within 0.3 eV
of the averaged experimental results [144, 148, 151, 154, 157, 158, 160–163], but the CBM deviates
by ∼ 0.6 eV. This divergence is likely based on the inconsistencies in the setup of the experimental
references and the low amount of data. It is found that the surface band gap undercuts the bulk band
gap by 0.1 − 0.6 eV, which is explained with the existence of additional surface states. In summary,
the methodology accurately reproduces the electronic properties of all four alkali halides, surpassing
the performance of the standard global hybrid PBE0 [113] by 1 − 2 eV.

Calculating the 𝐹 center in bulk, it is found that the electronic structure is qualitatively identical
among the four investigated alkali halides. Their defect bands lie 4 − 5 eV above the valence band
maximum and 3 − 4 eV below the conduction band minimum. In the case of the 𝛼-ladder, the band
gap between VBM and CBM is enlarged compared to the pristine bulk because the defect electron
destabilizes the unoccupied bands, and in the case of the 𝛽-ladder, the band gap between VBM
and CBM is diminished because of a favorable interaction between the unoccupied defect band and
the conduction band. A strong correlation is found between the inverse lattice parameter and the
absolute defect band levels of the surface 𝐹 centers, which is in accordance with the theoretical
calculations by Krumhansl and Schwartz and indicates that the defect band level is mostly determined
by Coulomb interaction.[164] The strongly localized 1𝑠-type character of the occupied defect band and
the 2𝑝-type character of the unoccupied excited states of the 𝐹 center are obtained both at GGA-level
and scDDGH-level, matching the results of magnetic resonance experiments [40, 52–56, 64] and
previous theoretical investigations.[78] The excited states are found to be degenerate in the bulk and
split on the surface, according to the lowered symmetry of the defect site, potentially offering a way to
measure the 𝐹 center surface concentration.

For KCl, the electronic structure of the 𝑀 center barely differs from the electronic structure of the 𝐹
center. In accordance with experimental observations, the defect electrons of the neighboring cavities
have an antiferromagnetic ground state, allowing for excitations that are forbidden in the 𝐹 center.
The stability of the 𝑀 center is calculated as −0.3 eV/𝑀-center (exp.: −0.2 eV/𝑀-center [95]).

In conclusion, the combination of PBE and sc-PBE0 reproduces the electronic properties of the
investigated alkali halides within experimental accuracy and qualitatively reproduces the experimental
findings for the 𝐹 and 𝑀 center, validating it as a method for the modeling of the defective system.
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Chapter 4 Mobility of 𝐹 Centes in Alkali Halides

To explore the migration behavior of the 𝐹 center, a DFT-based simulation is carried out for NaCl,
KCl, NaBr, and KBr, employing the same methodology as in chapter 3. The ground and transition
states are computed on GGA and meta-GGA level with the plane-wave program VASP and the nudged
elatic band (NEB) method as implemented by Henkelman et al.[165–170] The energy and electronic
properties of the states are additionally evaluated with the self-consistent dielectric-dependent hybrid
functional sc-PBE0.

First, the migration through the bulk is simulated with PBE,[90] PBE-D3(BJ),[117, 118] PBE-
D4,[171, 172] revPBE,[173] SCAN,[174] and SCAN-rVV10.[175] The direct path via the ⟨110⟩
direction with the least amount of symmetry-reduction is identified as the most favorable path for
all investigated alkali halides and methods, which is in line with previous calculations [176–178]
and indicates that the bulk is too rigid to allow for deviations from the direct path. All functionals
yield the same transition state and the same energetic ordering of the migration barrier, NaCl >
KCl ≥ NaBr > KBr, matching the ordering of the vibrational frequencies of their respective bulk
modes with a high correlation 𝑅2

> 0.98. The barrier is predominantly determined by the energy
required to locally displace the ions, while the ionic radii, the cohesive energy of the crystal, and
the defect formation energies do not have a strong influence on the barrier, indicating that the alkali
halides provide an electronically and geometrically very similar environment for the 𝐹 center. The
dispersion correction has a negligible influence on the migration barrier, but a comparison between
the various functionals shows that the migration process is insufficiently described on GGA and
meta-GGA level, as they overstabilize the transition state by 0.2 − 0.4 eV compared to sc-PBE0.
This is in line with theoretical investigations of the similar polaronic migration of 𝑉𝐾 centers,[179]
and indicates that hybrid functionals are required to describe the 𝐹 center migration. The thermal
expansion of the crystals is investigated regarding its influence on the migration barriers to further
improve comparability with the experimental diffusion measurements.[65–72] The expansion is
approximated via the intrinsic overestimation of the lattice parameter by PBE, PBE-D3(BJ), and
revPBE. An effective temperature 𝑇eff is assigned to each functional based on a regression with
experimental measurements of the thermal expansion,[180–182] and the functional with 𝑇eff closest to
the temperatures in the diffusion measurements is chosen. Based on this, PBE is selected for KCl
and KBr and revPBE is selected for NaCl and NaBr, whereas PBE-D3(BJ) most closely represents
the low-temperature structure. The final migration energy is calculated with sc-PBE0, yielding a
barrier for the high-temperature model that undercuts the low-temperature model by 0.1 − 0.4 eV,
confirming the relevance of considering the thermal expansion. A local frequency calculation of the
ground and transition states is carried out to confirm the validity of the transition states and to obtain
the vibrational contributions to the electronic energy, which reduces the migration barriers by another
0.1 eV. The final migration enthalpies match the experimental results for NaCl, KCl, and KBr well
within 0.1 eV. For NaBr, where no experimental reference was found, a migration enthalpy of 0.93 eV
is predicted. On the (100) surface, the migration energies are smaller than in the bulk by 0.1 − 0.3 eV,
in part due to the lowered symmetry. During the migration, the anion jumps above the neighboring
surface cations to switch places with the 𝐹 center. For KCl and KBr, another energetically favorable
pathway is found with a descending anion, facilitated by the larger size of the potassium ions compared
to the sodium ions. The same findings hold for the descent of the 𝐹 center into the bulk, as calculated
for KCl. Thermal expansion simulated for KCl is found to further reduce the migration energies.

In summary, thermal corrections and hybrid functionals are required to describe the 𝐹 center
migration due to thermal expansion and the self-interaction error, yielding results that agree well with
the experiments, and migration across the surface is more facile than migration through the bulk.
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Chapter 5 Nitrogen Activation on Defective Potassium Chloride and Sodium Chloride

The hydrogenation of nitrogen on the 𝐹 center is explored with the methodology introduced in
chapter 3. The gas phase models are calculated with the LCAO-based program ORCA [122, 123] and
the def2-QZVPPD basis set.[183] The energies of the systems are calculated with PBE-D3(BJ), and
their electronic properties and orbital images are obtained via a single point calculation with sc-PBE0.

First, the interaction of the nitrogen molecule with the defective (100) KCl surface is calculated
and evaluated. Two minimum geometries are found, one parallel and one orthogonal to the surface
plane. A reduction is identified both on GGA-level and sc-DDGH-level based on the shape of the
defect orbital, which resembles the canonical LUMO of N2, and the following findings: a DDEC6
charge analysis [184–186] yields a negative charge of −0.8 𝑒 on the nitrogen molecule, the bond
length is increased from 1.11 Å to 1.19 Å, and the vibrational frequency is lowered from 2425 cm-1

to 1908 cm-1, indicating a weakening of the bond from a bond order of 3 to 2.5. This matches a
calculation of the anion in the gas phase. Furthermore, the molecule shows a strong interaction with
the defective surface, as indicated by an electronic adsorption energy of -0.8 eV for the most stable
configuration and a lowering of the defect band from −3.0 eV to −4.4 eV. Nitrogen is only weakly
bound to the pristine KCl (100) surface by about −0.1 eV, predominantly on the account of dispersion
interactions, and it is highly mobile with low migration barriers (< 0.03 eV), suggesting that the
molecules will swiftly occupy all surface defects.

The hydrogenation of nitrogen to hydrazine is modeled on the basis of the gas-phase reaction via
the two intermediates iso-diimide and cis-diimide. Both diimides are instable in the gas phase,[187]
but their anions are strongly stabilized on the 𝐹 center by about −2.2 eV, indicating a significant
thermodynamic benefit of the 𝐹 center on the reaction intermediates. As for the reaction itself, the
1,1-addition of hydrogen to the molecule is favored over the 1,2-addition both in the gas phase and on
the defect. For this addition, the barrier is reduced from 4.53 eV in the neutral gas phase to 2.21 eV on
the 𝐹 center. This effect is largely attributed to the reduction of nitrogen, as an anionic gas phase
reaction yields a comparable reduction of the reaction barrier to 2.23 eV. A similar reduction of
barrier height is obtained for the 1,2-addition. However, the stabilizing effect is not sufficient to make
either reaction step thermodynamically feasible, because at the temperatures required for reasonable
reaction rates (𝑘 = 0.37 s−1 at 1000 K, close to the melting point of KCl), entropic effects prevent the
adsorption of nitrogen and hydrogen on the surface and force the thermodynamic equilibrium onto the
side of the reagents. As for the subsequent reactions, the hydrogenation of iso-diimide to hydrazine
does not benefit from the reduction, since it is so unstable that it readily reacts with hydrogen on its
own. On the other hand, the barrier for the hydrogenation of cis-diimide on the 𝐹 center is lower than
for the neutral and anionic gas phase analoga, because the surface provides additional stabilization
that enables a reaction via an alternative transition state. In all cases, the anti-bonding 𝜋∗ orbitals
of N2 and the intermediates are identified as the crucial factor for the enhanced reactivity. Since all
transition state orbitals are found to contain significant contributions of anti-bonding orbitals, less
physical strain is required to move the reduced system with a partially occupied 𝜋∗ orbital from its
ground state to its transition state than a neutral system with an empty 𝜋∗ orbital. The adsorption of
nitrogen and the 1,1-addition of hydrogen is also modeled on the defective NaCl (100) surface, which
yields an almost identical adsorption energy and reaction barrier.

In conclusion, the employed methodology successfully models the hydrogenation of nitrogen of the
𝐹 center and identifies that the powerful catalytic effect of the defect is linked to its reductive behavior,
which is most pronounced on reactions that involve molecules with a stable, low-lying HOMO like N2
and CO2. Moreover, the surface cations adjacent to the defect stabilize certain transition states, further
augmenting the catalytic effect.
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Chapter 6 Hydrogenation of CO and CO2 Catalyzed by Potassium Chloride 𝐹 Centers

The hydrogenation of CO and CO2 is modeled according to the methodology outlined in chapter 3,
and the general approach matches the one described for the hydrogenation of nitrogen in chapter 5. To
ensure comparability with the experiments, all thermal corrections are calculated for a temperature of
500 K. Accordingly, the first section focuses on the interaction of the carbon oxides and hydrogen with
the 𝐹 center on the KCl (100) surface. CO and CO2 exhibit the same reduction and bond weakening
as N2 on the defect. Their antibonding canonical 𝜋∗-orbitals are singly occupied by the defect electron
and a Bader charge analysis [188–190] locates a negative charge of −0.81 𝑒 on CO and −0.88 𝑒 on
CO2. Additionally, their bond lengths are increased, CO2 is bent on the defect, and their vibrational
modes are lowered from 2127 cm-1 to 1670 cm-1 for CO and from 2368 cm-1 to 1734 cm-1 for the
asymmetric stretching mode of CO2. Both molecules also show a strong interaction with the 𝐹 center,
as CO is bound by −0.88 eV and CO2 by −1.52 eV at 0 K. Because of entropic effects, the Gibbs
free adsorption energy is reduced to −0.13 eV for CO and −0.73 eV for CO2 at 500 K, but this is still
sufficient to occupy all defect sites at pressures greater than 1 bar. Meanwhile, hydrogen does not show
any significant interaction with the 𝐹 center. It is not reduced and does not adsorb with a positive
Gibbs free adsorption energy of Δ𝐺ads = +0.16 eV at 0 K.

The hydrogenation of CO to methanol is modeled using the NEB method and found to take place
via two steps, CO + H2 −−−→ H2CO and H2CO + H2 −−−→ CH3OH, each occurring via a homolytic
dissociation of H2 and a transition state stabilized by the surface cations. The reduction and additional
stabilization greatly decrease the energy barriers of both steps compared to the gas phase reaction.
At 500 K and 1 bar, the barrier for the initial hydrogenation decreases from 3.38 eV to 1.20 eV, and
the barrier for the second hydrogenation drops from 3.51 eV to 1.71 eV, raising the reaction rates
from below 10−20 s−1 to 4 × 10−3 s−1 and 1 × 10−4 s−1, respectively. By adjusting the pressure in the
thermodynamic equations to 50 bar and taking both steps into consideration, a turnover frequency
(TOF, reaction rate for the entire reaction from CO to CH3OH) is obtained that is in the same order of
magnitude as the performance of the established industrial copper catalysts. The TOF per active site
on the 𝐹 center exceeds the TOF on the conventional copper catalysts by a factor of 10.[17, 20–29]
However, the TOF per area is about a factor 3000 smaller than on the copper catalysts, because the
𝐹 center concentration is based on a conservative estimation from the diffusion measurements by
Kuczynski and Byun at 800 K.[72] Larger concentrations of up to 1 % are technically possible at
lower temperatures,[47, 48] but there are no dedicated concentration measurements for the relevant
temperature region around 500 K. The hydrogenation of CO2 to methanol takes place via four steps, a
two-step reaction to formic acid, CO2 + H2 −−−→ HCOOH, HCOOH + H2 −−−→ H2CO + H2O, and
H2CO + H2 −−−→ CH3OH, each of which resembling the hydrogenation of CO while water as obtained
as a side product. A similarly significant reduction of barrier heights is found for all new reaction steps,
but the reaction to formic acid also demonstrates the shortcoming of the 𝐹 center-assisted catalysis,
as the defect readily catalyzes the homolytic dissociation of formic acid to a radical hydrogen atom
and a formate anion, HCOOH•– −−−→ HCOO– + H•. The dissociation of methanol, according to
CH3OH•– −−−→ OH– + CH3

•, and water, according to H2O•– −−−→ OH– + H•, is facilitated on the 𝐹
center as well with barriers below the rate limiting barrier for the synthesis, subsequently deactivating
the 𝐹 center as the anion substitutes the missing chlorine anion.

In summary, the 𝐹 center activates CO and CO2 as much as N2, and it facilitates the hydrogenation
to the extent that it shows similar performance as the industrial catalyst. The reaction is hindered by
the low concentration of active sites and the facile dissociation of certain molecules like the reaction
intermediate formic acid, the product methanol, and the side product water, but the investigation
further substantiates the strong reactivity and catalytic capabilities of the defective KCl (100) surface.
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Chapter 7 Methanol Synthesis on Copper-Doped 𝐹 Centers

The previous investigations show that the KCl 𝐹 center has a significant catalytic effect on the
hydrogenation of N2, CO, and CO2, but this reactivity is associated with a major drawback, since the
same defect catalyzes the homolytic dissociation of the intermediates formic acid and water, and the
end product methanol. To circumvent these side reactions, a copper atom is added to the model of
the 𝐹 center. The effect of this alteration is investigated for the hydrogenation of CO to methanol.
The theoretical methodology is identical to the one described in chapter 6 and all thermodynamic
and kinetic parameters are calculated at a temperature of 500 K to maintain comparability with
experimental measurements.[17, 20–29]

On the defective KCl (100) surface, the copper atom preferably occupies the chlorine vacancy with
an adsorption energy of −2.35 eV and is not expected to vacate the defect cavity and agglomerate at
low concentrations. The copper atom is reduced by the defect electron, as indicated by a Bader charge
of 𝑞Cu = −0.7 𝑒, the shape of the highest occupied crystal orbital (HOCO), and simple geometric
considerations based on the ionic radii and distances of the ions around the defect. Electronically, the
process pairs the unpaired 1𝑠-type defect electron with the unpaired 4𝑠 electron of copper, combining
the two open-shell components into a closed-shell system while maintaining the strong localization of
the defect orbital.

In the case of carbon monoxide, copper-doping diminishes the reductive strength of the doped 𝐹
center by approximately 50%, yielding a longer C–O bond, a higher stretching frequency, and a lower
negative charge on the molecule than in the empty 𝐹 center, as the molecule shares the excess defect
electron with the copper. This finding is corroborated by the shape of the highest occupied crystal
orbital, which is in between the 1𝑠-type defect orbital and the antibonding 𝜋∗ orbital of CO, and can
be explained by the similar electron affinity of Cu and CO.[191, 192] Accordingly, the adsorption
energy of CO rises from −0.88 eV to −0.48 eV, which reduces the defect coverage under experimental
conditions from > 90 % to 0.2 % and slow the reaction with hydrogen. The same weakened interaction
with the doped defect is obtained for formaldehyde and methanol, as the adsorption energy of each is
approximately halved compared to the empty defect, favoring the desorption of methanol as product.
The hydrogenation from CO to CH3OH is modeled as in chapter 6. In the first step of the reaction to
formaldehyde, the barrier matches the barrier on the empty defect, indicating that the Cu-doped defect
is similarly reactive as the empty defect. An alternative two-step process via an intermediate leads to
even lower barriers than the direct reaction, as it is mediated by the copper atom and facilitated by
its hydrogen affinity, but the same hydrogen affinity also stabilizes the intermediate and effectively
prevents the synthesis of formaldehyde. This alternate reaction shows conceptual similarities to the
reactive behavior of copper hydride complexes in solution [193–199] and observations for [HCuH]–

in the gas phase.[200] The methanol formation from formaldehyde on the Cu-doped defect is sterically
hindered, but the homolytic dissociation of methanol, one of the shortcomings of the empty 𝐹 center, is
not a problem on the doped defect. An alternative dissociation of methanol to methane is significantly
slower and poses no relevant side reaction, but a third side reaction with a low barrier is identified to
isomerize methanol to a thermodynamically favorable intermediate.

Bi-hydrogenated copper (HCuH) is obtained as a stable intermediate in the 𝐹 center. The direct
formation from copper and hydrogen is kinetically hindered, but it is facilitated by the presence of CO.
CO and CH3OH bind slightly stronger to the HCuH-doped defect than to the Cu-doped defect, and it
hinders all dissociation reactions of CH3OH. The hydrogen atoms bound to the copper are highly
mobile, resulting in negligible barriers for the intramolecular addition and removal of single hydrogen
atoms to the adsorbed carbon-containing molecule, and lower barriers for the dissociation of H2 than
on the Cu-doped defect. The resulting thermodynamic and kinetic properties are evaluated with a
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kinetic Monte Carlo simulation, yielding a TOF from CO to CH3OH three orders of magnitude larger
than on the empty defect and four orders of magnitude larger than on the conventional copper catalysts.

In conclusion, the copper-doping addresses the shortcomings of the empty 𝐹 center, as it changes
the electronic state of the defect and hinders the homolytic dissociation of intermediates. Furthermore,
it improves the catalytic performance of the 𝐹 center by combining its reductive strength with the
versatility and hydrogen affinity of copper to significantly outperform the industrially established
catalysts for the synthesis of methanol, making it a promising candidate for hydrogenation reactions.
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CHAPTER 8

Summary and Outlook

A framework for calculating the alkali halide 𝐹 center was established in chapter 3 based on the
self-consistent dielectric-dependent global hybrid (sc-DDGH) sc-PBE0. The theoretical results
match the experimental measurements of the dielectric constant within 1% and of the band gap, the
conduction band minimum, and the valence band maximum for NaCl, KCl, and KBr within 0.3 eV
with additional zero-point renormalization, surpassing the accuracy of standard hybrid functionals
and further validating the performance of sc-DDGH functionals for the alkali halide bulk and surface.
The results of previous experiments and theoretical calculations of the alkali halide 𝐹 centers were
confirmed, corroborating the findings for the localized 1𝑠-type shape of the occupied defect orbitals
and 2𝑝-type shape of the unoccupied defect orbitals. A simple antiproportional relationship between
the lattice parameter and the absolute surface defect band level was obtained, and it was found that the
𝐹 centers of the investigated alkali halides do not differ significantly. Furthermore, the alkali halide 𝑀
center was first investigated on DFT level, confirming the findings from experimental studies for its
magnetic configuration, electronic properties, and formation enthalpy, which further corroborates the
established methodology.

The methodology was further evaluated with respect to the diffusion of the alkali halide 𝐹 center in
chapter 4. The simulated bulk migration is in good agreement with previous theoretical investigations,
and it was revealed that a hybrid functional is necessary to correct for the self-interaction error. The
migration barrier correlates to the vibrational frequency of the single vibrational mode in the primitive
alkali halide unit cell, indicating that the process is dominated by the elastic deformation of the lattice
and allowing for a simple estimation of the barrier energies for the remaining cubic alkali halides.
Moreover, the effects of thermal corrections and thermal expansion were found to be necessary to
obtain a final migration enthalpy that agrees with the experimental measurements for the right reasons.
The tendency of different GGA functionals to overestimate the lattice parameters of the alkali halides
was exploited as a simple but effective method of approximating their thermal expansion. It was
observed that defect migration across the (100) surface is more favorable than migration through the
bulk, suggesting future experimental research into the diffusion behavior of defective alkali halides.

The hydrogenation of nitrogen in chapter 5 was the first reaction in this work where DFT and
the NEB method were successfully employed to demonstrate the catalytic effect of the 𝐹 center on
the KCl and NaCl (100) surfaces. It was shown that the defect is reactive enough to reduce N2 and
activate its strong nitrogen-nitrogen bond, which poses the biggest obstacle in this reaction, and it
reduces the highest reaction barriers by up to 50%. The mechanism is the same as in the gas-phase
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reaction, showing a homolytic split of the hydrogen molecule, which is in contrast to the mechanisms
for the hydrogenation via the Haber–Bosch process and in the nitrogenase. The reduction of nitrogen
through the defect electron of the 𝐹 center was identified as the main driving force behind its catalytic
effect, as it occupies the lowest unnoccupied molecular orbital of the adsorbate, while the electrostatic
environment of the defect cavity only influences the reaction by restricting access and stabilizing
the transition state. This process was identified both for NaCl and KCl, yielding no significant
energetic differences for adsorption and activation barriers. Furthermore, the investigation indicates
that reactions on the 𝐹 center can be modeled with an anionic gas-phase reaction, providing a fast way
to check whether the defect will have a significant effect on a given reaction. These results also suggest
that the catalytic effect is the strongest in molecules with a low-lying highest occupied molecular
orbital, indicating that reactions featuring molecules like carbon monoxide, carbon dioxide, ethyl
acetate, or ammonia are enhanced by the 𝐹 center.

In chapter 6, the catalytic effect was further corroborated for the hydrogenation of carbon monoxide
and carbon dioxide on defective KCl. The 𝐹 center was found to reduce CO and CO2 and weaken their
bonds, occupying their lowest unoccupied molecular orbital as observed for nitrogen and in previous
research, and it halves all hydrogenation energies compared to the gas-phase reaction. Based on the
activation barriers, the methanol synthesis on the defect exceeds the performance of the industrial
copper catalyst by an order of magnitude per active site The theoretical performance per active area is
hampered by a low 𝐹 center concentration in KCl, and the reaction is further inhibited by dissociative
side reactions as the 𝐹 center facilitates the homolytic dissociation of formic acid, water, and methanol,
leading to self-deactivation. This agrees with experimental findings for water, but indicates that the
empty 𝐹 center is not suited as a catalyst for hydrogenation reactions.

In chapter 7, it was shown that doping the KCl 𝐹 center with a copper atom suppresses these
dissociative side reactions, as it changes the fundamental electronic structure from an open-shell
system into a closed-shell system. A copper atom preferentially occupies the defect site rather than
adsorbing to the pristine (100) surface or agglomerating. The doping halves the interaction strength
with adsorbates, such as CO, H2CO, CH3OH, or H2, but it does not diminish the overall reactivity of
the defect. The reduction of the adsorbed copper complex through the defect electron still constitutes
the main driving force behind the reactivity of the system, but the reaction also benefits from the
hydrogen affinity of copper, which promotes the dissociation of H2 and distribution of hydrogen atoms
to other adsorbates, emulating the reactive behavior of organometallic copper hydride complexes
as a heterogeneous catalyst. Bihydrogenated copper (HCuH) was shown to be generated in-situ on
the 𝐹 center during the hydrogenation of CO and constitutes a more stable dopant than copper. A
kinetic Monte Carlo simulation was employed to calculate the turnover frequency for the methanol
synthesis on the HCuH-doped defect, and it was found to exceed the performance of the empty defect
by three orders of magnitude while not suffering from the same side reactions. This also makes the
HCuH-doped 𝐹 center competitive to the macroscopic performance of the industrial copper catalyst
while requiring only a fraction of copper as active material.

In summary, this thesis successfully employs density functional theory, the NEB method, and
statistical mechanics to expand the initial research on the chemical properties of the alkali halide 𝐹
center, laying the theoretical foundation for further investigations into their catalytic capabilities. The
multi-level approach, combining an optimization on GGA-level with PBE-D3(BJ) and single-point
calculation on hybrid-level with sc-PBE0 has proven to yield accurate results for the electronic
properties of the defective systems, while PBE on its own has been demonstrated to sufficiently
describe the reductive performance and qualitative band structure of the 𝐹 center, obviating the use of
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computationally demanding hybrid-level DFT for the modeling of the reactions. The alkali halide
𝐹 centers themselves were identified as electronically fairly simple and qualitatively interchangable.
The reactivity of the 𝐹 center was demonstrated for the hydrogenation of N2, CO, and CO2. Several
side reactions were identified as obstacles for the applicability of the defect for catalysis, but copper
was found to be a perfect dopant to remedy these side reactions and improve the reactivity regarding
hydrogenation reactions. Furthermore, this work represents an example for an extensive theoretical
characterization of the physical and chemical properties of a prospective catalytic material, and it
demonstrates a way in which kinetic Monte Carlo theory can be employed to describe a complicated
reaction network.

However, since the main focus of this work is on the catalytic activity of potassium chloride, the
reactivity for the other alkali halides, 𝐹 centers in other materials, and electrides, and to what extent
the results and findings of this work remain applicable, require further study and comparison. Another
field of interest are 𝐹 centers located on surface features like step edges or on the (110) and (111)
surface, as the different electrostatic and geometric environment is expected to alter the reactivity.
Moreover, this work reveals potential targets for further research into the surface of pristine and
defective alkali halides, such as the change of electronic properties from surface to bulk and the
surface-bound migration of 𝐹 centers. Due to their simple structure, they represent ideal model
systems for such investigations.

Concerning the chemical potential of the 𝐹 center, this works indicates that the copper-doped
defect is a potent hydrogenation catalyst. This raises the question to what extent and for which other
molecules it is applicable, and how much different metal atoms as dopants, such as silver, gold,
rhodium, iridium, or cobalt, amplify and alter the reactivity. Furthermore, the enhanced reactivity
potentially applies to other reactions like carbon-carbon-coupling reactions, because the reductive
environment of the defect turns the adsorbate into a nucleophile. Concerning the empty alkali halide
𝐹 center, the results of this work for the homolytic dissociation of methanol, formic acid, and water
suggest that it can serve as a radical initiators in a radical chain reaction, corroborating the findings
of previous studies. The major drawback of this method remains its irreversibility, as the defects
are healed during the radical formation. However, based on the findings for copper-doping, which
successfully hindered all homolytic dissociations, the use of a metal with an even number of electrons,
like palladium or platinum, as dopants may alter the energy balance to the point where the defect
facilitates certain types of homolytic dissociation and acts as a reusable radical initiator.

Finally, the predictions and insights from this work on the properties and reactivity of the 𝐹 center
form the basis for further experimental studies of its chemical behavior and support the process of
exploring its applications in catalysis.
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F and M centers in alkali halides: A theoretical study applying self-consistent dielectric-dependent
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Point defects significantly change electronic properties of alkali halides and thereby enhance their reactivity.
However, both the experimental and theoretical description of defects such as the F center and the M center are
still far from complete, in particular for the less common bromides. A self-consistent dielectric-dependent global
hybrid and plane-wave approach is employed for a comparative theoretical study of the electronic properties of
NaCl, KCl, NaBr, and KBr bulk and (100) surface, both perfect and defective. For these systems, a zero-point
renormalization was calculated to account for electron-phonon interaction and enhance comparability with the
experiment. We focus on anion vacancy defects, the so-called F and M centers. The methodology employed is
capable of reproducing measured defect level energies, electronic band gaps, ionization energies, and electron
affinities within experimental errors. A general trend of the F center defect level energy with respect to the
lattice parameter is found. The results for both the F and the M center of KCl agree with findings from magnetic
resonance experiments. The defect orbitals are analyzed and virtual states of the defect electron are identified.

DOI: 10.1103/PhysRevB.102.184108

I. INTRODUCTION

The presence of defects can lead to drastic changes of the
electronic structure of insulating compounds. Even unreac-
tive substances, e.g., table salt NaCl, become reactive when
point defects such as F centers are introduced. For NaCl and
KCl, the reductive power of the trapped electron in surface
F centers has been explored both experimentally [1–4] and
theoretically [5–8]. The defect electron is transferred to ad-
sorbed water [3,4] and salicylic acid molecules [1,2]. There
exists a plethora of experimental works for the electronic
structure of the pristine alkali halides. Available experimental
results for pristine NaCl and KCl were summarized recently
by our group [8,9]. For the bromides, there are also many
experimental results for KBr [10–28] but significantly less for
NaBr [12,15,16,18,20,24,27,29,30]. There are also theoretical
works [9,31–40] that calculated the electronic structure of
bulk and surfaces, usually employing the GW approximation.
However, these studies are limited to the chlorides; no first-
principles calculations of the alkali bromides were found.

F centers in alkali halides were investigated experimen-
tally [41–54]. Most theoretical work on F centers is limited
to LiF and NaCl [6,55–61], but there also exists an analysis of
NaF and KCl by Zwicker [62] and an extensive analysis of the
F center absorption energies for the fluorides, chlorides, and
bromides of Li, Na, and K by Tiwald et al. [63]. Aside from
Refs. [5,7,8] there are no investigations of defective surfaces
available.

In recent studies of defective NaCl and KCl, we employed
self-consistent dielectric-dependent global hybrid (sc-DDGH)

*bredow@thch.uni-bonn.de

functionals [35,64] and were able to reproduce measured
electronic properties [7,8] with an accuracy comparable to
GW methods. These sc-DDGH calculations were performed
with wave functions based on a linear combination of atomic
orbitals (LCAO). However, a drawback of this approach is
the choice of a sufficiently diffuse basis set to correctly
describe the unoccupied states, because pseudolinear depen-
dencies occur that severely affect SCF convergence and need
to be addressed, in particular in slab models. In this study,
we circumvented this issue by switching to a plane-wave
basis.

The sc-DDGH functionals obtained with LCAO and plane
waves are compared for the alkali halides NaCl, KCl, NaBr,
and KBr, and it is shown that the latter provide better agree-
ment with experimental dielectric constants. The plane-wave
sc-DDGH functionals were then employed to investigate F
centers in the bulk and on the (100) surface of the four alkali
halides, in particular the defect level and the valence band and
conduction band edge levels.

A new aspect in this study are M centers, which have been
extensively investigated experimentally [65–74] and which,
due to their optical properties, may serve as information car-
riers of optical information storage systems [75,76]. To the
best of our knowledge, M centers in alkali halides, consisting
of two adjacent halogen vacancies, have so far only been
described once using DFT methods. Eid [77] explored the
diffusion of atoms in the KBr(100) surface with M centers.
We decided to study the M center in the bulk and on the (100)
surface of KCl because there are experimental reference data
available for this substance. We investigate the closed-shell
state with two paired electrons localized in one vacancy site
and two open-shell states where the defect electrons are local-
ized in both defect sites.

2469-9950/2020/102(18)/184108(11) 184108-1 ©2020 American Physical Society
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In the following section we provide details of our compu-
tational setup. We then compare dielectric constants obtained
with LCAO and plane-wave wave functions. Plane-wave sc-
DDGH is applied to defective NaCl, KCl, NaBr, and KBr.

II. COMPUTATIONAL DETAILS

We performed all calculations with the CRYSTAL17 crys-
talline orbital program package (version 1.0.2) [78] and the
VASP 6.1.1 plane-wave program package [79–81]. For the
bulk calculations with CRYSTAL we have used tight integral
tolerances (7 7 7 14 42), a 8 × 8 × 8 �k-point Monkhorst-Pack
(MP) grid, and the adjusted def2-QZVPP [82] basis set from
Ref. [8]. For the bulk calculations with VASP, we used the
precision mode Accurate, a cutoff energy of 500 eV, and the
standard pseudopotentials for the PAW method [83]. Here,
the 4 × 4 × 4 �k-point MP grid was sufficiently converged (see
Supplemental Material [84]). All primitive-cell surface calcu-
lations were carried out with a 4 × 4 × 1 �k-point MP grid,
10 layers, and 20 Å of vacuum between the repeating slabs.
The defect models were calculated with a 4 × 4 supercell of
the primitive cell for the surface and a 2 × 2 × 2 supercell of
the crystallographic cell for the bulk, a �-�k-point MP grid,
and 20 Å vacuum distance for the surface. For the defect
calculations the accuracy parameter was lowered to Normal.
Both the surface F center and the M center were calculated
using five-layer models. It was tested that this slab thickness
is large enough to reduce defect-defect interaction to less than
a tenth of an eV.

We optimized the atom positions of surface and defec-
tive models with PBE [85] and D3(BJ)-dispersion correction
[86,87] using fixed lattice constants from the bulk optimiza-
tions. A structure was considered converged when all forces
were <0.001 eV/Å. On average, the experimental 0 K lat-
tice constants are overestimated by around 1%. Electronic
properties were calculated using a sc-DDGH functional based
on PBE that will be called sc-PBE0 in this work, follow-
ing the naming convention by Fritsch et al. [88]. For the
CRYSTAL calculations, the Fock-exchange fraction x was
self-consistently calculated from the inverse of the dielectric
constant ε∞ [89–91]. With VASP, ε∞ is calculated from the
self-consistent response of the solid to a finite electric field.
PBE0 with x = 0.25 was taken as a starting point for all
self-consistent iterations of x. It has to be noted that, according
to our experience, the final result for x is essentially indepen-
dent from the starting point. In all cases, the Fock-exchange
fraction x is used for the bulk as well as the surface models
which is considered a valid strategy according to Ref. [64].
The defective surface models contain two vacancies in the
top and bottom layer in order to increase symmetry and to
avoid artificial dipole moments. Whenever PBE is used, the
SCF calculation is carried out with the default Kosugi algo-
rithm. For any hybrid functional calculation, a preconditioned
conjugate gradient algorithm is used in the SCF procedure.
Gaussian smearing is applied with a σ = 0.05 eV. Mixing
of the density matrix is performed with the Kerker scheme
[92] with BMIX = 0.01 to enhance electronic convergence.
A zero-point renormalization (ZPR) of the orbital energies
was calculated with PBE using the 5 × 5 × 5 crystallographic

TABLE I. Comparison of the static dielectric constant ε∞ calcu-
lated with sc-PBE0 for RT lattice parameters and experiment.

ε∞ deviation (%)

System CRYSTAL VASP exp.a CRYSTAL VASP

NaCl 2.262 2.308 2.329 -2.9 -0.9
KCl 2.105 2.149 2.173 -3.1 -1.1
NaBr 2.52 2.62 2.60 -3.0 0.5
KBr 2.280 2.344 2.358 -3.3 -0.6

aReflectivity experiment at 290 K [98].

supercell of the bulk and a one-shot method by Zacharias
and Giustino [93,94] as implemented in VASP. Convergence
details can be found in the Supplemental Material [84]. The
electron-phonon interaction is evaluated statistically with a
Monte-Carlo sampling.

III. RESULTS AND DISCUSSION

A. Bulk properties

In the first step the Fock-exchange fraction x was self-
consistently calculated as the inverse of the dielectric constant
ε∞ [35] for NaCl, KCl, NaBr, and KBr, using both room tem-
perature (RT) and 0 K lattice parameters. The literature values
of RT lattice parameters are 5.640 Å for NaCl [95], 6.288 Å
for KCl [95], 5.974 Å for NaBr [96], and 6.599 Å for KBr
[97]. The static dielectric constants ε∞ obtained with VASP
and CRYSTAL are compared to experimental data measured
at 290 K [98] in Table I.

The plane-wave results are significantly closer (mean de-
viation ∼−0.5%) to the experimental references than the
LCAO results (mean deviation ∼−3.0%). The main reason
for the larger error of the LCAO results is probably the in-
sufficient description of the polarizability of the systems with
the finite-size basis. The inclusion of more diffuse functions
would improve the results but leads to SCF instabilities due
to pseudolinear dependencies, which are a nontrivial issue
to solve. For this reason, we only used VASP for all further
calculations.

In the next step we evaluated the influence of the temper-
ature on the dielectric constant. We compared the dielectric
constant calculated with the 0 K lattice constant to the mea-
surement at 4 K [98] in Table II. The experimental lattice
constants we used are 5.595 Å for NaCl [99], 6.161 Å for KCl
[100], and 6.511 Å for KBr [101]. For NaBr no experimental
low-temperature lattice constant was found.

TABLE II. Comparison of the static dielectric constant ε∞ cal-
culated with sc-PBE0 for low-temperature lattice parameters and
experiment.

System VASP Experimenta Deviation (%)

NaCl 2.330 2.351 0.9
KCl 2.211 2.204 -0.3
KBr 2.392 2.390 -0.1

aReflectivity experiment at 4K [98].
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TABLE III. Electronic bulk band gap Eg with RT lattice parameters.

NaCl KCl NaBr KBr
System (eV) (eV) (eV) (eV)

Eg 8.80 9.07 7.13 7.70

The deviations from the experiment are smaller than 1%
and the average deviation is 0.2%, well within the experimen-
tal errors. We conclude that the plane-wave sc-PBE0 method
correctly describes the increase of the dielectric constant with
decreasing temperature.

With the same theoretical setup we calculated the funda-
mental band gap Eg for all four halides. The results are given
in Table III.

A comparison with experimental data is not made, since
measurements that specifically measure the bulk band gap
were not found for any of the halides. In contrast, alkali
halides bulk band gaps were studied at various theoretical
levels including GW methods [9,31–34,36–38,40,102]. Most
of these first-principles studies focused on NaCl. GW meth-
ods are more sophisticated than sc-DDGH functionals and
are thus expected to yield higher accuracy for electronic
properties. However, due to their large computational effort,
approximations have to be introduced, e.g., in the degree of
self-consistency of the GW cycle or the number of bands.
For these reasons, the results from the GW methods dif-
fer considerably among each other and from sc-PBE0 (see
Supplemental Material [84]).

For KCl there are only two works [38,40]. The bromides
were not studied using GW at all up to now.

For the surface calculations described below, we re-
calculated the optimal Fock exchange fraction x after op-
timizing the bulk lattice parameters with PBE-D3(BJ). A
comparison of the optimized values of a to experimental data
can be found in the Supplemental Material [84]. We obtained
x = 42.8% for NaCl, x = 46.3% for KCl, x = 37.7% for
NaBr, and x = 42.4% for KBr.

B. Electronic properties of the alkali halide(100) surfaces

Due to an arbitrary shift of one-electron levels in three-
dimensional periodic calculations, absolute band energies are
only meaningful for two-dimensional slab models. For the
bulk, only the electronic band gap is physically meaningful.
For the slab models, conduction band minimum (CBM) and
valence band maximum (VBM) are calculated relative to the
vacuum level. Convergence of the electronic properties of
our models within 0.1 eV was achieved with a five-layer
slab model and 20 Å of vacuum. For comparison with other
theoretical studies [103], we however calculated the surfaces
with ten-layer slab models. For NaBr and KBr there is no
comprehensive collection of measured electronic properties in
the literature, aside from a relatively small and dated analysis
by Poole et al. [24]. As experimental references for NaCl and
KCl we used our recent summaries [8,9].

To ensure a correct comparison of the experiments with
the calculation, electron-phonon coupling must be considered.
Unfortunately, we could not find data for any other system

than NaCl. Lambrecht et al. [36] calculated a ZPR of 0.167 eV
for NaCl, which has to be applied to the KS-DFT band gap.
We calculated the same parameter based on a one-shot Monte-
Carlo sampling method [93,94] and obtained a converged ZPR
correction of 0.181 eV for NaCl bulk. The deviation from
the earlier result is lower than the standard deviation of the
experimental measurements. The CBM and VBM energies of
all halides are adjusted according to the results of the present
bulk ZPR calculations. It was attempted to calculate the ZPR
directly for the (100) slab models. However, the calculated
ZPR did not converge with increasing surface supercell size,
showing erratic behavior indicating further yet unresolved
issues with the one-shot approach applied to slabs.

1. The KBr(100) surface

A considerable number of experimental studies of the elec-
tronic properties of KBr are available in the literature. In
Table IV we list values obtained from an extensive literature
search [10–28]. The experimental results for the electronic
band gap Eg range from 7.3 to 8.05 eV with a relatively
even distribution of values above and below the average
value, 7.6 eV. Most of the electronic band gaps obtained
more recently with modern methods such as electron energy
loss spectroscopy (EELS) [27], energy distribution curves
(EDC) [26], and electronic conductivity [28] are below this
value. Two experiments [16,17] yield rather high band gaps
of around 8 eV and may be considered as outliers. Only four
values were found for the ionization potential (IP), ranging
from 7.5 eV to 8.2 eV. Three of them lie at 8 eV or above;
only Poole et al. found a much lower value of 7.5 eV [24].
This group generally underestimates the ionization potentials
of all halides discussed in this work, therefore the correspond-
ing values were regarded as outliers.

Most results for the electron affinity (EA) are obtained
as the difference of IP and Eg. The value derived by Blech-
schmidt et al. [22] was excluded because their methodology
generally overestimated EA for all considered systems. Only
the two EDC measurements obtained EA directly through a
data fit [25,26]. Most results for EA obtained as IP − Eg are
either about 1 eV or about 0.3 eV, while the direct results are
∼0.5 eV.

The averages of the selected experimental results are
7.61 ± 0.25 eV for Eg, 7.95 ± 0.31 eV for IP, and 0.63 ±
0.29 eV for EA (Table IV). After applying a ZPR correction
of 0.10 eV (0.08 eV to the VBM and 0.02 eV to the CBM)
the reference values are Eg = 7.71 ± 0.25, IP = 8.03 ± 0.31,
and EA = 0.61 ± 0.29. These values are not fully consistent
as the relationship Eg = IP − EA is not fulfilled. This er-
ror amounts to 0.28 eV, a clear indication of a fundamental
discrepancy between the various methods of determining the
different electronic properties.

The sc-PBE0 results for Eg, IP, and EA of KBr(100) are
7.60 eV, 8.05 eV, and 0.45 eV, respectively. They are within
the error bars of the experimental average, also after account-
ing for ZPR. The calculated surface band gap is 0.1 eV lower
than the bulk band gap (cf. Table III). This indicates that there
are no pronounced surface states in this system. It is thus
expected that differences between the experimental studies are
not due to the surface sensitivity of the measurement.
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TABLE IV. Measured electronic properties of KBr (electronic band gap Eg, ionization potential IP, and electron affinity EA). UPS is
ultraviolet-photoelectron spectrometry, EELS is electron energy loss spectroscopy, EDC is the energy distribution curve of secondary electrons
emitted after irradiation with soft x rays.

Reference Method System Eg (eV) IP (eV) EA (eV)

Mott (1985)a UV absorption Literature data 0.7 u

Taft (1957)b UPS Film on LiF, 300 K 8.1
Eby (1959)c UV absorption Film on LiF, 80 ± 2 K 7.8 0.3u

Timusk (1961)d Luminescence Single crystal, RT 1.0u

Timusk (1962)e Luminescence Single crystal, RT 7.3 8.2 0.9u

Phillips (1964)f Evaluation of literaturec Film on LiF, 80 ± 2 K 7.8
Metzger (1965)g UPS Films on 450Å, Al2O3

h 8.05 0.25u

Huggett (1966)i UV absorption/photocond. Thin film, single crystalline, 10 K 8.0
Fröhlich (1967)j Two-photon spectroscopy Single crystal, 20 K 7.4
Baldini (1968)k Reflectivity Single crystal, 55 K 7.45
Gout (1968)l EELS 1000 Å films 7.6
Blechschmidt (1970)m UPS 2000–5000 Å films on Al 8.0
Blechschmidt (1970)n UPS Thin films 1.5–1.9u

Sasaki (1971)o UPS Film on stainless steel 0.9u

Poole (1975)p UPS Single crystal 7.5
Maruyama (1978)q 2nd elec. EDC (fit) 500 Å, coated with gold 7.8 0.4
Henke (1979)r 2nd elec. EDC (fit) 3000 Å, coated with gold 7.4 0.55
Roy (1985)s EELS Thin film on stainless steel 7.4
Rodnyi (1989)t Electronic conductivity Literature data 7.5

Averaged values 7.61 ± 0.25 7.95 ± 0.31 0.63 ± 0.29
ZPR corrected 7.71 ± 0.25 8.03 ± 0.31 0.61 ± 0.29
This study sc-PBE0 7.60 8.05 0.45

aReference [10].
bReference [11].
cReference [12].
dReference [13].
eReference [14].
fReference [15].
gReference [16].
hReference [104].
iReference [17].
jReference [18].
kReference [19].
lReference [20].
mReference [21].
nReference [22].
oReference [23].
pReference [24].
qReference [25].
rReference [26].
sReference [27].
tReference [28].
uEA not measured directly, but calculated from the difference IP − Eg.

For comparison, the corresponding VASP-PBE0 (x =
0.25) values are Eg = 6.31 eV, IP = 7.18 eV, and EA =
0.88 eV. They deviate significantly from the sc-DDGH
result and from experiment. This underlines the im-
portance of self-consistent optimization of the Fock-
exchange fraction x for the calculation of electronic
properties.

2. The NaBr(100) surface

There are comparably few experimental data available on
electronic properties of NaBr [12,15,16,18,20,24,27,29,30],

see Table V. For the ionization potential, only three values,
7.6 eV, 8.0 eV, and 7.3 eV, were found. The latter result
obtained by Poole et al. [24] is most likely an outlier for
the same reason as discussed for KBr. The electron affinity
was only determined once (as IP − Eg); we did not find any
direct measurements. Averages of the experimental results
are 7.35 ± 0.30 eV for Eg and 7.63 ± 0.35 eV for IP. The
reference value for EA is obtained by subtracting the averages
of Eg and IP. A ZPR of 0.12 eV (0.10 eV to the VBM and
0.02 eV to the CBM) was calculated, giving experimental
references 7.47 ± 0.33 eV for Eg, 7.73 ± 0.35 eV for IP, and
0.26 eV for EA.
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TABLE V. Measured electronic properties of NaBr (electronic band gap Eg, ionization potential IP, and electron affinity EA) in eV. UPS
is ultraviolet-photoelectron spectrometry; EELS is the electron energy loss spectrum.

Reference Method System Eg (eV) IP (eV) EA (eV)

Eby (1959)a UV absorption Film on LiF, 80 ± 2 K 7.7
Best (1962)b EELS Films on tungsten 7.6
Phillips (1964)c Evaluation of literature Film on LiF, 80 ± 2 K 7.5
Metzger (1965)d UPS Films on 450 Å Al2O3

j 8.1 0.4k

Fröhlich (1967)e Two-photon spectroscopy Single crystal, 20 K 7.1
Gout (1968)f EELS 1000 Å films 7.7
Pong (1973)g UPS Evaporated films 8.0
Poole (1975)h UPS Single crystal 7.3
Roy (1985)i EELS Thin film on stainless steel 7.1
Averaged values 7.35 ± 0.30 7.63 ± 0.35 0.28k

ZPR corrected 7.47 ± 0.30 7.73 ± 0.35 0.26k

This study sc-PBE0 7.16 8.15 0.99

aReference [12].
bReference [29].
cReference [15].
dReference [16].
eReference [18].
fReference [20].
gReference [30].
hReference [24].
iReference [27].
jReference [104].
kEA not measured directly but calculated from the difference IP − Eg.

The sc-PBE0 values for Eg, IP, and EA of NaBr(100)
are 7.16 eV, 8.15 eV, and 0.99 eV, respectively. As observed
for KBr(100), the surface band gap is almost the same as
for the bulk (cf. Table III). For comparison, PBE0 yields
Eg = 6.18 eV, IP = 7.53 eV, and EA = 1.35 eV. Similar dif-
ferences between the standard and the self-consistent hybrid
method are observed as for KBr.

The band gap resulting from sc-PBE0 is still within the
error of the experimental reference. However, there is a clear
discrepancy between our result and the average of the IP
and several of the experimental measurements. The functional
overestimates the average experimental IP by about 0.5 eV.
The comparison is, however, difficult due to the small number
of measurements and their large scatter. According to Fröh-
lich and Bernd [18], the electronic properties of NaBr are

more difficult to measure than for other alkali halides, and a
clear determination from single-photon absorption (as, e.g., in
UPS) is not easily possible. They circumvented this by using
two-electron spectroscopy and obtained a band gap of 7.1 eV
which is close to the theoretical result. Unfortunately, they did
not measure the IP in that study. Considering the performance
of sc-PBE0 with the other systems and the good agreement of
the dielectric constant with experiment, we suggest to use the
sc-PBE0 result and not the experimental average as reference
for further theoretical works. Similar considerations hold for
the EA.

3. The NaCl and KCl(100) surfaces

The electronic properties calculated with sc-PBE0 for
the NaCl(100) surface are Eg = 8.60 eV, IP = 8.99 eV, and

TABLE VI. Electronic properties of NaCl and KCl(100) surfaces (electronic band gap Eg, ionization potential IP, and electron affinity
EA). The zero-point correction for NaCl is calculated as 0.18 eV (0.14 eV to the VBM and 0.04 eV to the CBM); the zero-point correction for
KCl is calculated as 0.18 eV (0.15 eV to the VBM and 0.03 eV to the CBM).

Reference Method Eg (eV) IP (eV) EA (eV)

NaCl
Hochheim (2018)a Literature review 8.88±0.2 9.14 0.54
Hochheim (2018)1 LCAO-sc-PBE0 8.75 9.10 0.34
This study VASP-sc-PBE0 8.60 8.99 0.39
KCl
Häfner (2020)b Literature review 8.72±0.18 8.68±0.30 0.39±0.21
Häfner (2020)c LCAO-sc-PBE0 8.81 8.93 0.12
This study VASP-sc-PBE0 8.53 8.69 0.16

aLiterature review [9].
bLiterature review [8].
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TABLE VII. Spin-up and spin-down band gaps Eg, E∗, and E † of
the alkali halide solids with F centers.

NaCl KCl NaBr KBr
(eV) (eV) (eV) (eV)

spin-up
Eg 9.23 9.34 7.55 7.98
E∗ 4.02 3.70 3.22 3.11
spin-down
Eg 9.45 9.52 7.85 8.20
E † 8.19 8.51 6.73 7.30

EA = 0.39 eV (Table VI). The surface band gap is about
0.2 eV smaller than the bulk band gap. This difference is
slightly larger than for the bromides. For the KCl(100) sur-
face we obtained Eg = 8.53 eV, IP = 8.69 eV, and EA =
0.16 eV. In this case, the band gap of the surface is about
0.55 eV smaller than the band gap of the bulk. KCl is the
only system where such a large discrepancy was observed.
For this system we expect larger effects in measurements of
electronic properties depending on their surface sensitivity.
However, this was not observed in the experiments described
in Ref. [8]. This indicates that none of the experiments is able
to clearly distinguish between bulk and surface results.

We compared the sc-PBE0 results to average experimental
values obtained in Refs. [9] and [8]. For both systems, the
calculated values are within the error bars of the experimental
averages. There are small deviations (0.04–0.28 eV) from our
previous calculations obtained with LCAO-sc-PBE0. Due to
the use of plane waves, the results of the present study are
closer to the basis set limit of the sc-PBE0 method.

C. The F center

1. Bulk F center

We examined the bulk F center (FB) of all four halides us-
ing sc-PBE0. The calculations were performed in the doublet
state. The resulting band gaps are given in Table VII. E∗ is the
energy difference between the defect level and the CBM. For
the unoccupied (spin-down) defect levels, E∗ is about 1 eV.

spin-up spin-down

VB

CB

DEF
 Eg

 E*
 E†

FIG. 1. Band scheme of the F center in the alkali halide bulk.
The hatched bar and the solid line are occupied bands; the empty bar
and the dashed line are unoccupied bands.

FIG. 2. Defect orbital of the KCl bulk F center. Isosurface
cutoff = 3.

Eg is the energy difference between VBM and CBM. These
parameters are also explained in Fig. 1.

It is found that Eg is generally larger than in the pristine
bulk and smaller for the spin-up than for the spin-down ladder.
We conclude that this shift is due to two counteracting effects.
The first results from the Coulomb repulsion introduced by
the defect electron leading to a destabilization of all low-lying
unoccupied bands. The second results from the stabilizing
exchange interaction of the defect electron with the lowest-
lying unoccupied band because it shares its s-type character
with the defect. This exchange interaction also lowers other
defect bands containing s-type or p-type contribution in the
defect center. For the lowest-lying unoccupied band, the ef-
fects decrease with increasing supercell size, i.e., lower defect
concentration. On the other hand, for orbitals which are local-
ized in the defect site, the effect remains significant also for
larger supercells. The effect is observed both for PBE and for
sc-PBE0 and is significantly larger for sc-PBE0.

E∗ decreases from 4.02 eV to 3.11 eV in the series NaCl to
KBr. The values are however not quantitatively related to the
lattice parameters of the dielectric constants.

A graphical representation of the defect orbital is given in
Fig. 2, exemplarily for KCl. For the other alkali halides the

TABLE VIII. Band levels Edef , CBM, and VBM of the alkali
halide (100) surfaces with F centers.

NaCl KCl NaBr KBr
(eV) (eV) (eV) (eV)

spin-up
VBM −9.08 −8.82 −8.22 −8.12
Edef −3.61 −3.12 −3.54 −3.08
CBM −0.36 −0.19 −0.87 −0.42
spin-down
VBM −9.08 −8.82 −8.22 −8.12
Edef −0.92 −0.48 −1.36 −0.79
CBM −0.21 −0.05 −0.64 −0.27
pristine
VBM −8.99 −8.69 −8.15 −8.05
CBM −0.39 −0.16 −0.99 −0.45
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FIG. 3. Band scheme of the F center on the alkali halide(100)
surface. The hatched bar and the solid line are occupied bands; the
empty bar and the dashed line are unoccupied bands. The narrow
dotted line indicates the vacuum reference.

defect orbitals have similar shape. It is basically a diffuse
s-type function but with some p-type contributions due to
the interaction with the neighboring ions. This in line with
magnetic spin resonance experiments conducted on the NaCl
F center [105–110].

We also identified three degenerate virtual defect orbitals
with a strong p-type contribution. They are similar to the
orbitals calculated for LiF in Ref. [56]. The p-type orbitals
are responsible for the first optical transition observed in mea-
surements of the FB center [52]. A depiction of those orbitals
can be found in the Supplemental Material [84].

2. (100) surface F center

The electronic properties of the (100) surface F center (FS)
obtained with sc-PBE0 are given in Table VIII. The defective
slab models are calculated as singlet or triplet states, since
they contain two defects. The energies of both occupied and
unoccupied defect levels relative to the vacuum level are de-
noted as Edef. The VBM are almost identical for spin-up and
spin-down bands, also the CBM are similar. Here, the vari-
ation comes again from the diffuse, delocalized character of
the conduction band and the interaction with the unoccupied
defect level. All parameters are also explained in Fig. 3. The
unoccupied spin-down defect levels are 0.43–0.72 eV below
the CBM.

To the best of the authors’ knowledge, no experiment has
been conducted to measure these electronic properties. In
a previous theoretical study Krumhansl and Schwartz [111]
calculated the energy of the 1s defect level, which corresponds
to our Edef. For NaCl (KCl) they obtained −3.85 (−3.18) eV,
quite close to our results, −3.61 and −3.12 eV, respectively.
They based their calculations on a 1/r Coulomb-like term for
the ground state energy, where r is the radius of the defect cav-
ity. We tested this hypothesis by plotting Edef vs 1/a (Fig. 4),
assuming proportionality of a and r.

The correlation of data to the linear fit is reasonable (R2 =
0.898). This confirms that the absolute defect level generally
adheres to this relationship. Linear extrapolation of Edef to
1/a → 0 (corresponding to a free electron) is indeed close
to 0 eV.

−4

−3

−2

−1

0

1

0  0.05  0.1  0.15  0.2

E
de

f (
eV

)

inverse lattice parameter (Å−1)

−4

−3.6

−3.2

−2.8

 0.15  0.165  0.18

FIG. 4. Edef as a function of 1/a for NaCl(100), KCl(100),
NaBr(100), and KBr(100).

The surface defect orbital is not as symmetric as the bulk
defect orbital [Fig. 5(a)]. It significantly extends into the vac-
uum region above the surface. Since the defect orbitals of all
alkali halide surfaces have similar shape, we only show graphs
for KCl(100).

Similar excited p-type states as observed for the bulk defect
are found on the defective (100) surface. Due to site-symmetry
lowering (Oh → C4v) the three formerly degenerate states
split into a lower A1 state [Fig. 5(b)] and two E states with

FIG. 5. F center on the KCl(100) surface.
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FIG. 6. Energy diagram of the pristine and defective KCl(100)
surface. Red levels are occupied defect bands; pink levels are unoc-
cupied defect bands.

higher energy. The lowering of the A1 state is probably caused
by a reduced Coulomb repulsion. A depiction of the E states
is given in the Supplemental Material [84].

The spin-down band edges of defective and pristine sur-
faces do not differ significantly (Table VIII). Coupling of
the valence and conduction bands with the localized spin-up
defect states is small.

D. M centers

The M center (initially denoted as R2 center by Seitz
[52]) consists of two adjacent F centers. We calculated its
properties for both the KCl bulk and the KCl(100) surface.
To the best of the authors’ knowledge, there has not been
such a theoretical investigation of this defect type in the alkali
halides yet.

The two defect electrons may be localized in separate
defect sites in a triplet (T ) or open-shell singlet state (S0)
or occupy the same defect orbital in a closed-shell singlet
state (S1). At sc-PBE0 level the open-shell singlet state is the
ground state. The open-shell singlet is 0.24 eV lower than the
closed-shell singlet and 0.78 eV lower than the triplet state.
Previous experiments [70–74] concluded that the M center
is not paramagnetic, which is consistent with our results. A
distinction between S0 or S1 was not made in the experiments.

The electronic properties of all M center states, the F
center, and the pristine (100) surface of KCl are shown in

FIG. 7. M center in KCl bulk (S0).

Fig. 6. Detailed results for the different M center states can
be found in the Supplemental Material [84].

The occupied defect orbitals of the S0 state are shown in
Fig. 7. They have almost identical shapes but are confined in
neighboring defect sites.

Compton and Rabin concluded that the M center is re-
sponsible for the so-called M band [65] which is the most
prominent defect band aside from the F band. The S0 state of
the M center has two low-lying unoccupied defect orbitals (at
−0.37 eV, shown in Fig. 6). They are located in the respective
other cavity compared to their occupied counterparts. The M
center excitation from the occupied to the unoccupied defect
state is lower than the F center 1s → 2p excitation, which
is in agreement with the experimental observation by Petroff
[69]. Okamoto [70] as well as Rolfe and Morrison [67] further
analyzed the M band and found a second band overlapping
with the F band. This was interpreted by Rolfe and Morrison
[67] as transition from the occupied M center orbitals to
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2p-type orbitals (shown in the Supplemental Material [84]).
Our results are in good agreement with this explanation. Due
to symmetry lowering and electron-electron interaction, the
2p-type states are split compared to the F center 2p-type state.

The occupied defect level energies of F and M centers
(S0 state) are quite similar, −3.05 eV compared to −3.09/ −
3.08 eV. This indicates that the coupling between the electrons
in the M center is small. Reduction of adsorbed molecules
should be quite similar on both defect types. However, a two-
electron reduction may take place on the M center.

As a concluding remark, Zahrt et al. [66] measured the
thermodynamic properties of the M center in KCl and deter-
mined that the enthalpy of the M center formation from two
separate F centers is −0.18 eV/M center. With sc-PBE0 we
obtained an energy difference of −0.29 eV/M center which
is quite similar.

IV. CONCLUSIONS

The electronic properties of the four alkali halides NaCl,
KCl, NaBr, and KBr were calculated using a self-consistent
hybrid functional based on the PBE exchange-correlation
functional. Using a plane-wave approach we were able to
reproduce experimental measurements for both the solid and
the surface within the experimental error range. The zero-

point renormalization was calculated for all systems. The F
centers in the bulk and on the (100) surface of all four halides
were investigated with sc-PBE0. For the bulk, the defect levels
are 4–5 eV above the VBM and 3–4 eV below the CBM.
There is no quantitative correlation between the defect level
position and the lattice parameters or the dielectric constants.
Therefore local interactions with neighboring ions must be
responsible for the observed changes. On the other hand, the
binding energy of the surface defect level is in good approxi-
mation proportional to the inverse lattice constant. Both bulk
and surface defect orbitals are highly localized at the vacancy
sites. The interaction of the defect electrons with the delocal-
ized electrons in the valence and conduction bands is small.
The shape of the occupied (1s-type) and unoccupied (2p-type)
defect orbitals is in line with experimental measurements and
other theoretical investigations. The M center was investigated
at DFT level. The results for the nature of the ground state
are in agreement with experimental observations. It was also
possible to identify the defect orbitals associated with the
different M center excitations.
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ABSTRACT: The migration of F centers in alkali halides is
important both for characterizing their chemical reactivity and as a
benchmark for theoretical methods. In order to provide a solid
basis for the assessment of theoretical methods, we reviewed the
available experimental literature on the migration of F centers in
NaCl, KCl, NaBr, and KBr. The migration of the F center through
the bulk, across the (100) surface, and from the surface into the
bulk was modeled. The activation enthalpy for the migration of an
F center was calculated using dispersion-corrected generalized
gradient approximation (GGA) functionals and a self-consistent
dielectric-dependent global hybrid method based on plane-wave
functions for the bulk and the (100) surface. The geometries of the
transition states were characterized, and the position of the defect
electron was determined. The influence of the theoretical methodology and the temperature dependence of the lattice parameter on
the migration barrier was investigated. For the description of the bulk, thermal corrections were considered to enhance comparability
with the experiment. The calculated migration enthalpies of 1.31, 1.46, and 1.32 eV for NaCl, KCl, and KBr, respectively, agree well
with experimental measurements. For NaBr, a migration enthalpy of 0.93 eV is predicted. While only a direct hopping process
between neighboring anion sites is found for the bulk, there are two possible pathways for some surfaces. The migration barrier on
the surface and from the surface into the bulk is predicted to be lower than that in the bulk in all cases.

■ INTRODUCTION

Most of modern industrial-scale chemistry is based on
catalyzed reactions.1 Usually, those catalysts are metals,
semiconductors, or molecular components. Insulating solid
crystals, e.g., the alkali halides, are accessible in much higher
quantities but are not suitable as catalysts as they have a large
band gap, and thus, are hardly able to facilitate electron
transfer or enhance reactivity through adsorption. However,
they can be modified by means of electrolysis,2−6 irradiation,7,8

heating,9 or additive reduction10−12 to create defects in their
lattice structure. One of the simplest defects is the F center, a
single anion vacancy filled with an unpaired electron. The F
center has been classified as a quasiparticle, the small polaron,
and can be described by the polaron model.13

The electronic properties of the F center are well studied
with a plethora of theoretical methods.14−24 Its reactivity was
explored for NaCl and KCl both in experiments25−28 and
theoretically using density functional theory (DFT) stud-
ies.23,24,29−31 It acts as a strong, local reduction site, and readily
transfers the defect electron to a wide range of organic
molecules. This makes it an interesting candidate for catalytic
reactions.
However, understanding the F center mobility is similarly

important with regard to its possible role in catalysis. On the
one hand, its migration rivals other reactions taking place on
the surface, possibly impairing its usefulness as a catalyst. On

the other hand, the migration could also enable the in situ
generation of surface F centers via the migration of F centers
from the bulk. Experimentally, direct methods were applied to
measure the mobility of F centers in alkali halides.2−6,10−12

Theoretically, F center migration has been explored for several
insulators with semiempirical methods and the density
functional theory (DFT). There are a few works on
MgO32,33 and the earth-alkaline fluorides.34−37 To the best
of the authors’ knowledge, KCl is the only alkali halide
explored in a similar fashion, in a one-electron approxima-
tion38,39 and with a semiempirical method (intermediate
neglect of differential overlap, INDO).40 All aforementioned
calculations only simulated the migration of the F center in the
bulk, and no investigation into the transfer across a surface
could be found. The migration of defects across a surface has
been investigated for other systems, for example, for oxygen
vacancies in TiO2,

41,42 compounds with applications in
catalysis, or (La,Sr)MnO3, (La,Sr)(Co,Fe)O3, and (Ba,Sr)-
(Co,Fe)O3,

43−46 candidates for solid oxide fuel cells.
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We used a plane-wave implementation of DFT to calculate
the migration barrier for the migration of the F center in KCl
as well as NaCl, NaBr, and KBr, both in the bulk and on the
(100) surface. Geometrical optimizations were carried out at
the generalized gradient approximation (GGA) level and meta-
GGA level. Additional single-point calculations were per-
formed with a self-consistent dielectric-dependent global
hybrid method as in our previous study.24 The aim of this
work is to compare different rungs of DFT in terms of their
applicability to F center migration in alkali halides.
First, we provide computational details and describe the

construction of the calculated models. Then, we explore the
differences between the four halides, the effects of different
functionals and lattice constants on the migration barrier, and
an assessment of thermal effects. Thereafter, we compare our
bulk results to previous experiments and theoretical works.
Next, the results for the migration across and into the (100)
surface are discussed, and all findings are summarized in the
Conclusions section.

■ COMPUTATIONAL DETAILS
All calculations were carried out with the plane-wave program
package VASP version 6.1.1.47−49 The standard PAW pseudo-
potentials50 and a cutoff energy of 500 eV were employed in
the calculations if not noted otherwise. The calculation of the
bulk was performed with a 4 × 4 × 4 k-⃗point Monkhorst−Pack
(MP) grid. The calculation of the (100) surface was performed
with 5 layers for calculations simulating lateral migration and 7
layers for the vertical hopping processes. A vacuum distance of
20 Å was used to mitigate interactions between the repeating
slabs. All supercells of the bulk or the surface were calculated
with a Γ-k-⃗point MP grid. The model for the defective bulk is a
3 × 3 × 3 supercell of the crystallographic unit cell and
contains one anion defect. The model for the defective (100)
surface is a 4 × 4 supercell of the primitive surface unit cell and
contains two anion vacancies. The defects were mirrored to
avoid artificial dipole moments, and it was confirmed that the
interaction energy between the defects is below one-tenth of an
eV. All calculations were performed with normal accuracy.
Additional convergence tests are given in the Supporting
Information (SI).
The optimizations of the bulk lattice constants of the

stoichiometric halides and the atomic positions of the defective
bulk and the (100) surface were carried out with Perdew−
Burke−Ernzerhof (PBE)51 and the D3(BJ)-dispersion correc-
tion.52,53 This method was chosen due to its good geometric
performance at a reasonable computational cost, as demon-
strated in a review by Tran et al.54

Further optimizations of the stoichiometric and defective
bulk were carried out with uncorrected PBE, with the D4-
dispersion correction,55,56 with the GGA functional revPBE,57

and the meta-GGA functional SCAN,58 additionally combined
with the nonlocal correlation functional rVV10,59 implemented
in VASP by Klimes ̌ et al.60 In particular, the SCAN functional
has demonstrated high accuracy for geometric and energetic
properties of halides.54 It is, however, computationally more
demanding compared to the GGA functionals. The optimiza-
tion was considered converged if the highest remaining force
was below a threshold of 0.001 eV/Å. The 0 K lattice constants
are overestimated by around 1%, whereas the room temper-
ature lattice constants are always underestimated.
For the determination of the migration barriers, the

migration process of the F center was modeled with the

nudged elastic band (NEB) method,61−66 as implemented in
VASP by Henkelman et al. The force convergence constraint
for the NEB was 0.03 eV/Å. The NEB calculation was carried
out with three images between the optimized structures, using
an LBFGS optimizer. The climbing image modification of the
NEB method was used to obtain an improved approximation
to the transition state (TS) by the energetically highest image.
Final energy calculations were performed with a self-

consistent dielectric-dependent global hybrid functional (sc-
DDGH)67 based on PBE, denoted as sc-PBE0. In previous
works,24,31,68 we demonstrated that sc-PBE0 accurately
describes the electronic properties of alkali halides. The exact
Fock exchange fraction x is obtained by a self-consistent
calculation based on the inverse of the dielectric constant ϵ∞,
which is obtained by the response of the solid to an external
electrical field. According to ref 69, x resulting from the bulk
can be applied on the surface as well. The optimized exchange
fraction is x = 42.8% for NaCl, x = 46.3% for KCl, x = 37.7%
for NaBr, and x = 42.4% for KBr.
In all GGA SCF calculations, the standard Kosugi algorithm

is used. Hybrid and meta-GGA calculations are carried out
with a preconditioned conjugate gradient algorithm. A
Gaussian smearing of σ = 0.05 eV was applied, and BMIX
was set to 0.01 in the standard Kerker scheme70 used for
density matrix mixing to enhance convergence.
Wannier90 (version 2.1.0)71 was used to perform orbital

projections, and VESTA (version 3.4.7)72 was used to visualize
defect orbitals and atomic structures.

■ RESULTS AND DISCUSSION
Bulk Migration. The migration path of the F center in the

bulk obtained with the NEB method is essentially the same for
all examined halides. It proceeds along the ⟨110⟩ axis and
results in a D2h symmetric TS (Figure 1). Asymmetric

migration was explicitly investigated for KCl by manually
changing the initial geometries to break the symmetry. The
migrating anion was slightly shifted along the [100] axis and
the [110] axis but no additional minima were found.

Influence of Functionals on the Migration Barrier. The
migration barrier was calculated with a range of functionals in
order to investigate the dependence from the theoretical
approach. In particular, we tested various dispersion correction
schemes, such as D3, D4, and rVV10. The geometries were

Figure 1. Transition state of the F center transfer in the KCl bulk
representative for all bulk systems. Yellow spheres denote chlorine
atoms, and purple spheres denote potassium atoms.
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taken from the PBE-D3(BJ) optimizations. The calculated
barriers are shown in Table 1.

With all methods, a similar trend is obtained: ΔEM decreases
in the order NaCl > KCl ≥ NaBr > KBr. The effect of
dispersion correction is rather small, ≤0.03 eV. The PBE-based
methods give smaller barriers than revPBE, SCAN, and, in
particular, sc-PBE0.
The main reason for this systematic difference is the self-

interaction error (SIE), which causes the GGA functional to
artificially stabilize the defect orbital of the TS (Figure 2b) that
is less localized than in the ground state (Figure 2a). However,
this error only manifests in energies since the shape of the
orbitals is virtually independent of the methodology used. The
shape of the defect orbital in the transition state, furthermore,
matches the shape assumed by Brown and Vail.38

The activation barrier is increased to a similar extent by the
meta-GGA functional SCAN and the GGA revPBE. SCAN
contains second derivatives of the electron density, which
improve the overall description of the wavefunction. RevPBE is
a version of PBE that has been reparameterized to yield
superior atomization energies. Hence, we assume that the
higher barrier is a consequence of a better description of the
defect electron. However, both methods are still semilocal and
suffer from SIE.
Hybrid methods are explicitly designed to reduce the SIE by

the inclusion of exact Fock exchange. The Fock exchange
contribution in sc-PBE0 was self-consistently optimized for
each halide according to the scheme developed by Skone et
al.,67 and is expected to provide the most accurate electronic
wavefunction. Accordingly, it yields the highest activation

barriers as it diminishes the stabilizing effect of the SIE on the
transition state.
The influence of the polaron self-interaction error of the

polaronic migration of VK centers, self-trapped holes behaving
similarly to the F center in the context of the polaron model,
was investigated earlier.73 It was shown that the use of local
DFT functionals is not sufficient for the proper description of
polarons, which is affirmed by our calculations.
However, irrespective of the theoretical approach, the

migration barrier follows two trends. ΔEM is larger in sodium
halides compared to that in potassium halides and in chlorides
compared to bromides. Possible reasons for this behavior are
the ionic radii74 relative to the lattice constants, changes of the
local electrostatic environment during the migration, the
cohesive energy of the crystal,75 and the formation energy of
the F center.
The size of the ions does not seem to significantly influence

the barrier. Taking simple geometrical considerations into
account, the migration of the anion in sodium halides should
result in a smaller lattice distortion than in potassium halides
(0.04 vs 0.14 Å). This would yield a smaller barrier but the
opposite trend is observed. The distortion of the bulk structure
in the TS is similar in both systems. In the transition state, the
migrating Cl atom displaces the surrounding cations by 0.59 Å
in KCl (0.52 Å in NaCl), which is significantly more than the
displacement expected from the ionic model. This indicates
that a simple ionic model is insufficient for the description of F
center migration.
On the other hand, the vibrational frequencies of the

fundamental bulk modes both show the same trends as found
for the migration barriers.
The vibrational frequencies are linked to the energy required

to distort the lattice to accommodate for the migrating anion
and electron. The relationship of the frequencies to the barrier
energy is shown in Figure 3. A high correlation of R2 > 0.98 is
obtained, indicating a possible strong link between these
quantities. The cohesive energy of the crystal and the defect
formation energy do not have a strong correlation with the
migration barriers. Their differences within the four systems
are only weakly reflected by the barriers. The migration
barriers of bromides are slightly smaller (by 0.05 eV) than
those of the chlorides. This is in line with the defect formation
energies, which decrease from ∼5.65 eV for chlorides to ∼5.12
eV for bromides, but to a much smaller extent. Moreover, due

Table 1. F Center Migration Barrier ΔEM for NaCl, KCl,
NaBr, and KBr Obtained with Selected Functionals as
Single-Point Calculation at the PBE-D3(BJ) Optimized
Geometry

system
PBE
(eV)

PBE-
D3(BJ)
(eV)

PBE-
D4
(eV) revPBE

SCAN
(eV)

SCAN-
rVV10
(eV)

sc-
PBE0
(eV)

NaCl 1.46 1.46 1.47 1.62 1.62 1.61 1.82
KCl 1.33 1.32 1.32 1.47 1.42 1.41 1.69
NaBr 1.18 1.20 1.21 1.41 1.43 1.43 1.61
KBr 1.09 1.09 1.09 1.24 1.28 1.27 1.47

Figure 2. Singly occupied defect orbital of the F center transfer in the KCl bulk as calculated with PBE-D3(BJ). Singly occupied defect orbital of
the (a) ground state, and (b) transition state. Isosurface cutoff = 3 Å−3/2.

The Journal of Physical Chemistry C pubs.acs.org/JPCC Article

https://doi.org/10.1021/acs.jpcc.1c00602
J. Phys. Chem. C 2021, 125, 9085−9095

9087



to the geometric and electronic similarities between the
halides, electrostatic effects influence the relative barrier height
by only a small amount.
Lattice Parameter Dependence of the Migration Barrier.

It is expected that the lattice parameter a significantly
influences the migration barrier due to the different electro-
static interactions and Pauli repulsion in the TS. Due to
thermal expansion, the bulk lattice parameters of the alkali
halide increase by 1−2% from ∼0 K to room temperature, and
by 2−3% from room temperature to the temperatures where
the F center diffusion has been measured. The calculated
migration barriers presented so far have been obtained with
lattice parameters that correspond to low temperatures.
Attempts to model the experimental lattice constants at higher
temperatures by simple scaling would introduce artificial forces
into the geometry optimization of the defect structures. We,
therefore, followed a different strategy using optimized bulk
lattice parameters a (from selected functionals) that are larger
than those obtained with PBE-D3(BJ). The results for a are
given in Table 2. The corresponding migration barriers
obtained for the respective optimized lattice parameters are
given in Table 3.
As expected, PBE without dispersion correction over-

estimates the room temperature lattice parameters by ≈1%.
The inclusion of dispersion correction contracts the lattice
parameters in all cases. With the D3(BJ) correction, the lattice
parameters are in good agreement with the experimental values
at 0 K, which is in line with the evaluation by Tran et al.54 The
D4 correction, which improves the description of dispersion
over D3(BJ) by including electrostatic effects, leads to smaller
reduction of the lattice parameters compared to D3(BJ). The
obtained geometries rather correspond to room temperature
values.
revPBE strongly overestimates the experimental lattice

parameters,54 which is exploited in the following. SCAN yields
lattice parameters in good agreement with the low-temperature
measurements. The use of the rVV10 dispersion correction
decreases the lattice parameters and leads to an under-
estimation of the low-temperature values. sc-PBE0 gives a good

account of the room-temperature lattice parameters, yielding
similar results as PBE-D4.
The migration barrier generally increases if the lattice

parameter decreases compared to the initial PBE-D3(BJ)
values used in Table 1 and vice versa. Whereas dispersion
correction does not directly affect the barrier of a given system,
it leads to smaller lattice parameters and therefore has an
indirect effect. Due to the different geometry changes in the
four systems, the relative values of the migration barriers also
change.
These findings are relevant for the comparison with the

experiments because all measurements were carried out
between 673 and 923 K. Under those conditions, the thermal
expansion significantly increases the lattice parameter of the
halides, which is expected to decrease the migration barrier.
We approximated the effect of thermal expansion by using
PBE, PBE-D3(BJ), and revPBE optimized geometries, which
span the largest range of lattice parameters and thus effective
temperatures.
The optimized lattice parameters were compared with the

temperature-dependent measurements for NaCl and KCl by
Walker et al.,77 for NaBr by Deshpande,79 and for KBr by
Venudhar et al.,82 and the results are shown in Figure 4.
The temperatures corresponding to the lattice parameters

obtained with the selected methods were determined by a
linear fit of the experimental data (R2 > 0.99) and are given in
Table 4.
For KCl and KBr, the lattice parameters obtained with PBE

are closest to the temperatures of the experimental measure-
ments (673−923 K) and are expected to slightly overestimate
the experimental temperature. The lattice parameters obtained
with revPBE cannot be used because the salts are liquid at the
extrapolated temperature.
For NaCl and NaBr, however, the lattice parameters

obtained with revPBE closely correspond to the temperature
range of the diffusion experiments and are expected to slightly
underestimate the experimental temperature.
Accordingly, the lattice parameters optimized with PBE

(revPBE) approximately reflect the geometries of the
potassium (sodium) halides in the diffusion experiments.

Single-Point Calculations with sc-PBE0. As discussed
before, sc-PBE0 yields the most accurate migration barriers

Figure 3. Correlation of the energy barrier obtained with sc-PBE0 on
PBE-D3(BJ)-geometry, and the vibrational frequencies obtained with
sc-PBE0.

Table 2. Lattice Parameter a for NaCl, KCl, NaBr, and KBr Obtained with Selected Functionals

DFT exp.

system PBE (Å) PBE-D3(BJ) (Å) PBE-D4 (Å) revPBE (Å) SCAN (Å) SCAN-rVV10 (Å) sc-PBE0 (Å) 0 K (Å) 298 K (Å)

NaCl 5.691 5.581 5.636 5.815 5.548 5.516 5.613 5.59576 5.64077

KCl 6.382 6.265 6.316 6.548 6.258 6.186 6.302 6.16178 6.28877

NaBr 6.041 5.903 5.961 6.178 5.895 5.855 5.960 5.97479

KBr 6.709 6.570 6.620 6.894 6.566 6.497 6.626 6.51180 6.59981

Table 3. Theoretical results of the F Center Migration
Barrier ΔEM for NaCl, KCl, NaBr, and KBr obtained with
Selected Functionals after Re-optimization

system
PBE
(eV)

PBE-
D3(BJ)
(eV)

PBE-D4
(eV)

revPBE
(eV)

SCAN
(eV)

SCAN-
rVV10 (eV)

NaCl 1.17 1.46 1.35 1.19 1.67 1.72
KCl 1.15 1.32 1.24 1.19 1.33 1.42
NaBr 0.83 1.20 1.04 0.80 1.43 1.38
KBr 0.97 1.09 1.10 1.00 1.30 1.44
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because it is least affected by the self-interaction error. This
should result in migration barriers that are best compared to
the experiments. The results of the single-point calculations
based on the geometries obtained from the GGA functionals
are given in Table 5.
If only the results for those methods are considered that give

a good account of the high-temperature lattice parameters in
the diffusion experiments (highlighted in Table 5), we obtain
migration barriers of 1.40 eV for NaCl, 1.52 eV for KCl, 1.01
eV for NaBr, and 1.39 eV for KBr. This results in a change of
the energetic order to KCl > NaCl ≈ KBr > NaBr.

Thermal Corrections. Vibration corrections are expected to
have a non-negligible effect on the calculated migration
barriers. Therefore, frequency calculations were carried out
to (i) confirm the validity of the TS and to (ii) calculate the
thermal corrections for the bulk states, as shown in Table 6.

Due to the size of the systems, only a subset of modes of the
atoms surrounding the defect was considered in most
calculations. For the 3 × 3 × 3 defective KCl supercell, full
phonon spectra calculations were performed for ground and
transition states. The inclusion of additional modes does not
significantly change the vibrational energy correction, indicat-
ing that the chosen subset is sufficient. Details can be found in
the SI.
The PBE-D3(BJ) method was employed for the optimiza-

tion and frequency calculation. For bromides, ultrasoft
pseudopotentials85 had to be used because the PAW potentials
lead to numerical instabilities. The calculations were carried
out for a 3 × 3 × 3 supercell with a cutoff energy of 200 eV
(convergence tests can be found in the SI). The vibrational
zero-point energy of a harmonic oscillator is calculated with eq
1, and the thermal vibrational energy correction with eq 2

E
1
2 i

N

i
ZPVE

1

∑ ν=
= (1)

Figure 4. Correlation of optimized lattice parameters obtained with selected functionals and temperatures. Temperature dependence of the lattice
parameter of (a) NaCl, (b), KCl, (c) NaBr, and (d) KBr. Hatched area indicates the liquid phase.

Table 4. Effective Temperature Corresponding to the
Optimized Lattice Parameter of Selected Methods for NaCl,
KCl, NaBr, and KBr, as Obtained from a Linear Fit

system PBE-D3(BJ) (K) PBE (K) revPBE (K) melting point (K)

NaCl 89 504 972 107483

KCl 227 626 1189 104383

NaBr 92 518 942 101483

KBr 266 712 1314 100784

Table 5. Theoretical Results of the F Center Migration
Barrier ΔEM for NaCl, KCl, NaBr, and KBr Obtained with a
sc-PBE0 Single-Point Calculation for Different Optimized
Geometriesa

system PBE-D3(BJ) (eV) PBE (eV) revPBE (eV)

NaCl 1.82 1.62 1.40
KCl 1.69 1.52 1.36*
NaBr 1.61 1.31 1.01
KBr 1.47 1.39 1.16*

aActivation energies obtained with lattice parameters that are larger
than the highest experimental value are marked with an asterisk, and
the results considered as most accurate are in boldface.

Table 6. Vibrational Energy Correction Etot
VIB to the

Migration Barrier Obtained with PBE-D3(BJ)a

system EZPVE (eV) Etherm
VIB (eV) Etot

VIB(eV) Teff (K)

NaCl −0.09 0.00 −0.09 972
KCl −0.12 0.06 −0.06 626
NaBr 0.00 −0.08 −0.08 942
KBr −0.10 0.03 −0.07 712

aTeff is the effective temperature of the PBE (revPBE) geometry.
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where N is the total number of normal modes. As expected, the
largest frequency change between the minima and TS occurs
for modes that have large contributions from the migrating
anions and neighboring cations, namely the mode with
imaginary frequency and the mode with the highest frequency
in the TS. The vibrational energy correction slightly lowers the
calculated migration barrier by ∼0.1 eV for all four halides,
which implies that the frequencies of modes including the ions
surrounding the migrating anions are lowered.
Experimental Results. The combination of the sc-PBE0

single-point calculation on PBE (revPBE) geometry and the
thermal corrections calculated with PBE-D3(BJ) yields the
migration inner energy ΔUM. However, the experiments
measure the migration enthalpy ΔHM.

H U pVΔ = Δ + (3)

For solids, the term pV (eq 3) can be usually neglected, and
thus, the internal energy approximately equals the enthalpy.
We used this relation to obtain our final result, the migration
enthalpy ΔHM.
In Table 7, the calculated migration enthalpy ΔHM is

compared with the available results from available experiments
measuring the F center migration barrier for alkali halides.
In the experiments, the F centers were created either

additively by adding elemental alkali metal vapor or electro-
lytically by applying an electric field to the system. According
to the given measurements, and discussions within the works,

this does not appear to influence the result. In all cases, the
migration barrier is determined by measuring and interpreting
the F center diffusion rate.
Most results fall into two categories. The first category

includes measurements that attribute the obtained migration
barrier solely to the migration of the F center via a hole-anion
exchange along the ⟨110⟩ axis. For KCl, the measured
migration enthalpies of this category are between 1.3 and 1.6
eV. These results correspond to the migration process modeled
in this work. We obtained ΔHM = 1.46 eV with our final
method, which falls well into this range.
Two experiments yield a higher migration barrier. This

discrepancy was explained by an additional electron transfer
between neighboring anion vacancies (second category). This
type of transport is assumed to take place at high defect
concentrations and high temperatures.
The barriers measured by Tyagi et al.3 are significantly lower

than those of other experiments. They measured the drift of
the colored defect cloud during their electrolytic generation.
From their results, they concluded that for the given setup the
migration of F centers is determined by the potassium ion self-
diffusion. Thus, they measured a migration process different
from the one we modeled and their barriers cannot be
compared with our approach.
For NaCl, Dalal et al.5 measured a migration barrier of 1.17

eV, smaller than that in our result (1.31 eV). However,
Burshtein86 later pointed out issues in their experimental
method, suggesting that the migration of other defects affects
the measured barriers. The barrier measured by Kar et al.6

(1.33 eV) is very close to our result. However, the category of

Table 7. Comparison of Experimental and Theoretical Results for the F Center Migration Barrier ΔHM for Alkali Halides

experiment F-center generation measurement temperature (K) NaCl (eV) KCl (eV) NaBr (eV) KBr (eV)

Mizuno10 additively color drift 723 1.4
Gravitt2 electrolytically color drift 773−923 1.3
Wolf11 additively ESR >773 1.6
Tyagi3 electrolytically color drift 723−923 0.86
Kuczynski12 additively color drift, bleaching 773−903 1.35 (1.65)
Montojo4 electrolytically current 772−816 1.8 1.5 (1.6)
Dalal5 electrolytically color drift 673−873 1.17 1.59 1.41
Kar6 electrolytically bleaching 793−833 1.33

Theory
Brown38,39 2.23
Kuklja40 224-atom cluster INDO 1.64
this study 1.31 1.46 0.93 1.32

Figure 5. Transition state of the F center along [110] over the KCl (100) surface: (a) initial geometry, (b) transition geometry, and (c) final
geometry. Top view, migrating atom marked in red.
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migration responsible for the barrier was not discussed in
either work.
For KBr, Dalal et al.5 and Montojo et al.4 measured

migration barriers (1.41 and 1.5 eV) that are 0.1−0.2 eV larger
than the calculated value (1.32 eV) and still within the
experimental error. In both works, the diffusion of F centers
was measured during their electrolytic generation. The results
were criticized by Burshtein86 for the same reason as given
before.
The geometry of the TS for the KCl bulk obtained in this

study (Figure 1) is similar to that found in previous theoretical
studies by Brown and Vail38,39 and Kuklja et al.40 The former is
based on a one-electron approximation and significantly
overestimates all experimental migration barriers. The latter
is a semiempirical calculation based on the intermediate
neglect of differential overlap (INDO) approximation. Their
result slightly overestimates the measured migration enthalpies.
Neither study discussed thermal effects in their modeling.
(100) Surface Migration. For all surface optimizations,

PBE-D3(BJ) was used, and the slab models were constructed
from the corresponding optimized bulk structure. A
quantitative analysis of the effects of temperature was not
performed for the surface model because of the added
complexity of the systems and the lack of experimental
reference. For the (100) surface, there are two directions the
defect can migrate along, either across the surface (Figure 5,
along ⟨011⟩) or into the bulk (Figure 6, along ⟨110⟩). The
surface migration processes differ from the bulk migration due
to the symmetry lowering on the surface, allowing for
additional degrees of freedom during the migration process.
This lowers the migration barrier compared to the bulk,
whereas the loss of stabilization due to fewer neighboring ions
during the migration process increases the barrier. The first
influence outweighs the latter in all halides, as can be seen from
the barriers given in Table 8 compared to those in Table 1.

As observed for the migration in the bulk, single-point
calculations performed with sc-PBE0 yield a larger migration
barrier than PBE-D3(BJ).
The TSs of the migration pathways on the (100) surface are

less symmetric than those in the bulk. In all systems, there is a
migration path above the surface (Figure 7a). For potassium
halides, an additional path below the surface (Figure 7b) has
been observed, which is found to be energetically slightly
favored over the above-surface migration.
The different pathways for the F center (100) surface

migration in sodium and potassium halides are shown in Table
9. The vertical position of the halide atom above or below the
average z-coordinate of the topmost layer in the TS is given
there.
For sodium halides, the halide position in the TS is 0.33-

0.49 Å above the surface. During the NEB calculation for the
migration path below the surface, the halide ion moved
upward, and TSover was obtained. The sodium ions are small
enough to let the halide ion pass through. The potassium
cation, however, is significantly larger than the sodium
cation,74 and thus, it creates a barrier for the movement of
the halide ion between the two TSs. Therefore, two distinct
pathways exist for potassium halides. The difference between
TSover and TSunder is most pronounced in KCl (Table 9 and
Figure 7).
For KCl, an additional optimization with PBE was carried

out in order to check the influence of the bulk lattice
parameter on the migration. As found for the bulk, the
migration barriers are lowered, whereas the vertical distance to
the surface has not changed compared to the PBE-D3(BJ)
optimization. For the pathway below the surface, the energy is
lowered by 0.17 eV from 1.08 eV to 0.91 eV, which is exactly
the same amount as observed in the bulk. For the pathway
above the surface, the energy is lowered by 0.18 eV from 1.18
eV to 1.00 eV.
This suggests that measurements of the surface migration at

higher temperatures will result in lower migration barriers
compared to the sc-PBE0 results in Table 8.
Frequency calculations taking into account only atoms near

the F center were carried out for the defective (100) surfaces of
the alkali halides to confirm the validity of the TS and to
obtain thermal corrections for the barriers, given in Table 10.
For KCl, we consider an additional migration pathway of the F
center from the first to the second layer (KClsink). For these
calculations, we used the seven-layer model.
The results for KClsink are marked with an asterisk and

should be considered with care because the calculation
contains a few spurious imaginary modes.

Figure 6. Transition of the F center along [110] into the KCl(100) surface: (a) initial geometry, (b) transition geometry, and (c) final geometry.
Side view, migrating atom marked in red.

Table 8. Theoretical Results of the F Center Migration
Barrier ΔEM for All Halides Optimized with PBE-D3(BJ)a

PBE-D3(BJ) sc-PBE0

system
Sover
(eV)

Sunder
(eV)

Ssink
(eV)

Sover
(eV)

Sunder
(eV)

Ssink
(eV)

NaCl 1.12 1.25 1.42 1.49
KCl 1.18 1.08 1.08 1.41 1.26 1.30
NaBr 0.92 1.15 1.19 1.38
KBr 1.09 1.03 1.01 1.25 1.16 1.08

aReference in all cases is the defect on the (100) surface.
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In general, the ZPVE correction is negligible for the surfaces.
The corrections for the migration across the surface are of the
same order of magnitude as for the bulk systems and slightly
decrease the migration barriers. However, the correction for
the exemplary migration into the surface slightly increases the
migration barrier due to thermal contributions.
The sink migration from the surface into the bulk (Figure 6)

along the ⟨110⟩ axis is geometrically more restricted than the
transfer across the surface. For potassium halides, the
migration barrier of the sink migration is comparable to
under migration, and for sodium halides, this energetic barrier
lies between the bulk and the surface results. This behavior was
expected as the sink migration can exploit the symmetry
reduction introduced by the surface cut, which can be seen in
Figure 6b based on the dislocation of the potassium ion out of
the surface.

■ CONCLUSIONS
F center migration was investigated theoretically for the four
alkali halides NaCl, KCl, NaBr, and KBr at different levels of

density functional theory and by considering the dispersion
effects. For the bulk, a highly symmetric transition state was
found and the location of the defect electron was visualized.
Migration energies were calculated with sc-PBE0 based on
geometries obtained with PBE and revPBE.
The activation barriers are sensitive to the change of the

lattice parameter due to the change in temperature and vary by
several tenths of eV at different temperatures. Thus, the
functionals used for optimization were selected based on their
lattice parameters and their agreement with the lattice
parameters measured at elevated temperatures close to the
conditions of the diffusion experiments. A hybrid functional is
crucial to accurately calculate migration barriers since it
mitigates the self-interaction error, which affects the electron
density of the transition state. The self-consistent dielectric-
dependent functional was chosen because it accurately
reproduces the electronic properties of the alkali halides. At
variance, dispersion corrections are of minor importance for
the calculation of migration barriers. The energies were
corrected by ZPE and vibrational contributions in order to
be comparable with the experimental activation enthalpies. For
these models, the calculated migration enthalpies are 1.31 eV
for NaCl, 1.46 eV for KCl, 0.93 eV for NaBr, and 1.32 eV for
KBr. For the alkali halides NaCl, KCl, and KBr, these results
match the experimental results well, underlining the need for a
hybrid DFT level description of the electronic structure and
the need to account for thermal effects. The migration across
and into the (100) surface was explored and different
migration paths were identified for potassium halides. The
existence of the different migration paths can qualitatively be
explained with simple geometrical considerations. The ZPE
and thermally corrected migration barriers for the (100)
surface obtained with PBE-D3(BJ) are 1.42 eV (NaCl), 1.24
eV (KCl), 1.18 eV (NaBr), and 1.14 eV (KBr). They are
slightly smaller than the respective barriers for bulk migration
due to the additional degrees of freedom in the TS.

■ ASSOCIATED CONTENT

*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.jpcc.1c00602.

Convergence tests of k-⃗points and energetic cutoff for
the ultrasoft pseudopotentials; and calculation of the
vibrational corrections (PDF)

Figure 7. Transition state of the F center migration over the KCl (100) surface. Chlorine atom moves (a) above the surface plane (Sover), and (b)
below the surface plane (Sunder). Side view.

Table 9. Vertical Position of the Migrating Halide Atom in
the Transition State for All Halides Relative to the Average
z-coordinate of the Topmost Layer; PBE-D3(BJ) Resultsa

TSover (Å) TSunder (Å)

NaCl 0.33 
KCl 1.55 −0.48
NaBr 0.49 
KBr 0.58 −0.35

a, indicates that the corresponding minimum energy path was not
found.

Table 10. Vibrational Energy Correction Etot
VIB to the

Migration Barrier Obtained with PBE-D3(BJ)a

system EZPVE (eV) Etherm
VIB (eV) Etot

VIB(eV) Teff (K)

NaCl 0.01 −0.01 0.00 89
KClover 0.01 −0.02 −0.02 227
KClunder 0.03 −0.04 −0.01 227
KClsink* −0.03 0.07 0.03 227
NaBr −0.01 0.00 −0.01 92
KBrover −0.01 −0.02 −0.02 266
KBrunder 0.00 −0.02 −0.02 266

aTeff is the effective temperature of the PBE-D3(BJ) lattice parameter
obtained by a linear fit (see Table 4).
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ABSTRACT: The F center on the KCl and NaCl (100) surfaces
was investigated theoretically concerning its effect on adsorbed
nitrogen. It was found that the defect on both halide surfaces
reduces an adsorbed nitrogen molecule and weakens its triple
bond. A strong reduction of the rate-determining barriers was
found for reaction of adsorbed nitrogen with hydrogen toward
hydrazine compared to the gas phase. The frontier orbitals were
analyzed, and the singly occupied π*-orbital of the reduced N2 was
identified as the driving force behind the enhanced reactivity.
Surface cations further stabilize the transition structures by
attractive interaction with dissociated H atoms. Gibbs free energy
diagrams were calculated for all possible reaction pathways.

■ INTRODUCTION
Many technologically important reactions require efficient
catalysts to make them economically feasible.1,2 The choice of
the catalyst depends on the type of reaction, toxicologic, and
economical factors. Many reactions are catalyzed with
expensive noble metals like platinum and palladium or toxic
compounds like osmium-(VIII)-oxide. Therefore, the search
for new catalysts that are both affordable and benign for
human health and environment is an active field of research.
Oneunexpectedgroup of compounds that fulfill both
these criteria are alkali halides. Although they are high band
gap insulators and unreactive in their pristine state, their
reactivity can be improved by introducing defects into the
lattice. A simple but promising modification is the so-called
color or F center, which occurs when a vacant anion site is
occupied by a single electron. This can be achieved in various
ways, for example, by adding gaseous alkaline metal,3,4 heating
the solid,5 irradiation,6,7 or through electrolysis.8,9 The
reactivity of the F center has been demonstrated exper-
imentally. It is able to reduce different adsorbed molecules on
the NaCl (100) surface10,11 and split water.12,13 Furthermore,
several theoretical studies confirm the reductive power of the F
center.14−17

In this work, we extend our previous theoretical work and
investigate the effect of the KCl and NaCl F center on a surface
reaction. We chose the reaction of nitrogen and hydrogen as a
model reaction because it involves small molecules and few
possible reaction paths. Furthermore, the efficient conversion
of nitrogen to ammonia and related compounds is still one of
the challenges of modern chemistry. Nitrogen derivatives, most
prominently ammonia and hydrazine, play a crucial role in
many fields of chemistry as they are required to produce

fertilizers or fuels.18,19 The main obstacle is the breaking of the
nitrogen−nitrogen triple bond. There are at least two viable
pathways of generating ammonia from nitrogen. The method
currently used on an industrial scale is an adsorptive cleavage
of the molecule on a metal surface, as employed in the famous
Haber−Bosch process.20−23 For this pathway, there is already
ongoing research in the effect of reductive solids on the
cleavage of nitrogen on ruthenium, for example, by employing
electrides.24,25 In most natural processes, the fixation of
nitrogen is done with the help of a class of enzymes called
nitrogenases.26−28 In that case, a reductive mechanism takes
place in which single electrons and protons are added to an
enzyme-bound nitrogen molecule.
We investigate an alternative mechanism which resembles

the gas-phase reaction of nitrogen and hydrogen,23,29 but on a
defective alkali halide surface. We first analyze the general
effect of the F center on the KCl and NaCl (100) surfaces on
nitrogen by means of plane wave density functional theory
(DFT), employing both the generalized gradient approxima-
tion (GGA) functional PBE and a self-consistent dielectric-
dependent global hybrid functional to characterize the
adsorption. Then, we explore the migration behavior of
nitrogen on the perfect and defective (100) surfaces to assess
the probability of side reactions. We discuss the results of the
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simulated reaction between hydrogen and nitrogen on the
defective surface, following two possible pathways to
hydrazine. Finally, we summarize our findings in a conclusion.

■ METHODS
Electronic Structure Calculations. The plane wave

program package VASP (versions 6.0.8 and 6.1.130−32) and
the molecular orbital program package ORCA version
4.2.133,34 with libint35 and libxc36 were employed to carry
out the DFT calculations. The molecular reference calculations
with ORCA were carried out with standard settings except for
a smaller SCF cutoff (10−8 Eh), a larger SCF damping factor
invoked with SlowConv, and a tighter integration grid to
guarantee convergence of the anionic systems. The def2-
QZVPPD37 basis set was employed in all calculations.
All surface supercell calculations with VASP were done with

a cutoff energy of 500 eV, the precision mode Accurate, PAW
pseudopotentials,38 and a Γ-point Monkhorst Pack grid.
Gaussian smearing with σ = 0.05 eV was employed. The
standard Kosugi algorithm was used for GGA calculations, and
a preconditioned conjugate gradient algorithm was used for
hybrid calculations.
Unless denoted otherwise, the GGA functional PBE39 with

D3(BJ) dispersion correction40,41 was employed for geometry
optimizations, as in our previous studies of defective alkali
halides.17,42,43 This method overestimates the experimental 0 K
lattice parameter of KCl by about 1.5% and reproduces the
low-temperature value for NaCl.
Reaction paths were modeled with the nudged elastic band

(NEB) method as implemented in VASP by Henkelman et
al.44−49 and in ORCA.50 In both cases, the LBFGS optimizer
was employed. The climbing image method was used to
approximate the transition state (TS) of the reaction path.
A self-consistent dielectric-dependent global hybrid (sc-

DDGH51) functional based on PBE was used to obtain
accurate electronic properties. This functional is denoted as sc-
PBE0. Its efficacy for alkali chlorides was shown in previous
works.17,42,52 The exchange functional contains a self-
consistently optimized Fock exchange fraction x, which is
determined via the bulk dielectric constant ε∞. For KCl
(NaCl), the optimized exchange fraction is x = 46.3% (42.8%).
DDEC6 charge and bond order analysis was performed with

Chargemol (version 3.5).53−56 Orbital projections were done
with Wannier90 (version 2.1.0).57 Orbitals and atomic
structures were visualized with VESTA (version 3.4.7).58

Thermodynamic Properties. Unless denoted otherwise,
all given adsorption and reaction energies are corrected by the
zero-point vibrational energy obtained from frequency
calculations with VASP. All systems were repeatedly optimized
until their mass-weighted Hessian did not have any negative
eigenvalues. For the reaction, only molecular vibrations were
considered because the influence on the surface modes is
negligible (<0.02 eV, see Supporting Information for tested
systems).
For the reaction of nitrogen and hydrogen, all energies were

additionally corrected for thermal vibrational energies, and the
vibrational entropy to the Gibbs free energy at different
temperatures from 0 − 1000 K. All thermodynamic properties
were calculated in the harmonic approximation. Due to the
breakdown of vibrational entropy for small frequencies in the
model of the harmonic oscillator, all modes lower than 100
cm−1 were set to 100 cm−1 for the calculation of the entropy,
similar to the approach by Ribeiro et al.59 The zero-point

vibrational energy was obtained with eq 1. N is the total
number of normal modes considered in the frequency
calculation. In this and all subsequent equations, the energies
and frequencies are used in the unit eV.
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The thermodynamic data for the gas-phase molecules N2,
H2, and N2H4, including translation and rotation entropy, were
obtained from frequency calculations and thermodynamic
analyses with ORCA and the methods implemented therein on
the PBE-D3(BJ) level.

■ RESULTS AND DISCUSSION
Nitrogen Adsorption on the Defective Potassium and

Sodium Chloride (100) Surface. In the first step, the effect
of the F center on an adsorbed nitrogen molecule was
investigated. The molecule was placed above the defect cavity
and optimized, resulting in two different minimum geometries,
both situated inside the cavity.
One of the minimum geometries of N2 on the defective KCl

(100) surface is orthogonal to the surface (Figure 1), and the

other one is parallel to it (Figure 2a). The parallel geometry is
the energetically lowest structure of both and stabilized by
−0.80 eV with respect to gas-phase N2. The orthogonal
geometry is slightly less stable, −0.69 eV.
On the defective NaCl (100) surface, parallel N2 is rotated

by 45°(Figure 2b), likely due to steric reasons to fit into the
tighter cavity. It is stabilized by −0.83 eV, only slightly more
than on KCl (100). No stable orthogonal geometry was found
on NaCl (100).
In the following, only the most stable geometries were

investigated.

Figure 1. Optimized geometry of the nitrogen molecule located in the
F center of KCl, perpendicular to the (100) surface plane. Yellow
spheres denote chlorine atoms, purple spheres denote potassium
atoms, and light blue spheres denote nitrogen atoms.
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A DDEC6 analysis was carried out, and the orbital of the
defect electron was investigated (Figure 3a) for an analysis of
the charge transfer.

According to the DDEC6 charge analysis, there is an excess
charge of −0.79 e (−0.78 e) on the nitrogen molecule
adsorbed on defective KCl (NaCl), indicating that the defect
electron was essentially transferred to N2. The defect electron
is located in an orbital (Figure 3a) that closely resembles the
LUMO of gas-phase N2 (Figure 3b).
After adsorption, the N−N bond is elongated from 1.114 to

1.186 Å on KCl and to 1.190 Å on NaCl, which is halfway
between the triple bond length and double bond length (1.246
Å for cis-N2H2).
The weakening of the bond also manifests in a decreased

N−N stretching vibration frequency. At the PBE-D3(BJ) level,
it is reduced by 21%, from 2425 cm−1 for the neutral molecule
to 1908 cm−1 (1911 cm−1) for the adsorbed molecule on KCl
(NaCl). For comparison, the gas-phase molecule was
calculated with ORCA and def2-QZVPPD basis sets. A similar
reduction of the vibrational frequency of about 23% was
obtained comparing the neutral molecule and the anion,
further strengthening the above finding that the defective
surface reduces the adsorbed nitrogen molecule.
The electronic properties were obtained with a sc-PBE0

single-point calculation based on the optimized geometries
obtained with PBE-D3(BJ). The level of the defect band for
the KCl (100) surface defect is lowered by 1.42 eV (from
−3.02 to −4.44 eV) due to adsorption. For the NaCl (100)
surface defect, the analogous band is lowered by 1.22 eV (from

−3.62 to −4.84 eV). In both cases, the shifts indicate a strong
interaction of the molecule with the defect cavity.
In conclusion, the F center on the alkali halide (100)

surfaces reduces the adsorbed nitrogen molecule to N2
−. There

is no significant difference between the adsorbate electronic
structure of the two halide surfaces, even though the geometry
of the molecule is changed to accommodate for the smaller
lattice of NaCl.

Migration of Nitrogen on KCl. Prior to the investigation
of surface reactions involving reduced N2, we study other
possible surface processes. Since the defect concentration is
usually rather low (up to 1.5 × 1018 F centers/cm3 or about
0.01%60), nitrogen will predominantly adsorb on defect-free
parts of the surface. Knowledge of the diffusion barriers on the
surface is important for an estimation of the F-center reactivity.
Therefore, migration of adsorbed nitrogen was modeled for
several paths across the pristine KCl (100) surface and from
the terrace into the defect cavity. Additionally, the exchange
with the neighboring chloride anion analogous to the
mechanism of the F center diffusion43,61 was studied.
The adsorption of N2 on the pristine (100) surface of KCl is

weak and dominated by dispersion interactions. Depending on
the adsorption site, the adsorption energy calculated with PBE-
D3(BJ)/500 eV ranges from 0.08−0.13 eV. Low-energy
electron diffraction measurements determined an isosteric
heat of adsorption for this combination of 0.114 ± 0.031 eV.62

The favored adsorption structures of the molecule are a parallel
geometry centered above neighboring potassium ions, and a
tilted geometry [50° vs (100) surface] over a potassium ion
pointing toward a chloride ion.
The minimum energy path (MEP) of the migration of

nitrogen over the (100) surface calculated with NEB did not
show a significant energetic barrier (<0.03 eV). Therefore, N2
is highly mobile on the surface. For the migration into the
defect cavity, two different migration pathways were
investigated, starting from an adsorption site above a nearby
cation or anion into the cavity with two different molecular
orientations. In both cases, the migration is not hindered by an
energetic barrier, but the energy surface is too shallow to
immediately drive the molecule into the cavity. It is therefore
concluded that nitrogen molecules are not actively attracted by
the F centers, and adsorption at the defect site occurs
randomly.
Possible reactions of the reduced nitrogen molecule are

rivaled by desorption and subsequent deactivation or
migration. The concerted migration of the nitrogen molecule
in combination with the cavity was simulated with the nitrogen
molecule migrating above and below the surface.
The barrier for N2 migration above the surface (Figure 4a) is

calculated as 1.70 eV. For N2 migration below the surface
(Figure 4b), the energy barrier is slightly larger, 1.87 eV. In
both cases, the barrier is higher than for desorption or
migration of the F center simulated on the same level of
theory.43 However, the same trend for the energy difference
between the two available migration paths is observed with and
without adsorbed nitrogen. In either case, the barrier is
reduced if the chloride migrates below the surface, likely due to
favorable electrostatic interaction of the chloride anion with
the surrounding cations and additional degrees of freedom for
the nitrogen molecule. In a direct comparison between the
concerted migration and the alternative desorption, vacancy
migration, and re-adsorption processes, the concerted migra-
tion is stabilized by about 0.1−0.2 eV. However, due to the

Figure 2. Optimized geometries of the nitrogen molecule located in
the F center parallel to the (100) surface plane.

Figure 3. Comparison of the defect orbital of the KCl (100) F center
with adsorbed N2 and the lowest unoccupied molecular orbital
(LUMO) of neutral gas-phase N2.
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relatively large barrier, it is very unlikely to occur. We therefore
conclude that after adsorption on the pristine parts of the
surface and diffusion into the F-center, N2 is demobilized and
can react with other molecules.
Finally, we studied if the nitrogen molecule can migrate

toward a KCl bulk F center by placing it into the defect cavity
in a bulk 3 × 3 × 3 supercell (Figure 5). The absorbed

nitrogen molecule is stabilized by −0.93 eV with respect to the
gas phase. This is 0.13 eV lower than on the (100) surface F
center, partially due to increased dispersion interaction, and
partially to the enhanced electrostatic stabilization of N2

− in the
lattice.
Subsequently, the migration of the nitrogen molecule

through the bulk was simulated to estimate the probability of
this possible side reaction. The calculated migration enthalpy is
2.93 eV at 0 K, making bulk migration highly unlikely to occur
compared to any of the other processes.
Reaction of Nitrogen with Hydrogen. As nitrogen is

reduced by the defective surface, its bond is weakened and its
reactivity is expected to increase. To test the change in
reactivity, a reaction with hydrogen to hydrazine was modeled
both on the defective surface (with VASP) and in the gas phase
(with ORCA) for a neutral and a singly negative molecule for
comparison. In the gas-phase calculations, we intentionally
applied standard basis sets without Rydberg orbitals, in order
to simulate the charge localization in N2

− that was observed on
the surface (see above).
The gas-phase models show that the reduction of gas-phase

nitrogen strongly reduces the reaction barriers. For the 1,1-
addition of hydrogen to nitrogen, the highest barrier is lowered
from 4.53 eV (neutral) to 2.23 eV (anion), and for the same-

side 1,2-addition, the highest barrier is lowered from 5.71 to
2.27 eV. A similar decrease in barriers is expected for adsorbed
N2.
For the surface model, first, the adsorption of a hydrogen

molecule was calculated on the pristine (100) surface and the
defect cavity. On the pristine surface, the absorption energy is
in the range −0.02 to −0.08 eV and the molecule is mainly
bound by dispersion. The F center does not attract the
hydrogen molecule and does not reduce it either. Therefore, it
is safe to assume that the first step of the reaction is the
adsorption and reduction of nitrogen in the defect cavity.
Starting from this configuration, there are two possible
pathways for the reaction of nitrogen and hydrogen to a
diimide, similar to the gas-phase reaction. One pathway
generates cis-diimide (Figure 6a, abbreviated as HNNH) via a
1,2-addition, and the other generates iso-diimide via a 1,1-
addition (Figure 6b, abbreviated as NNH2).

These diimides rapidly dissociate at high temperatures in the
gas phase,63 but are strongly bound to the F center. The
additional stabilization amounts to −2.25 and −2.24 eV for iso-
diimide and cis-diimide, respectively.
The isomerization of iso-N2H2 to cis-N2H2 in the KCl defect

cavity was investigated as well. No one-step reaction path
could be found, which is in line with theoretical findings for the
gas-phase reaction.23,29 The MEP indicates that the lowest
reaction path occurs via dissociation of iso-N2H2 to N2 and H2.
Therefore, the two pathways can be considered separately.
In the final step, a second H2 molecule is added to the

diimide to yield hydrazine (Figure 7), which is stabilized by
−0.53 eV.

Thermodynamics of the H2−N2 Reaction. To assess the
rate-limiting steps of the reactions, the Gibbs free energy was
calculated for all minima and TSs. The diagram of the Gibbs
free energy for the 1,1-addition pathway is given in Figure 8.

Figure 4. Migration of the nitrogen molecule in combination with the
defect cavity across the KCl (100) surface.

Figure 5. TS of the N2 migration through the KCl bulk. The red
spheres represent the position of the defect cavities. Viewed along
⟨110⟩.

Figure 6. Geometry of the diimides in the KCl (100) defect cavity.

Figure 7. Geometry of hydrazine in the KCl (100) defect cavity.
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The rate-determining barrier is connected with the addition
of hydrogen to the adsorbed nitrogen molecule. This can take
place via an Eley−Rideal (ER) or a Langmuir−Hinshelwood
(LH) mechanism. The LH mechanism, where the hydrogen
molecule first adsorbs the nearby nitrogen molecule, yields a
lower reaction barrier. However, hydrogen preadsorption is not
likely to occur due to the low adsorption energy as mentioned
above. At 0 K, the calculated barrier is 2.21 eV and rises with
increasing temperature to 2.51 eV at 673 K (2.73 eV at 1000
K). The reaction rate k increases with growing temperature,
but remains relatively small. At temperatures close to the
melting point of KCl, 1000 K, k = 0.37 s−1. An ER mechanism,
in which the hydrogen molecule reacts from the gas phase,
yields a similar barrier at 0 K, 2.19 eV. However, the Gibbs free
energy barrier is increased to 2.50 eV at 673 K (3.42 eV at
1000 K) due to negative ΔS, reducing the reaction rate by a
factor of 3000 with respect to the LH mechanism.
In both cases, increasing the hydrogen partial pressure

facilitates the reaction. In the LH mechanism, this shifts the
equilibrium toward hydrogen pre-adsorption, and in the ER
mechanism, this lowers the barrier.
The diagram of the less favorable 1,2-addition pathway is

given in Figure 9.

Again, the first hydrogen addition to N2 has the highest
barrier. Assuming a LH mechanism, the Gibbs free energy
barrier is 2.91 eV at 0 K, which increases to 3.09 eV at 673 K.
With an ER mechanism, it changes from 2.89 to 3.57 eV,
respectively.
Since the initial step of both pathways has the highest

barrier, the entire reaction has to take place under
thermodynamic conditions. However, under such conditions,
the reaction N2 + 2H2 → N2H4 is entropically and

energetically disfavored. The reaction enthalpy ΔH amounts
to 0.56 eV. At standard pressure, the Gibbs free energy ΔG
rises monotonously with temperature and becomes 1.08 eV at
room temperature.
We therefore decided not to continue and simulate the final

formation of NH3 because the initial addition already poses a
major bottleneck. The barriers of the simulated reaction are
higher than those found in the standard Haber−Bosch reaction
pathways, in which the rate-determining barrier is only ≈1.2
eV.64 However, the barriers calculated on the defective surface
are significantly lower than the barriers found in the gas
phase,29 demonstrating a non-negligible catalytic effect of the F
center.
In the following part, the single reaction steps are analyzed

with respect to their gas-phase counterpart and their reactive
orbitals are characterized. All following comparisons use the
electronic energy because of convergence issues for the anionic
systems in the gas-phase frequency calculations.

1,1-Addition to iso-N2H2. The 1,1-addition of hydrogen to
nitrogen is simulated starting from a weakly bound initial
geometry (Figure 10a). In the first step of the addition, the
hydrogen molecule is split with one hydrogen atom (H1)
bonding to the adjacent nitrogen atom and the other hydrogen
atom (H2) being partially reduced (q = −0.52 e) and stabilized
by the surface cations (Figure 10b). Then, H2 is transferred to
NNH and iso-diimide is generated (Figure 10c).

Orbital Analysis. In the neutral gas-phase reaction to iso-
diimide, the TS highest occupied molecular orbital (HOMO)
consists of the πN2

* orbital and the σH2
* orbital. Significant

geometric distortion is required to lift the electrons from the
bonding ground-state HOMOs into the anti-bonding tran-
sition state HOMO, which leads to a high barrier. The addition
of an electron to the N2 antibonding π* orbital of nitrogen, as
it occurs in the hypothetical anionic gas-phase reaction and on
the defective surface (leading to a singly occupied molecular
orbital), makes this unnecessary and consequently facilitates
the reaction. The covalent interaction takes place between the
πN2

* orbital and the σH2
and σH2

* orbitals (Figure 11a,b,
respectively), which mix to generate the two highest transition-
state orbitals. The occupation of the σH2

* orbital breaks the H2

single bond.
1,1-Addition to N2H4. The 1,1-addition of hydrogen to iso-

diimide is analogous to the previous 1,1-addition. It begins
with an essentially unbound starting geometry (Figure 12a).
Unlike in the previous reaction, the diimide molecule moves
upward in the cavity so that the hydrogen molecule can attack.
After the hydrogen bond breaks, one hydrogen atom (H1)
binds to the diimide and the other (H2) is partially reduced (q
= − 0.68 e) and is stabilized by the neighboring surface cations
(Figure 12b). In the final step, H2 is transferred to the diimide
to generate hydrazine (Figure 12c).

Orbital Analysis. For comparison, in the neutral gas-phase
reaction NNH2 + H2 → N2H4, an energy barrier of 0.69 eV is
obtained. For the anionic radical reaction NNH2

− + H2 →
N2H4

−, the reaction barrier is lowered to 0.07 eV. In this case,
the barrier calculated for the corresponding surface reaction,
0.53 eV, is closer to the neutral gas-phase reaction. This
observation is supported by the orbitals involved in the
transition-state HOMOs. In the neutral gas-phase reaction of
iso-diimide to hydrazine, the πN2H2

*, πN2H2
, σH2

*, and σH2

orbitals are involved. Since the LUMO and HOMO of iso-
diimide are energetically close, the reaction barrier is lower

Figure 8. Calculated Gibbs free energy diagram for the two-step 1,1-
addition of N2 and H2 to N2H4.

Figure 9. Calculated Gibbs free energy diagram for the two-step 1,2-
addition of N2 and H2 to N2H4.
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than for the reaction N2 + H2. In the case of the anionic gas-
phase reaction, the additional electron is transferred to an extra
orbital with a strong σH2

* character. Orbital analysis shows that
the reaction on the defective surface resembles the neutral gas-
phase reaction (Figure 13) and does not benefit from the
reduction of the nitrogen molecule.
1,2-addition to cis-N2H2. In the 1,2-addition to cis-diimide,

the bond between the hydrogen atoms is cleaved (From Figure
14a to Figure 14b), and one of the atoms (H1) binds to the
closest nitrogen atom. Unlike in the previously discussed 1,1-
additions, the free hydrogen atom (H2) does not interact with
the neighboring cations before it binds to the other nitrogen
atom (Figure 14c).
Orbital Analysis. In this case, atom H2 is a neutral radical

after H2 dissociation. The lack of electrostatic stabilization
leads to a higher reaction barrier. In the gas phase, the reaction
energy barriers for N2 + H2 → HNNH and N2

−+H2 → NNH2
−

are 5.71 and 2.27 eV, respectively. The barrier for the
corresponding reaction on the defective surface amounts to
3.03 eV, and orbital analysis (Figure 15) shows that the πN2

*
orbital participates in all reactions. In the case of the neutral
gas phase, a completely unbound hydrogen radical is
generated.

A comparison between the previously discussed 1,1-addition
to iso-diimide (Section) and this reaction shows that the
surface ions do play a non-negligible role in stabilizing the
transition state and lowering the reaction barrier.

1,2-Addition to N2H4. The 1,2-addition of hydrogen to cis-
diimide occurs analogously to the 1,1-addition to iso-diimide.
The hydrogen bond breaks and one hydrogen atom (H1) is
bound to the upper nitrogen atom (Figure 16), whereas the
other (H2) moves down and reacts with the lower nitrogen
atom in a transition state that closely resembles the one in
Figure 12b.
In this case, the reaction barrier on the defective surface,

0.84 eV, is much smaller than those of both gas-phase
reactions. The calculated barriers for gas-phase reactions
HNNH + H2 → N2H4 and NNH2

− + H2 → N2H4
− are 3.96

and 1.90 eV, respectively. In this case, the electrostatic effect of
the surface seems to enable an alternative reaction path and
facilitates the reaction even more than before.

Orbital Analysis. Since the reaction closely resembles the
1,1-addition, the same orbitals are involved in the reaction
(Figure 17) and the free hydrogen atom H2 is partially
reduced (q = −0.68 e).

Figure 10. Geometries of the 1,1-addition of hydrogen to nitrogen on the defective KCl (100) surface.

Figure 11. Orbitals of the transition state of the reaction N2 + H2 →
NNH2.

Figure 12. Geometries of the 1,1-addition of hydrogen to iso − N2H2 on the defective KCl (100) surface.

Figure 13. Orbitals of the transition state of the reaction NNH2 + H2
→ N2H4.
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Due to the similarities of defective KCl (100) and NaCl

(100) in terms of adsorption energies, geometries and

electronic structure of N2 and H2, and also of the barrier of
the 1,1-addition, we did not investigate the other reaction

mechanisms for NaCl. We expect that the barriers and reaction

energies are similar.

■ CONCLUSIONS
The reactivity of F centers on the KCl and NaCl (100)
surfaces were investigated using a plane-wave approach and the
generalized-gradient functional PBE. The defect was found to
readily reduce adsorbed nitrogen in both investigated halides.
No significant differences were found between the behavior of
the F center on NaCl and KCl. The reaction of nitrogen and
hydrogen to hydrazine was simulated on KCl (100), and two
possible pathways were identified which bear similarities to the
gas-phase reactions. In all cases, the rate-determining reaction
barriers were significantly decreased on the KCl (100) surface
due to the reduction of nitrogen. The first step of the 1,1-
addition was also investigated on NaCl (100), and essentially,
the same barrier was observed. A significant part of the
catalytic activity was traced to the occupation of anti-bonding
N2 orbitals, which increases the reactivity of nitrogen. We
therefore predict that for molecules with a high HOMO−
LUMO gap, for example, N2 and CO2, reactions that are driven
by the occupation of anti-bonding orbitals are facilitated by a
reduction on the F center. The ionic surface provides an
additional benefit by stabilizing the transition state, in the
present case, a partially reduced hydrogen atom after H2 bond
cleavage. On the other hand, the catalytic effect on reactions of

Figure 14. Geometries of the 1,2-addition of hydrogen to nitrogen on the defective KCl (100) surface.

Figure 15. Highest occupied orbitals of the transition states of the reaction N2 + H2 → HNNH.

Figure 16. Geometries of the 1,1-addition of hydrogen to cis-N2H2 on the defective KCl (100) surface.

Figure 17. Orbitals of the transition state of the reaction NNH2 + H2
→ N2H4.
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molecules with small HOMO−LUMO gaps is expected to be
less significant.
While the thermodynamic properties of the overall reaction

disfavor the generation of hydrazine and the initial barrier is
too high for practical applications, this model reaction
demonstrates the catalytic capabilities of F centers on alkali
halide surfaces.
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ABSTRACT: The role of F centers on the KCl (100) surface in
the hydrogenation of carbon monoxide and carbon dioxide was
investigated theoretically at density-functional theory level. The
surface defect was found to reduce all carbon-containing species
involved in the reactions. In all cases, the defect electron occupies
the lowest antibonding orbital of the molecules which weakens at
least one of the C−O bonds. All reaction barriers of the
hydrogenation on the defect are significantly reduced in
comparison with the gas-phase reactions. The thermodynamic
and kinetic parameters of the reaction pathways were computed,
allowing for a comparison with the industrially established Cu/
ZnO catalyst for methanol synthesis. It was found that methanol
synthesis from CO2 is thermodynamically and kinetically hindered,
yielding formate as a product that blocks the F center. The reaction rate for the rate limiting step of the methanol synthesis from CO
on the F center is about 10 times higher than that for the conventional catalyst. However, the end product methanol further
dissociates into methanolate and free radical hydrogen with only a small activation barrier. Furthermore, it was found that water
dissociates into OH− and H• on the defective surface, so that even trace amounts can deactivate the F center.

■ INTRODUCTION

Some of the technologically most relevant chemical reactions,
e.g. the Haber−Bosch process for ammonia synthesis, and the
production of methanol from carbon monoxide rely on catalysts
to become thermodynamically feasible.1,2 As these chemicals are
produced in amounts far above 50 million tons per year, it is of
utmost importance to reduce the energy consumption of their
formation processes as much as possible.3,4 The search for
catalysts that are more efficient, cheaper, and less problematic
for human health and the environment is, therefore, an
ubiquitous topic in chemistry since the reactions were
established. In the case of methanol synthesis, the mixture of
copper and zinc oxide established in 1966 is still the standard
catalyst material.5 But the search for new catalysts for these
reactions has gathered pace, also due to recent developments in
theoretical modeling, allowing substances that are usually
assumed unsuitable for catalysis to be investigated. One example
of such a substance group are the alkali halides. They are
abundant and environmentally benign, but highly unreactive
because of their large band gap. However, if defects are
introduced into the pristine lattice, their reactivity toward
adsorbed molecules is strongly enhanced and activation barriers
of surface reactions are reduced.
It was shown that F centers, anion vacancies with trapped

electrons, created e.g. by heating,6 by adding alkaline metal
vapor,7,8 electrochemically,9,10 or by irradiation,11,12 are capable

of reducing molecules adsorbed on the NaCl (100) surface13,14

and to split water molecules.15,16

Several theoretical studies corroborate these findings and
expand the list of molecules that are reduced by alkali halide F
centers.17−21 In all investigated cases, the defect electron is
transferred into the lowest unoccupied orbital of the adsorbed
molecule, with immediate consequences for its reactivity. Even
for highly unreactivemolecules with large electronic gaps such as
N2, reduction was observed.21 In this work, we investigate the
catalytic effect of the F center on the hydrogenation of carbon
monoxide and carbon dioxide to acetic acid, formaldehyde,
methanol, and side products.
For our investigation, we propose a reaction mechanism

involving hydrogen molecules from the gas phase reacting with
the target molecule after its activation on a KCl (100) F center.
Previous theoretical descriptions of the alkali halide F center
with density functional theory (DFT) correctly reproduced the
electronic band gap22 and themigration enthalpy.23 It was found
that computationally efficient GGAmethods describe the charge
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transfer from the F center to the molecules, the adsorption
thermodynamics, and the stability and mobility of the defects
with similar quality as more sophisticated self-consistent hybrid
functionals. These methods are therefore applied in the present
study.
The reaction pathways between the intermediates are

calculated with the nudged elastic band (NEB) method.24

Furthermore, the Gibbs free energies of the intermediates and
transition structures are calculated in order to obtain reaction
rate constants and equilibrium constants. As a general reference
temperature, we chose 500 K which is typical for the
hydrogenation of CO and CO2 on standard industrial copper
catalysts for methanol production.25−30

Computational Details. All surface calculations were
performed with the plane-wave program package VASP,31−33

employing standard PAW pseudopotentials34 and a cutoff
energy of 500 eV. Optimizations were performed with PBE35

augmented by the dispersion correction D3(BJ)36,37 as in our
previous studies of defective alkali halides.20−23 This method
yields a lattice parameter of KCl of 6.26 Å, which is 1.3% larger
than the experimental 0 K value of 6.18 Å.38 Convergence of the
structure optimizations was defined if the forces on the atoms
were smaller than 0.01 eV/Å. The KCl(100) surface was
modeled by a 4 × 4 supercell of a five-layer slab model with a 15
Å vacuum distance between the slabs. A Γ-point Monkhorst−
Pack grid was found sufficient. The F center was mirrored at the
central symmetry plane of the slab to avoid a spurious dipole
moment.
In order to evaluate the catalytic effect of the KCl (100)

surface, we calculated the reaction steps of CO2 and COwith H2

also in the gas phase. These calculations were performed with
the program package ORCA,39,40 the libraries libint,41 libxc,42

the Ahlrichs-type basis set def2-QZVPPD, and the associated
auxiliary basis.43,44

The reaction pathways were simulated with the nudged elastic
band (NEB) approach as implemented in ORCA45 and
VASP,24,46−50 applying the climbing image (CI) algorithm to
obtain the approximate transition state (TS). At least five
intermediate images were used in the CI-NEB runs. In the gas-
phase calculations, the standard accuracy parameters of ORCA
were employed. For VASP CI-NEB calculations, the force
convergence requirement for the optimizations was increased to
0.05 eV/Å.
Frequency calculations were performed for every stationary

point to classify the obtained structure either as a local minimum
with no negative eigenvalue or as a transition state with exactly
one negative eigenvalue of the mass-weighted Hessian. The
calculated vibrational frequencies were used to compute the
thermal contributions to the Gibbs free energy at temperatures
between 0 and 1000 K. For the surface calculations, only
molecular vibrations were taken into account in order to reduce
computational cost. The influence of the surface vibrations was
found to be negligible (<0.02 eV). For the gas phase molecules,
the rotational and translational contributions were calculated
with the methodology implemented in ORCA, which is based
on the quasi-RRHO model by Grimme.51 In the surface
calculations, this was considered by shifting frequencies smaller
than 100 cm−1, which can be considered as hindered rotations,
to 100 cm−1, similar to the suggestion of Ribeiro et al.52 The
thermal vibrational energy and entropy were obtained with eq 1
and eq 2, respectively.
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The contribution of the molecular partial pressure to the free
energy was considered with eq 3. The reference pressure p0 was
set to 1 bar.
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The Gibbs free energy was calculated from the electronic
energy Eelec and the corrections from eqs 1, 2, and 3 according to
eq 4.

= + − +G p T E E T TS T E p T( , ) ( ) ( ) ( , )elec vib vib press

(4)

pV contributions from the slab models were negligible. With
the Gibbs free energy of the ground and transition states, the
reaction rate k and the equilibrium constant Keq were calculated
according to eqs 5 and 6, respectively.

= −Δk
k T

h
e G k TB / B

(5)

= −ΔK e G k T
eq

/ B
(6)

The relative coverage of surface defects θ was calculated with
the Langmuir adsorption eq 7 based on the partial pressure p and
the equilibrium constant Keq obtained from the adsorption
Gibbs free energy.

θ = +
K p

K p1
eq

eq (7)

The mass production rate r in g/m2 h was calculated
according to eq 8 from themolecular massM, the reaction rate k,
the relative F center concentration c, and the lattice constant of
the crystal d.

=r
Mkc

N d
2

A
2

(8)

Bader charge analysis was performed with the grid based
bader analysis by Arnaldsson et al. (version 1.04).53 Orbital
projections were calculated with Wannier90 (version 2.1.0),54

and all structures were visualized with VESTA (version 3.4.7).55

■ RESULTS AND DISCUSSION
We investigated the following reactions on the defective KCl
(100) surface:

+ →CO H OCH2 2 (9)

+ → +CO 2H OCH H O2 2 2 2 (10)

+ → +CO H HCOO H2 2 (11)

+ →OCH H HOCH2 2 3 (12)

→ +HOCH OH CH3 3 (13)

→ +H O OH H2 (14)
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All intermediates and transition structures were calculated as
described above, and as discussed in the text, they are reduced by
the defect with the surrounding cations balancing the negative
charge.
Adsorption of CO, CO2, and H2. We begin with the

investigation of the adsorption of the reactants carbon
monoxide, carbon dioxide, and hydrogen on the F center. In
the optimized structures of CO and CO2, the C atom is located
in the Cl vacancy site (Figures 1 and 2).

CO andCO2 are both reduced by the F center. A Bader charge
analysis56−58 provides net charges of−0.81 e and−0.88 e for CO
and CO2, respectively. It furthermore indicates that the electron
is mainly transferred to the carbon atom. For bothmolecules, the
lowest unoccupied molecular orbital (LUMO) is occupied by
the defect electron (see Figures S1 and S2 in the SI).
In accordance with the charge transfer, the calculated

vibrational frequencies and bond lengths of both molecules
change significantly. The calculated C−O stretching mode of
carbon monoxide is lowered from 2127 to 1670 cm−1, which
matches the expected weakening of the bond due to occupation
of an antibonding orbital. The C−O bond length increases from
1.14 Å in the gas phase to 1.22 Å on the F center. For CO2, only
the asymmetric stretching mode is affected by charge transfer. It
is lowered from 2368 to 1734 cm−1. The C−O bond lengths are
increased from 1.18 to 1.24 Å. Additionally, the molecule
becomes bent, as the OCO-angle is decreased to 136°.
It is observed that CO2 is more strongly attracted by the F

center than CO. The Gibbs free adsorption energies ΔGads
0 K of

CO and CO2 are −0.88 eV and −1.52 eV, respectively. With
increasing temperature, entropy reduces these binding energies.
At 500 K,ΔGads is only −0.13 eV for CO and −0.73 eV for CO2
(Tables 2 and 4). Subsequently the coverage decreases with
increasing T if it is not counteracted by an increased partial
pressure. This relationship is shown for the CO adsorption in
Figure 3.
For CO partial pressures of 1 bar and more, more than 90% of

the F centers are covered at 500 K. For the more strongly bound
CO2, this even holds for temperatures up to 1000 K (see Figure

S3 in the SI). Both CO and CO2 have much smaller Gibbs free
adsorption energies on the pristine surface,−0.13 eV and−0.24
eV, respectively (at 0 K). The latter value agrees well with the
isosteric heat of adsorption of−0.27 eV as measured by Traeger
et al.59 for a saturated monolayer. It therefore becomes evident
that an F center has a highly stabilizing effect on the molecules
due to the charge transfer and the electrostatic stabilization. In
conclusion, the analysis of geometry and vibrational frequencies
indicates that both carbon oxides are reduced by the F center on
the defective (100) KCl surface.
The hydrogen molecule, on the other hand, is neither reduced

by the F center nor adsorbed at the defect site. With the same
computational setup, we obtained ΔGads

0 K = +0.16 eV for H2,
which mostly stems from the change of the zero point vibration
energy. We also tested the possibility of homolytic H2
dissociation by adsorbing one H atom in the F center and the
other on a nearbyCl atom.However, this process is endothermic
by +1.20 eV. Based on these results, it is expected that all
reactions take place via the initial adsorption of a carbon oxide
instead of a hydrogen molecule.

Adsorption of H2O and Splitting into OH and H2. The
adsorption of H2O and the OH• radical on the F center was
investigated to take potential side reactions originating from
water traces and possible reaction side products (as in reaction
10) into account. The H2O molecule is partially reduced by the
F center, but during optimization no spontaneous dissociation
takes place. According to the Bader analysis the water net charge
is −0.63 e. Due to the occupation of an antibonding orbital, the
O−H bonds are weakened. Consequently the antisymmetric
O−H stretching mode decreases by ∼750 cm−1. The calculated
Gibbs free adsorption energy is ΔGads

0 K = −0.65 eV, which is
considerably less than calculated for CO and CO2 (see above).
Consequently, water is not expected to significantly replace CO
and CO2 on the defect site in equilibrium.
The hydrogen radical H• does not interact with the pristine

KCl surface (ΔGads
0 K = 0.00 eV) but shows strong interaction

with a free F center (ΔGads
0 Kads = −2.91 eV). OH• is even more

strongly bound to the defect (ΔGads
0 K = −5.12 e; see Figure 4)

and is reduced to OH−, as seen by the Bader net charge of−0.83
e. Similar to the case for water, the O−H stretching mode is
decreased (by ∼300 cm−1).
The Gibbs reaction energy of water dissociation according to

H2O
−(g) → OHads

− + H•(g) (14) is Gdiss
500 K = +0.42 eV without

any additional activation barrier. At standard pressure, water
molecules occupy 10% of the surface defects, yielding a turnover
frequency f of 5.33× 108 s−1 with the turnover frequency defined
as overall reaction rate at the active center. The resulting gas-
phase hydrogen radicals are expected to either occupy other

Figure 1. Minimum geometry of carbon monoxide in the KCl (100)
defect cavity.

Figure 2. Minimum geometry of carbon dioxide in the KCl (100)
defect cavity.

Figure 3.Coverage of KCl surface F centers depending on temperature
and CO partial pressure.
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available F centers or react to molecular hydrogen according to 2
H•(g)→H2(g) with a highly exergonic Gibbs reaction energy of
ΔGR

500 K = −2.00 eV per radical.
In conclusion, the dissociation of water occurs readily at 500

K. While the thermodynamic equilibrium of the dissociation by
itself strongly favors the reagent, the expulsion of free radical
hydrogen atoms is expected to shift the equilibrium as they
occupy other available F centers or form molecular hydrogen
with an overall negative Gibbs energy. This is in qualitative
accordance with the observations from experiments.15,16

Therefore, even trace amounts of water gas are expected to act
as a potent catalyst poison that quickly inhibits the catalyst.
Formaldehyde Formation from CO. The hydrogenation

of carbon monoxide to formaldehyde (reaction 9) is expected to
proceed in one step CO + H2 → OCH2.
The Gibbs free energy diagram for this reaction is shown in

Figure 5. Associated Gibbs free energies and kinetic parameters

are collected in Table 1 and Table 2, respectively. In the
following, all intermediate structures are labeled as 1−6,
reactions from one intermediate n to another m are denoted
with n→m, and kinetic parameters linked to these reactions are
denoted as kn,m and ΔGn,m. Unless noted otherwise, all
calculations were carried out at standard pressure, i.e., at a
partial pressure of 1 bar carbon monoxide and 1 bar hydrogen.
For the reaction of the adsorbed carbon monoxide with

hydrogen, two mechanisms are possible. The hydrogen
molecule reacts either according to a Langmuir−Hinshelwood
(LH) mechanism by first adsorbing to the defect site (Figure 6a,
2→ 3) before reacting with CO (Figure 6b, 3→ 5) or according
to an Eley−Rideal (ER) mechanism by reacting directly from
the gas phase (2 → 5).

In either case, one atom of the hydrogen molecule is
immediately transferred to the adsorbed CO while the other
atom is partially reduced (q = −0.33e) and stabilized by two
adjacent cations (Figure 6b) before forming formaldehyde
(Figure 6c), which is reduced by the defect with a Bader charge
of q =−0.85e. The corresponding transition state is similar to the
one calculated for the hydrogenation of N2 on the defect.21

Only at 0 K, preadsorption of hydrogen (which is relevant for
a LH mechanism) (2 → 3) is slightly exergonic ΔG2,3

0 K = −0.02
eV. With increasing temperature, entropy disfavors the
adsorption process, increasing ΔG2,3

500 K to +0.36 eV at 500 K.
This reduces the equilibrium H2 coverage on sites occupied by
CO θH2,CO to only 0.025% at 1 bar partial pressure, which
represents one of the LH reaction’s two major bottlenecks. The
other bottleneck is the activation barrier for the hydrogenation
of CO (3 → 5), which is calculated as ΔG3,4

500 K = 1.20 eV. This
corresponds to a reaction rate constant k3,5 of 9.00 s

−1 (Table 1).
In contrast, the ER mechanism is only dependent on the
activation barrier for the reaction of CO and H2 from the gas
phase (2→ 5), which is however larger, 1.55 eV at 500 K. This
corresponds to a reaction rate constant k2,5 of only 2.29 × 10−3

s−1. Under the assumption that the ER mechanism cannot take
place if hydrogen is adsorbed on the active center, both
mechanisms yield the same turnover frequency f according to
eqs 15 and 16 for the reaction toward formaldehyde at 1 bar
hydrogen partial pressure.

θ θ=f kLH,CO CO H ,CO 3,52 (15)

θ θ= −f k(1 )ER,CO CO H ,CO 2,52 (16)

As such, the turnover frequencies are f LH,CO
500 K = f ER,CO

500 K = 2.18 ×
10−3 s−1 with a combined turnover frequency of f tot,CO

500 K = 4.36 ×
10−3 s−1.
The LH mechanism is more sensitive to hydrogen pressures

and, consequently, outpaces the ER mechanism at higher
pressures.

Figure 4.Minimum geometry of the hydroxy radical in the KCl (100)
defect cavity.

Figure 5. Calculated Gibbs free energy diagram for reaction 9 on the
defective KCl (100) surface at 0 and 500 K and 1 bar pCO and 1 bar pH2

.

Table 1. Calculated Gibbs Free Energies ΔG(0 K) and
ΔG(500 K) of the Minima and Transition States (TS) of
Reaction 9 on the Defective KCl (100) Surface at 0 and 500 K
and 1 bar pCO and 1 bar pH2

a

System ΔG(0 K) (eV) ΔG(500 K) (eV)
1 empty defect, CO(g) 0.00 0.00
2 CO(ads) −0.88 −0.13
3 CO(ads), H2(ads) −0.90 0.23
4 CO + H2 TS 0.14 1.42
5 OCH2(ads) −2.27 −0.96
6 empty defect, OCH2(g) −0.31 0.20

aG of the empty defective surface and the gas-phase molecules are
taken as reference.

Table 2. Activation Energies ΔGA, Reaction Energies ΔGreac,
and Reaction Rate Constants k for Reaction 9 on the
Defective KCl (100) Surface at 500 K and 1 bar pCO and 1 bar
pH2

Reaction Step ΔGA (eV) ΔGreac (eV) k (s−1)

1 → 2 adsorption CO 0.00 −0.13 2.17 × 1014

2 → 3 adsorption H2(g) 0.36 0.36 2.65 × 109

3 → 5 CO + H2 → OCH2 1.20 −1.22 9.00
5 → 6 desorption OCH2 1.16 1.16 2.24 × 101
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The overall reaction CO + H2 →OCH2 (2→ 5) is exergonic
with a ΔG2,5

500 K = −0.83 eV. The back reaction of formaldehyde
to the reactants is therefore extremely slow with a barrier of
ΔG5,3

500 K = +2.38 eV, and the corresponding rate constant is
negligible (k5,3

500 K = 1 × 10−11 s−1). The desorption energy of
formaldehyde is ΔG5,6

500 K = +1.16 eV, which is significantly
higher than the desorption energy of carbon monoxide. From
these results we conclude that the CO conversion to OCH2 is
irreversible, and is most efficient with a high ratio of hydrogen to
carbon monoxide to overcome the reaction’s unfavorable
entropic balance.
Formaldehyde Formation from CO2. The hydrogenation

of carbon dioxide to formaldehyde (reaction 10) CO2 + 2H2 →
OCH2 +H2O takes place in two steps. First, the formation of the
intermediate formic acid CO2 +H2→HCOOH, and second the
formation of formaldehyde HCOOH + H2 → OCH2 + H2O.
The Gibbs free energy diagram for the overall reaction is shown
in Figure 7 with the associated free energies and kinetic

parameters in Table 3 and Table 4, respectively. Unless noted
otherwise, all calculations were carried out at standard pressure,
i.e., at a partial pressure of 1 bar carbon dioxide and 1 bar
hydrogen.
Initially, we assumed that the hydrogenation of adsorbed

carbon dioxide has a similar mechanism as the hydrogenation of
carbon monoxide: H2 can react either from an adsorbed state
(Figure 8a, 8→ 9) according to an LH mechanism or from the
gas phase according to an ER mechanism.
However, according to the PBE-D3(BJ) results, hydro-

genation takes place via a homolytic split of the hydrogen
molecule (Figure 8b) that yields the intermediate geometry

(IM) (Figure 8c) of a formate anion (q = −0.88e) and a
hydrogen radical H• (q = −0.01e). In the IM state, H• is
essentially unbound and entropy favors its desorption (11 →
17) with ΔG11,17

500 K = −0.30 eV and k11,17
500 K = 1.17 × 1016 s−1. The

next reaction step 11 → 13 to formic acid (Figure 8e) via
transition state 12 (Figure 8d) has a barrier of ΔG11,13

500 K = +0.34
eV. Since there is essentially no barrier for diffusion of H• on the
surface, IM is more likely to dissociate than to react to 13 (Figure
9), yielding an F center that is occupied by the stable formate

Figure 6. Geometries of the hydrogenation of carbon monoxide on the defective KCl (100) surface.

Figure 7. Calculated Gibbs free energy diagram for reaction 10 on the
defective KCl (100) surface at 0 and 500 K and 1 bar pCO2

and 1 bar pH2
.

Table 3. Calculated Gibbs Free Energies ΔG(0 K) and
ΔG(500 K) of the Minima, Intermediates (IM) and
Transition States (TS) of Reaction 10 on the Defective KCl
(100) Surface at 0 and 500 K and 1 bar pCO2

and 1 bar pH2

a

System ΔG(0 K) (eV) ΔG(500 K) (eV)
7 empty defect, CO2(g) 0.00 0.00
8 CO2(ads) −1.52 −0.73
9 CO2(ads), H2(ads) −1.65 −0.50
10 CO2 + H2 TS1 −0.92 0.37
11 CO2 + H2 IM −1.01 0.25
12 CO2 + H2 TS2 −0.75 0.59
13 HCOOH(ads) −1.32 0.00
14 HCOOH(ads), H2(ads) −1.34 0.39
15 HCOOH + H2 TS −0.45 1.38
16 OCH2(ads), H2O (ads) −1.78 0.01
5 OCH2(ads) −1.46 −0.37
6 OCH2(g) 0.50 0.79
17 CHOO−(ads), H•(g) −1.00 −0.05

aG of the empty defective surface and the gas-phase molecules are
taken as reference.

Table 4. Activation Energies ΔGA, Reaction Energies ΔGreac,
and Reaction Rate Constants k for Reaction 10 on the
Defective KCl (100) Surface at 500 K and 1 bar pCO2

and 1 bar

pH2

Reaction Step
ΔGA
(eV)

ΔGreac
(eV) k (s−1)

7 → 8 adsorption CO2 0.00 −0.73 2.49 × 1020

8 → 9 adsorption H2(g) 0.23 0.23 4.92 × 1010

9 → 11 CO2 + H2 → IM 0.87 0.75 1.93 × 104

11 → 13 IM → HCOOH 0.34 −0.37 4.40 × 109

desorption HCOOH 0.67 0.67 1.73 × 106

13 → 14 adsorption H2(g) 0.39 0.39 1.26 × 109

14 → 16 HCOOH + H2 →
OCH2 + H2O

0.99 −0.38 1.15 × 103

16 → 5 desorption H2O 0.00 −0.10 9.38 × 1013

5 → 6 desorption OCH2 1.16 1.16 2.24 × 101
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anion 17 (ΔGads
500 K = −4.40 eV) and a hydrogen radical

according to reaction eq 11, similar to the dissociation of water
discussed above. In addition, the desorption of HCOOH is
endergonic (ΔG500 K = +0.66 eV) since it is still being reduced (q
=−0.86e) and stabilized by the F center. That makes it less likely
to take place than both dissociation or back reaction.
The turnover frequency f of exclusively the reaction from

carbon dioxide to formic acid is calculated according to eqs 17

and 18with kn,m and km,n being the reaction rates for reaction and
back reaction.

θ=f
k k

k kLH,formic H ,CO
9,11 11,13

11,9 13,11
2 2

(17)

θ= −f
k k

k k
(1 )ER,formic H ,CO

8,11 11,13

11,8 13,11
2 2

(18)

At 1 bar hydrogen and 1 bar carbon dioxide partial pressures,
both turnover frequencies for the reaction to formic acid are
equal and amount to f LH,formic

500 K = f ER,formic
500 K = 4.00 × 10−8 s−1 giving

a total turnover frequency of f tot,fromic
500 K = 8.00 × 10−8 s−1.

However, the turnover frequency for the reaction and
subsequent dissociation into formate, f LH,diss

500 K = 1.58 × 10−4

s−1, is ∼4000 times larger than the reaction toward formic acid.
The overall reaction CO2 + H2 → HCOOH (8 → 13) is

endergonic with ΔG8,13
500 K = +0.73 eV. The alternative

dissociation CO2 + H2 → HCOO− + H• (8 → 17) is also
endergonic with a slightly smaller ΔG8,17

500 K = +0.68 eV.
According to these results, the equilibrium of CO2 and H2

with both formic acid and the dissociation products at 500 K is
strongly shifted toward the educts. However, the generation of
unbound hydrogen radicals and the lower activation barriers
allow the dissociation to gradually and irreversibly shift the
reaction toward the nonreactive formate anion, which effectively
deactivates the F center.
In conclusion, the first step of carbon dioxide hydrogenation is

thermodynamically and kinetically hindered, making the
synthesis of formic acid, methanol, or any other derivatives
from carbon dioxide and hydrogen on the F center unfeasible.
A hypothetical further hydrogenation of the adsorbed formic

acid with hydrogen (Figure 10) is expected to take place in the
same pattern as the hydrogenation of carbon monoxide. The
same formulas apply with slightly altered energies. Once again,
the adsorption of hydrogen (13→ 14) is extremely weak at 0 K
with ΔG13,14

0 K = −0.02 eV and is furthermore entropically
disfavored at 500KwithΔG13,14

500 K = +0.39 eV. The corresponding
equilibrium H2 coverage on sites occupied by HCOOH
θH2,HCOOH amounts to only 0.01% at 1 bar partial pressure.
The transfermechanism parallels the hydrogenation of carbon

monoxide, but the intermediate hydrogen radical (q = 0.00e) in
the transition state (Figure 10b) is not stabilized by the surface.
The activation barrier for the reaction of HCOOH and H2 to
formaldehyde and water (14→ 16) is the highest in this reaction
ΔG14,16

500 K = 0.99 eV, larger than the barrier for desorption. The
corresponding rate constant is k14,16 = 1.15 × 103 s−1 (Table 4).

Figure 8. Geometries of the hydrogenation of carbon dioxide on the
defective KCl (100) surface.

Figure 9. Reaction diagram for the hydrogenation of carbon dioxide on the defective KCl (100) surface.
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In conclusion, the hydrogenation of formic acid is significantly
faster than the hydrogenation of any of the carbon oxides, and
the reaction products are thermodynamically favorable.
However, the reaction is not only hindered by low equilibrium
concentrations of formic acid, but it also yields stoichiometric
amounts of water, which acts as a strong catalyst poison. This
renders the second step of reaction 10 unfeasible as well.
Methanol Formation from OCH2. The hydrogenation of

formaldehyde OCH2 + H2 → HOCH3 (12), which is common
for both CO and CO2 reactions, yields methanol in a single step.
The Gibbs free energy diagram for this reaction is shown in
Figure 11. The corresponding Gibbs free energies and kinetic
parameters are collected in Table 5 and Table 6, respectively.

In all qualitative aspects, the hydrogenation of formaldehyde
(Figure 12) matches the hydrogenation of carbon monoxide or
formic acid. The adsorption of H2 (5 → 18), the first step of a
LH mechanism, is endergonic (ΔG5,18

500 K = +0.36 eV),
corresponding to an equilibrium surface coverage θH2,OCH2

of
only 0.022% at 1 bar partial pressure. During the main reaction
step (18 → 20), the hydrogen molecule is dissociated
homolytically. The hydrogen atom which is unbound in the
transition state carries a partial charge of q = −0.11 e and is
stabilized by the surface cations (Figure 12b) before reacting
with the rest tomethanol, which is less reduced (q =−0.60e) and
stabilized than all other carbon-containing molecules inves-

tigated. The activation barrier of this hydrogenation is 1.36 eV,
which is the highest calculated in this study. Accordingly, the
reaction rate of methanol formation is 30 times smaller than that
of formic acid from carbon monoxide, 3.00 × 10−1 s−1. The
turnover frequencies f are obtained with eqs 19 and 20.

θ=f kLH H ,OCH2 18,202 (19)

θ= −f k(1 )ER H ,OCH2 5,202 (20)

At 1 bar hydrogen, both turnover frequencies for the reaction
to methanol are equal and amount to f LH,OCH2

500 K = f ER,OCH2

500 K = 6.71

× 10−5 s−1 so that the total turnover frequency is f tot,OCH2

500 K = 1.34
× 10−4 s−1.
The overall hydrogenationOCH2 +H2→HOCH3 reaction is

endergonic with ΔG5,20
500 K = +0.93 eV. However, at 500 K the

back reaction (k20,5
500 K = 1.5 × 105 s−1) is unfavorable because the

desorption of methanol is fast with a reaction rate constant k20,21
500 K

= 1.26 × 1015, due to its small Gibbs free adsorption energy of

Figure 10. Geometries of the hydrogenation of formic acid on the defective KCl (100) surface.

Figure 11. Calculated Gibbs free energy diagram for the methanol
synthesis from OCH2 and H2 on the defective KCl (100) surface at 0
and 500 K and 1 bar pOCH2

and 1 bar pH2
.

Table 5. Calculated Gibbs Free Energies ΔG(0 K) and
ΔG(500 K) of the Intermediates and Transition States (TS)
of Reaction 12 on the Defective KCl (100) Surface at 0 and
500 K and 1 bar pOCH2

and 1 bar pH2

a

System ΔG(0 K) (eV) ΔG(500 K) (eV)
6 empty defect, OCH2(g) 0.00 0.00
5 OCH2(ads) −1.96 −1.16
18 OCH2(ads), H2(ads) −1.97 −0.80
19 OCH2 + H2 TS −0.82 0.55
20 HOCH3(ads) −1.56 −0.23
21 empty defect, HOCH3(g) −0.94 −0.44

aG of the empty defective surface and the gas-phase molecules are
taken as reference.

Table 6. Activation Energies ΔGA, Reaction Energies ΔGreac,
and Reaction Rate Constants k for Reaction 12 on the
Defective KCl (100) Surface at 500 K and 1 bar pOCH2

and 1

bar pH2

Reaction Step
ΔGA
(eV)

ΔGreac
(eV) k (s−1)

6 → 5 adsorption OCH2 0.00 −1.16 4.86 × 1024

5 → 18 adsorption H2(g) 0.36 0.36 2.33 × 109

18 → 20 OCH2 + H2 → HOCH3 1.34 0.57 3.00 × 10−1

20 → 21 desorption HOCH3 0.21 0.21 1.26 × 1015
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0.21 eV. Moreover, the readsorption of methanol is challenged
by the adsorption of the much more stable carbon oxides, which
is expected to drive the unfavorable reaction toward the product.
Dissociation of HOCH3. The dissociation of methanol on

the F center according to reaction 13 was investigated as a
possible side reaction. The Gibbs free energy diagram for the
reaction is shown in Figure 13. The corresponding Gibbs free
energies and kinetic parameters are shown in Table 7 and Table
8, respectively.

Methanol adsorbed on the F center can dissociate into a
hydroxy anion and a methyl radical (Figure 14, 2 → 4).
The reaction barrier of the dissociation isΔG21,23

500 K = +0.58 eV
which is significantly lower than all previous hydrogenation
barriers, yielding a large reaction rate k21,23

500 K = 1.35 × 107 s−1. At

500 K, the product (CH3
• +OH•−) is thermodynamically stable,

compared to not only methanol adsorbed to the F center (by
−0.60 eV) but also the gas-phase molecule (by −0.39 eV).
The abstraction of the methyl radical was investigated as well

(23 → 24). It occurs without any additional barrier. While the
reaction is slightly unfavorable at 0 K (ΔG4,5

0 K = +0.14 eV), it is
exergonic due to entropic effects at higher temperatures
(ΔG4,5

500 K = −0.56 eV). Consequently, methanol molecules
adsorbed in F centers are expected to dissociate, similar to water
as shown before, yielding a hydroxy radical that deactivates the F
center and an unbound, highly reactive methyl radical.

Final Analysis. The theoretical results indicate that only the
hydrogenation of carbon monoxide to formaldehyde (Reaction
9) is feasible on the defective KCl surface. At 2 bar pressure and a
1:1 ratio for H2 andCO, the equilibrium constantK = 0.18 yields
an equilibrium pressure of pOCH2

= 0.135 bar for OCH2. An
increased hydrogen pressure increases the reaction rate and
shifts the equilibrium toward total conversion of CO to OCH2.
This reaction also does not feature dissociative side reactions
that deactivate the defect. It is only hindered by the high
adsorption energy of formaldehyde. In equilibrium, the ratio of F

centers occupied by CO and OCH2 is = × −4.5 10
p

p
11CO

OCH2

.

Formaldehyde is therefore expected to readily react further to

Figure 12. Geometries of the hydrogenation of formaldehyde on the defective KCl (100) surface.

Figure 13.Calculated Gibbs free energy diagram for the dissociation of
methanol on the defective KCl (100) surface at 0 and 500 K and 1 bar
pHOCH3

.

Table 7. Calculated Gibbs Free Energies ΔG(0 K) and
ΔG(500 K) of the Intermediates and Transition States (TS)
of Reaction 13 on the Defective KCl (100) Surface at 0 and
500 K and 1 bar pHOCH3

a

System ΔG(0 K) (eV) ΔG(500 K) (eV)
21 empty defect, HOCH3(g) 0.00 0.00
20 HOCH3(ads) −0.62 0.21
22 HOCH3 TS −0.05 0.79
23 CH3(ads), OH(ads) −1.11 −0.39
24 OH(ads), CH3(g) −0.97 −0.95

aG of the empty defective surface and the gas-phase molecules are
taken as reference.

Table 8. Activation Energies ΔGA, Reaction Energies ΔGreac,
and Reaction Rate Constants k for Reaction 13 on the
Defective KCl (100) Surface at 500 K and 1 bar pHOCH3

Reaction Step
ΔGA
(eV)

ΔGreac
(eV) k (s−1)

21 → 20 adsorption HOCH3 0.00 0.21 8.59 × 1010

20 → 23 HOCH3 → CH3
• + OH• 0.58 −0.60 1.35 × 107

23 → 24 desorption CH3
• 0.00 −0.56 2.13 × 107

Figure 14. Geometries of the dissociation of methanol on the defective
KCl (100) surface.
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methanol, as it effectively occupies most defects during the
reaction that are not deactivated by a hydroxy anion.
Comparison with the Gas-Phase Reactions. Besides the

various side reactions mentioned above, the F center has a
significant catalytic effect on the reactivity of adsorbed CO and
CO2. This is shown for CO by comparison of the Gibbs free
energy diagrams of the surface catalyzed hydrogenation and the
gas-phase hydrogenation (Figure 15).
At 0 K, the activation barrier of the CO hydrogenation is

reduced from 2.92 eV in the gas phase to 1.02 eV on the F center.
The activation barrier for the hydrogenation of formaldehyde is
reduced from 3.01 to 1.55 eV. At 500 K and 1 bar partial pressure
per reagent, the activation barrier of the CO hydrogenation is
reduced from 3.38 eV in the gas phase to 1.20 eV on the F center.
The calculated reaction rate is increased from kgas = 9× 10−22 s−1

to ksurf = 4× 10−3 s−1. At 500 K, the activation barrier for the
hydrogenation of formaldehyde is reduced from 3.51 to 1.71 eV,
and the reaction rate is increased from kgas = 4 × 10−23 s−1 to ksurf
= 1× 10−4 s−1. At both temperatures, the F center accelerates the
reaction by a factor of 1018 due to the activation of CO.
For the hydrogenation of carbon dioxide and formic acid, the

barriers are reduced by similar amounts. At 0 K, the activation
barrier of the CO2 hydrogenation is lowered from 2.72 eV in the
gas phase to 0.78 eV on the F center, and at 500 K from 3.16 eV
in the gas phase to 1.32 eV between adsorbed CO2 and gaseous
hydrogen as the ground state and the second transition state.
The barrier for the formic acid hydrogenation is lowered from
2.46 eV in the gas phase to 0.87 eV on the F center at 0 K, and
from 3.00 eV in the gas phase to 1.38 eV at 500 K.

The F center is expected to retain the defect electron after
desorption of the neutral molecules, as their reduced state is only
stabilized by the Madelung potential of the surface. Therefore it
fulfills all basic requirements of a catalyst.60

Comparison with the Industrial Catalyst. The industrial
synthesis of methanol was used as a reference point because its
kinetic parameters have been investigated in detail.25−30 These
studies were carried out at temperatures between 493 and 523 K
and hydrogen partial pressures between 32 and 50 bar. In order
to compare our results to the literature values, we calculated the
kinetic parameters based on the previous free energies at 30, 40,
and 50 bar hydrogen partial pressure. Only the results for the
carbonmonoxide reactant were considered in the comparison in
Table 9, and the further reaction to methane was omitted. The
pressure ratio p(CO)/p(H2) was adjusted to 3:97 to yield the
highest reaction rate. This ratio also reflects the significance of
the hydrogen adsorption for the reaction.
Per active center, the calculated turnover frequency on the F

center is 1.0 × 10−1 s−1 at 50 bar, which exceeds the turnover
frequency of the Cu/ZnO catalyst29 by a factor of 10. However,
the extremely low density of F centers yields a small turnover
frequency per area which makes it a few thousand times slower
than the copper based industrial catalysts, assuming similar
accessible surface areas. For this estimate, the F center
concentration was taken from a conservative estimation of 1.5
× 1018 F centers/cm3 by Kuczynski and Byun61 at temperatures
up to 833 K, which leads to an effective concentration of
0.0092%. At this concentration, the turnover frequency is 1 ×
10−5 g/m2 h × 10−4 at 50 bar which is about 3000 times smaller
than the turnover frequency found for the Cu/ZnO catalyst.28 It

Figure 15.Calculated Gibbs free energy diagrams for the methanol synthesis from CO and H2 on the defective KCl (100) surface and in the gas phase
at 0 K.

Table 9. Comparison of the Turnover Frequencies (tof) of the Common Copper-Based Catalysts and the F Center

Reference System Temp (K) Pressure (bar) tof/area (g/m2h × 10−4) tof/center (s−1 × 10−3)

Friedrich (1983)26 Raney Cu/ZnO 513 34.5 160 −
Industrial 493 34.5 104 −

Bridgewater (1983)27 Industrial 513 32 94.7 −
Pan (1988)28 Cu/ZnO 523 50.66 300 −
Burch (1990)29 Cu/ZnO 513 50 − 10

Cu 513 50 − 1
Robbins (1991)30 Cu/SiO2 523 42 − 4.2
This study KCl (100), 0.0092% 500 30 0.045 47.9

500 40 0.070 75.2
500 50 0.096 106

KCl (100), 1% 500 50 10.5 102
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is estimated that at F center surface concentrations higher than
1%, the turnover frequency per area becomes comparable to the
industrial catalysts. At lower temperatures, higher concen-
trations are experimentally proven to be possible. Przibram
obtained a concentration of 2.85 × 1019 F centers/cm3 (0.18%)
via irradiation,62 and Kaiser obtained a concentration of 1.1% by
additive coloring at 90 K.63 However, to the best of our
knowledge, the stability of such high concentrations at
temperatures of around 500 K has not been investigated.
In summary, the catalytic effect of the F center on the

hydrogenation of carbon monoxide is superior to the copper
catalysts on a per-center basis, but the overall effectiveness is
highly dependent on the F center density, which is usually in the
subper-mill range.

■ CONCLUSIONS
Periodic DFT calculations at the PBE-D3(BJ) level showed that
the F center on the KCl (100) surface significantly reduces the
reaction barriers associated with the hydrogenation of carbon
monoxide and carbon dioxide compared to the gas phase. The F
center also reduces water molecules, which leads to formation of
free hydrogen radicals and hydroxy anions as experimentally
observed, the latter effectively deactivating the F center.
The hydrogenation of methanol from CO2 was found to be

nonfeasible. The thermodynamic instability of the intermediate
formic acid with respect to dissociation into strongly adsorbed
formate and unbound hydrogen radicals blocks the reactive
center and prevents further reaction.
The rate-limiting step of the successive hydrogenation of CO

tomethanol has a turnover frequency f = 0.1 s−1 per active center
at 500 K and 50 bar, about ten times higher than the turnover
frequencies found for the industrial catalysts used for methanol
synthesis. However, the low defect concentration leads to very
small turnover frequencies per surface area, which is 2000−3000
times smaller than reported for industrial catalysts. Moreover,
the calculated thermodynamic and kinetic parameters favor
dissociation of methanol to free methyl radicals and hydroxy
anions, similar to the dissociation of water. In conclusion, the F
center exhibits strong catalytic capabilities, but reactions are
hampered by dissociative side reactions that affect all
investigated reaction paths and effectively block the active sites.
Having identified and quantified this issue, the next step is to

modify the defective halide surface in order to suppress the
formation of formate and hydroxy anions as well as H and CH3
radicals, while maintaining its activity toward CO and CO2. One
possibility is single-atom adsorption of transition metals at the F
center sites. This will be the subject of a forthcoming study.
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ABSTRACT: We investigate the influence of single copper atoms
adsorbed at F centers on the KCl (100) surface on the reaction of
adsorbed hydrogen and carbon monoxide with density functional
theory methods. Adsorption at an F center strongly stabilizes and
reduces the copper atom, as its 4s electron pairs with the defect
electron to form a closed-shell state. The Cu-doped F center readily
reduces adsorbed formaldehyde and strongly interacts with carbon
monoxide and methanol, weakening and activating intramolecular
bonds, but unlike the empty F center, it does not dissociate
methanol. During hydrogenation of adsorbed CO and CH3OH,
hydrogen reacts with the adsorbed copper atom to form a stable
linear HCuH complex. The hydrogen affinity of the copper atom
facilitates the reaction of adsorbed molecules with hydrogen
molecules as well as the attachment and removal of hydrogen atoms, enabling a fast synthesis route from carbon monoxide to
methanol. The rate-limiting step of the reaction is the final hydrogenation, which recovers the active center and liberates methanol.
Computing the thermodynamic and kinetic parameters of the intermediates and transition states and simulating the reaction
pathway with a kinetic Monte Carlo approach, we obtained a turnover frequency of 230 s−1 per active site at 500 K and 50 bar with a
1:9 ratio of CO/H2, exceeding the rate on the empty defect by 3 orders of magnitude and the conventional catalyst by 4 orders of
magnitude. The present results indicate that the addition of a metal atom to the alkali halide F center can enhance, stabilize, and
control its reactivity. In the case of copper, they point toward the existence of a synthesis route for methanol with an overall activity
comparable to the conventional copper-based catalysts but with much smaller metal loading.

■ INTRODUCTION
The synthesis of methanol is one of the most important
chemical processes, as methanol is the starting point for the
production of formaldehyde and other chemicals, resulting in
an annual demand in the range of 100 million tons.1 The
demand is expected to rise even further in the near future, also
because methanol may be employed as a green fuel alternative
to diesel and gasoline when produced from CO2.

On industrial scales, methanol is currently produced from
synthesis gas, a mixture of hydrogen, carbon monoxide, and
carbon dioxide, via a hydrogenation on a copper and zinc oxide
catalyst first developed in 1966,2 and the fundamental concept
has not changed since then. Other oxides like Al2O3, SiO2, and
MgO have been added to the mixture to stabilize and enhance
the catalyst,3−7 but the overall reactivity has only slightly
improved compared to the original Cu/ZnO mixtures and pure
copper.8,9 Because the synthesis has to be performed at
temperatures of >500 K and high pressures, there is ample
research on more efficient alternatives to this catalyst. Among
the studied systems are various metals, oxygen-deficient
materials, and other catalytic systems with diverse kinds of
mechanisms.10

One potential candidate for the methanol synthesis are the
alkali halides, like NaCl and KCl. While unreactive in their

pristine state, the introduction of F centers via various well-
explored means activates the surface of the alkali halide crystal
and allows it to interact and reduce various adsorbates.11−17

This is documented in experiments for the reduction of
salicylic acid18,19 and the dissociation of water20,21 and was
calculated for various other molecules and systems.22−24

In our previous theoretical investigations, we found that the
F center on the KCl (100) surface exhibits a strong catalytic
effect on the hydrogenation of nitrogen,25 carbon monoxide,
and carbon dioxide.26 Unfortunately, the electronic properties
of the defect also favor homolytic dissociation of molecules like
formic acid or the target molecule methanol. To address this
kind of side reaction, we added a copper atom to our model of
the F center and investigated how the doping affects the
reaction energies and activation barriers of the hydrogenation
of carbon monoxide and the dissociative side reactions.
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In the first step, we examine the adsorption of copper on the
F center and the hydrogenation analogous to the reaction
pathways calculated in our previous investigation26 to compare
the reactivity of doped and undoped surfaces. Next, we explore
the hydrogenation of the adsorbed copper atom and its
ramifications on the reaction diagram.

The methodology applied in this work is based on our
previous theoretical investigations.25−27 We used the PBE
functional28 to calculate the energetic properties of our models,
which as a computationally efficient GGA functional provides a
comparable charge transfer behavior as self-consistent hybrid
functionals for various defective alkali halide surfaces.22,23,27

For calculating kinetic properties such as reaction paths and
activation barriers, we used the nudged elastic band method.29

Electronic energies are augmented with thermal corrections
from local frequency calculations to obtain the Gibbs free
energy in order to account for rate and equilibrium constants.
Because most experiments on the hydrogenation of CO and
CO2 on the industrial copper catalyst are performed at ≈500
K,3−9,30−32 we took this temperature as the reference for our
thermodynamic and kinetic calculations.

■ COMPUTATIONAL DETAILS
All surface calculations were performed with the plane-wave
program package VASP,33−35 standard PAW pseudopoten-
tials,36 and a cutoff energy of 500 eV. ORCA37,38 was
employed with the libraries libint39 and libxc40 and the
Ahlrichs-type basis set def2-QZVPPD41,42 to compute the
vibrations of gas-phase molecules. PBE28 with D3(BJ)
dispersion correction43,44 was employed for all calculations,
in accordance with our previous investigations of the vacant F
center.25,26

The defective KCl (100) surface was modeled as a 4 × 4
supercell of a five-layer slab with 15 Å vacuum between the
repeating slabs and a central mirror plane to prevent artificial
dipole moments. For this model, a Γ-point Monkhorst−Pack
grid was sufficient. Structure optimizations were considered as
converged if the highest atomic force was below 0.01 eV/Å. A
reference calculation for fcc bulk copper was performed with a
Monkhorst−Pack grid of 12 × 12 × 12, yielding a lattice
constant of 3.68 Å, which is in reasonable agreement with the
experimental value 3.61 Å.45

Reaction barriers and transition states (TS) were obtained
with the nudged elastic band (NEB) approach and the
climbing image (CI) convention as implemented in VASP by
Henkelman et al.29,46−50 All reaction steps were modeled with
at least five images, and the convergence criterion was set at a
maximum force of 0.05 eV/Å per atom.

Each stationary point was checked with a frequency
calculation and classified as local minimum or transition state
if the mass-weighted Hessian had no or one negative
eigenvalue within the numerical accuracy, respectively.
Thermal corrections for the gas phase molecules were
computed with ORCA, employing the quasi-RRHO model
by Grimme.51 For the surface models, only the copper atoms
and the adsorbed molecules were taken into account for the
frequency calculations because the influence of the surface was
found to be negligible (<0.02 eV) compared to the cost and
accuracy of the method. The obtained frequencies νi were used
to calculate the vibrational correction (eq 1) the vibrational
entropy (eq 2) and the Gibbs free energy of all systems at a
temperature T.
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Based on the findings of Ribeiro et al.,52 frequencies below 100
cm−1 were shifted to 100 cm−1 for the computation of the
entropy because the model of the harmonic oscillator breaks
down at low frequencies and does not correctly describe the
translational entropy. However, this only poses an issue for low
adsorbate migration barriers,53 which are not expected due to
the localized nature of the defect. The error of this
approximation was estimated by varying the value of the
frequency cutoff, and it was found to lie within 0.05 eV for
reaction barriers and energies (the vibrational frequencies of all
ground and transition states can be found in the Supporting
Information).

The influence of partial pressure of gas-phase molecules was
accounted for with eq 3 with a reference pressure p0 of 1 bar.
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Neglecting pV for the condensed-phase systems, the Gibbs free
energy G is obtained from the results of eqs 1−3 and the
electronic energy of the state Eelec according to eq 4.

G p T E E T TS T E p T( , ) ( ) ( ) ( , )elec vib vib press= + +
(4)

The temperature T and the difference of the Gibbs energies
ΔG‡ between intermediates and transition states constitute the
essential components for the reaction rate k (eq 5) and the
equilibrium constant Keq (eq 6), which is derived from the
reaction rates.

k
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From the partial pressure p of selected gas-phase molecules,
the coverage of surface defect sites θ is obtained by the
Langmuir adsorption (eq 7).

K p

K p1
eq

eq
=

+ (7)

The kinetic Monte Carlo simulation was performed with a
program written for this work (see the Supporting Information
for details). All structure images were generated with VESTA
(ver. 3.4.7),54 the orbital projections were generated with
Wannier90 (ver. 2.1.0),55 and the Bader charge analysis56−58

was performed with a grid-based Bader analysis.59

■ RESULTS AND DISCUSSION
Copper Atoms Adsorbed on F Centers. In the first step,

the adsorption of copper on the F center was investigated.
After geometry optimization, the Cu atom is situated in the Cl
vacancy site (Figure 1). According to a Bader charge analysis,
the copper atom is reduced with a net charge of −0.71 e,
effectively yielding Cu− replacing Cl− in the lattice. The
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reduction is also apparent in the positioning of the copper
atom, as it is centered in the defect cavity, 0.3 Å above the
surface plane, indicating that its radius is similar to Cl−. From
the distance to the neighboring potassium ions (for which an
ionic radius of 1.52 Å was assumed60), a formal radius of 1.75
Å is obtained for the reduced copper atom, which is
significantly larger than its covalent radius of 1.35 Å.61

The defect electron forms an electron pair with the 4s
electron of the copper atom, turning the open-shell F center

into a closed-shell system while maintaining the s-character
and strong localization of the defect orbital (Figure 1).

In order for the doping to be feasible, the atom also has to
be sufficiently stabilized by the defect cavity to enable further
adsorption and subsequent reactions. The calculated adsorp-
tion energy for copper in the F center is −2.99 eV with respect
to the gas phase atom, The adsorption energy on the pristine
KCl (100) surface is much smaller, −0.79 eV, indicating a
strong contribution of the defect to the adsorption. The
cohesive energy of the fcc Cu bulk is −2.62 eV, which is
slightly lower than the adsorption energy in the surface defect.
This relationship still holds for the Gibbs free energies at 500
K, where entropy reduces the copper adsorption on the F
center to −2.35 eV and the cohesive energy of bulk copper to
−1.86 eV. Accordingly, desorption from the defect to the gas
phase occurs at a rate of kdesorp = 2.3 × 10−11 s−1, and
desorption onto the adjacent (100) surface occurs at a rate of
kdesorp = 1.2 × 10−10 s−1, assuming an optimal, barrierless
transition. Thus, the F center binds tightly enough to the
copper atom to prevent any kind of desorption and inhibits
agglomeration under reaction conditions.
Cu-Doped Defect. Figure 2 provides an overview of all

minimum structures and reaction barriers investigated in this
work. To be comparable to experimental data, all reaction
barriers, energies, and rate constants are given at a temperature
of 500 K unless stated otherwise, and for the sake of
readability, the adsorption of hydrogen was omitted. In the
diagram, only the barriers for an Eley−Rideal (ER) mechanism
are discussed, which assumes reaction of the adsorbed
molecule with H2 from the gas phase. All energies and the
Langmuir−Hinshelwood (LH) barriers, which assume reaction
with preadsorbed H2, can be found in the Supporting
Information.

CO adsorbed on the Cu-doped defect (2) was set as the
reference for the minimum energies because the energies for
the free Cu-doped and HCuH-doped defect can be defined

Figure 1. Highest occupied crystal orbital of the Cu-doped F center
on the KCl (100) surface. Yellow spheres represent chlorine ions,
violet spheres represent potassium ions, and the orange sphere at the
center represents the copper atom. Isosurface cutoff = 2.5 Å−3/2.

Figure 2. Reaction diagram for the hydrogenation of CO on the Cu-doped KCl F center at 500 K and 1 bar partial pressure for H2 and CO. All
energies are in eV.
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with respect to CO, H2CO, and CH3OH. Reactions from one
state n to another state m are written as n → m, and they are
reflected in the kinetic and thermodynamic parameters as a
subscript n, m.
Adsorption of CO, H2CO, and CH3OH on Cu. In the

following, the adsorption of the molecules involved in the
hydrogenation reaction of carbon monoxide on the Cu-doped
defect is explored. CO binds to the Cu atom via the carbon
atom (Figure 3a, 1 → 2). CO is less stabilized on Cu (Eads =
−0.48 eV) than in the empty defect (Eads = −0.88 eV, see
Table 1) but still exhibits a much larger interaction with

copper than with the pristine KCl (100) surface (Eads = −0.13
eV). This trend is also observed from the C−O frequency
shifts: −457 cm−1 on the empty F center, −258 cm−1 on Cu,
and only −19 cm−1 on KCl (100). Contrary to the strong
reduction on the empty F center (qCO = −0.81), CO is only
slightly reduced on the Cu atom (qCO = −0.33e) with the
remaining charge of qCu = −0.41e remaining at the copper
atom, according to the Bader charges. This matches the
expectation based on the electron affinities of Cu and CO
which are comparable (1.24 eV62 and 1.33 eV,63 respectively),
as the copper atom shares the defect electron with CO.
Nevertheless, the defect electron remains strongly localized to
the defect. Inspection of the highest occupied crystal orbital
(HOCO, Figure 3a) shows that the Cu/defect electrons
contribute to the π*-antibonding orbital of CO (Figure 3b),
weakening and activating the bond.

Entropic effects lower the adsorption energy of CO at higher
temperatures (ΔG1,2(500 K) = 0.28 eV), which reduces the
Cu/defect coverage to θ2(500 K,1 bar) = 0.16% compared to
>90% on the empty defect.

Figure 3. Highest occupied crystal orbital of CO on the Cu-doped F center on the KCl (100) surface (a) and π*-antibonding LUMO of CO in the
gas phase (b). The gray sphere represents carbon and the red sphere oxygen. Isosurface cutoff = 2.5 Å−3/2.

Table 1. Properties of CO in the Gas Phase, on the Pristine,
on the Defective, and on the Doped KCl (100) Surface

defective

gas phase pristine empty Cu-doped

frequency/cm−1 2127 2108 1670 1869
bond length/Å 1.14 1.15 1.22 1.18
Bader charge CO/e 0.00 −0.02 −0.81 −0.33
Eads/eV −0.13 −0.88 −0.48

Figure 4. Minimum geometries of formaldehyde (a) and methanol (b) on the KCl F center occupied by Cu. White spheres denote hydrogen.
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In the next step, formaldehyde (Figure 4a, 1 → 3) and
methanol (Figure 4b, 1 → 4) are investigated regarding their
adsorption on the Cu-doped F center as they are products of
the hydrogenation process. Table 2 lists their adsorption
energies and Bader charges.

Overall, the adsorption energy of these molecules is reduced
on the Cu-doped defect compared to the empty F center,
similar as found for CO. In contrast to what was observed for
CO, the reduction of formaldehyde is even stronger on Cu
than on the empty F center (q e1.18H CO2

= compared to
q e0.85H CO2

= ), owing to an additional partial reduction
through the copper atom, which obtains a slightly positive
partial charge of qCu = +0.27e. From the optimized geometry
(Figure 4a) it can be seen that the copper atom is pushed by
H2CO into an interstitial site, creating a cavity for the molecule
and stabilizing it by 0.2 eV compared to a reference calculation
with the Cu atom in the chlorine position and H2CO above
the defect. However, H2CO is essentially unbound at 500 K
with ΔG1,3 = 0.02 eV, desorbing at a rate of k3,1 = 1.6 × 1013

s−1.
On the other hand, methanol is essentially not reduced by

the defect q e( 0.13 )CH OH3
= , and it interacts with the surface

mainly by a hydrogen bond with the negatively charged copper
atom (q = −0.61e). This leads to fast desorption at a rate of k4,1
= 9.5 × 1016 s−1 at 500 K and a free energy gain of ΔG4,1 =
−0.39 eV.

To summarize this part of the study, all molecules involved
in the CO hydrogenation have a weaker interaction with the
Cu-doped defect than with the empty defect, but their relative
stability is maintained. In addition, the copper doping makes
the reduction process more dynamic, allowing for a gradual
reduction and a greater degree of reduction of adsorbates than
was observed for the empty defect.
Formaldehyde Formation on Cu. In this section, we

study the hydrogenation reactions of CO as in our previous
work,26 but on the Cu-doped defect. The reaction toward
methanol and other intermediates and products proceeds along
the vertical axis of the reaction diagram 2. The first
hydrogenation 2 → 3 takes place as a 1,2-addition at the
carbon atom via the transition state shown in Figure 5,
analogous to the hydrogenation on the undoped defect or in
the uncatalyzed gas phase.64 Furthermore, it is similar to the
hydrogenation of nitrogen in the gas phase,65 but to the best of
the authors’ knowledge, this mechanism has not been
described in any catalytic investigations of the hydrogenation
of carbon monoxide so far.

The negative charge of the Cu/defect is distributed among
carbon monoxide and the hydrogen atoms, facilitating
dissociation of the molecule and stabilizing the transition
state. At the same time, the reaction displaces the neighboring
cation as the copper atom is moving into the surface. At 500 K,

the free activation energy for the LH hydrogenation is
G 1.19doped,LH =‡ eV, which matches the barrier for the

same reaction on the empty defect ( G 1.20empty,LH =‡ eV26).
Likewise, the adsorption of hydrogen on the Cu-doped defect,

G 0.40ads,H
doped

2
= eV, matches the adsorption on the empty

defect ( G 0.36ads,H
empty

2
= eV26). Entropy reduces the Gibbs free

reaction energy of the hydrogenation from ΔG(0 K)doped =
−0.74 eV to ΔG(500 K)doped = −0.06 eV. The Cu-doped
defect has a similar reactivity with respect to hydrogenation as
the undoped defect, as is apparent from the calculated rate
constants for the ER mechanism, which are kdoped = 1.0 × 10−3

s−1 and kempty = 2.3 × 10−3 s−1 at 500 K. This indicates that the
copper atom does neither diminish nor enhance the reactivity
of the defect electron.

There exists an alternate path for the hydrogenation of
carbon monoxide that takes place via a mediation of the copper
atom as shown in Figure 6. In this case, the hydrogen affinity of
copper stabilizes the transition state, reducing the reaction
barrier of the direct hydrogenation 2 → 3 at 500 K from 1.59
eV (empty F center) to 1.26 eV for 2 → 7. In the second step,
7 → 3, the hydrogen atom at the copper atom is inserted into
the formyl group, yielding formaldehyde (3) with a barrier of
1.14 eV. Because it is an intramolecular step, it is not affected
by hydrogen pressure and entropy, making it the fastest step of
the alternative hydrogenation. This type of copper-mediated
hydrogen exchange is similar to theoretical and experimental
observations for [HCuH]− in the gas phase66 and copper
hydride complexes in solution67−73 for the hydrogenation and
hydrosilylation of carbon dioxide.

Unfortunately, the hydrogen affinity of copper also stabilizes
the intermediate (7) with respect to (2) and (3) by ∼0.4 eV at
500 K, effectively hindering the hydrogenation of CO on the
pure copper atom.
Methanol Formation on Cu. As reaction 2 → 3, the

hydrogenation of H2CO 3 → 4 takes place as a 1,2-addition at
the C and O atom. The reaction Gibbs free energy of the
hydrogenation at 500 K is ΔG3,4 = −0.06 eV, slightly favoring
the product methanol. But the activation barrier is high,

G 2.523,4 =‡ eV, which corresponds to a negligible rate
constant of k3,4 = 3.8 × 10−13 s−1. This makes the reaction
about 2 × 108 times slower than the corresponding reaction on
the empty defect. The main reason behind the low efficiency of
this reaction on Cu/defect is most likely its steric situation, as
the transition from formaldehyde (Figure 4a) to methanol
(Figure 4b) requires the adsorbate to turn by 180° and move
from the defect vacancy to a position above it.

In summary, the Cu-doped defect exhibits significant
reactivity regarding the hydrogenation of CO, as the hydrogen

Table 2. Calculated Adsorption Energies Eads (eV) and
Bader Charges (e) of H2CO and CH3OH on the Defective
and on the Cu-Doped Defective KCl (100) Surface

Eads/eV Bader charge/e

empty Cu-doped empty Cu-doped

H2CO −1.96 −0.91 −0.85 −1.18
CH3OH −0.85 −0.44 −0.60 −0.13

Figure 5. Transition state for the 1,2-hydrogenation of CO on the
Cu-doped defect.
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affinity of the reduced Cu atom facilitates the dissociation of
H2 and stabilizes the transition states for the reactions 2 → 7
and 7 → 3, but the second step in methanol formation is
sterically hindered.
Dissociation of CH3OH on Cu. One focus of this work is

the dissociation of methanol on the doped defect because this
was an important side reaction on the undoped F center.26

First, we modeled the dissociation to methane and CuO 4 → 5
on the Cu-doped defect (Figure 7). While the free reaction
energy ΔG4,5 = −1.05 eV for the formation of CuO and CH4
(Figure 7b) is strongly negative at 500 K, the free activation
energy G4,5

‡ is quite high, 1.33 eV. This is 0.75 eV higher than
on the empty defect, reducing the dissociation rate of methanol
from kempty = 1.4 × 107 s−1 to k4,5 = 4.4 × 10−1 s−1 at 500 K.
The main reason for this difference is the different electronic
structure of the defect with and without copper. In the case of
the empty defect, the dissociation takes place homolytically via
the liberation of a methyl radical and is thermodynamically
driven by the formation of a stable hydroxy anion in the cavity.
The Cu-doped defect, however, is a closed-shell system, and
methanol dissociation takes place via a methyl radical in the
transition state (Figure 7a), which is poorly stabilized. The
thermodynamic driving force behind this dissociation is the
oxidation of the adsorbed copper atom under formation of
methane. In combination with the low adsorption energy of
methanol on the Cu-doped defect, this dissociation becomes a

negligible side reaction. This relationship also holds for higher
temperatures, as entropy disfavors adsorption.

Methanol can also react with the doped defect via the
reduction of the hydrogen atom in the hydroxy group to
intermediate (9) (Figure 8) in two steps via intermediate (6)
(Figures S6−S8). With an free activation energy of

G 0.514,6 =‡ eV at 500 K, the initial reaction toward the
intermediate (6) is much faster than the dissociation with a

Figure 6. Transition state (a) and resulting intermediate (b) of the hydrogenation 2 → 7 of CO on the Cu-doped defect and insertion of copper.

Figure 7. Transition state (a) and product (b) of the dissociation 4 → 5 of CH3OH on the Cu-doped F center.

Figure 8. Methoxy intermediate 9.
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reaction rate of k4,6 = 7.2 × 107 s−1. The first reaction 4 → 6 is
exergonic, ΔG4,6 = −0.78 eV. The second reaction 6 → 9 has a
free activation energy G 1.126,9 =‡ eV, which is lower than the
barrier of the back-reaction and is also exergonic (ΔG6,9 =
−0.47 eV). The overall stabilization compared to methanol on
the Cu-doped defect is therefore −1.25 eV. The hydrogen
affinity of copper makes this side reaction kinetically and
thermodynamically favorable compared to the dissociation to
CuO and methane.
Copper Hydride Formation in the F Center. Bihydro-

genated copper doping of the F center was observed during
optimization of the intermediates of the previous reactions
(Figure 9, state 14), in the following denoted as HCuH or

HCuH-doped defect. In this case, the defect electron is
delocalized over the hydrogen atoms, yielding the same charge
qH = −0.47e for each, while the metal atom becomes slightly
positively charged, qCu = +0.14e. Conceptually, this structure
resembles the first stable complex copper hydride LiCuH2
synthesized by Ashby et al.74 with the defective surface acting
as countercation, and the linear geometry of HCuH matches
the measurements and calculations for the gas-phase anion by
Zavras et al.66

The defect orbital (Figure 9) maintains its diffuse s-type
character while featuring a σ*-contribution to the bond
between the hydrogen atoms and the central Cu atom. Despite
the occupation of the antibonding orbital, the system is
thermodynamically more stable than the single Cu atom. The
main stabilization originates from the reduction, as the
hydrogenation of the Cu-doped defect (eq 8) is exothermic,
ΔE1,14 = −0.89 eV, which matches ΔE of the HCuH−
formation in the gas phase, −0.90 eV. In contrast, the neutral
reaction of hydrogen and copper in the gas phase is
endothermic, ΔE = 0.09 eV.

HCu(ads) (g) HCuH(ads)2+ (8)

At standard pressure and 500 K, the hydrogenation is
exergonic (ΔG1,14 = −0.43 eV), whereas the hydrogen
molecule is not stabilized by either the vacant F center26 or
the doped F center. However, the reaction according to eq 8 is
kinetically hindered by a large barrier of G 2.601,14 =‡ eV,
which yields a negligible reaction rate (k1,14 = 6.6 × 10−14 s−1).

Therefore, we exclude direct formation of HCuH due to the
presence of H2.

However, while reaction 1 → 14 is kinetically hindered, the
addition of CO or CH3OH facilitates this reaction from the left
side of the diagram in Figure 2 to the right side. The turnover
frequency from Cu to HCuH was evaluated with a kinetic
Monte Carlo simulation for both cases, including all states
featured in the diagram in Figure 2. In the presence of CO, the
hydrogenation of copper occurs according to 1 → 2 → 7 → 10
→ 14 at a rate of k1,14,CO = 4.5 × 10−4 s−1, and in the presence
of methanol, the same reaction occurs according to 1 → 4 → 6
→ 9 → 12 → 14 at a rate of k1,14,CHd3OH = 3.6 × 10−1 s−1,
exceeding the performance of the direct hydrogenation by
several orders of magnitude.

Once formed, HCuH does not dissociate, as the most
thermodynamically favorable decomposition to H2 and solid
copper is still endergonic with a Gibbs free reaction energy of
0.92 eV. Furthermore, the desorption of HCuH from the F
center into the gas phase is strongly endergonic by +3.14 eV at
500 K, corresponding to a reaction rate of kdesorb = 2.4 × 10−19

s−1, and the desorption onto the KCl (100) surface via an
optimal, barrierless transition is similarly endergonic by +3.44
eV, corresponding to a rate reaction of kdesorb = 2.3 × 10−22 s−1.
Consequently, the HCuH molecule remains firmly adsorbed to
the defect under reaction conditions, presenting a more stable
active center for adsorbates than Cu.
Adsorption of CO, H2CO, and CH3OH on HCuH. On the

HCuH-doped defect, CO binds to Cu via the C atom (Figure
10, state 10), similar to the Cu-doped defect. Carbon

monoxide is stronger adsorbed on the HCuH-doped defect
than on the Cu-doped F center (see Table 3). It interacts with
the σ-bonding orbital of HCuH via a π*-antibonding orbital,

Figure 9. Highest occupied crystal orbital of the hydrogenated copper
on the F center on the KCl (100) surface. Isosurface cutoff = 2.5
Å−3/2.

Figure 10. HOCO of CO on the HCuH-doped F center on the KCl
(100) surface. Isosurface cutoff = 2.5 Å−3/2.

Table 3. Stretching Frequency (cm−1), Bond Length (Å),
Bader Charge (e), and Adsorption Energy Eads (eV) of CO
in the Gas Phase and on the Pristine, Defective, and Doped
KCl (100) Surface

defective surface

gas
phase

pristine
surface empty

Cu-
doped

HCuH-
doped

frequency/cm−1 2127 2108 1670 1869 2011
bond length/Å 1.14 1.15 1.22 1.18 1.16
Bader charge

CO/e
0.00 −0.02 −0.81 −0.33 −0.29

Eads/eV −0.13 −0.88 −0.48 −0.73
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slightly weakening the C−O bond (Figure 10). At 500 K, the
increasing entropy lowers the CO adsorption energy to G14,10 =
0.06 eV, but the CO defect coverage is still relatively high,
θ10(500 K, 1 bar) = 20%, compared to only 0.2% on the Cu-
doped defect.

In Table 4, the adsorption of formaldehyde and methanol
(Figure 11) on HCuH is compared to the empty defect and

the Cu-doped defect. The adsorption energy of both molecules
is similar on the two doped defects. The Bader charge of the
molecules adsorbed on HCuH is less negative than on empty
or Cu-doped F centers because the hydrogen atoms carry part
of the defect charge. This indicates that the molecules do not
primarily interact with the defect via electrostatic attraction
through a transferred charge, as observed for the empty defect,
but predominantly via bonding to the copper atom in the case
of formaldehyde and a hydrogen bond in the case of methanol.
Accordingly, H2CO and CH3OH are effectively unbound at
500 K with an adsorption free energy of G14,11 = −0.02 eV and
G14,12 = 0.30 eV, respectively, which makes methanol in
particular a favorable reaction product.
Dissociation of CH3OH on HCuH. The dissociation of

methanol on the HCuH-doped defect, 12 → 13, is similar as
on the Cu-doped defect. On HCuH, the reaction free energy
ΔG12,13 = −1.50 eV toward the product 13 (Figure 12) is more
negative than obtained for Cu, but the free activation energy

G12,13
‡ is larger, 2.09 eV. This is 0.76 eV higher than on the

Cu-doped defect, reducing the dissociation rate to k12,13 = 8.1
× 10−9 s−1. Consequently, the dissociation is kinetically
blocked at 500 K and has no relevance in the overall reaction.

Apart from this reaction and the restructuring to intermediate
(9) (Figure 8), no other reaction of methanol was found.
Hydrogenation of CO on HCuH. On the HCuH-doped

defect, the direct hydrogenation of CO to H2CO 10 → 11
could not be identified. Instead, it rearranges to the formyl
intermediate (7). At 500 K, the attachment of an hydrogen
atom to CO has an activation barrier of G 0.7410,7 =‡ eV,
which corresponds to a reaction rate of k10,7 = 3.9 × 105.
However, the aforementioned stability of HCuH− makes this
reaction slightly endergonic with G 0.1810,7 =‡ eV, shifting
the reaction toward the starting state 10.

Hydrogenating the formyl intermediate (7) on HCuH
further yields a new intermediate with three hydrogen atoms
and the formyl group arranged around the copper in a square-
planar configuration (Figure 13b, state (8)).

The transition state in Figure 13a shows that the hydrogen
atoms bound to the Cu atom is very mobile, which is further
corroborated by the transition states for the reactions 8 → 11

Table 4. Calculated Adsorption Energies Eads (eV) and
Bader Charges (e) of H2CO and CH3OH on the Empty and
the Doped F Center

Eads/eV Bader charge/e

empty
Cu-

doped
HCuH-
doped empty

Cu-
doped

HCuH-
doped

H2CO −1.96 −0.91 −0.88 −0.85 −1.18 −0.55
CH3OH −0.85 −0.44 −0.53 −0.60 −0.13 −0.07

Figure 11. Minimum geometry of formaldehyde (a) and methanol (b) on the KCl F center occupied by HCuH.

Figure 12. Minimum geometry of CuO and CH4 on the HCuH-
doped defect (13).
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and 11 → 9 (shown in the Supporting Information). All of
these reactions are facilitated by the proximity of the reagents,
requiring only a small shift from the initial minimum geometry
to transfer the hydrogen atom. The first barrier is calculated as

G 1.097,8 =‡ eV at 500 K, which corresponds to a reaction
rate of k7,8 = 1.0 × 102 s−1. The second barrier is much smaller,

G 0.198,11 =‡ eV, so the intermediate rearranges toward
formaldehyde with k8,11 = 1.3 × 1011 s−1. Formaldehyde then
reacts rapidly with the hydrogenated copper, abstracting one
more hydrogen atom to form a methoxy group. This is
connected with a free activation energy of G 0.2411,9 =‡ eV to
create intermediate (9) (Figure 8) with a reaction free energy
of ΔG11,9 = −1.09 eV. These reactions demonstrate that the
hydrogenated copper on the defective KCl (100) surface is still
flexible and reactive enough to donate hydrogen atoms to an
adsorbed molecule.

In the final reaction step, methanol is formed by hydro-
genating the Cu-bound methoxy group (9 → 12), and similar
to the hydrogenation of CO on the copper-doped defect, 2 →
7, the reaction is mediated by the Cu atom (TS in the
Supporting Information). The direct hydrogenation of H2CO
to CH3OH 11 → 12 could not be found. The activation free
energy is G 1.379,12 =‡ eV, and the reaction free energy is
ΔG9,12 = 0.73 eV, classifying the reaction as endergonic at 500
K. This corresponds to a reaction rate of k9,12 = 1.8 × 10−1 s−1

and a back-reaction rate of k12,9 = 4.2 × 106 s−1. Consequently,
the equilibrium of the reaction is shifted toward the
intermediate (9), which also represents the thermodynamic
minimum of the overall hydrogenation process. At the same
time, the back-reaction 12 → 9 is contested by the favorable
desorption of methanol from the HCuH-doped defect 12 →
14, making the overall equilibrium dependent on the methanol
and hydrogen partial pressures, as will be discussed in the next
section.
Methanol Formation on HCuH. Taking all preceding

reaction steps into account, we summarized the methanol
synthesis from CO and H2 on the HCuH-doped defect. In
Figure 14, all steps and intermediates for this synthesis are
shown. The corresponding Gibbs free energy diagram is shown
in Figure 15 for 500 K and 50 bar pressure, which are typical
values for industrial methanol synthesis, with a 1:9 ratio of
CO:H2. The adsorption energies for methanol and form-
aldehyde are given for standard pressure of 1 bar.

In the following, the turnover frequency (tof) of the entire
reaction was investigated with a kinetic Monte Carlo
simulation, including all states shown in diagram 2 with their
energies adjusted according to the total pressure. The rate-
limiting reaction steps of this synthesis are the hydrogenation
of the formyl intermediate (7) and the hydrogenation of the
methoxy intermediate (9), as it has the highest overall barrier.
The most prevalent states are CO in the gas phase (14) and on
the HCuH-doped defect (10), which exist during a combined

Figure 13. Transition state (a) and product (b) of the hydrogenation 7 → 8 of the formyl intermediate on HCuH.

Figure 14. Reaction diagram for the hydrogenation of CO on the
HCuH KCl F center at 500 K and 50 bar pressure with a 1:9 ratio of
CO:H2.

Figure 15. Calculated free energy diagram for the hydrogenation of
CO on the HCuH-doped KCl F center at 500 K and 50 bar pressure
with a 1:9 ratio of CO:H2. All energies are in eV.
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15% of the total reaction time at 50 bar, and the methoxy
intermediate (9), which exists during 84% of the total reaction
time. The hindrance for the first hydrogenation is the
thermodynamic instability of the formyl intermediate (7)
compared to CO because it only exists for about 0.2% of the
total reaction time. Changing the overall pressure does not
significantly affect the state distribution over time.

In addition, a sensitivity analysis was carried out, and the
degree of rate control was determined according to the
definition by Campbell75 to be 0.11 for the hydrogenation of
the formyl intermediate (7) and 0.84 for the hydrogenation of
the methoxy intermediate (9), confirming that step 9 → 12 is
the rate-determining step, while the remaining steps are of
negligible influence.

Once the second formyl intermediate (8) is formed, it
rapidly reacts toward intermediate (9) via adsorbed form-
aldehyde (11) with barriers smaller than 0.3 eV. Alternatively,
formaldehyde can rapidly desorb from the defect with a barrier
of 0.02 eV at 500 K and 1 bar. The desorption predominates at
reaction start and low pressures, with a reaction rate similar to
11 → 9, and reaches equilibrium at a pressure of ∼2 mbar.

In Table 5, the tof and specific activity obtained for the
doped defect are compared to kinetic measurements of various
conventional copper-based catalysts. The specific activity
denotes the amount of methanol obtained over a period of
time on a given catalyst surface.

The overall tof obtained by the simulation exceeds our
previous findings for the empty F center by 3 orders of
magnitude26 and the experimental findings for the conven-
tional copper-based catalysts by 4 orders of magnitude. Of
course, the low loading of KCl surface with F centers must be
taken into account.26 In our previous investigations, we
reported the lack of experimental research on the possible F
center concentration at temperatures relevant for this reaction,
i.e., around 500 K. We applied the value found by Kuczynski
and Byun76 at 833 K of 1.5 × 1018 F centers/cm3 or 0.0092%.
Employing the same conservative estimation for the concen-
tration, assuming all F centers are occupied with copper atoms,
yields a specific activity which is in the same order as the
specific activity found by researchers for the conventional
copper catalysts.

Because the methoxy intermediate (9) is the thermodynamic
minimum of the energy diagram, it might block the reactive
centers of the catalyst. On the other side, methanol has a low
defect coverage at 500 K, and states 9 and 12 are in thermal
equilibrium. Effectively, the relation between θ9 and θ12 can be
approximated with eq 9 with Kx,y being the equilibrium
constant for states x and y and θ9 being the relative abundance
of intermediate (9).

K

K 19 12
9,12

9,12
=

(9)

With this formula, the amount of available surface defects was
computed as shown in Figure 16.

Accordingly, the reactivity of the defective surface is roughly
reduced by 50% at a methanol pressure of 1 mbar, as half of
the copper atoms are in state (9). This should not pose an
issue at high carbon monoxide concentrations, however, as the
adsorption of CO outweighs and hinders this side reaction
under the assumption that methanol cannot react on the
already occupied defect.

In conclusion, the reactivity of the HCuH-doped F center
exceeds the reactivity of the industrial copper catalyst and of
the empty F center by several orders of magnitude. Thus, even
assuming low concentrations of HCuH-doped F centers on the
KCl (100) surface, the defective KCl system is calculated to

Table 5. Comparison of the Specific Activity and the Turnover Frequencies (tof) for the Conventional Catalysts and the
HCuH-Doped Defect at 40, 50, and 70 bar Syngas Pressure of Various Compositions (CO, CO2, H2)

reference catalyst temp (K) press. (bar) specific activity (g/m2 h × 10−4) tof/center (s−1)

Höppener (1986)5 Cu/ZnO/Al2O3 513 70 600
Pan (1988)8 Cu/ZnO 523 50.66 300

Cu 523 50.66 30
Burch (1990)9 Cu/ZnO 513 50 0.010
Robbins (1991)7 Cu/SiO2 523 42 0.0042
Studt (2015)6 Cu/MgO 503 30 0.018

Cu/ZnO/Al2O3 503 30 0.019
Van Den Berg (2016)4 Cu 533 40 0.0025

Cu/ZnO 533 40 0.025
CuZn/HSAG 533 40 0.03

Dalebout (2022)3 CuZn-25/C 533 40 0.011
Cu/ZnO/Al2O3/MgO 533 40 0.04

vacant F center26 */KCl, 0.0092% 500 50 0.096 0.02
this study HCuH/KCl, 0.0092% 500 40 150 160

500 50 210 230
500 70 340 370

Figure 16. Calculated amount of available defects on the KCl (100)
surface at 500 K and varying amounts of methanol pressure.
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yield similar productivity as the industrial copper catalyst.
However, the reactivity decreases with increasing methanol
pressure, as the defect sites are occupied by the methoxy
intermediate (9).

■ CONCLUSIONS
The effect of Cu doping of the F center on the KCl (100)
surface was investigated with periodic DFT. The doping
process itself is exergonic, and copper atoms are expected to
preferably occupy F centers and not defect-free terraces. The
defect electron remains strongly localized at the doped defect,
and the reactant CO and products (H2CO, CH3OH) are
strongly bound to the copper atom. Only formaldehyde is fully
reduced by the defect, at variance with the empty F center
where all molecules were reduced, whereas CO and CH3OH
share the defect electron with the copper atom. Most
activation barriers for the CO hydrogenation are as low or
even lower than on the empty F center. The reductive
environment created in the defect cavity is still the major
driving force behind the reactivity of the defect, but it is
amplified by the hydrogen affinity of copper, which facilitates
the dissociation of hydrogen molecules and attachment of
hydrogen atoms to adsorbates similar as observed for copper
hydride complexes in solution. The main issue of the CO
hydrogenation on the empty F center, the deactivation of the
active site via the homolytic dissociation of the product
methanol, was remedied by Cu doping, and the relevant
barriers for alternative dissociation routes are not significantly
reduced under typical reaction conditions. Unfortunately, the
first hydrogenation of CO to formaldehyde on the Cu-doped
defect is hindered by the hydrogen affinity of copper and the
second hydrogenation to methanol by steric hindrance. HCuH
was identified as a thermodynamically more stable dopant in
comparison to Cu on the F center. Its direct formation from
H2 and Cu/defect is kinetically hindered. However, its
formation is facilitated by adsorption and hydrogenation of
CO or CH3OH. On the HCuH-doped defect, the synthesis of
methanol from CO through a successive hydrogenation has a
turnover frequency of 230 s−1 at 500 K and 50 bar, which
exceeds that calculated for the empty defect by 3 orders of
magnitude and the measured value of conventional catalysts by
4 orders of magnitude. Consequently, even at a low F center
concentration of 0.01%, the HCuH/F center catalyst is
expected to yield turnover frequencies per surface area in the
range of conventional catalysts, but with far lower Cu loading.

In summary, the addition of copper to the KCl F center is
expected to enhance its reactivity toward hydrogenation of CO
and diminishes its tendency of dissociating adsorbates,
addressing the most crucial issues of the empty F center.
Having demonstrated the capabilities of the doped defective
KCl surface, its effect on other adsorbates than CO, H2CO,
and CH3OH is a focus of future research as the effect of other
metal atoms as dopants and its general applicability as a
hydrogenation catalyst.
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